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Preface to ”Radiation Damage in Biomolecules and
Cells”

Considering that ionizing radiation is widely used in medicine, and that occupational and

environmental exposure raise radiation protection issues, it is mandatory for the scientific community

to continuously update and improve the knowledge about the biophysical mechanisms governing the

induction of radiation damage in biological targets, as well as to use such knowledge to optimize the

use of ionizing radiation and the corresponding radiation protection strategies.

In this framework, the papers collected in this Special Issue deal with the effects of ionizing

radiation at molecular and cellular levels, as well as possible applications in medicine and radiation

protection. In particular, some works analysed the early stages of the interaction between ionizing

radiation and DNA focusing on DNA cluster damage, which is widely considered as an important

step towards subsequent endpoints including chromosome aberrations and cell death. Other studies

investigated the consequences of hypoxia on the evolution of the initial DNA damage, and one work

analysed genome-wide DNA alterations in irradiated human cells. Concerning radiation therapy, the

response of cancer cells to different radiation types was characterized both in vitro and in vivo, and

possible strategies to enhance such responses were investigated; furthermore, FLASH radiotherapy

was reviewed. In the framework of cancer therapy side effects, the consequences of high doses on

gene expression in healthy cells were analyzed, and the RBE (Relative Biological Effectiveness) for late

effects in the central nervous system was predicted by the BIANCA biophysical model. Finally, the

protective role of melatonin and Vitamin D, as well as hypothermia, was reviewed, valine radiolysis

was investigated, the changes in radio-sensitivity of embrios during the early developmental stages

of the preimplantation were analyzed, and epigenetic modifications induced by ionizing radiation

were critically reviewed.

Although mainly directed to scientists working in the field of radiobiology, we believe that the

multi-disciplinary features of the works reported in this Special Issue make it interesting also for

physicists, chemists and medical doctors. We are therefore very grateful to all the colleagues who

accepted our invitation and provided their valuable contributions.

Francesca Ballarini and Mario Pietro Carante

Editors
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Ionizing radiation is widely used in medicine, both as a diagnostic tool and as a therapeutic agent.
Furthermore, several exposure scenarios, like occupational and environmental exposure (e.g., radon),
raise radiation protection issues, since the initial damage to DNA and chromosomes may lead either to
cell death [1,2], which in turn can cause early tissue damage, or to cell conversion to malignancy and,
eventually, cancer [3]. It is therefore mandatory for the scientific community to continuously update
and improve the knowledge about the mechanisms governing the induction of radiation effects in
biological targets, as well as to apply the acquired information to optimize the use of ionizing radiation
and the corresponding radiation protection strategies.

Although the DNA double helix is widely recognized as the main radiation target, the features
of the critical DNA damage type(s) leading to cell death or cell conversion to malignancy are still
unclear. Moreover, the role played by other potential targets, which may be involved in bystander
effects and other phenomena that may occur at low doses, deserves further investigation. Among
the many possible medical applications, several aspects of cancer hadron therapy should be further
addressed, including a more and more accurate RBE (Relative Biological Effectiveness) evaluation [4,5].
Such investigations can be carried out both experimentally, by means of in vitro and/or in vivo studies,
and theoretically, by biophysical models and simulation codes.

In this framework, this Special Issue reports studies on the effects of ionizing radiation at
molecular and cellular level, as well as possible applications in medicine and radiation protection.
More specifically, some works [6–8] analyzed the early stages of the interaction between ionizing
radiation and DNA, with particular attention to the role played by radiation track-structure in
modulating the induction of DNA cluster damage, which is thought to lead to important endpoints
including chromosome aberrations and cell death [9–11]. Another work [12] studied the impact of such
damage on nuclear architecture, which is known to play a relevant role in DNA damage induction and
repair [13]; other studies [14,15] investigated the consequences of hypoxia on the evolution of the initial
damage, and one work analyzed genome-wide DNA alterations in X-irradiated human fibroblasts [16].

Among the studies aimed at better understanding the mechanisms involved in cancer radiation
therapy, as well as improving its effectiveness, the metabolic response of glioblastoma multiforme
(GBM) cells to photons and C-ions was characterized [17], the therapeutic potential of a new
targeted c-SRC inhibitor molecule on X- or proton-irradiated GBM cells was investigated [18,19],
the sensitization of breast cancer cells by checkpoint kinase 1 inhibition was studied [20], and the
in vivo molecular response to proton therapy and its efficacy in a xenograft model was analyzed [21].
Furthermore, potential differences in the effects induced by passive or active clinical proton beams
were explored [22], and FLASH radiotherapy was reviewed [23]. Within the field of cancer therapy
side effects, the consequences of high radiation doses on gene expression in healthy tissues were
analyzed [24] and the RBE for late effects in the central nervous system following proton or C-ion
therapy was predicted by a novel biophysical model called BIANCA [25]. Since ionizing radiation
can also be used to treat diseases other than cancer, radiation-stimulated translocation of CD166 and

1
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CRYAB proteins to the endothelial surface was found to provide potential vascular targets on irradiated
brain Arteriovenous Malformations (bAVMs) [26].

Finally, in the framework of radiation protection studies, the protective role of melatonin and
Vitamin D [27], as well as hypothermia [28], was reviewed, and valine radiolysis by fast ions
was investigated [29]. Furthermore, the changes in radio-sensitivity and responses to ionizing
radiation of embryos during the early developmental stages of the preimplantation were analyzed [30],
and epigenetic modifications induced by ionizing radiation were critically reviewed [31].

Funding: This research was funded by the Italian National Institute for Nuclear Physics, project MC-INFN/FLUKA.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Complex DNA damage, defined as at least two vicinal lesions within 10–20 base pairs (bp),
induced after exposure to ionizing radiation, is recognized as fatal damage to human tissue. Due to
the difficulty of directly measuring the aggregation of DNA damage at the nano-meter scale, many
cluster analyses of inelastic interactions based on Monte Carlo simulation for radiation track structure
in liquid water have been conducted to evaluate DNA damage. Meanwhile, the experimental
technique to detect complex DNA damage has evolved in recent decades, so both approaches with
simulation and experiment get used for investigating complex DNA damage. During this study,
we propose a simplified cluster analysis of ionization and electronic excitation events within 10
bp based on track structure for estimating complex DNA damage yields for electron and X-ray
irradiations. We then compare the computational results with the experimental complex DNA damage
coupled with base damage (BD) measured by enzymatic cleavage and atomic force microscopy (AFM).
The computational results agree well with experimental fractions of complex damage yields, i.e.,
single and double strand breaks (SSBs, DSBs) and complex BD, when the yield ratio of BD/SSB is
assumed to be 1.3. Considering the comparison of complex DSB yields, i.e., DSB + BD and DSB +

2BD, between simulation and experimental data, we find that the aggregation degree of the events
along electron tracks reflects the complexity of induced DNA damage, showing 43.5% of DSB induced
after 70 kVp X-ray irradiation can be classified as a complex form coupled with BD. The present
simulation enables us to quantify the type of complex damage which cannot be measured through
in vitro experiments and helps us to interpret the experimental detection efficiency for complex BD
measured by AFM. This simple model for estimating complex DNA damage yields contributes to the
precise understanding of the DNA damage complexity induced after X-ray and electron irradiations.

Keywords: Monte Carlo radiation transport; complex DNA damage coupled with base damage;
modelling of DNA damage yields

1. Introduction

Ionizing radiation within the human body causes DNA damage [1] both physically (i.e., energy
deposition) [2,3] and chemically (i.e., free radical) reacting to the DNA target [4–7]. Among various
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DNA damage types [8,9], DNA double-strand breaks (DSBs), defined as two strand breaks within
10 base pairs (bp) [2,10,11] are conventionally recognized as fatal DNA damage, which can lead
to cell death with a certain probability [12]. Therefore, the relative biological effectiveness (RBE)
at the endpoints of DSBs and cell survival has been investigated in vitro and in silico in previous
reports [2,6,8,9,12–19]. Additionally, complex DNA damage composed of at least three vicinal lesions
caused within 10–20 bp, such as DSBs coupled with strand breaks or base damage (BD), is believed to
be more lethal to cells than simple DSBs [20,21] due to refractory damage [22,23]. To assess lethality,
it is necessary to quantify the clustering degree of DNA damage with both experiments [24,25] and
simulations [8,26–29]. It has been pointed out that a considerable amount of complex DNA damage
can be induced after irradiation; however, the yield and nature of complex DNA damage are still
difficult to be experimentally measured [30]. Due to the difficulty of measuring complex DNA damage,
the validity of simulations has not been sufficiently demonstrated yet.

Experimental methods for detecting complex DNA damage have evolved in recent
decades [24,30–36]. Among several techniques [24,30–36], microscopic operations coupled with
an antibody against γ-H2AX [31–34] enables researchers to obtain spatial distributions of DSB
induction in the cell nucleus. The adjacent degree of the DSB site can be evaluated from γ-H2AX
foci volume in an assay [35,36]; however, the damage complexity at the nano-meter scale (the scale
of DNA) cannot be obtained due to the limited spatial resolution from hundreds of nm to a few
µm [35,36]. Meanwhile, complex DNA damage composed of BD can be quantified by means of
gel electrophoresis after treatment of base excision repair enzymes [24,30,37,38] and fluorescence
resonance energy transfer [39,40]. The structure of complex DNA damage, i.e., the number of lesions
per damaged site was recently revealed with atomic force microscopy (AFM), where an individual BD
in a complex damage site is specifically labelled with biotin/avidin coupled with an aldehyde reactive
probe (ARP) [41]. However, whether all complex BD caused within a few bp can be detected in the
AFM experiment [41] or not remains unknown. Thus, it is essential to compare simulations based
on track structure with the corresponding experimental data, which contributes to interpreting the
detection efficiency of complex BD.

A cluster analysis of inelastic interactions based on a radiation track structure in liquid water has
been conducted as a powerful tool for estimating DNA damage yield [2,3,8,16,42]. The aim of this
study is to develop a simple model for estimating complex DNA damage (i.e., isolated DSB, DSB + BD,
DSB + 2BD, 2BD, 3BD, 4BD) based on previous simulation techniques [17,27,28], and to investigate the
simulation accuracy and the nature of X-ray- (and electron-) induced complex damage in comparison
with experimental data. This work finally quantifies the complexity of DNA damage under X-ray and
electron irradiations.

2. Results and Discussions

2.1. Comparison between the Present Model and Experimental Complex Damage

We first checked the model validity, in detail yield ratio of base damage (BD) and single-strand
break (SSB) = 1.3, comparing the simulation results (Equations (2)–(5) defined in Materials and Methods)
with experimental data on yield fractions of SSB, double-strand beak (DSB), BD and complex BD
(cBD) measured by enzymatic cleavage [37,38]. Figure 1A shows the fractions of SSB, DSB, BD and
cBD obtained from our model and experiments [37,38]. Considering the good agreement between
the estimation (6.9% total complex damage, 2.6% for DSB and 4.3% for cBD) and experimental data
(7.2% total complex damage, 2.5% for DSB and 4.7% for cBD) in Figure 1, the developed model for
complex BD considering BD/SSB = 1.3 seems reasonable. Additionally, the assumed induction ratio of
BD/SSB = 1.3 could be further validated from the cross sections for impact to the DNA strand and base
presented by Bernhardt et al. [43].
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Figure 1. Model validity in comparison with experimental data. (A) is the fractions of isolated damage
(single-strand break (SSB), base damage (BD)) and complex damage (double-strand break (DSB),
complex BD (cBD)); (B) is the fractions of simple DSB, DSB/BD and DSB/BD/BD. The experimental
data were obtained from the literature with treatment of base excision repair enzymes after 150
kVp X-ray irradiation [37,38] for (A) and with the direct observation technique with AFM after 70
kVp X-ray irradiation [41] for (B). The calculation represents the present model estimation based on
Equations (2)–(5) and cluster analysis based on Table 1, and the determination of isolated or complex
damage also follows the summary in Table 1.

Table 1. Classification of complex DNA damage coupled with BD in the present model.

DNA Damage Type Symbol Complexity Event/Cluster Ncl * Model for Yield Calculation

Single-strand breaks SSB Isolated Ncl < 2 YSSB, (Equation (2))

Double-strand breaks (+ base damage)
DSB Complex 2 ≤ Ncl < 11 YDSB× f (2 ≤ Ncl < 11), (Equation (3))

DSB/BD Complex 11 ≤ Ncl < 20 YDSB× f (11 ≤ Ncl < 20), (Equation (3))
DSB/BD/BD Complex 20 ≤ Ncl < 29 YDSB× f (20 ≤ Ncl < 29), (Equation (3))

Isolated base damage BD Isolated Ncl < 2 YBD, (Equations (4))

Complex base damage
BD/BD Complex 2 ≤ Ncl < 11 YcBD× f (2 ≤ Ncl < 11), (Equation (5))

BD/BD/BD Complex 11 ≤ Ncl < 20 YcBD× f (11 ≤ Ncl < 20), (Equation (5))
BD/BD/BD/BD Complex 20 ≤ Ncl < 29 YcBD× f (20 ≤ Ncl < 29), (Equation (5))

* The maximum inter-lesion distance, Lc, was set to be 10 bp for sampling the events per cluster.

To directly compare our simulation results with experimental complex damage data [41], we
considered the experimental detection efficiency η in our simulation. Focusing on the type of complex
damage, as shown in Figure 1B, the present cluster analysis for identifying complex DSB types, in
which the efficiency η = 0.9 was considered, also accurately reproduced the experimental results [41]. It
should be noted that the yields of a BD and a cBD, YBD and YcBD, are proportional to the efficiency η and
the square η2, respectively (e.g., YBD × η and YcBD × η2). Regarding the case of η = 1.0, the simulation
was in better agreement with the experimental data [41] than the estimated value with η = 0.9, proving
that the efficiency for detecting BD under atomic force microscopy (AFM) operation is over 90% which
is consistent with the experimental efficiency [41]. Moreover, this agreement shown in Figure 1B
suggests (i) that the density of ionizations and electronic excitation events clearly reflects the damage
complexity, (ii) that inter-lesion distance in the AFM experiment is within approximately 10 bp and (iii)
that 9 ionization and electronic excitation events are needed for inducing one additional BD at the
DSB site.

Based on the comparison results shown in Figure 1, the simple methodology in the present DNA
damage model is reasonable and sufficient for estimating complex BDs and for identifying the number
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of BDs at the DSB site. This indicates that the cluster analysis techniques [44,45] also are reasonable for
predicting complex DNA damage.

2.2. Testing for Consistency with Other Simulations by Different Codes

We determined the complex damage type (i.e., double-strand break (DSB), DSB/base damage
(BD), DSB/BD/BD) using the present model based on a simple cluster analysis using the number of
events in a small volume with 10 bp radius, Ncl (based on Table 1). The additional comparison between
the present model and the previous simulations, such as by Kurbuc [44] and Geant4-DNA [45], thus
becomes strong evidence to prove that these assumptions of 9 events for inducing one additional BD at
the DSB site and the yield ratio of BD/SSB = 1.3 is reasonable. Added to the comparison between the
simulation and the experimental data [37,38,41] (as shown in Figure 1), we also tested if this cluster
model can reproduce the previous simulation data on complex DSB [44,45], i.e., DSB+ and DSB++,
or not.

The comparison results between the present model coupled with Particle and Heavy Ion Transport
System (PHITS) (based on Table 2) and previous simulation data calculated by Kurbuc [44] and
Geant4-DNA [45] are summarized in Table 3. The present model with the PHITS calculation indicates
that more than 20–30% of DSBs can be classified as complex forms. Among the 0.3 keV, 1 keV, 10 keV
and 100 keV electrons, the yield of DSBs in the case of the 0.3 keV electron is highest [17], while the
fraction of complex DSBs (cDSBs composed of DSB+ and DSB++) for the case of 1 keV electron
is highest. This comparison indicates that the present model can reproduce the simulation results
by using a different prediction model from the previous simulations [44,45], suggesting that this
identification approach for complex damage type using the number of events in sites with a 10 bp
radius (9 and 12 events for inducing a BD and a SB at each DSB site, respectively) is reasonable. Note
that the other codes provide the complex damage yield based on the events and energy deposition
to the DNA cylinder [2,29,44,45] and ion cluster size [46]. Considering the good agreements with
other simulations [44,45] and the experimental data [41], this simplified model with a cluster analysis
is, therefore, sufficient for identifying the complexity of DNA damage induced after X-ray and
electron irradiations.

Table 2. Classification of complex DSB coupled with strand breaks in the present model.

DNA Damage Type Symbol Complexity Event/Cluster Ncl * Model for Yield Calculation

Single-strand breaks SSB Isolated Ncl < 2 YSSB, (Equation (2))

Double-strand breaks (+ strand breaks)
DSB Simple 2 ≤ Ncl < 14 YDSB × f (2 ≤ Ncl < 14), (Equation (3))

DSB+ Complex 14 ≤ Ncl < 26 YDSB × f (14 ≤Ncl < 26), (Equation (3))
DSB++ Complex 26 ≤ Ncl < 38 YDSB × f (26 ≤Ncl < 38), (Equation (3))

* The maximum inter-lesion distance, Lc, was set to be 10 bp for sampling the events per cluster.

Table 3. Benchmark test for complex double-strand break (DSB) compared to the other simulations.

Electron Energy (keV) Type of Simulation Code
DNA Strand Break Yields (%) Yield Ratio (%)

SSB (i) DSB (ii) DSB+ (iii) DSB++ (iii) cDSB/DSB (iv)

0.30
PHITS 87.30 10.13 2.57 0.00 20.24

Geant4-DNA 93.89 4.89 1.22 0.00 20.00
KURBUC 87.19 9.18 3.28 0.35 28.31

1.00
PHITS 89.60 7.18 3.19 0.04 31.03

Geant4-DNA 94.62 4.46 0.87 0.05 17.13
KURBUC 90.65 6.51 2.55 0.29 30.38

10.0
PHITS 93.94 4.62 1.40 0.04 23.81

KURBUC 96.59 2.61 0.72 0.08 23.45

100
PHITS 94.69 3.71 1.53 0.07 30.18

KURBUC 96.64 2.69 0.63 0.05 20.07

(i) SSB = single-strand break; (ii) DSB = double-strand break; (iii) DSB+ and DSB++ = DSB coupled with a strand
break and two strand breaks within 10 bp, respectively; (iv) cDSB is the sum of the percentages of DSB yields
coupled with strand breaks (DSB+ and DSB++).
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2.3. Interpretation of Complex Base Lesions Directly Measured by Atomic Force Microscopy (AFM) Imaging

The most recent atomic force microscopy (AFM) techniques for detecting complex base damage
(BD) enables us to quantify the complex damage type, i.e., BD/BD, BD/BD/BD and BD/BD/BD/BD in
addition to complex double-strand breaks (DSBs) coupled with BD (e.g., DSB/BD and DSB/BD/BD) [41].
Concerning this detection technique for BD, streptavidin labelling of DNA with aldehyde reactive
prob (ARP) and AFM imaging has to be used. To reproduce the experimental data on complex
BD directly measured by AFM imaging [41], we must consider several experimental efficiencies,
such as the enzymatic reaction efficiency and spatial resolution for ARP. Regarding this, we next
estimated the fractions of complex BD and complex DSBs coupled with BD, and tried to reproduce
the experimental results measured by AFM imaging [41]. This comparison between simulation and
experiments contributes to the interpretation of a direct observation technique for complex BD.

Figure 2 shows the comparison between the simulation results by our model and the experimental
data [41], where (A) is the fraction of isolated BD and the complex damage composed of DSB and cBD,
and (B) is the fractions of DSB, BD/BD, DSB/BD, BD/BD/BD, DSB/BD/BD and BD/BD/BD/BD. It should
be noted that the inter-lesion distance within 10 bp was used for estimating the yield of complex
damage. Regarding both cases of η = 1.0 and 0.9, the calculated fractions of complex damage were in
good agreement with the experimental results [41], as shown in Figure 2A. Additionally, as shown
in Figure 2B, highly complex forms (i.e., BD/BD/BD) and a high fraction of BD/BD can be seen in the
simulation results, while the experiments did not show such tendencies.
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Figure 2. DNA damage complexity obtained by atomic force microscopy (AFM) imaging and simulation.
(A) is the fraction of isolated base damage (BD) and complex damage (complex BD (cBD), double-strand
break (DSB)); (B) is the type of complex DNA damage (DSB, BD/BD, DSB/BD, BD/BD/BD, DSB/BD/BD,
BD/BD/BD/BD). The experimental results were obtained using AFM imaging for complex damage with
BD reported by Xu et al. [41], where the energy of the X-ray is 70 kVp. The calculation represents the
estimation based on Equations (2)–(5), where the determination of isolated or complex damage follows
the summary in Table 1.

From the comparisons in Figure 2 to reproduce the experimental results, we next considered the
loss for detecting complex BD composed of two vicinal lesions caused within 5 bp due to the big ARP
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size (approximately a 10 bp diameter). Considering these, the yield of complex BD with the detection
loss, YcBD

*, can be expressed as:

YcBD
∗ =YcBD(10 bp) −YcBD(5 bp) (1)

where YcBD(10 bp) and YcBD(5 bp) are the yields of complex BD caused within 10 bp and 5 bp,
respectively. Under this assumption, the detection of complex BD containing more than two BDs within
10 bp was estimated to be completely impossible from the simulation standpoint. The estimations
based on Equation (1) also are described as right bars in Figure 2A,B. The estimated fractions of complex
damage were in good agreement with the experimental data, compared to the simulation without the
detection loss. Based on these results, we found that the detection for complex BD (especially, 3BD and
4BD) was still difficult by means of an in vitro experiment. The experimental results for the cBD, i.e.,
2BD, 3BD and 4BD, thus should be corrected using this simulation technique.

The experimental process for detecting BD in AFM [41] induced all types of BDs treated with
DNA glycosylases (resulting apurinic/apyrimidinic (AP) sites) which can be labelled with an ARP that
has both the alkoxyamine for the reaction with the aldehyde group of DNA and the biotin moiety
for the subsequent labelling. Since the biotin moiety bound to DNA can be tagged with streptavidin
(53 kDa as a large molecule), the resulting ARP-streptavidin complex can be visualized with AFM.
During the series of the labelling processes, it was experimentally interpreted that overlapping and
uncoupling biotins might result in a reduced efficiency for visualizing complex BDs induced within a
few bp, i.e., down to about 70–80% [41]. Regarding this, the evaluation shown in Figure 2 might reflect
a 3D structure problem and reduced labelling efficiency.

2.4. Estimation of Complex DNA Damage for Mono-Energetic Electron

The model for estimating the yields of complex DNA damage was tested in these comparisons
shown in Figure 1 and Table 3. Using the present model, we further calculated the yields of the complex
base damage (BD) including at least two BD, YcBD, and the ratio of the complex and isolated BD,
YcBD/YBD, as functions of incident electron energy.

YcBD and YcBD/YBD, estimated by using the maximum inter-lesion distance Lc = 10 bp (used for
comparisons) for mono-energetic electron exposure, are shown as the red circle in Figure 3. We also
show YDSB and YDSB/YSSB using the blue square in Figure 3 to compare YDSB with YcBD. As reported
previously [17], the peak of the number of linkages per incident electron energy was found to be around
0.3 keV electrons. The maximum YDSB and YcBD for a 10 bp cluster size (Lc = 10 bp) also were found
to be 3.24 × 10−11 (Gy−1Da−1) (YDSB/YSSB = 14.5%) and 4.58 × 10−11 (Gy−1Da−1) (YcBD/YBD = 16.2%),
respectively. The cluster size for complex BD (cBD) was conventionally set to be 3 bp, corresponding to
1.0 nm in other simulations [8]. Regarding this, we also calculated the cBD caused within 3 bp, which
is shown as the green triangle in Figure 3. Changing the cluster size down to 3 bp, the maximum YcBD

becomes much lower than that with Lc = 10 bp (YcBD = 1.37 × 10−11 (Gy−1Da−1), YcBD/YBD = 3.96% for
0.3 keV electron).

Using the present cluster analysis for predicting damage complexity, we finally estimated yield
fractions of all complex DNA damage types (e.g., DSB, BD/BD, DSB/BD, BD/BD/BD, DSB/BD/BD,
BD/BD/BD/BD). Figure 4 shows the fractions of complex DNA damage yields, i.e., simple DSB, BD/BD,
DSB/BD, BD/BD/BD, DSB/BD/BD, BD/BD/BD/BD. Simple DSB and simple cBD (BD/BD) can be caused
in a wide electron energy range of 100 eV–100 keV (shown as the blue and the light blue bar graph),
while complex damage including more than two lesions cannot be induced in low energy electrons with
0.1 keV (shown as red, orange, green and purple in the bar graph). The integrated fractions of complex
DNA damage including at least three lesions (e.g., DSB/BD, BD/BD/BD, DSB/BD/BD, BD/BD/BD/BD)
for 0.3 keV electrons were the highest among the mono-energetic electrons below 100 keV, which was
63.1%. However, complex damage including four lesions (DSB/BD/BD, BD/BD/BD/BD) was induced
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by higher energy electrons than 0.3 keV, and the yield fraction for 1–100 keV electrons was 5.1%
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Figure 3. Yields of complex damage for mono-energetic electrons: (A) is the yields of complex base
damage (BD) for various cluster sizes; (B) is the yield ratio of complex damage and isolated damage
(complex BD (cBD) per BD and double-strand break (DSB) per single-strand break (SSB)). The blue
square is YDSB/YSSB for a <10 bp cluster size, the red circle is the YcBD/YBD for a <10 bp cluster size,
and the green triangle is the YcBD/YBD for a <3 bp cluster size.
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Figure 4. Fractions of cluster DNA damage yields for mono-energetic electron. The blue bar graph is
simple double-strand break (DSB), light blue is simple complex base damage (cBD) as BD/BD, red is
DSB/BD, orange is BD/BD/BD, green is DSB/BD/BD, and purple is BD/BD/BD/BD. It should be noted
that the maximum inter-lesion distance and detection efficiency ηwere set as 10 bp and 1.0, respectively.

3. Materials and Methods

3.1. Monte Carlo Simulations of X-ray and Electron Processes

To compare our model with the experimental yield of complex DNA damage after X-ray
irradiation [37,38,41], we used two types of spectrums of X-rays: 150 kVp [37,38] and 70 kVp [41], both
with a 0.2 mm Al filter, and simulated them with the Particle and Heavy Ion Transport System (PHITS)
code [47]. The X-ray spectrums were estimated according to the semiempirical model reported by
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Tucker et al. [48]. We adapted an electron gamma shower (EGS) [49] mode for photon transport and
an electron track structure mode (etsmode) [50–55] for electron transport in the PHITS calculation.
It should be noted that the “etsmode” implemented in the PHITS code was verified from various
endpoints including range, stopping power, nanodosimetry and double-strand break (DSB) yield [17].
We sampled the secondary electron spectrums generated by 150 kVp and 70 kVp X-rays and transported
the electrons in liquid water. The cut-off energy of electrons was set as 1 eV. The coordinates of inelastic
interactions were then output using a tally named “t-userdefined”, as reported previously [17].

3.2. Model for Estimating Single- and Double-Strand Break Yields

Using the calculated electron spectrum, we estimated strand break yields. According to the DNA
damage model previously developed [17], the number of the events, Nevent, and that of the linkages
within 3.4 nm (10 bp), Nlink(10), were sampled to calculate the yield of single-strand breaks (SSBs) YSSB

and that of double-strand breaks (DSBs) YDSB in Gy−1Da−1. YSSB and YDSB can be calculated by:

YSSB = kSSB
Nevent

Edep
, (2)

YDSB = kDSB
Nlink(10)

Edep
, (3)

where kSSB = 5.66 × 10−12 (keV Gy−1Da−1), kDSB = 1.61 × 10−13 (keV Gy−1Da−1) [17], and Edep is the
energy deposited by electron inelastic events in keV. These coefficients of kSSB and kDSB were found to
reproduce the experimental yields of SSB and DSB after exposure to 220 kVp X-rays in our previous
report [17]. It should be noted that 10 bp was defined as the classical distance for two SSBs leading to a
DSB [11]. Based on Equations (2) and (3), we calculated the DNA strand break yields under 150 kVp,
70 kVp X-rays and mono-energetic electron irradiations.

3.3. Model for Estimating Base Damage Yields

We obtained the coefficient of base damage (BD) induction, kBD (keV Gy−1Da−1), in the presence
of a 10 mM tris (hydroxymethyl) aminomethane-HCl buffer from the experimental literature reporting
the yield ratio of BD and single-strand break (SSB), which was given as kBD/kSSB = 1.3 [37]. It should be
noted that the tris-HCl concentration was almost equivalent to liquid water due to the low radical
scavenging capacity [37]. Based on this ratio, we deduced the coefficients of isolated BD and complex
BD (cBD) to be kBD = kSSB × 1.3 = 7.36 × 10−12 (keV Gy−1Da−1) and kcBD = kDSB × 1.32 = 2.72 × 10−13

(keV Gy−1Da−1), respectively. Using the same manner as in the strand break case, the yields of BD and
cBD can be expressed by:

YBD = kBD
Nevent

Edep
, (4)

YcBD (Lc) = kcBD
Nlink(Lc)

Edep
, (5)

where YBD and YcBD are the yields of BD and cBD in Gy−1Da−1, respectively, and Lc is the maximum
distance in bp between two events to sample the linkage. Because the maximum inter-lesion distance,
Lc, for cBD depends on the experimental detection conditions, YcBD should be the yield as a function of
Lc. Complex BD can be detected as non-DSB in the enzymatic cleavage technique [37,38], while the
diameter of an aldehyde reactive prob (ARP) avidin labelled at a BD site is equal to about 1.5 times
the width of a DNA ladder (2.3 nm) in the direct observation technique for BD by atomic force
microscopy (AFM) [41]. Based on these, the parameter Lc was set to be 10 bp (3.4 nm) for comparing
the simulation experiments with both enzymatic cleavage and AFM techniques. Considering that the
distance between two adjacent ARPs can be within 10 bp, we assumed that Lc was equal to 10 bp in the
simulation for the AFM experiment. Using this value for parameter Lc, we calculated the yields of
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isolated and complex BD [37,38,41]. After comparison with the corresponding experimental data, we
also estimated YcBD under the conditions of Lc = 3 bp as an example inducing much toxicity.

3.4. A Cluster Analysis for Determining Complex Damage Type

Because the modelling for the yield estimation of double-strand break (DSB) and complex base
damage (cBD) does not enable us to determine the damage complexity, we added a cluster analysis
for calculating the event density around a DSB or cBD site. We counted the number of ionization and
electronic excitation events within a sampling site with the Lc radius at a DSB or cBD site based on the
number of events per cluster, Ncl. Then, we determined the type of damage complexity from Ncl in
reference to the cluster analysis reported by Yoshii et al. [27]. To reproduce the complex DSB coupled
with base damage (BD) measured in the literature [41], it was estimated that approximately 9 events per
cluster were needed on average to induce a BD within a 10 bp separation from a DSB or 2BD (cBD) site.
Additionally, the mean Ncl to induce a simple DSB or 2BD site was calculated to be 6 in our previous
study [17]. We therefore assumed that the ranges of Ncl to induce simple DSB (2BD), DSB+ BD (3BD)
and DSB + 2BD (4BD) are 2 ≤ Ncl < 11 (6 on average), 11 ≤ Ncl < 20 (15 on average), 20 ≤ Ncl < 29 (24
on average), respectively. Under these assumptions, the mean deposition energy to cause DSB + BD
within 10 bp, i.e., Ncl = 15, was estimated to be 121.7 eV, which was within the range of its reference
value (102.5–122.6 eV) given by a different calculation [29]. The criteria for determining DNA damage
type is summarized in Figure 5 and Table 1. Using the fraction of Ncl, f (Ncl), and the equations listed in
Table 1, we calculated the yields of DNA damage, i.e., single-strand break (SSB), DSB (simple DSB),
complex DSB (e.g., DSB + BD, DSB + 2BD), isolated BD, and complex BD (e.g., 2BD, 3BD, 4BD).
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Figure 5. Identification of DNA damage type in the present simulation. The illustration on the left
represents an electron track structure and a DNA cylinder. Considering the distance between two
ionization and electronic excitation events, we identified single-strand break (SSB), double-strand
break (DSB), base damage (BD), complex BD (cBD). The complexities of DSB and cBD then were
determined from the number of events per cluster, Ncl, at the complex damage site (DSB and cBD). After
estimating the yield of each DNA damage type, we compared the estimated results with experimental
data [37,38,41] (right images are example pictures obtained with AFM [41]).
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3.5. Comparison between Estimation and Experimental Data

We compared the estimated fractions of single-strand break (SSB), double-strand break (DSB), base
damage (BD) and complex BD (cBD) with experimental results measured by enzymatic cleavage [37,38].
Using this comparison, we checked the model performance for estimating the yield ratios, BD/SSB and
cBD/BD. Then, we compared the fractions of complex DSB (e.g., DSB, DSB/BD, DSB/BD/BD) estimated
by this model with experimental data measured by the atomic force microscopy (AFM) imaging [41] to
check the performance of this cluster analysis for estimating complex DSB.

After that, to interpret the most recent technique for detecting complex damage type using
AFM [41], we compared the estimated fractions of isolated BD and complex damage (cBD and DSB)
yields with those measured in the AFM experiment [41]. We also identified all complex damage type
(e.g., DSB, BD/BD, DSB/BD, BD/BD/BD, DSB/BD/BD, BD/BD/BD/BD) shown in Figure 5 and calculated
the fraction of each complex form. We then compared the estimated complex damage fractions with the
experimental data [41]. It should be noted that the inter-lesion distance was set to ≤10 bp throughout
this analysis.

3.6. Additional Benchmark Test of Cluster Analysis for Identifying Complex DSBs

Classically, the yields of complex double-strand breaks (DSBs) containing one or more strand
breaks (SBs) within a 10 bp separation has been reported. These yields are designated as DSB+ (DSB
coupled with one SSB) and DSB++ (DSB coupled with two strand breaks). Added to the comparison
of DSB coupled with base damage (BD) between this estimation and the experimental data [37,38,41],
we also compared our calculation results of DSB+ and DSB++ with the computational results in the
literature [44,45]. Under the assumptions that the mean Ncl to induce an additional BD was 9 and
the BD/SSB ratio was 1.3 [37], we then deduced that 12 events were needed on average for inducing
an additional strand break at a DSB site. Applying the present cluster analysis and the criteria to
additionally induce strand breaks (listed in Table 2), we identified the DSB+ from a DSB site on the
basis of 14 ≤ Ncl < 26 and DSB++ from a DSB site on the basis of 26 ≤ Ncl < 38. Regarding the case
of mono-energetic electron irradiation of 0.3 keV, 1 keV, 10 keV and 100 keV, we compared the DSB
complexity (simple DSB, DSB +, DSB ++) estimated by our simulation to other simulations calculated
by the Kurbuc [44] and the Geant4-DNA codes [45].

4. Conclusions

During this work, we compared experimental data of complex DNA damage to computational
results based on an electron track structure calculated by the Particle and Heavy Ion Transport System
(PHITS) code. Using the comparison between the simulations and the experimental data for complex
DNA damage yields, it was confirmed (i) that the yield ratio of base damage (BD) and single-strand
break (SSB) is 1.3; (ii) that the spatial pattern (density) of ionization and electronic excitation events
reflects the damage complexity; and (iii) that 9 and 12 ionization and electronic excitation events are
needed for inducing an additional one BD and one strand break at a double-strand break (DSB) site
within a 10 bp separation. The present results indicate that conventional cluster analysis for inelastic
interactions is a powerful tool and reasonable for reproducing the experimental complex DNA damage.
Additionally, this model estimation can contribute to the interpretation of the experimental efficiency
for detecting BD at complex damage sites and presents the fractions of complex DNA damage yields
after X-ray and mono-energetic electron irradiations. While further development of this current model
for high-LET irradiation is essential, this work can provide a simplified model for estimating the yield
of complex DNA lesions which connects experimental and track structure simulations.
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Abstract: The radiosensitivity of biological systems is strongly affected by the system oxygenation.
On the nanoscopic scale and molecular level, this effect is considered to be strongly related to the
indirect damage of radiation. Even though particle track radiolysis has been the object of several
studies, still little is known about the nanoscopic impact of target oxygenation on the radical yields.
Here we present an extension of the chemical module of the Monte Carlo particle track structure code
TRAX, taking into account the presence of dissolved molecular oxygen in the target material. The
impact of the target oxygenation level on the chemical track evolution and the yields of all the relevant
chemical species are studied in water under different irradiation conditions: different linear energy
transfer (LET) values, different oxygenation levels, and different particle types. Especially for low LET
radiation, a large production of two highly toxic species (HO•2 and O•−2 ), which is not produced in
anoxic conditions, is predicted and quantified in oxygenated solutions. The remarkable correlation
between the HO•2 and O•−2 production yield and the oxygen enhancement ratio observed in biological
systems suggests a direct or indirect involvement of HO•2 and O•−2 in the oxygen sensitization
effect. The results are in agreement with available experimental data and previous computational
approaches. An analysis of the oxygen depletion rate in different radiation conditions is also reported.
The radiosensitivity of biological systems is strongly affected by the system oxygenation. On the
nanoscopic scale and molecular level, this effect is considered to be strongly related to the indirect
damage of radiation. Even though particle track radiolysis has been the object of several studies,
still little is known about the nanoscopic impact of target oxygenation on the radical yields. Here
we present an extension of the chemical module of the Monte Carlo particle track structure code
TRAX, taking into account the presence of dissolved molecular oxygen in the target material. The
impact of the target oxygenation level on the chemical track evolution and the yields of all the relevant
chemical species are studied in water under different irradiation conditions: different linear energy
transfer (LET) values, different oxygenation levels, and different particle types. Especially for low LET
radiation, a large production of two highly toxic species (HO•2 and O•−2 ), which is not produced in
anoxic conditions, is predicted and quantified in oxygenated solutions. The remarkable correlation
between the HO•2 and O•−2 production yield and the oxygen enhancement ratio observed in biological
systems suggests a direct or indirect involvement of HO•2 and O•−2 in the oxygen sensitization effect.
The results are in agreement with available experimental data and previous computational approaches.
An analysis of the oxygen depletion rate in different radiation conditions is also reported.

Keywords: radiation track chemistry; chemical track structure; oxygen effect; oxygen depletion;
ion beam therapy; ROS; superoxide anion
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1. Introduction

The radiosensitivity of biological systems is strongly affected by the system oxygenation level.
Based on evidence from in vitro experiments [1–3], tissues in hypoxic conditions, or with hypoxic
regions, may be up to three times more radioresistant compared to well-oxygenated ones [3]. This
effect is one of the main limiting factors for the tumor control in radiotherapy applications, correlating
very often with poor prognosis [4] and is generally quantified by the oxygen enhancement ratio (OER).
The OER is defined, for a given equal biological effect, as the ratio between the corresponding dose
values in fully anoxic and in oxygenated conditions,

OER(pO2) =
Dhypoxia

DpO2

∣∣∣∣∣
same effect

. (1)

On the nanoscopic level, the oxygen effect is considered to be strongly related to indirect radiation
damage [5] and, in particular, to the OH• radicals [6]. Among the chemical species produced by water
radiolysis, OH• radicals are believed to be the most harmful; they have a very short half-life and
can react with almost every molecule, including DNA [7]. In oxygenated conditions, the molecular
oxygen may react with the damaged molecule stabilizing the damage and making it more difficult to
repair [8,9]. Additionally, in oxygenated media, the radiolytic species produced during irradiation
can interact with the molecular oxygen dissolved in the target and lead to an enhanced production
of highly toxic reactive oxygen species (ROS). Solvated electrons, e−aq, and hydrogen atoms, H• , are
generated in large quantities and react to form the superoxide anion, O•−2 and its protonated form
HO•2 , which have been identified as possibly responsible for the oxygen-driven sensitization effect [10].

e−aq + O2 → O•−2 (2)

H• + O2 → HO•2 . (3)

These species are particularly damaging, since they are involved in the lipid peroxidation
chain and play an important role in the production of other toxic species, such as hydroxyl
radicals OH• through the Haber-Weiss reaction (catalyzed by the presence of transition metals),
peroxynitrite ions ONOO−through the interaction with nitrogen monoxide NO•, and H2O2 after
scavenging by superoxide dismutase enzymes (SOD). The latter theory is supported by both theoretical
approaches [11–15] and chemical and biological experimental observations [16–19] mainly based on
studies on the Fenton reaction and on the relation with SOD.

Densely ionizing radiation has been shown to mitigate hypoxia-induced radioresistance [20],
motivating a growing interest in ion radiation therapy, especially with high charge, Z, like carbon [21]
or better oxygen [22] for the treatment of hypoxic tumors. At the pre-clinical level, new optimization
techniques accounting for the oxygenation level and ion linear energy transfer (LET) have recently
been developed for particle therapy [3,21].

On the microscopic scale, this effect can be explained as a track density effect. The recombination
probability of water-induced free radicals increases with LET, resulting in a lower contribution of the
indirect effect of radiation damage and, thus, decreasing the impact of the target oxygenation condition.
However, this is not a unique explanation, many other processes might be involved as well and several
additional theories have been developed. One of the most accepted theories, the so-called “oxygen
in track hypothesis", suggests that the production of O2 molecule via multiple ionization processes
in the track of densely ionizing radiation can cause locally a partially oxygenated response [23–26].
Other possible hypotheses are the interacting radical theory [20], the oxygen depletion in the heavy
ion tracks [27], the lesion complexity hypothesis [28], and the radical multiplicity [29].

Though many theories have been developed, the nanoscopic processes involved in the oxygenation
effect still have to be clarified and very little experimental data at that scale is available. Monte Carlo track
structure codes are particularly suitable for studying the microscopic processes involved in the radiation
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damage. Among them, several codes are able to describe the transport of particle radiation in a medium
including the chemical stage of radiation effect. In most of the cases, however, the chemical evolution
of a particle track is described in pure water, without taking into account the impact of any dissolved
species, like molecular oxygen, on the chemical reaction chain. Recently the Monte Carlo particle track
structure code TRAX has been extended to the pre-chemical and chemical stage of radiation in water. A
full description of the code can be found in Boscolo et al. [30]. With the new TRAX-CHEM module, the
production, diffusion, and interaction of radiation-induced water-derived radicals can be studied with a
step-by-step approach under different irradiation conditions.

A further extension of the code, able to account for different concentrations of dissolved molecular
oxygen in the target material, is presented in this work. In order to limit the computational costs
of the simulation, the dissolved oxygen molecules are assumed to be uniformly distributed in the
target material and are treated as a continuum. Time-dependent and LET-dependent yields of all
the considered radiolytic species at different oxygenation levels have been studied for different ion
radiations and energies.

2. Results

2.1. Radiolysis of Oxygenated Water

The time-dependent yield of the chemical species has been evaluated for different target
oxygenations and radiation qualities in the time interval 10−12–10−6 s. Figure 1 shows the chemical
evolution of 90 MeV proton radiation in targets under four different oxygenation conditions: 0%
(complete anoxia), 3% (compatible with typical tumor oxygenation levels), 7% (in the range of normal
tissue oxygenation, a condition called “physioxia") and for a target in fully aerated conditions 21%.

In the early stage of the chemical track evolution (up to∼ 1 ns after the passage of radiation) the radical
yields are not affected by the presence of dissolved molecular oxygen in the target and follow the normal
water radiolysis behavior. The ion track is very dense and the interaction among the radiation-induced
radicals dominates the chemical evolution (independently of the target oxygenation level). At this stage
the main products of water radiolysis (OH•, H3O+, e−aq) are the most abundant species; their yield is
maximum at the beginning of the chemical stage and decreases with time, as these species are involved in
many reaction processes and are consumed during the chemical track evolution. At the same time, the
yield of the main reaction products (H2O2, H2, and OH−) increases during the chemical stage.

After the early stage of the chemical track evolution (1 ns after the passage of radiation), the
radical distribution becomes more diffuse and the track dynamics become slower. As a consequence,
the interaction of the radiolytic species with the dissolved oxygen becomes more prominent and the
chemical track dynamics start to depend strongly on the target oxygenation level.

The main effect of the target oxygenation is the consumption of the e−aq and H• , which are strongly
scavenged by the molecular oxygen (Equations (2) and (3)). For pO2 = 7% and pO2 = 21% a complete
consumption of the e−aq and H• can be observed after 0.8 µs and 0.2 µs, respectively. In the case of
pO2 = 3%, only a small decrease with respect to the completely anoxic target in the electron yield can
be observed at the end of the chemical stage. However, on a larger timescale, exceeding the range
covered by the TRAX-CHEM code, all these e−aq and H• will be eventually depleted.

Together with the e−aq and H• consumption, the production of O•−2 and HO•2 is the major effect of
dissolved oxygen in the target during the process of water radiolysis. The production yield of HO−2 is
negligible over the time covered by the calculations, for all oxygen concentrations analyzed.

In Figure 2, the calculated time-dependent yield of solvated electrons, produced by a proton track
of 5 MeV, in a target with a partial oxygen pressure in air of 21% has been compared with different
chemical track structure codes [15,31]. The initial electron yield, simulated by the TRAX-CHEM code,
is higher as compared to the other simulation approaches. This can derive from the use of different
cross-section sets or different dissociation models adopted by the different codes [32]. However, due
to the lack of experimental data, large variability exists in the predicted radical yield at the very early
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stages of the chemical evolution [33]. At later stages of the track evolution, all codes show good
agreement and predict a full electron consumption at about 0.2 µs after the passage of radiation.

Figure 1. Time dependent yield of the chemical species generated by a 90 MeV proton track (linear
energy transfer (LET) = 0.56 keV/µm) in a pure water target (top left) and in an oxygenated water
target in equilibrium with an atmospheric partial oxygen pressure at the water surface of 3% (top
right), 7% (bottom left), and 21% (bottom right).

Figure 2. Comparison of different time dependent calculated yield for e−aq produced by irradiation
with 5 MeV protons in a target with a partial oxygen pressure in air of 21%. —— : TRAX-CHEM, – – – :
Colliaux et al. [15], • : Štepán and Davídková [31].

2.2. Time-Dependent Radiolytic Yield for Different Oxygen Concentrations

Since the major effects of target oxygenation have been observed on the time evolution of e−aq, H• ,
HO•2 and O•−2 , their time-dependent yields have been studied for a set of oxygen concentrations ranging
between pO2 = 0% and pO2 = 21%. Figure 3 shows the simulation results for 500 keV electron tracks.
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An increasing production of O•−2 and HO•2 (and a decrease in the yield of e−aq and H• ) is
observed for all oxygen concentrations. The oxygen reaction dynamics become faster when increasing
the oxygen concentration and, for oxygenation levels above pO2 = 5%, complete consumption of
the e−aq and H• can be observed within a microsecond, leading to a saturation in the production
of O•−2 and H2O . The yield at the saturation level of the O•−2 nearly matches the yield of the
solvated electrons in anoxic conditions: in fully oxygenated conditions (pO2 = 21%) the yield of
O•−2 GO−2

(10−6s,pO2 = 21%) = 2.24 and the electron yield in anoxia is Ge−aq
(10−6s,pO2 = 0%) = 2.25.

The production yield of the HO•2 is slightly larger compared to the maximum yield of the H•

in hypoxic conditions: GHO•2 (10−6s,pO2 = 21%) = 0.66 while GH•(10−6s,pO2 = 21%) = 0.56. Even
though the larger part of the HO•2 is produced through the reaction process described in Equation (3),
a smaller but not negligible contribution of the HO•2 yield comes from the recombination of O•−2 with
H3O+, (reaction (xxiii) in Table 1):

H3O+ + O•−2 → HO•2 . (4)

In the present simulations, pH and the acid-base equilibrium of HO•2 and O•−2 are not modeled
explicitly, so that all GO−2

and GHO•2 reflect their production by radiolysis rather than a stable

concentration. The pKa of 4.8 leads to an equilibrium ratio [O•−2 ]/[HO•2] at neutral pH of about
250. Accordingly with what is observed in Figure 1, for targets at oxygenation levels larger than
5% a complete consumption of e−aq and H• can be observed and the chemical evolution reaches an
equilibrium. For less oxygenated targets, however, the chemical dynamic is slower and the equilibrium
is not reached within a microsecond and can proceed in a complex way at larger timescales.
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Figure 3. Time dependent yield for e−aq (top left), H• (bottom left), O•−2 (top right) and
HO•2 (bottom right) in an oxygenated water target, with oxygen concentration on the water surface
between pO2 = 0% and pO2 = 21%, for 500 keV electron irradiation.
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2.3. pO2-Dependent Radiolytic Yield for Different LET

The final radical yield (t = 1 µs, i.e., at the very end of the chemical stage) of all chemical species has
been studied as a function of the oxygen concentration. Figure 4 shows the results of the calculations
performed for different particles and different LET values: an electron track of 1 MeV, a proton track of
10 MeV and a carbon track of 10 MeV/u. The total yield of the chemical species is larger for low LET
radiation and decreases when increasing the LET. For high LET radiation, the reaction kinetics is much
faster: the ion track is denser, resulting in a larger recombination probability of the chemical species
generated during the water radiolysis. Additionally, the yield of the recombination products (H2O2,
H2 and HO•2 ) increases when increasing the LET.

The general trend of the radical yield at the different oxygenation conditions is similar for all
the radiation qualities investigated. In all cases, the chemical species affected most by the dissolved
molecular oxygen are O•−2 , HO•2 , e−aq and H• . A rapid decrease in the yield of the e−aq and H• with
increasing target oxygenation level can be observed up to pO2 ∼ 5%. For larger oxygenation levels,
e−aq and H• are completely depleted. Accordingly, a steep increase of the production yield of O•−2 and
HO•2 is observed for oxygen concentrations up to pO2 ∼ 5%, but further increasing this value a
saturation level is reached for the O•−2 while the yield of the HO•2 continues to increase but in a much
slower way.

The production yield of all the other radiolytic species is less significantly modified by the
water oxygenation level. An increase of the H2O2 yield with the oxygen concentration can be
observed especially for higher LET radiation. For 10 MeV/u carbon ions, the G-value at 1 µs of
the H2O2 increases from 0.89 (for the anoxic case, pO2 = 0%) to 1.19 (for the fully oxygenated target,
pO2 = 21%). For the 1 MeV electron radiation the H2O2 G-value goes from 0.6 (in the anoxic target) to
0.67 (in the target with pO2 = 21%). The time dependent yield of the H2O2 is the result of two main
processes:

OH• + OH• −→ H2O2 (5)

e−aq + H2O2 −→ OH• + OH−. (6)

The first process is dominant at the early stages of the chemical track evolution and is the main
production channel of the H2O2 while the second process becomes significant after 1 ns and removes
H2O2 from the target. The contribution of the first process is more relevant in the dense primary
radical condition after, high LET radiation, and is potentiated by the absence of the second one if
sufficient molecular oxygen is present (due to competition with the molecular oxygen scavenging
effect). The combined effect results in a larger yield of H2O2 at 1 µs after irradiation. A small increase
of the OH• radical yield and a small decrease of the H3O+, H2 and OH− yield can be observed, but in
these cases, changes in the production yield at the microsecond are lower than 10%.

Figure 5 represents the consumption yield of the molecular oxygen at the end of the chemical
stage, as a function of the target oxygenation, for different ion radiation qualities: 90 MeV proton
(LET = 0.56 keV/µm), 10 MeV proton (LET = 3.9 eV/µm)), 10 MeV/u helium ion (LET = 15.2 keV/µm)
and 10 MeV/u carbon ion (LET = 133 keV/µm). The formation of molecular oxygen through
second-order recombination processes (see reactions (xvi), (xvii), (xxv) and (xxvi) in Table 1) is also
taken into account. In fully oxygenated conditions and for high LET radiation tracks, at 1 µs after the
passage of radiation, up to 25% of all the molecular oxygen initially depleted is regenerated in the
target through these secondary processes.
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The “yield” of oxygen consumption increases with increasing target oxygenation until reaching
a plateau at pO2 = 5% when all the radiation-induced solvated electrons are scavenged. Though
the plateau starts at pO2 = 5% for all the radiation quality investigated, the total yield of oxygen
consumption is higher for low LET radiation. In contrast, for high LET radiation, the maximum yield
of oxygen consumed is lower and the decrease at low oxygenation is more moderate.

e- 1 MeV 1H 10 MeV 12C 10 MeV/u

Figure 4. Radiolytic yields, at 1 µs, for all the different chemical species generated by the water
radiolysis at different oxygenation conditions by 1 MeV electron irradiation (LET= 0.13 keV/µm) on
the left panel and 10 MeV proton (LET= 3.9 keV/µm) in the central panel and 10 MeV/u carbon ions
radiation (LET= 133 keV/µm) on the right panel.

Figure 5. Consumption of the molecular oxygen for different target oxygenation levels and induced
by different LET radiations. The consumption yields are calculated at the end of the chemical track
evolution, t = 1 µs.
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2.4. Radiolytic Yields for Different LET and Particle Type in Oxygenated Water

The impact of dissolved molecular oxygen on the final radical production yield has been studied
under different oxygen concentrations for different particle radiation and different energies. Water
targets at oxygenation levels of 21%, 3%, 0.2% and 0%, respectively, irradiated by protons, helium,
and carbon ions with LET values ranging between 0.14 and 232 keV/µm are investigated here. LET
dependent yields at the completion of the chemical stage are shown in Figure 6.

These results are in agreement with what has been already observed in Figures 3 and 4: the
solvated electrons and the atomic hydrogen (e−aq and H• ) yields decrease significantly with the
increase of the oxygen concentration until full depletion of these species is observed in the case of
complete oxygenation for all the radiation qualities investigated. The yields of O•−2 and HO•2 , which
are the two main indicators of the presence of molecular oxygen in the target, increase when increasing
the target oxygenation over the entire range of LETs investigated. Their production yield is maximum
for lower LET radiation and decreases for higher LET.

Only minor effects of the target oxygenation are observed for the other chemical species generated
by water radiolysis. The scavenging effect of the solvated electrons and atomic hydrogen radicals leads
to a general decrease in the production of the H2 molecule which is mainly generated as a product of
the recombination processes described by reactions (vi) and (x) in Table 1:

e−aq + e−aq + 2H2O −→ H2 + 2OH− (7)

H• + H• −→ H2. (8)

Consistent with what is shown in Figure 4, increased production of H2O2 can be observed in
oxygenated conditions at high LET, while no effect is apparent at low LET.

The yield of the OH• radical is slightly higher in an oxygenated target for low LET, while at
intermediate LET no difference between oxygenated and hypoxic target is observed. A larger yield of
OH• is observed in the anoxic case in the high LET region. One of the main processes consuming the
OH• radical is its interaction with a solvated electron. For oxygenated targets, this reaction is directly
competing with the interaction of the e−aq with the O•−2 and results in a lower amount of scavenged
OH•. For high LET, however, the track kinetic is faster and the OH• reacts with the e−aq before the
interactions with the dissolved oxygen become dominant.

The discontinuities are shown on the LET dependent curves in Figure 6 are due to the different
simulated radiation types. This is because the LET is not a unique parameter for describing a particle
track structure, and it also depends on the charge and speed of the primary particle. However, the
dependence on the particle seems to vary not significantly with the oxygenation level of the target.
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Figure 6. LET dependent radiolytic yields for all chemical species generated by the water radiolysis in
water target at a partial oxygen pressure of 0%, 0.3%, 2% and 21%. Calculations were performed with
protons, helium ions and carbon ions at one microsecond after the irradiation.

3. Discussion

Motivated by the need for a better understanding of the nanoscopic processes underlying the
oxygen-induced radiosensitivity, the chemical track dynamics of the radiolytical species generated by
different radiation qualities has been studied for water targets at different oxygenation levels.

Time-dependent radical yields for targets at different oxygenation levels have been calculated for
proton and electron radiation, Figures 1 and 3. For all the investigated conditions, the impact of the
target oxygenation can be observed only in the later stages of the chemical track evolution, indicating
that for the first nanoseconds the radical yields are determined only by the intra-track recombination
processes, independent from the target conditions.

The main effect of the dissolved molecular oxygen in the target is the consumption of e−aq and H•

and a corresponding production of O•−2 and HO•2 (see reactions (2) and (3)). At 1 µs after the passage
of radiation, a complete depletion of e−aq and H• is observed for oxygen concentrations larger than
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pO2 = 5%. For oxygen concentrations lower than pO2 = 5% the probability of interacting with the
dissolved molecular oxygen is lower and the equilibrium on the radical yields is not reached within
a microsecond (the time frame covered by the TRAX-CHEM simulations, and normally considered
as the end of the chemical stage). The temporal interval of the simulation is chosen in a way that
the chemical track evolution can be considered concluded; the radical distribution can be assumed
to be uniform and the reaction process is determined only by the reactant concentration and not by
their spatial distribution. As shown in Figure 7 the track structure is lost on the microsecond time
scale and only a slightly increased radical concentration can be observed on the micrometer scale close
to the track center. At the conclusion of the chemical stage, in completely anoxic conditions, when
only the intra-track reactions are accounted for, the reaction rates of the different radicals are very
low and the yields of the different species become constant. Typical proton and electron track radii
corresponding to the end of the chemical stage are in the order of several hundreds of nanometer up to
one micrometer.

However, when interactions with target molecules are possible, such as in oxygenated conditions,
the radiolytic species will keep interacting with the target even after the track structure is completely
lost. The radical yields will not reach equilibrium within the µs time frame and the chemical kinetics
can proceed in a complex way for a very long time [15]. In the case of oxygenated water, according to
our model (Table 1), the only species able to interact with the dissolved oxygen are e−aq and H• . Thus,
it is to be expected that the whole track reaction kinetics will be limited to the lifetime of these two
species in the target material. The chemical evolution of homogeneous systems is beyond the scope of
this study; therefore, it has been decided to not extend the simulation time but to limit the study to the
accepted time frame of the track evolution.

Figure 7. Chemical evolution of a 10 MeV/u carbon ion track in an oxygenated water target with an
oxygen partial pressure pO2 = 21%. Track shown in beam eye view.

The radical production yields at the completion of the chemical track evolution have been studied
for different radiation types and oxygenation levels. In Figure 4 the G-values for all the radiolytic
species as a function of the oxygen concentration are studied for 1 MeV electron, 10 MeV proton and
10 MeV/u carbon ion radiation, while in Figure 6 the LET dependence of the radical production yield
is reported for 21%, 2%, 0.3% and 0% pO2. The yield of O•−2 and HO•2 increases with increasing target
oxygenation over the whole range of analyzed LET. Their production yield is maximum for lower LET
radiation and decreases for higher LET values. This strong dependence on the LET can be explained
as a track structure effect: for high LET the ion track is denser and radicals are produced in close
proximity. The radiation-induced water radicals will, then, recombine reacting with each other before
any significant oxygen scavenging effect. Similar results have been obtained by Colliaux et al. [15]
where the LET dependent yield of (HO•2 + O•−2 ) has been calculated in an oxygenated water target
with pO2 = 21% and, as in our calculations, a pronounced decrease in the yield of (O•−2 + HO•2 ) with
LET has been observed. A significant increase in the production of H2O2 has been also observed for
oxygenated targets, especially for high LET irradiation.
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Figure 8. G-values for the production of superoxide and perhydroxyl (left) and oxygen enhancement
ratio (OER) (right) are depicted as a function of target oxygenation. The OER values are calculated
according to the parametrization proposed by Tinganelli et al. [3] but using definition (1).

When considering the correlation between the production yield of O•−2 and HO•2 at different LETs,
particle types, and dissolved oxygen concentrations, it is reasonable to believe that the interaction
of e−aq and H• with the molecular oxygen leads directly or indirectly to the production of toxic
species, able to damage the cell structure or alter cell signaling. This theory is supported by
many studies [11–19,34–36] and correlates well with in vitro experiments, showing that the oxygen
enhancement effect in biological systems has a pronounced dependence on the radiation LET [3,37,38]
(it decreases when irradiating with higher LET radiation). This parallelism between the production
of O•−2 and HO•2 and the oxygen effects observed in biological systems becomes even more evident
when comparing production yields of O•−2 and HO•2 and the OER curve under different irradiation
and target conditions. As shown in Figure 8, the general trend of the OER and of G(O•−2 +H2O ) as
a function of the target oxygenation level are very similar: a steep increase in both curves can be
observed when increasing the target oxygenation until reaching a plateau for partial oxygen pressures
larger than 5%. Additionally, a reduction of the entire OER curve and G(O•−2 +H2O ) is observed
when increasing the LET for all the oxygenation levels. However, the OER curve shows a maximum
sensitivity on the LET for values ∼ 100 keV/µm while the radical yield has a maximum sensitivity
for LET values ∼ 10 keV/µm. Therefore, it is not straightforward to deduce the oxygenation effect in
biological systems directly within the present theoretical framework. The present study is focused,
indeed, on assessing the role of one possible sensitization mechanism but additional pathways, e.g.,
the oxygen fixation, must be also taken into account when aiming at a complete explanation of the
oxygen-induced radiation sensitivity. Additionally, a water target is a considerably simplified system
compared to the cellular environment and all the complex reaction chains taking place with cell
medium, including the secondary reactions taking place at further stages, the biological damage
and its repair, and the possible cross-talk with signaling pathways caused by altered levels of some
ROS, are not accounted for. In this context, further extensions of the model can be considered in
order to take into account the presence of additional solutes known to play an important role in the
induction of radical damage, such as nitrogen monoxide NO•, carbonate or bicarbonate ions, or the
presence of metals to catalyze the Fenton chemistry [34,39]. At the same time, radical scavengers
such as superoxide dismutase (SOD), catalase (CAT), gluthatione peroxidase (GSH) could be included
in the model [40]. However, considering that all these species will only have a role in the system
dynamic at later stages of the chemical track evolution, when the primary radiation-induced radicals

29



Int. J. Mol. Sci. 2020, 21, 424

are already diffused, computationally lighter approaches based on the homogeneous chemistry might
be considered appropriate for the implementation of further stages of the system dynamics.

The investigation of the influence of target oxygenation and LET on radiation-induced radical
production and oxygen consumption opens the way for applications where these factors are being
discussed to enable a differential radioprotective effect. This includes e.g., ultra-high dose rate (FLASH)
conditions [39,41,42] where high instantaneous concentrations of ROS are produced and replenishment
of oxygen through diffusion is too slow to maintain stable oxygenation.

4. Materials and Methods

4.1. Simulation of Particle Track Evolution in Non-Oxygenated Water

The evolution of charged particle tracks is described in TRAX-CHEM as a three steps process:
the physical, the pre-chemical and the chemical stage. These three stages take place subsequently and
are characterized by a characteristic time scale. The physical stage of the radiation track evolution
consists of the simulation of the ionization and excitation processes along the particle track and is
simulated with the standard version of the TRAX code [43]. The electron and ion tracks are simulated
with an event-by-event approach, until they reach a cutoff energy of 7.4 eV, which corresponds to
the lower electronic excitation level of water. Ion and electron interactions are described through a
set of shell specific ionization and excitation cross-section tables, and Auger electron production and
electron elastic scattering cross sections are implemented as well. Multiple ionization processes and
photon interactions are not implemented in the current version of the TRAX code. At the conclusion of
this stage, which is assumed to be at 10−15s after the irradiation, the positions and the shell specific
ionization or excitation levels of the target water molecules are provided and can be used as an input
for the following stage.

The pre-chemical stage, which lasts up to 10−12s, consists of the dissociation and thermalization
of all the products generated during the physical stage: HO+

2 , HO∗2 and e−aq. The probability of
undergoing a dissociation process or relaxing to the ground state depends on the specific ionization or
excitation channel. In TRAX-CHEM, all the ionized molecules are thought to dissociate to OH• and
H3O+, while four possible dissociation patterns have been considered for excited water molecules:
auto-ionization, two dissociative decays ( OH• + H• and H2 + H2O2) and relaxation to the ground state.
During the dissociation process, a fraction of energy is transferred to the dissociation fragments as
kinetic energy. These species will then need to release this energy and thermalize with the surrounding
medium before starting to behave and interact as chemical species. A complete description of the
dissociation and thermalization model has been reported in Boscolo et al. [30]. At the end of the
thermalization process, the pre-chemical stage is considered to be concluded and the last and longest
stage of the track evolution begins the chemical stage.

During the chemical stage, the radiolytic species diffuse and interact among themselves until
reaching the chemical equilibrium. In TRAX-CHEM these two processes are described with a step
by step approach, which allows us to determine the position of each chemical species in every step
of the simulation. For every time step, the Brownian diffusion process is modeled with a jump in
a random direction. The reaction model is described through a proximity parameter; the reaction
radius. If two species are closer than the corresponding reaction radius, the reaction is supposed
to take place: the two reactants are removed from the chemical list and substituted by the reaction
products. Inter-track reactions (i.e., reactions of chemical species originating from different primary
particles) are not included in the present TRAX-CHEM extension. Details on the implementation of the
chemical model including the stepping algorithm, the reaction models, the calculation of the reaction
radii and the diffusion model have been presented in Boscolo et al. [30]. Complete lists of the reactions
and the chemical species implemented in TRAX-CHEM are provided in Tables 1 and 2; these tables
have been updated and extended with respect to the initial ones [30] in order to take into account the
presence of dissolved molecular oxygen in the target, as presented in the next section. In TRAX-CHEM
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the chemical stage, and thus the track evolution, is supposed to conclude 10−6 s after the physical
irradiation interactions. After this time, the chemical yields of the different species become constant
and the track development can be considered to be finished.

Table 1. List of all the reactions and reaction rate constants, k, used in this work (obtained mainly from
[44]). Reactions (14)-(26) arise as a consequence of the presence of dissolved O2.

Reaction Products k(1010dm3mol−1s−1)

(i) OH•+ OH• −→ H2O2 0.6
(ii) OH•+ e−aq −→ OH− 2.2
(iii) OH•+ H• −→ H2O 2.0
(iv) OH•+ H2 −→ H• + H2O 0.0045
(v) OH•+ H2O2 −→ HO•2+ H2O 0.0023
(vi) e−aq+ e−aq+ H2O+ H2O −→ H2+ OH−+ OH− 0.55
(vii) e−aq+ H• + H2O −→ H2+ OH− 2.5
(viii) e−aq+ H3O+ −→ H• + H2O 1.7
(ix) e−aq+ H2O2 −→ OH•+ OH− 1.0
(x) H• + H• −→ H2 1.0
(xi) H• + H2O2 −→ OH•+ H2O 0.01
(xii) H• + OH− −→ e−aq+ H2O 0.002
(xiii) H3O++ OH− −→ H2O+ H2O 10.0
(xiv) e−aq+ O2 −→ O•−2 1.9
(xv) H• + O2 −→ HO•2 2.0
(xvi) OH•+ HO•2 −→ O2 1.0
(xvii) OH•+ O•−2 −→ O2+ OH− 0.9
(xviii) OH•+ HO−2 −→ HO•2+ OH− 0.5
(xix) e−aq+ HO•2 −→ HO−2 2.0
(xx) e−aq+ O•−2 −→ OH−+ HO−2 1.3
(xxi) H• + HO•2 −→ H2O2 2.0
(xxii) H• + O•−2 −→ HO−2 2.0
(xxiii) H3O++ O•−2 −→ HO•2 3
(xxiv) H3O++ HO−2 −→ H2O2 2.0
(xxv) HO•2+ HO•2 −→ H2O2+ O2 0.000076
(xxvi) HO•2+ O•−2 −→ O2+ HO−2 0.0085

Table 2. List of all the chemical species and their diffusion coefficients, D, added to the chemical species
list of TRAX to describe the impact of dissolved molecular oxygen in the water target.

Species D (10−9m2s−1)

OH• 2.8
H3O+ 9.0
H• 7.0
e−aq 4.5
H2 4.8
OH− 5.0
H2O2 2.3
O2 2.1
HO•2 2.0
HO−2 2.0
O•−2 2.1

4.2. Simulation of Particle Track Evolution in Oxygenated Water

The classical version of the TRAX-CHEM code has been modified and is now able to simulate
the chemical evolution of ion tracks in water targets under different oxygen pressure conditions. The
particle list and the reaction network of the classical version of the TRAX-CHEM code have been,
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thus, extended (see Tables 1 and 2) and new species, generated by the interaction of O2 with the
radiation-induced water-free radicals, are now included in the track chemical evolution.

In contrast to all other species, which are explicitly included in the code and treated
with the step by step approach mentioned above, the molecular oxygen is assumed to be
homogeneously distributed in the target and is treated as a continuum. This approximation, proposed
by Pimblott et al. [45], Green et al. [46], is necessary to limit the computational cost of the simulations
and has also been adopted by other authors [13,14,47,48]. The explicit introduction of the oxygen in the
simulation would dramatically increase the computing time, even for very dilute solutions [45]. As an
example, in a chemical simulation of a 10 MeV proton track in a cubic volume of 5 µm side the number
of radiolytic species produced per particle track is about 103. In a fully oxygenated condition (21% pO2,
corresponding to a concentration of 0.27 mmol/litre) the number of oxygen molecule that have to be
explicitly introduced (in the same cubic volume of 5µm side) and followed at every single step of the
simulation is about 2 × 107, increasing the simulation time by more than four orders of magnitude.
Considering the relatively low radiation-induced oxygen consumption compared to the total amount
of molecular oxygen dissolved in the target, a variation of the global oxygen concentration during the
track evolution can be excluded for all the oxygenations and radiation conditions examined. When
investigating the possibility of noticeable local oxygen depletion in the track cores, it has to be kept in
mind that the interaction of the radiolytic species with the target occurs in a later stage of the expanding
chemical track evolution since the reaction dynamic between the induced chemical species is slower.
For high LET ions (∼100 keV/µm), the highest local density of oxygen removal is reached around 10
ns within 10-20 nm of the track core and stays below 250 µM, quickly decreasing as the chemical track
diffuses and oxygen conversion to superoxide and perhydroxyl becomes important. For even larger
LET values, only a slightly delayed onset of the HO•2 and O•−2 production can, therefore, be expected.
Similar conclusions have been reported by Colliaux et al. [15]. Additionally, the molecular oxygen
production through multiple ionizations is not accounted for here, but it has been demonstrated that
the contribution of this process to the radical yield is very low [15].

Under these conditions, given an oxygen concentration cs, the probability for a radiolytic species
to interact with an oxygen molecule of the target is determined by the rate equation:

dΩ(t)
dt

= −k(t)csΩ(t), (9)

where Ω(t) is the time-dependent survival probability of the molecule of interest. The time dependent
rate coefficient k(t) for the reaction of interest can be calculated according to the Noyes theory [49], as:

k(t) = 4πD′Rreac

(
1 +

Rreac√
πD′t

)
, (10)

where D′ is the relative diffusion coefficient defined, considering the two species A and B,
D′ = DA + DB and Rreac is the reaction radius defined according to the Smoluchowski theory, as

Rreac =
kAB

4π(DA + DB)
. (11)

The probability for a molecule to react with the dissolved oxygen in a time t will, thus, be:

W(t) = 1−Ω(t) = 1− e−4πD′Rreaccs
(

t+2Rreac

√
t

πD′
)

. (12)

Since TRAX-CHEM uses a variable time step, the probability W(t) that a species will interact
is calculated for each time step and is sampled through a uniformly distributed random variable
x ∈ [0 : 1]. When x ≤W(t) the reaction is taking place, the reactants are removed from the simulation
and replaced by the corresponding reaction products.
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4.3. Calculation

In order to identify a range of oxygen concentrations compatible with the one of a biological
system, the concentration of molecular oxygen dissolved in the water target is calculated from the
partial pressure of oxygen in the air within standard conditions of pressure by Henry’s low. Given a gas
partial pressure, pgas (in atmospheres), the solubility of the gas at a fixed temperature in a particular
solvent, cs (in mol per liter):

cs = KH · Pgas, (13)

where KH is Henry’s constant and corresponds to the gas solubility in water. For O2 at a temperature
of 20 ◦C, Henry’s constant is KH = 1.3 × 10−3 mol/(l atm). In fully oxygenated conditions
(partial oxygen pressure pO2 = 21%), the oxygen concentration equals 0.27 mmol/L.

For the results presented in the present simulation results, G values, i.e., numbers of species
produced per 100 eV energy deposition, have been calculated for all the chemical species in a simulated
volume of 5× 5× 5 µm3 for low LET radiation. In the case of high LET radiation, a geometry reduced
in the beam direction of 5× 5× 0.5 µm3 was chosen in order to guarantee the track segment condition.
For each simulation, a series of parallel calculations were performed in order to reduce the statistical
uncertainty. The number of primary particles was chosen so that a total energy of 2.5 MeV was
deposited in the target. The statistical fluctuation in the chemical simulations has been evaluated for
every single primary particle and was shown to be within 10% [30].

5. Conclusions

In the presented work, the impact of target oxygenation on radical production yields has
been studied for electron and ion radiation in water with the recently implemented extension of
the TRAX-CHEM code, able to handle the presence of dissolved molecular oxygen in the target.
The molecular oxygen concentrations investigated in this work range from anoxic conditions
(pO2 = 0%) to air-saturated water targets (pO2 = 21%). Time-dependent and LET dependent yields of
all the simulated radiolytic species at different oxygenation levels have been studied for different ion
radiation and different energies up to 1 µs after the passage of radiation. In oxygenated conditions,
a large production of two highly toxic species (O•−2 and HO•2) has been predicted, especially for low
LET radiation. These species are generated as reaction products, from the interaction of respectively
e−aq and H• with the dissolved molecular oxygen. Thus, a decrease in the final (1 µs) yield of the
e−aq and H• is observed in oxygenated targets until reaching a complete consumption for oxygen
concentrations at the water surface larger than 5%. Little impact of the dissolved molecular oxygen
has been predicted on the production yield of the other radiolytic species, with the exception of the
H2O2 whose yield is expected to increase with the target oxygenation especially for high LET radiation
tracks. Consistent with the LET dependence of the oxygen effect on the macroscopic level, a strong
decrease in the production yields of O•−2 and HO•2 is observed with the increase of the LET. The strong
correlation between the production yields of (O•−2 and HO•2) and the oxygen radiosensitization effect
observed in in vitro cell clonogenic experiments indicate a possible direct or indirect involvement of
these species in the indirect radiation damage. Although the code is not yet able to resolve the oxygen
effect in biological media and does not account for mechanisms e.g., the oxygen damage fixation, the
present implementation provides quantitative insights on the nanoscopic processes involved in the
sensitizing effect of oxygen. Further extension of the code to later stages of the chemical dynamics
including radiosensitizers, radical scavengers, and specific molecular targets of interest in the cell may
be considered.
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Abstract: Chromatin architecture plays major roles in gene regulation as well as in the repair of
DNA damaged by endogenous or exogenous factors, such as after radiation. Opening up the
chromatin might provide the necessary accessibility for the recruitment and binding of repair factors,
thus facilitating timely and correct repair. The observed formation of ionizing radiation-induced
foci (IRIF) of factors, such as 53BP1, upon induction of DNA double-strand breaks have been
recently linked to local chromatin decompaction. Using correlative light and electron microscopy
(CLEM) in combination with DNA-specific contrasting for transmission electron microscopy or
tomography, we are able to show that at the ultrastructural level, these DNA damage domains
reveal a chromatin compaction and organization not distinguishable from regular euchromatin upon
irradiation with carbon or iron ions. Low Density Areas (LDAs) at sites of particle-induced DNA
damage, as observed after unspecific uranyl acetate (UA)-staining, are thus unlikely to represent pure
chromatin decompaction. RNA-specific terbium-citrate (Tb) staining suggests rather a reduced RNA
density contributing to the LDA phenotype. Our observations are discussed in the view of liquid-like
phase separation as one of the mechanisms of regulating DNA repair.

Keywords: DNA repair; carbon ions; radiation-induced damage; chromatin structure;
electron microscopy; CLEM; DNA and RNA cytochemistry; Osmium ammine B; ChromEMT;
DNA-specific staining

1. Introduction

Genomic DNA is packed in a highly regulated manner within an interphase nucleus to allow gene
transcription or duplication of DNA during the S-Phase. To achieve the necessary compaction, the DNA
double-helix is wrapped around octamers of core histones forming nucleosomes (reviewed in [1]). The
interactions of neighboring nucleosomes, through exposed unfolded regions of core histones enriched in
positively-charged residues together with linker histone binding, lead to further compaction (reviewed
in [2]). This process is fine-tuned by covalent modifications of histones that encrypt epigenetic codes and
recruit specific non-histone regulatory chromatin binders, such as polycomb group proteins (PcG) or
heterochromatin protein 1 (HP1), which can result in dense chromatin states known as heterochromatin
(reviewed in [3,4]). At the megabase pair scale, longer-distance chromatin interactions segment the
interphase chromatids into domains, which can be visualized by imaging techniques and revealed
by chromatin conformation capture methods as topologically associated domains (TADs), which

37



Int. J. Mol. Sci. 2020, 21, 1911

eventually cluster, thus forming the interphase chromosome territory (reviewed in [5]). The chromatin
domains occupy only a part of the nuclear volume, interspaced by other nuclear compartments,
such as the nucleolus, nuclear speckles, and bodies, which are characterized by a low DNA density,
whereas they are enriched in RNA and proteins (reviewed in [6]).

Although a detailed understanding of chromatin structure beyond the nucleosome level is still
missing, the chromatin compaction plays an important role in the regulation of gene activity. Active
genes are located in scattered, low-compacted domains, termed euchromatin (EC), whereas the inactive
part of the genome is organized into compact heterochromatin (HC). Besides its role in gene transcription
regulation, chromatin structure plays a major role in the repair of damaged DNA as well (reviewed
in [7–9]). Efficient and correct DNA repair after, e.g., a radiation insult, is a prerequisite to maintaining
genomic stability in mammalian cells [10]. However, especially the repair of double-strand breaks
(DSBs) was shown to be heavily impacted by the chromatin environment (reviewed in [8,11]) and that,
moreover, dramatic modifications arise in the chromatin surrounding a DSB especially in HC [12–15].
Both the induction of radiation induced DSBs [16,17] as well as the location of repair events and the
utilization of repair factors was shown to be influenced by chromatin density, but also—depending
on the type of damage induction or DSB density—by the cell cycle and utilized repair pathway [18].
Using various approaches, we have been able to show a localized depletion of heterochromatic DNA
staining or changes in the fluorescence lifetime of DNA dyes in mouse chromocenters upon irradiation
with charged-particles, indicating a local chromatin decompaction, which was accompanied by a rapid
recruitment of DNA repair factors [13,19,20]. Recently, these results have been corroborated using
transmission electron microscopy (TEM) showing electron translucent areas in the interphase nuclei
of human fibroblasts at putative sites of ion traversals upon irradiation with carbon or calcium ions
after embedding into LR White and uranyl acetate (UA) staining [21]. Interestingly, these electron
translucent areas (subsequently termed LDA for Low Density Area) show a high density of DSB
repair factors like 53BP1 [22] indicated by immunogold-labelling [21], thus confirming the presence of
multiple radiation-induced DNA DSBs or clustered DNA lesions. Recent fluorescence microscopy
studies on 53BP1 repair foci show properties of liquid-like phase separated domains [23], which could
be an underlying mechanism for the observed changes in EM. Nevertheless, addressing the internal
organization of these liquid-like phase separated domains and their relation within other nuclear
components requires a higher resolution visualization.

The formation of LDAs revealed by the electron microscopy study of Timm et al. [21] matched in
time with the formation of focal accumulation of repair factors visualized by immunofluorescence.
Although a direct structural overlap between these two events was not provided, these data together
with the results of immunogold labelling strongly indicated a distinct structural phenotype of DNA
repair foci. It was hypothesized that the LDA pattern was a result of a local chromatin decompaction.
Nevertheless, due to unspecific affinity of uranyl acetate to different cellular components, such as
RNAs and proteins, this stain could not provide conclusive evidence for DNA reorganization linked to
DNA repair.

In the present work, we combine correlative light and electron microscopy (CLEM), the localization
of DNA repair foci with two DNA-specific EM staining techniques, ChomEMT, and Feulgen-type
reaction with osmium ammine B (OA-B) to explore DNA arrangement therein. We show that
the DNA/chromatin compaction state within DNA repair regions generally is lower than in HC,
but comparable with euchromatic areas, thus DNA rearrangement cannot be solely responsible for the
LDA pattern. We show that, contrary to the rest of nucleoplasm, LDAs have a low density of nuclear
RNA-rich components, suggesting that low electron density of DNA repair regions results from the
diminution of RNA-rich components rather than DNA/chromatin decompaction. On the basis of our
observations, we hypothesize that DNA repair foci (IRIF) encapsulate damaged DNA through phase
separation from nucleoplasm to provide favorable conditions for DNA damage repair.
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2. Results

2.1. LDA Phenotype is Fixation and Embedding Independent

We applied CLEM to map DNA repair foci in resin embedded samples, using U2OS cells expressing
53BP1-GFP (Figure 1). These cells were irradiated with C or Fe ions and chemically fixed 1 h or 5 h
after irradiation. Two fixation protocols were examined and compared: (i) 2% formaldehyde (PFA)
and 0.05% glutaraldehyde (GA) in PBS−/− to reproduce conditions of Timm et al. [21], and (ii) 2.5%
glutaraldehyde in 0.1 M sodium cacodylate buffer (SCB), which is used in protocols for DNA-specific
staining [24,25].
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Figure 1. Defining region of interests (ROIs) and relocalization (CLEM): Fluorescence mosaic imaging
of the whole grid was done automatically with a 20× dry lens (A). ROIs were defined by 53BP1-GFP
expressing cells showing radiation induced repair foci (A,B and D) and imaged again at higher
resolution using a 63x oil immersion objective (B). After the cells were embedded and removed from
the glass coverslip, the resin block shows the imprint of the grid (C) and the ROI can be relocated
(white box). Next, 100 nm sections were stained with UA and by the aid of the imprinted grid cells
were relocated in the cut sections allowing imaging of the same nucleus in EM. FM (B arrow, D) and
TEM (E). Scale bar: A&C 100 µm; B 10 µm; D&E 5 µm.

Fluorescence imaging of samples performed directly after the different types of fixation revealed
the characteristic formation of radiation-induced foci (IRIF) indicated by the accumulation of 53BP1-GFP
fluorescence at the DNA damaged domains after irradiation with C or Fe ions (Figure 1B,D,
Figure 2B,D,F,H). The characteristics of the 53BP1 IRIF were in full accordance with live cell observations
before fixation and with the ones obtained previously after particle irradiation [26,27]. The finding
that this distinct fluorescence pattern, as well as sufficient signal intensity, was preserved after
fixation indicated that both fixation protocols did not affect the 53BP1 distribution and the nuclear
architecture at the detectable level. Fixed samples were imaged using confocal LM at low magnification
(20× lens) (Figure 1A) to map cells in relation to the marker grid, for further re-localization at EM level;
and at higher magnification, applying a high NA oil immersion lens (63×) (Figure 1B,D) to record
three-dimensional maps of 53BP1-GFP foci inside the selected nuclei. After imaging, the samples
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were dehydrated with a series of acetone dilutions and embedded into Epon resin (see Materials and
Methods) (Figure 1C).Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 4 of 19 
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Figure 2. LDA phenotype is tolerant to different fixation and embedding conditions. Samples were
PFA fixed and embedded in LR White (A–D) or GA fixed and embedded in Epon (E–H). Both samples
clearly show LDAs in TEM images (left column). The whole nucleus imaged with TEM (A,E) or with
FM (B,F) is shown. In (C,G) and (D,H) a single LDA (dashed white box of (A,E) and (B,F)) is magnified.
All LDAs in the TEM images correlate with 53BP1-GFP IRIFs (green) of the FM images. Scale bar:
(A,B,E&F) 5 µm, (C,D,G&H) 1 µm.

Using this approach we could show that at the EM level, each 53BP1-GFP focus corresponded to a
LDA in sections of resin-embedded samples after carbon ion irradiation stained with UA (Figure 1D/E).
Importantly, very similar LDAs were found in samples after both fixation protocols and embedding in
LR White as well as in Epon also after longer (5 h) post-irradiative incubation time and irradiation
with heavier particles (Fe) (Figure 2). The internal content of LDA in all cases showed a fine fibrillar
aspect without visible order. Such fixation and embedding robustness of structural features indicates
that LDAs are not an artefact of a given EM protocol, but linked to long-lasting radiation-induced
structural rearrangement in the nucleus.
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The observed general internal structure of nuclei in EM sections stained with UA appeared to be
quite similar after both protocols and is in agreement with previously published observations [21,28].
We could distinguish highly dense nucleoli and granules, whereas the overall density of the remaining
nuclear content was relatively uniform, without clearly distinguishable HC domains (Figure 1E,
Figure 2A,C,E,G). Interestingly, granules were mostly located inside or at the periphery of LDAs
(Supplemental Figure S1). The uniform staining density of the nuclear content visible after UA staining
at EM level differs from the signal of the DNA-specific dye DRAQ5 [29] (chromatin) in the FM images.
The later shows a complex organization of low-intensity areas (euchromatin) and heterochromatic
domains well discernible around nucleoli, which is not visible in EM images stained with UA, thus
confirming the unspecific staining of UA (Figure 2). Therefore, we have to conclude that UA staining
cannot be used for the unambiguous assessment of DNA compaction.

In order to provide a control of the potential effects of over-expression of 53BP1 on LDAs, WT
NIH/3T3 cells expressing only endogenous 53BP1 were irradiated with carbon ions using targeted
irradiation with a cross pattern at the GSI microbeam setup [30]. LDA patterns similar to the ones
described before for the U2OS cells were obtained in NIH/3T3 cells fixed with protocol (ii) at the sites
of ion traversals (Supplemental Figure S2B). This observation, together with the previously published
data [21], supports the general occurrence of LDAs in different cell types after irradiation with high
linear energy transfer (LET) radiation.

2.2. DNA-Specific Stains Reveal EC-Like Areas within DNA-Repair Foci, but No LDA Pattern

In order to overcome the limitations of UA staining for judging on chromatin density, irradiated
U2OS cells fixed with glutaraldehyde were further processed for ChromEMT, a recently developed
method for chromatin-specific contrasting [24]. For this purpose, DNA was firstly stained with
the DNA intercalating dye DRAQ5, then diaminobenzidine (DAB) polymerization was specifically
induced around DNA molecules via photooxidation and DAB precipitations were stained by reduced
osmium [24]. In contrast to UA staining, this DNA-specific stain revealed non-homogeneous
distribution of DNA within the cell nuclei (Figure 3). It consists of dense heterochromatic patches
located at the nuclear and nucleolar periphery, and in part within the nucleoplasm as well as lower
density areas indicating euchromatic regions. The chromatin density correlates well with the DRAQ5
signal. ChromEMT staining revealed some background in the nucleoli and cell membranes, which is
in agreement with published data [24] and results from some unspecific affinity of reduced osmium.

Surprisingly, irradiated U2OS cells show no LDA pattern after ChromEMT staining. Using the
CLEM approach described before, we could precisely locate areas corresponding to the 53BP1 IRIF in
serial thin sections, thus allowing a dedicated analysis of the irradiation sites (Figure 3, Supplemental
Figure S3, Supplemental Movie SM1). Sites of 53BP1 IRIF showed a relatively low density of DNA
in comparison to HC patches, however their density was very similar to other euchromatic areas
(Figure 3E,F).

To independently verify our results after ChromEMT staining, we applied DNA-specific osmium
ammine B (OA-B). This stain is based on the Feulgen reaction, which is specific to DNA [31], thus
avoiding unspecific contrasting of cellular components with the reduced osmium used in ChromEMT
staining. The general contrast of chromatin after OA-B is lower compared to ChromEMT staining,
because the reaction occurs only at the section surface. Nevertheless, the results of OA-B stain on
irradiated U2OS cells were quite similar to ones obtained in ChromEMT stained samples: IRIFs showed
a low DNA density, which was again comparable to non-irradiated euchromatin areas (EC-like (EC-l)
structures, Figure 4).

Additionally, these observations could be reproduced again using WT NIH/3T3 cells (Supplemental
Figure S2C), thus corroborating our findings. Importantly, these confirming results were obtained
from the same samples which were used for UA staining showing a clear LDA pattern (Supplemental
Figure S2). This strongly supports our hypothesis that the observed LDAs are not purely DNA
decondensation patterns.
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Figure 3. Absence of LDAs at damage site after chromatin-specific contrasting (ChromEMT). TEM
image of a DNA-specific (ChromEMT) stained sample (A) correlated with FM image (B) with DNA
(magenta) and 53BP1 (green). With ChromEMT staining, no LDA phenotype is visible. However, the
irradiated area (dashed box) shows a structure (C with correlated FM image (D)) similar to euchromatin
(EC) (doted box) of a non-irradiated area (E, correlated FM image (F)). Heterochromatin (HC) is clearly
visible as more dark and dense structures mainly along the border of the nucleus and the nucleoli (nu)
(A,C,E). Scale bar: (A,B) 5 µm, (C–F) 1 µm.

2.3. Tomographic Analysis of Chromatin Organisation within DNA Repair Foci

To better understand the chromatin organization linked to DNA repair we performed dual-axis
tomography on semi thin (2500 nm) sections of irradiated cells stained for ChromEMT. The OA-B method
is not suitable for this task because of the location of the stain, preferentially at the section surface.

The areas for tomography data collection was targeted by confocal imaging using DRAQ5 DNA densities
as fiducial markers (Supplemental Figure S4). ChromEMT visualized a 3D-network of heterogeneous
fibers and roundish dense bodies. The fibers appear very similar in irradiated areas and non-irradiated EC
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areas, whereas roundish domains prevailed in HC (Figure 5, Supplemental Figure S4). The position and
shape of 53BP1 IRIF were extracted from confocal fluorescence images, converted into two dimensional
masks and overlapped with the slices of the EM-tomograms after adjustment of the magnification (Figure 5
white outline, Supplemental Movie SM2). Then, the tomogram was cut along the z-axis around the mask
contour, the corresponding volume extracted, and the fiber thickness analyzed. To compare irradiated and
non-irradiated EC, the IRIF contour masks (shape and area) were randomly placed over non-irradiated EC
and volumes extracted, accordingly (Supplemental Figure S5). For the HC analysis a similarly sized mask
was used confining only HC-volumes (Supplemental Figure S6).

To compare chromatin features quantitatively, we segmented the chromatin elements in the extracted
volumes and measured their diameters using custom software developed in-house (see Materials
and Methods, Supplemental Figure S7). Diameter distributions obtained from three irradiated and
non-irradiated EC areas from three individual cells were compared to each other and to HC areas from
the same tomograms. The obtained fiber diameter distributions were nearly identical for irradiated areas
and non-irradiated EC (Figure 6 green/red). Both showed a prevalence of 30–60 nm fibrillar elements and
a median of ~46.5 nm for irradiated and of ~45.5 nm for non-irradiated EC. HC areas were enriched with
elements of large diameter, thus increasing the median value to ~66.2 nm (Figure 6 purple).
Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 7 of 19 

 

 

Figure 4. DNA-specific contrasting with osmium ammine B (OA-B). TEM image of OA-B stained 

sample (A). (B) Shows the same cell in fluorescence microscopy (53BP1 (green) and DNA (magenta)). 

Similar to ChromEMT stained sample (Figure 3) no LDA phenotype is visible. 53BP1 focus (D, green) 

correlates to a EC-like (EC-l) structure (C) and shows a similar DNA density to regular EC. Scale bar: 

A&B 5 µm, C&D 1µm. 

Additionally, these observations could be reproduced again using WT NIH/3T3 cells 

(Supplemental Figure S2C), thus corroborating our findings. Importantly, these confirming results 

were obtained from the same samples which were used for UA staining showing a clear LDA pattern 

(Supplemental Figure S2). This strongly supports our hypothesis that the observed LDAs are not 

purely DNA decondensation patterns. 

2.3. Tomographic Analysis of Chromatin Organisation within DNA Repair Foci 

To better understand the chromatin organization linked to DNA repair we performed dual-axis 

tomography on semi thin (2500 nm) sections of irradiated cells stained for ChromEMT. The OA-B 

method is not suitable for this task because of the location of the stain, preferentially at the section 

surface. 

The areas for tomography data collection was targeted by confocal imaging using DRAQ5 DNA 

densities as fiducial markers (Supplemental Figure S4). ChromEMT visualized a 3D-network of 

heterogeneous fibers and roundish dense bodies. The fibers appear very similar in irradiated areas 

and non-irradiated EC areas, whereas roundish domains prevailed in HC (Figure 5, Supplemental 

Figure S4). The position and shape of 53BP1 IRIF were extracted from confocal fluorescence images, 

converted into two dimensional masks and overlapped with the slices of the EM-tomograms after 

adjustment of the magnification (Figure 5 white outline, Supplemental Movie SM2). Then, the 

tomogram was cut along the z-axis around the mask contour, the corresponding volume extracted, 

Figure 4. DNA-specific contrasting with osmium ammine B (OA-B). TEM image of OA-B stained
sample (A). (B) Shows the same cell in fluorescence microscopy (53BP1 (green) and DNA (magenta)).
Similar to ChromEMT stained sample (Figure 3) no LDA phenotype is visible. 53BP1 focus (D, green)
correlates to a EC-like (EC-l) structure (C) and shows a similar DNA density to regular EC. Scale bar:
(A,B) 5 µm, (C,D) 1 µm.
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Figure 5. Tomography of an irradiated area stained by ChromEMT. A gallery of 2 nm thick tomographic
slices extracted from a dual axis tomographic reconstruction of 250 thick section of an irradiated U2OS
cell. The chromatin structure shows no obvious difference between the inside and outside of the damage
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Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 9 of 19 

 

 

Figure 6. Cumulative histogram of fiber diameter of irradiated areas (green), non-irradiated EC (red), 

and HC (purple): Irradiated area shows a distribution of fiber diameters very similar to non-irradiated 

EC. The HC curve clearly deviates; it shows a higher proportion of fibers with a larger diameter. Each 

curve contains pooled data and was normalized to the volume. N = 3 images. 

2.4. Reduced RNA Density within DNA Repair regions 

Since chromatin within DNA repair foci was not different in density and organization from 

regular euchromatic regions, we decided to explore the contribution of another, non-chromatin 

nucleic acid constituent (RNA) to LDA formation. To map the distribution of RNA-rich nuclear 

components, we used terbium-citrate (Tb) staining introduced by the group of Fakan [32], who 

demonstrated selective affinity to RNA. Accordingly, the stain showed a high density accumulation 

within nucleoli (Figure 7A), whereas the areas corresponding to high DNA density at the border of 

nucleoli and close to the nuclear envelope showed lower density in comparison to UA staining 

(Supplemental Figure S8). Importantly, the LDAs were present in terbium-stained sections and 

corresponded again to 53BP1 IRIF 1h after irradiation, as we could visualize using our CLEM 

approach (Figure 7A&B; see also Supplemental Figures S8 and S9). RNA diminution at LDAs was 

also clearly visible at 5 h post-irradiation after LR White embedding (Supplemental Figure S10). These 

results give a clear indication for the exclusion of RNA-rich components from the DNA repair 

regions. In agreement with that, we also noticed areas of a higher Tb contrast, which corresponded 

to low DNA density visualized by DRAQ5 staining, indicating again a selective binding to RNA 

(Supplemental Figure S8). These results are corroborated by the staining of irradiated cells using the 

fluorescent RNA-specific dye Syto RNASelect Green, which supported the observation of a reduced 

density of RNA in 53BP1 IRIFs (Supplementary Figure S11). 

Figure 6. Cumulative histogram of fiber diameter of irradiated areas (green), non-irradiated EC (red),
and HC (purple): Irradiated area shows a distribution of fiber diameters very similar to non-irradiated
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2.4. Reduced RNA Density within DNA Repair Regions

Since chromatin within DNA repair foci was not different in density and organization from regular
euchromatic regions, we decided to explore the contribution of another, non-chromatin nucleic acid
constituent (RNA) to LDA formation. To map the distribution of RNA-rich nuclear components,
we used terbium-citrate (Tb) staining introduced by the group of Fakan [32], who demonstrated
selective affinity to RNA. Accordingly, the stain showed a high density accumulation within nucleoli
(Figure 7A), whereas the areas corresponding to high DNA density at the border of nucleoli and
close to the nuclear envelope showed lower density in comparison to UA staining (Supplemental
Figure S8). Importantly, the LDAs were present in terbium-stained sections and corresponded again
to 53BP1 IRIF 1h after irradiation, as we could visualize using our CLEM approach (Figure 7A,B;
see also Supplemental Figures S8 and S9). RNA diminution at LDAs was also clearly visible at 5
h post-irradiation after LR White embedding (Supplemental Figure S10). These results give a clear
indication for the exclusion of RNA-rich components from the DNA repair regions. In agreement
with that, we also noticed areas of a higher Tb contrast, which corresponded to low DNA density
visualized by DRAQ5 staining, indicating again a selective binding to RNA (Supplemental Figure S8).
These results are corroborated by the staining of irradiated cells using the fluorescent RNA-specific
dye Syto RNASelect Green, which supported the observation of a reduced density of RNA in 53BP1
IRIFs (Supplementary Figure S11).
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Figure 7. LDA phenotype at damage sites of RNA-specific stained (terbium-citrate; Tb) sections vanish
after RNase treatment. Sections of U2OS nuclei irradiated with carbon ions, fixed 1 h after irradiation
and stained with Tb (A) show LDAs correlating with 53BP1 signal (B, green). After 24 h treatment with
RNase no LDAs are visible (C) at the damage site (D). All scale bars: 1 µm.
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To assess this staining specificity in our preparations, we pre-treated sections with RNase prior to
incubation with Tb. Even though these samples still show some staining density in nucleoli indicating
an incomplete digestion of RNA in chemically fixed and resin embedded samples, LDAs completely
vanished or appear strongly diminished after RNase treatment (Figure 7C&D). Together, these results
provide clear evidence for the participation of RNA-rich components in UA stained samples and the
contribution of RNA diminution in the formation of radiation induced LDAs.

3. Discussion

In this study, we explored the radiation-induced reorganization of cell nuclei after charged particle
irradiation by applying CLEM, a combination of fluorescent light microscopy detection of IRIF at
irradiation sites and electron microscopy techniques for selective staining of DNA and RNA. Our CLEM
results clearly demonstrated that radiation-induced DNA repair foci, visualized by the fluorescence of
53BP1-GFP in U2OS cells, directly correspond to the LDAs visible in EM sections after non-selective
UA staining (Figures 1 and 2). We could confirm LDA formation in ion-irradiated WT NIH/3T3
cells, and thus demonstrate that these LDAs are not an artefact of overexpression of 53BP1-GFP. This
is in agreement with the recent observation of LDAs in human dermal fibroblasts after irradiation
with carbon or calcium ions which were interpreted as decondensed chromatin regions (DCRs) [21].
Although the LDA phenotype was initially reported after formaldehyde fixation and embedding
into acrylic resin (LR White) [21], we show that the LDA phenotype also occurs after glutaraldehyde
fixation and Epon embedding (Figure 2), the sample preparation protocol used for DNA selective
staining ChromEMT and OA-B. Interestingly, the observed LDA phenotype after irradiation (1 to 5 h)
is very similar to the one of persistent DNA damage foci (PDDF), which was described in mouse
neurons after DSB generation [33]. PDDFs also accumulate 53BP1 and their structural appearance in
TEM images is visually indistinguishable from our LDAs, although they were visualized after low
temperature embedding into Lowicryl K4M, which is a much milder treatment than we used [33]. This
observation further outlines the structural consistency and robustness of DSB DNA damage repair
structures in relation to cell type and the sample preparation protocol.

To check the previous models of LDAs, linking their structural appearance to chromatin
decondensation (termed as DCRs in [21]), we applied DNA-specific stains to assess the density
and structural organization of chromatin within DNA repair foci. EM sample preparation protocols
generally are based on chemical fixation and dehydration prone to aggregation of chromatin fibers,
which hampers their applicability in interpretation of native chromatin organization, especially at the
nucleosome fiber scale [34–36]. Nevertheless, bearing this limitation in mind, these methods still can
be used for comparative analysis of chromatin organization in response of a treatment, in our case for
radiation-induced DNA damage, in cells fixed with the same protocol. Importantly, a comparison
of distributions and shapes of HC patches visible at the EM level in the 3D reconstruction of nuclear
volume from serial thin sections (Supplemental Figure S3), and confocal fluorescence images before
DAB polymerization and embedding, did not reveal detectable chromatin rearrangements during
ChromEMT procedure, thus underpinning the validity of our approach.

Our results from ChromEMT, while generally supporting open chromatin after high-LET
irradiation, did not reveal any difference in density and chromatin organization between irradiated
area and non-irradiated euchromatic areas of the cell (Figure 3). However, we cannot rule out that
in addition to the absence of significant chromatin changes in damaged EC, heterochromatic areas
are “euchromatized” and thus decompacted at damage sites. This would be in agreement with
the observation in light microscopy where, on the basis of fluorescence intensity or fluorescence
lifetime imaging (FLIM), only radiation-induced chromatin decompaction at heterochromatic sites
after charged-particle traversals had been observed [13,20].

We acknowledge that the fiber thickness distribution assessed by ChromEMT in irradiated U2OS
cells (median of around 45 nm) differs from previously reported values (mainly 12–24 nm fibers) for
non-irradiated primary human small airway epithelial cells [24]. This disparity might be partially
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linked to cell type specific differences; however we attribute it to a stronger photooxidation and
deposition of DAB in our experimental setup. The resulting stronger DAB deposition and accordingly
larger diameters of chromatin fibers in our experiments did not hamper comparative analysis, and was
also beneficial for an unambiguous discrimination of DNA structures from the general background of
reduced osmium unavoidable in ChromEMT. Importantly, our ChromEMT results are corroborated by
independent OA-B staining based on a completely different reaction chemistry [25,31,37] and pointing
again to a euchromatin-like (EC-l) structure at the sites of particle traversals (Figure 4). To summarize,
DNA-specific EM staining clearly showed that DNA decompaction cannot be solely responsible for
the LDA phenotype.

Our results from terbium staining strongly suggest that LDAs mainly originate from a substantially
lower density of RNA at IRIF. This observation and interpretation agree with a low density of
RNA in PDDF, demonstrated by Mata-Garrido et al. [33], using a different cytochemical technique,
EDTA regressive stain [38]. In this respect, our observations provide a new interpretation for the
results of previous electron spectroscopy imaging (ESI) of 53BP1 IRIF [39,40] that revealed a lower
phosphorus density and correspondingly, a lower concentration of nucleic acids therein in comparison
to surrounding nuclear structures. Since, according to our results, the DNA density of DNA damage
domains is very similar to the surrounding EC, the low phosphorus density observed in ESI must have
resulted rather from RNA diminution. Supporting that view, immunofluorescence confocal microscopy
showed no colocalization between IRIF and RNA-rich speckle domains or Cajal bodies, although they
can be adjacent [41,42]. Even so, it has been shown that nascent transcript RNA might be utilized in
error-free DSB repair at actively transcribed genes [43,44], the low RNA concentration within IRIF
suggests a general sequestration of splicing and transcription components from these domains, thus
leading to a local environment fully dedicated to DNA repair. In line with this view, DSB induction
distal to the promoter of a reporter gene was shown to repress its transcription [45], and DSB induced
an inhibition of RNA polymerase I [46], both in an ATM dependent manner. This would be beneficial
for the protection of damaged DNA from further deterioration during transcription. Manfrini et
al. [47] concluded that the inhibition of local transcription is a general response to DSB formation and
is mediated by the resection of the break ends, which is a hallmark after high-LET radiation not only
in G2 but also in G1-phase cells [48]. In this case it might prevent hybridization of putative exposed
single stranded DNA with RNA, thus facilitating alternative end joining pathways. Interestingly,
the initial formation of 53BP1 foci has been described to require the recruitment of RNA polymerase II
and transcription of long non-coding DNA in the vicinity of a DSB [49–51] and processing them into
small non-coding DNA-damage response RNA (DDRNA, reviewed in [52]). Although the evidence of
these processes after high-LET irradiation have not yet been presented, such transcriptional activity
is fully compatible with the open EC-l DNA organization within DNA damage domains. However,
further research of the temporal aspects will be required to understand it in the context of the low RNA
content, as observed in this study. We see several possible explanations: RNA synthesis occurs (a) at
the beginning of IRIF formation and RNA is degraded or diffused away later or (b) at a much lower
intensity in comparison to a transcriptional activity of the regular EC; (c) it is localized at the border of
DNA damage domain or (d) besides the RNA specifically produced or utilized in the damage response,
transcription is generally inhibited (at later times) in the larger domain of the IRIF [44], leading to
a net loss of RNA. Although the detection of the transcriptional activity in these domains was out
of the scope of the current study, results from Mata-Garrido et al. [33] indicated the absence of RNA
polymerase II (phosphorylated on Ser 2, as a marker of the elongation) as well as transcription inside
neuronal PDDF. Nevertheless, the transcription was shown to be intense at the border of PDDFs, thus
supporting the third hypothesis (c).

Several recent studies revealed that IRIF show liquid-like properties of biomolecular
condensates [13,23,50]. Formation of those condensates can be driven by liquid-liquid phase separation
(LLPS) of the 53BP1 protein [23] and might enhance DSB end-joining probability by isolation of the
break ends in confined space. The phase separation can further contribute to DNA damage repair by
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the modulation of macromolecular diffusion, thus favoring the accumulation of DNA repair factors
inside IRIF and the exclusion of undesired components, such as transcription and splicing machineries.
The observed roundish shape of LDAs, and the low RNA content of IRIF, are fully compatible with this
hypothesis. Indeed, the strikingly “empty” appearance distinguishing IRIFs in EM images suggests
a diffusion barrier, preventing the uncontrolled entrance of mobile macromolecules, which would
otherwise equilibrate the IRIF density with the one of the crowded nucleoplasm. The nature of this
barrier remains to be unraveled; however, our EM results suggest that it is unlikely to rely solely
on the mere accumulation of 53PB1 or other proteins. The “empty” phenotype in TEM indicates
the abundance of molecular components, which cannot be crosslinked by aldehydes during fixation
and, thus, are extracted during dehydration and embedding steps of sample preparation for EM.
Phosphoinositide lipids (PPIs) can be one candidate for such “extractable” components. Due to
the absence of amino groups, they cannot be crosslinked by aldehydes, are enriched in the nucleus
and, according to recent studies [53], accumulate quickly at DNA damage sites. Although RNA can
in principle react with aldehydes, its crosslinking is very low in comparison to proteins [54], thus
chemical fixation may have a low efficiency for the immobilization of small RNA species. Thus, the
extraction of DDRNAs provides us with another hypothesis explaining LDA phenotype. In addition
to extraction, conventional sample preparation for TEM might lead to the precipitation of poorly fixed
components within IRIFs, we speculated that it might explain the abundance of the dense granules
within them. Testing of this hypothesis and the further analysis of IRIF will require the application
of cryo-electron microscopy methods to explore the IRIF structure in the absence of the putative
extraction/precipitation artefacts.

Conclusion: Using CLEM and chromatin-specific contrasting, we demonstrated that the chromatin
density and organization within ionizing radiation-induced DNA damage domains is very similar
to EC, thus arguing against the previous models of the particular chromatin decondensation during
DNA DSB repair, at least in euchromatic regions. The here described LDA phenotype of IRIFs is
characterized by low RNA content and supporting models of LLPS in DNA repair domains after
charged particle irradiation.

4. Materials and Methods

4.1. Cell Culture, Irradiation, and Fixation

Human osteosarcoma cells (U2OS) stably expressing 53BP1-GFP (kindly provided by C. Lukas,
Copenhagen, Denmark) were grown on round photo-etched coverslips (28 mm in diameter, ibidi,
Gräfelfing, Germany) in 35 mm petri dishes at 37 ◦C with 95% humidity and 5% CO2 in DMEM (Gibco,
Carlsbad, CA, USA) + 10% FCS (Biochrom, Berlin, Germany) + 1 µg/mL Puromycin. The irradiation
was done at the linear accelerator UNILAC of the GSI Helmholzzentrum für Schwerionenforschung
GmbH with carbon (9.8 MeV/u, 170 keV/µm) or iron ions (7.0 MeV/u, 2875 keV/µm) at a fluence of
5×106 particles/cm2. For the microbeam experiment, NIH/3T3 cells (ATCC, Manassas, VA, USA) were
prepared and irradiated according to [30], using 4.8 MeV/u carbon ions (LET: 285 keV/µm). Fixation
was done 1 h (carbon ions) or 5 h (iron ions) after irradiation, respectively. Two fixation methods
were used: (i) 2% formaldehyde (PFA; Sigma-Aldrich, Saint-Louis, MO, USA) + 0.05% EM grade
glutaraldehyde (GA; Science Services, München, Germany) in PBS-/- (w/o calcium and magnesium;
Biochrom, Berlin, Germany), 5min RT + 1h on ice; (ii) 2.5% GA + 5 mM CaCl2 in 0.1 M sodium
cacodylate buffer (SCB; Serva, Heidelberg, Germany), 5 min RT + 1 h on ice, 3 × 5 min blocking with
10 mM glycine (Roth, Karlsruhe, Germany) in 0.1 M SCB.

4.2. Fluorescence Microscopy

Fluorescence microscopy was done after fixation, but before DAB polymerization, dehydration,
and embedding. Mosaic screening of the GFP-signal of the whole coverslip was done automatically on
a Nikon TiE spinning disc confocal microscope, using a 20× dry lens. Two channels (DRAQ5 and GFP)
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of the selected nuclei were recorded again at a higher resolution, using a 63x oil immersion lens, NA
1.3 at a Leica DMI 4000 B.

4.3. Electron Microscopy

4.3.1. Embedding and Cutting for EM

After FM imaging with Leica DMI 4000 B, the samples were dehydrated and embedded into
a resin. For LR White (Science Services, München, Germany) embedding, dehydration was done
with ethanol (Roth, Karlsruhe, Germany) (5 min 30%, 10 min 50%, 15 min 70%, 20 min 90%, 2× 30
min 100%), followed by incubation with LR White/100% ethanol (1:1 mixture) overnight, 2x changes
100% LR White for 2 h. Then, the coverslips with cells were placed into a 35 mm Petri dish filled
with fresh LR White, the dish cover was sealed by the application of a thin layer of LR White resin
mixed with accelerator to reduce oxygen penetration inside the dish. After 30 min of the sealing
resin layer polymerization at RT, the dishes were placed into an oven and cured at 55◦ for 48 h. After
polymerization the coverslip was removed from the resin blocks through a careful cooling by contact
with a metal rod that was pre chilled with liquid nitrogen.

For Epon embedding, dehydration was done with acetone (5 min 30%, 10 min 50%, 15 min 70%,
20 min 90%, 2× 30 min 100%; Electron Microscopy Sciences, Hatfield, PA, USA) and 2x 10 min with
100 % propylene oxide (Science Services, München, Germany). After dehydration, samples were
incubated once in a 1:1 mixture of propylene oxide and Epon812 substitute (Sigma-Aldrich, Sent-Lois,
MO, USA; 30 min) and twice with pure Epon812 substitute (2h and overnight). Polymerization of Epon
was done at 65 ◦C for 48 h. Resin blocks were trimmed using diamond trimming knives (Diatome,
Nidau, Switzerland). For TEM 100 nm sections and for TEM tomography, 250 nm sections were
directly cut from the top side of the trimmed block with an ultra 35◦ diamond knife (Diatome, Nidau,
Switzerland). Sections were collected on Formvar-coated (Electron Microscopy Sciences, Hatfield, PA,
USA), palladium-copper slot grids (Science Services, München, Germany) and stained in 2% Uranyl
acetate (Science Services, München, Germany) solution in methanol.

4.3.2. ChromEMT Staining

The DNA-specific staining was done according to the original protocol published by Ou et al. [24].
Living cells were stained with 1 µM DRAQ5 (Thermo Fisher Scientific, Waltham, MA, USA) in
OptiMEM (Gibco, Carlsbad, CA, USA) at 37 ◦C for 10 min, washed 2× 5 min with PBS−/− and fixed.
The coverslip with cells was transferred into a new plastic petri dish and bathed in 2.5 mM DAB
(Sigma-Aldrich, Saint-Louis, MO, USA) in 0.1 M SCB. For the photooxidation of a larger area, DRAQ5
was excited at 615 nm provided by a CoolLED pE light source (BFI Optilas, Dietzenbach, Germany)
set at 100% and applied via a light guide placed directly below the petri dish for up to 1 h at RT. A
round area with a diameter of 5 mm was illuminated simultaneously. Cells were washed for 1 h (3×
20 min) in ice-cold 0.15 M SCB + 2 mM CaCl2 on ice and stained 1 h in 0.15 M SCB + 2 mM CaCl2 +

1.5% potassium ferrocyanide + 2% aqueous OsO4 (Science Services, München, Germany) on ice and
subsequently washed 5× 3 min with ddH2O at RT, followed by dehydration and embedding in Epon,
as described above (see 4.3.1).

4.3.3. Staining with Osmium Ammine B (OA-B)

100 nm thick sections of Epon-embedded samples were collected on 200 mesh gold grids (Plano,
Wetzlar, Germany). The grids were dried and incubated for 3 h at 70 ◦C to improve the section
attachment, and cooled to RT. The grids were incubated with 5N HCl for 30 min at RT within 1.5
mL Eppendorf tubes, washed with ddH2O, air dried, and immersed into the osmium ammine B
(Polysciences, Hirschberg, Germany) reagent activated exactly as described by [25]. After staining for 1
h at 37 ◦C, the grids were washed with ddH2O and air dried.
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4.3.4. RNA-Specific Staining with Terbium-Citrate (Tb)

The staining reagent was prepared as described by [32]. 100 nm thick sections of LR
White embedded samples prepared according to protocol (i) were collected on Formvar-coated,
palladium-copper slot grids. The grids were incubated on the reagent for 1 h. For control of the staining
specificity, selected grids with sections were incubated on drops of 10 mg/mL RNase A (Sigma-Aldrich,
Saint-Louis, MO, USA) in 50 mM Tris-HCl pH 7.0 at 37 ◦C for 24 h and washed with distilled water
before Tb staining. The solution of RNase was boiled for 5 min to eliminate a risk of possible proteinase
contamination and cooled down to 37 ◦C before use.

4.3.5. Transmission EM

100 nm thick sections were collected on Formvar-coated slot grids and imaged in a transmission
electron microscope (Jeol 2100Plus, 120 kV). For serial sections, Serial EM software (University of
Colorado [55]) was used.

4.3.6. EM Tomography

250 nm thick sections were collected on Formvar-coated slot grids for TEM tomography. Next, 15
nm colloidal gold particles (Sigma-Aldrich, Saint-Louis, MO, USA) were applied on the supporting
film to serve as fiducial markers for tomogram alignment. The tomographic data collection was
performed using Tecnai F30 transmission electron microscope (Thermo Fisher Scientific, Waltham,
MA, USA) equipped with a US4000 CCD camera (Gatan, Pleasanton, CA, USA). Regions of interests
(ROIs) were pre-exposed at 3000 e/Å2 to minimize the section drift and warping [56,57]. The dual-axis
tomographic acquisition was done at 12,000×magnification (1.96 nm/pixel, camera binning 2) using
Serial EM software (University of Colorado [55]) running a continuous tilt-scheme from −60◦ to +60◦
and a constant angular increment of 1.5◦. Tilt series alignment and tomogram reconstruction were
performed using ETOMO program of IMOD software package [58].

4.4. Data Analysis

The open source programs ImageJ (version 1.52a, NIH and LOCI, University of Wisconsin,
USA) and IMOD (version 4.5.0, University of Colorado, USA) were used for general image analysis.
Fiber thickness in the tomograms was determined using in-house written software, ImageD (David
Eilenstein) (Supplemental Figure S7). Briefly, image grey values were inverted and a 3D median filter
applied to remove shot noise. A ROI was defined and selected. For chromatin fiber detection, a
threshold was applied automatically inside the ROI and the resulting fibers binarized. Binarized fibers
were skeletonized, center-points determined, and the diameter of the fibers analyzed on the basis of
the shortest distance between center-points and boundary.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/21/6/1911/s1.
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Abbreviations

CLEM correlative light and electron microscopy
LDA low density area
PcG polycomb group protein
HP1 heterochromatin protein 1
TAD topologically associated domain
DSB double-strand break
UA uranyl acetate
TEM transmission electron microscope
EM electron microscope
OA-B osmium ammine B
IRIF ionizing radiation induced focus
PFA (para) formaldehyde
GA glutaraldehyde
53BP1 p53-binding protein 1
GFP green fluorescent protein
FM fluorescence microscope
LET linear energy transfer
EC euchromatin
EC-l euchromatin-like
HC heterochromatin
DCR decondensed chromatin region
PDDF persistent DNA damage focus
FLIM fluorescence lifetime imaging microscopy
DAB 3,3′-Diaminobenzidine
LLPS liquate-liquate phase separation
SCB sodium cacodylate buffer
PBS-/- phosphate buffer saline without calcium and magnesium
Tb terbium-citrate
FCS fetal calf serum
DMEM Dulbecco’s Modified Eagle Medium
ROI region of interest
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Abstract: Mechanistic approaches to modeling the effects of ionizing radiation on cells are on the
rise, promising a better understanding of predictions and higher flexibility concerning conditions
to be accounted for. In this work we modified and extended a previously published mechanistic
model of cell survival after photon irradiation under hypoxia to account for radiosensitization caused
by deficiency or inhibition of DNA damage repair enzymes. The model is shown to be capable of
describing the survival data of cells with DNA damage repair deficiency, both under norm- and
hypoxia. We find that our parameterization of radiosensitization is invariant under change of oxygen
status, indicating that the relevant parameters for both mechanisms can be obtained independently
and introduced freely to the model to predict their combined effect.

Keywords: ionizing radiation; DNA repair; hypoxia; modeling; radiosensitizer

1. Introduction

Radiation therapy is one of the cornerstones of cancer care, where ~50% of patents receive radiation
during the course of disease [1]. Radiobiological modeling is an integral part of radiation oncology and
radiation therapy, used to predict normal and tumor tissue response, which is of particular significance
when moving towards personalized radiation treatment, including treatment gap corrections, normal
tissue tolerance predictions, optimization of therapy determined by predictive assays, multi-modality
schedule design, and the simulation of clinical trials [2]. In this work, we present the first step towards
development of our modeling platform called “UNIfied and VERSatile Engine” (UNIVERSE), within
which we aim to integrate multiple biological responses and mechanisms relevant for describing
radiation response of different cell types. In this manuscript, we focus on describing the cellular
response of a particularly radioresistant tumor sub-population—hypoxic cells. Cells under hypoxic
conditions exhibit increased radioresistance, and tumors containing hypoxic regions have significantly
worse chances of successful treatment with radiotherapy [3–5]. The increased radiosensitivity of cells
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in the presence of free oxygen is usually explained by the oxygen fixation hypothesis: Molecular
oxygen has the ability to react with radicals produced in the DNA, thereby fixating the damage,
preventing the direct chemical restoration of the DNA radical by reacting with H+ [3]. The concept of
the oxygen enhancement ratio (OER) is classically used to quantify the dependence of cell survival on
the oxygenation status. The OER is usually defined as the ratio between the doses needed to induce
the same survival fraction in a hypoxic and a normoxic environment [6]. One of the key strategies
to overcome the radioresistance in hypoxic cells is a dual treatment, i.e., a combined treatment with
photon irradiation and administration of radiosensitizing drugs, such as DNA damage response (DDR)
inhibitors [7–10].

To model the response of hypoxic tumor cells to dual treatment, we based our approach on a
previously published model of our group [11]. Similarly to models described by other groups [12–14],
the here presented model divides the cells’ nucleus into equally sized subvolumes containing about 2
Mbp, dubbed giant loops [15–17]. Those giant loops containing either exactly one or two and more
double strand breaks (DSB) are classified as isolated DSB (iDSB) or complex DSB (cDSB), respectively.
Giant loops have been identified as possible critical targets, inside which multiple lesions resist swift
repair [18–21]. It was shown that computed numbers of iDSB (NiDSB) and cDSB (NcDSB) matched well
with observed frequencies of quickly (iDSB) and slowly (cDSB) repaired DSB in rejoining studies [22,23].
The core model of our choice [11,13] associates both classes of lesions with so-called lethality parameters,
KiDSB and KcDSB, respectively. These parameters are the corresponding probabilities for lesions of a
given class to become lethal, meaning the cell loses its potential to further proliferate. Complex lesions
are considered to be significantly more lethal than isolated lesions, as each of them poses a high risk
for chromatin loss [14] and they remain unrepaired for a prolonged time [24–26]. It is indeed found
that KcDSB is several magnitudes larger than KiDSB in cases derived from experimental data [11,26].

Regarding the hypoxic cell population, Carlson et al. [6] made compelling arguments for an
interpretation of the OER as the ratio of doses needed to induce the same total amount of DSBs in
hypoxic and normoxic cells. They further suggested the replacement of the OER term with the name
hypoxia reduction factor (HRFO2

DSB) at a given oxygen concentration [O2] within this context [27]. In line

with the above ideas, we introduced the HRFO2
DSB as a parameter into our model, which solely modifies

the initial total yield of DSB (NtDSB). Following evidence that the oxygen status has no effect on the
DSB rejoining rates [6], the lethality parameters were assumed to be invariant under the change of
oxygenation. We could show in our previous work, that the sole introduction of the HRFO2

DSB parameter

was sufficient to describe survival data from literature and that the derived HRFO2
DSB values were well

described by a parameterization suggested by Carlson et al. [6] (a function of oxygen concentration
[O2], inspired by the initial studies of Alper and Howard-Flanders [28]) [11]. In the work presented
here, we investigate whether our model is capable of describing an experimental set of cell survival
data containing five cell lines at three different oxygen levels each, and whether the derived HRFO2

DSB
values are in accordance with the formerly introduced parameterization.

To further extend the model and describe the particular case of hypoxic tumor cells response
to dual treatment, radiotherapy, and DDR inhibition, we introduced a so-called radiosensitization
factor (RSF) that modifies KiDSB. This is based on observations by Hufnagl et al. [26], that the increased
radiosensitivity of repair-deficient cell lines could be accounted for by increasing the lethality parameter
of isolated DSB, while keeping the lethality parameter for complex DSB constant. Complex DSB
are argued to pose such severe challenge to the DDR that any change in the repair capabilities of
the cell has no effect on their lethality parameter. To validate this extension, we benchmarked our
model in two scenarios, using experimental data obtained from cells in which one of the two key
radiation-induced DDR molecules, DNA-dependent protein kinase (DNA-PK) or ataxia-telangiectasia
mutated (ATM), was impaired [29]. First, we studied the robustness of the model to predict survival
data of DNA-PK-deficient mutants of CHO cells. Secondly, we tested the model to predict the survival
of two human lung cancer cell lines with pharmacologically-inhibited ATM. Both scenarios were
investigated under normoxia and hypoxia.
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2. Results

2.1. Modeling Hypoxia-Induced Radioresistence

Our survival data for five different cell lines (A549, H460, H1437, B16, Renca) exposed to three
distinct oxygenation levels (normoxia 20% [O2], 1% [O2], 0.5% [O2]) were fitted using our model
(Figure 1). KiDSB and KcDSB were fitted for each cell line as free parameters to the normoxic data.
Keeping these parameters fixed, for each cell line, the specific HRFO2

DSB for the two hypoxic conditions
were fitted. The determined numerical values of each parameter can be found in Table 1. Our model
shows excellent capability in describing the acquired data, indicating consistency with our earlier
work [11]. Furthermore, the HRFO2

DSB values derived from our data were in accordance with the

parametrization of HRFO2
DSB as a function of oxygen concentration published in [11], as shown in the

bottom right panel of Figure 1.

Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 3 of 11 

 

2.1. Modeling Hypoxia-Induced Radioresistence 

Our survival data for five different cell lines (A549, H460, H1437, B16, Renca) exposed to three 
distinct oxygenation levels (normoxia 20% [ ], 1% [ ], 0.5% [ ]) were fitted using our model 
(Figure 1).  and  were fitted for each cell line as free parameters to the normoxic data. 
Keeping these parameters fixed, for each cell line, the specific  for the two hypoxic conditions 
were fitted. The determined numerical values of each parameter can be found in Table 1. Our model 
shows excellent capability in describing the acquired data, indicating consistency with our earlier 
work [11]. Furthermore, the  values derived from our data were in accordance with the 
parametrization of  as a function of oxygen concentration published in [11], as shown in the 
bottom right panel of Figure 1. 

 

Figure 1. Cell survival data of five cell lines irradiated under normoxia (black) and under two hypoxia 
levels (0.5% and 1% [ ], blue and red) fitted by the model. Lower-right panel: The derived  
values compared to a parametrization introduced in [11]. 

Table 1. Model parameters derived from cell survival data of five cell lines irradiated under normoxia 
and under two hypoxia levels (0.5% and 1% [ ]). 

Cell Line     
1% [ ] 

  
0.5% [ ] 

A549 4.83 × 10−3 ± 0.88 × 10−3 1.69 × 10−1 ± 0.31 × 10−1 1.60 2.04 
H460 3.28 × 10−3 ± 1.20 × 10−3 2.41 × 10−1 ± 0.86 × 10−1 1.24 1.44 

H1437 3.83 × 10−3 ± 0.83 × 10−3 1.37 × 10−1 ± 0.38 × 10−1 1.09 1.33 
B16F10 4.05 × 10−3 ± 0.44 × 10−3 1.34 × 10−1 ± 0.18 × 10−1 1.29 1.44 
Renca 1.67 × 10−3 ± 0.18 × 10−3 2.04 × 10−1 ± 0.06 × 10−1 1.28 1.67 

2.2. Modeling Cell Survival of DNA-PK-Impaired Cell Lines 

Figure 1. Cell survival data of five cell lines irradiated under normoxia (black) and under two hypoxia
levels (0.5% and 1% [O2], blue and red) fitted by the model. Lower-right panel: The derived HRFO2

DSB
values compared to a parametrization introduced in [11].

Table 1. Model parameters derived from cell survival data of five cell lines irradiated under normoxia
and under two hypoxia levels (0.5% and 1% [O2]).

Cell Line KiDSB KcDSB HRFO2
DSB 1% [O2] HRFO2

DSB 0.5% [O2]

A549 4.83 × 10−3 ± 0.88 × 10−3 1.69 × 10−1 ± 0.31 × 10−1 1.60 2.04
H460 3.28 × 10−3 ± 1.20 × 10−3 2.41 × 10−1 ± 0.86 × 10−1 1.24 1.44
H1437 3.83 × 10−3 ± 0.83 × 10−3 1.37 × 10−1 ± 0.38 × 10−1 1.09 1.33
B16F10 4.05 × 10−3 ± 0.44 × 10−3 1.34 × 10−1 ± 0.18 × 10−1 1.29 1.44
Renca 1.67 × 10−3 ± 0.18 × 10−3 2.04 × 10−1 ± 0.06 × 10−1 1.28 1.67
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2.2. Modeling Cell Survival of DNA-PK-Impaired Cell Lines

Survival data of the CHO cell line and two of its DNA-PK response-deficient mutants (V3 cell
line is DNA-PKcs-deficient and xrs-5 cell line is Ku80-deficient) under normoxia and hypoxia were
gathered from Cartwright et al. (Figure 2) [30]. The cell line-specific parameters KiDSB and KcDSB were
found by fitting our model to the normoxic survival data of the wild-type cells. The HRFO2

DSB of the cell
line was then derived by fitting the model to the hypoxic survival data, keeping the aforementioned
lethality parameters (KiDSB and KcDSB) fixed. By increasing only the lethality parameter of isolated
DSB (KiDSB) by a radiosensitization factor (RSF) for each of the mutant cell lines, their survival under
normoxia was able to be fitted accurately. The numerical values of the parameters can be found
in Table 2. By applying the HRFO2

DSB derived from the wild-type data and the RSF derived for each
mutant under normoxia, the survival of the two mutant cell lines under hypoxia could be predicted
satisfactorily. However, deviations can be observed at the highest reported doses.
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Figure 2. Cell survival data of CHO WT cells and two DNA-PKcs response-deficient mutants (V3 and
xrs5) irradiated under normoxia (black) and hypoxia (<1% [O2], red), taken from [30] predicted by
the model.

Table 2. Model parameters derived from cell survival data of CHO wild-type (WT) cells and two
DNA-PK response-deficient mutants (V3 and xrs5) irradiated under normoxia and hypoxia (<1% [O2]),
taken from [30]. HRF, hypoxia reduction factor; RSF, radiosensitization factor.

Cell Line KiDSB KcDSB HRFO2
DSB

RSF V3 RSF Xrs5

CHO WT 4.38 × 10−3 ± 1.37 × 10−3 2.33 × 10−1 ± 0.27 × 10−1 2.44 9.60 ± 0.19 14.85 ± 0.50

2.3. Modeling Cell Survival of Cell Lines with Pharmacologically-Inhibited ATM

The same approach was applied to our data containing two of the initially presented cell lines
(H460 and H1437) exposed to different concentrations of an ATM inhibitor (ATMi) and irradiated
under normoxia and hypoxia (Figure 3). First, the cell line-specific lethality parameters (KiDSB and
KcDSB) were derived by fitting our model to the data of cells irradiated under normoxia and without
drug treatment. Second, the HRFO2

DSB of each cell line was derived by fitting the model to the data of
cells receiving no drug but irradiated under hypoxia, keeping the lethality parameters KiDSB and KcDSB
fixed. Third, RSFs for the lethality parameters of the isolated lesions (KiDSB) were derived for each
cell line and drug concentration by fitting the model to the data of cells at each drug concentration
under normoxia. The numerical values of the derived parameters can be found in Table 3. Again,
by applying the HRFO2

DSB derived from the non-treated cells and the RSF values found for each drug
concentration irradiated under normoxia, the survival of the two cell lines exposed to the combination
of different drug concentrations and hypoxia could be predicted very well.
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Figure 3. Cell survival data of two cell lines, (a) H460 and (b) H1437, irradiated under normoxia
(black) and hypoxia (1% [O2], red) after exposure to different concentrations of an ataxia-telangiectasia
mutated inhibitor (ATMi) fitted by the model.

Table 3. Model parameters derived from cell survival data of H1437 and H460 cells irradiated under
normoxia and hypoxia (1% [O2]) after exposure to different concentrations of an ATM inhibitor.

Cell Line KiDSB KcDSB HRFO2
DSB

RSF 100 nM RSF 200 nM RSF 500 nM

H460 3.88 × 10−3 ± 2.19 × 10−3 2.55 × 10−1 ± 0.85 × 10−1 1.31 1.73 ± 0.15 2.56 ± 0.27 4.21 ± 0.59
H1437 3.11 × 10−3 ± 0.86 × 10−3 1.50 × 10−1 ± 0.35 × 10−1 1.10 1.77 ± 0.12 2.52 ± 0.13 3.77 ± 0.15

3. Discussion

Our model provided an excellent description of the survival data of five cell lines and three oxygen
levels presented in Figure 1, confirming the applicability of the previously published framework [11].
It underlines the hypothesis introduced in our former work, that cell survival under hypoxic conditions
can be described in a first approximation by keeping the defined lethality of isolated and complex
lesions invariant and only modifying the overall induction of DSBs by a given factor (HRFO2

DSB).
In contrast to our former publication, we determined the lethality parameters KiDSB and KcDSB by
fitting them to the experimental data. This practice might lead to better predictions, as up to now,
these values were recalculated from provided or fitted LQ model parameters (α and β values), based
on a Taylor expansion at low doses of our model equations. However such approximate recalculations
remain to be crucial in cases in which only the α and β values are available but not the full set of cell
survival data. Furthermore, we were able to show that the derived HRFO2

DSB values from our data

coincided well with the HRFO2
DSB parametrization as a function of oxygen concentration introduced in

our former publication. The highest HRFO2
DSB value for both oxygen levels was obtained from A549

cells. Including these data points, the mean of the derived HRFO2
DSB values deviated by 0.08 and 0.19 for

1% [O2] and 0.5% [O2], respectively. If one excludes the A549 data, the mean of the derived HRFO2
DSB

values only deviated from the prediction by 0.01 and 0.07 for 1% [O2] and 0.5% [O2], respectively.
This is further evidence for this parameterization to be a widely applicable estimate for the HRFO2

DSB in
cases where the data to derive the exact value are not available.

The idea of increasing the lethality of isolated lesions KiDSB under the presented model in order to
describe the increased cell killing observed for repair deficient cell lines has already been expressed
and successfully demonstrated by Hufnagl et al. within the GLOBLE model [26]. They consider the
lethality of complex lesions KcDSB as being fixed, as each complex lesion poses a “significant burden
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for the cell”, irrespective of the DNA damage repair capabilities of the cell. Further, they argue, that in
NHEJ deficient cell lines, the lethality of isolated lesions increases depending on the cell cycle status
of the cells. While we adapt and fully agree with the notion of a fixed lethality of complex damages
independent of the repair capabilities of a cell, we had no information on the cell cycle distributions
underlying the data taken from Cartwright et al. [30] and found different radiosensitizing factors (RSF)
for the two DNA-PK response-deficient mutants analyzed. Therefore we decided to introduce the
RSF as a free parameter in UNIVERSE, fitted to each mutant cell line. The RSF values found for the
two CHO mutants V3 and xrs5 indicate that the probability of an isolated lesion to become a lethal
lesion increases through DNA-PK response deficiency in these cell lines by a factor of about 10 and
15, respectively. Even though both RSF factors are related to the functional DNA-PK repair activity,
the difference in the RSF of both cell lines might be retraced to the fact, that both are deficient of different
enzymes taking part in the DNA-PK response: While xrs-5 cells are deficient of the Ku80 DNA-PK
subunit [30,31], V3 cells lack the catalytic subunit for DNA-PK [30,32]. It is, however, unclear if and
how the RSF is coupled to the activity of both proteins. Furthermore, different extents of remaining
expression or compensation by other repair proteins might also lead to the observed difference in the
RSF values of both mutants. One would have to compare several groups of cell lines with the exact
same deficiencies to gain a better understanding of the underlying dependencies. More importantly,
we could show that the survival of the mutant cell lines under hypoxia were well predicted by our
model by combining the HRFO2

DSB determined based on the wild-type data and keeping the RSF values
derived from the normoxic data of each mutant invariant.

Since both DNA-PK and ATM are essential molecules for irradiation-induced DNA damage
repair, recruited to the DNA damage sites [33–35], we assumed that pharmacological inhibition of
ATM should also lead to an increased lethality of isolated damage sites, similarly to the genetic models
in which DNA-PK is deficient, with a concentration-dependent effect. Indeed, the observed survival in
cells exposed to different concentrations of the ATM inhibitor under normoxia was described with high
fidelity by introducing an RSF for isolated lesions. Further, the values of the derived RSF illustrate
the increasing lethality of isolated lesions with increasing drug concentrations, leading to stronger
inhibition of the repair, while staying below the value derived for a pathway deficiency. It is also to be
noticed that the RSF values for both H460 and H1437 cells are fairly similar. However, more cell lines
have to be analyzed to investigate whether this can be extended to a general trend and if the presented
method is generally applicable to other repair-inhibiting drugs. Nevertheless, we could show that the
RSF values derived from normoxic data can accurately describe the survival in hypoxic conditions by
introducing the HRFO2

DSB derived from cells without drug treatment.
Taken together, we could show that impairment of DNA damage repair, both in repair-deficient cell

lines and cells treated with a DDR inhibitor, could be accounted for by a manipulation of the lethality of
isolated lesions with an RSF in our model. Moreover, this modified lethality could stay invariant under
change of oxygen supply, while sustaining good predictive capabilities. Thus, the uniqueness of our
approach lies in its capability to describe two separate cell response mechanisms in any combination
using minimal input parameters, which can be separately derived. Based on this, we believe that
our approach has a high potential to implement further cellular mechanisms in order to produce
predictions tailored to diverse clinical scenarios.

4. Materials and Methods

4.1. Experimental Data from Literature

Experimental data used to benchmark the model on survival of genetically DDR-deficient cell
lines were taken from [30]. The data used to benchmark the model on survival of NCI-H460 (H460) and
NCI-H1437 (H1437) cells in which the DDR was pharmacologically inhibited using an ATM inhibitor
under normoxia and hypoxia, as well as the survival data of A549 cells under hypoxia and normoxia,
were taken from [10].
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4.2. Cell Culture, Clonogenic Survival Assay, and Irradiation

For the validation of our model under hypoxic conditions, additional experiments were performed
using Renca (murine renal carcinoma; American Type Culture Collection, Manassas, VA, USA) and
B16-Blue ISG (murine melanoma; Invitrogen, Thermo Fischer, Waltham, MA, USA) (B16) cells. Both cell
lines were grown in RPMI 1640 Medium (Gibco, Thermo Fischer, Waltham, MA, USA) supplemented
with 10% fetal bovine serum (FBS)(Merck Millipore, Darmstadt, Germany) at 37 ◦C and 5% CO2

atmosphere. Experiments in hypoxic conditions were performed at 0.5 or 1% O2 and 5% CO2 using a
custom hypoxic chamber (C-chamber; Biospherix, Parish, NY, USA), including an online monitoring
controller for O2 and CO2 concentrations (ProOx and ProCO2 model; Biospherix, Parish, NY, USA).
Fifty cells per well in a 96-well format were seeded not more than 16 h before irradiation. Hypoxic
irradiation was performed after incubation for 4 h under respective oxygen conditions. Cells were
irradiated in the sealed hypoxia chamber with a dose series of photons of 1, 2, 4, or 8 Gy and thereafter
incubated under normoxic conditions. The ATM inhibitor was kindly provided by Merck KGaA,
and dissolved in DMSO (PAN-Biotech, Aidenbach, Germany) and diluted in RPMI 1640 medium.
The inhibitor was added to H460 and H1437 cells at 100, 200, or 500 nM just before incubation under
hypoxia or normoxia started. Controls also contained < 0.1% DMSO. Inhibitors were left in the media
for 24 h and then replaced with fresh RPMI 1640 medium and the plates were returned to the incubator
for colony formation. After 4 days (A549), 5 days (H460, Renca, and B16), or 7 days (H1437), plates were
imaged by an online microscopy system at 4x magnification (IncuCyte, Essen Bioscience, Sartorius,
Göttingen, Germany). The images were analyzed by the IncuCyte Zoom Software (ver. 2016a) (Essen
Bioscience, Sartorius, Göttingen,) and colony counts were confirmed by manual curation.

4.3. Dose Planning and Simulations

The irradiation plan was carried out as a step and shoot intensity-modulated radiotherapy (IMRT)
plan, describing the different dose levels as separate target regions. Planning was done with Raystation
treatment planning system (RaySearch Laboratories, Stockholm, Sweden) based on a CT scan of the
hypoxia chamber containing 96-well plates filled with water. Irradiation was performed on a Siemens
Artiste (6 MV) (Siemens, München, Germany).

4.4. Modeling Approach

Large parts of the general model and its derivation were presented and discussed in detail in [11].
Computationally, the code was fully rewritten in Python and elements of GPU computation were
introduced. In short, for low LET radiation a homogeneous deposition of dose throughout the cell
nucleus with a cell line independent DSB induction rate αDSB = 5 · 10−3DSB/(Mbp ·Gy), constant
over the clinical dose range, wass assumed [36–39]. Thus, the expected number of DSB in the nucleus
(〈NtDSB〉) can be expressed as:

〈NtDSB〉 = αDSB ·D ·DNAc (1)

where DNAc is the DNA content of a cell in Mbp and D the applied dose in Gy. The total number of
giant loops (Ngl) with a DNA content of DNAgl inside the nucleus is then given by:

Ngl =
DNAc

DNAgl
(2)

In this work we assumed DNAc and DNAgl to be 6 Gbp and 2 Mbp, respectively.
We implemented a Monte Carlo routine in which, at each iteration, the number of total DSB in

the nucleus (NtDSB) was sampled following a Poisson distribution with the expectation value given
by Equation (1). After randomly distributing the sampled amount of DSBs over the giant loops,
the number of giant loops without any DSB (N0), with an isolated DSB (NiDSB), or a complex DSB
(NcDSB) were scored. With the lethality parameters KiDSB and KcDSB, which represent the probabilities
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of an isolated lesion and a complex lesion leading to cell death, respectively, the probability of the cell
to survive (S) is given by [13]:

S = (1−KiDSB)
NiDSB ·(1−KcDSB)

NcDSB (3)

We obtained the expected fraction of a cell population surviving an irradiation by meaning S values
obtained from the Monte Carlo algorithm. The lethality parameters can be determined by fitting the
result of this routine to survival data.

Experimental evidence suggests that one can assume a homogeneous distribution of oxygen inside
the nucleus, no change in DNA content or nucleus volume under reduction of oxygen supply [40],
and that the oxygen concentration in the cell does effect the initially induced total number of DSB but
not their repair rate [6]. Thus, in our model, a change in oxygenation solely leads to an introduction of
a modified DSB induction rate αO2

DSB, which is given by:

αO2
DSB =

αDSB

HRFO2
DSB

(4)

where αDSB is the rate under normoxia.
The modification of αDSB leads through Equation (1) to a change of NtDSB to NO2

tDSB, which

subsequently leads to alterations of NiDSB and NcDSB to NO2
iDSB and NO2

cDSB, respectively. Keeping the
lethality parameters invariant, as implied above, the survival probability of a cell under hypoxic
conditions can then finally be written as:

SO2 = (1−KiDSB)
NO2

iDSB ·(1−KcDSB)
NO2

cDSB (5)

The HRFO2
DSB value can be determined by fitting the model to hypoxic data, while keeping KiDSB

and KcDSB at the values derived from normoxic data. If either one, hypoxic or normoxic data, is not
available, the HRFO2

DSB can be estimated from the parameterization:

HRFO2
DSB =

m ·K + [O2]

K + [O2]
(6)

introduced in our previous work [11], proposed by Carlson et al. [6] and inspired by the initial works of
Alper and Howard-Flanders [28]. Fitting this parameterization to data available in literature, we found
the values m = 2.94 and K = 0.129% [11].

In order to model the increased cell killing of repair-deficient mutant cell lines or cells exposed to
different concentrations of a repair inhibiting drug, a radiosensitization factor (RSF) was introduced
into the model. The RSF modifies the lethality parameter of isolated damages KiDSB only, so that the
survival probability of a repair impaired cell reads:

S−Repair = (1−RSF·KiDSB)
NiDSB ·(1−KcDSB)

NcDSB (7)

The RSF is introduced as a free parameter, which is determined by fitting the result of the modified
survival probability given in Equation (7) to repair impaired data, while the lethality parameters
KiDSB and KcDSB remain set to the values derived from wild type/non-treated cells. As argued above,
no interaction between the oxygenation status and the repair capacity is assumed. Therefore, also in
the case of a modification of the isolated lesions lethality, it is assumed that the RSF value is set to be
invariant under change of the oxygen concentration.
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Abbreviations

LET Linear energy transfer
UNIVERSE Unique and versatile engine
DSB (DNA) Double strand break
iDSB Isolated DSB
cDSB Complex DSB
OER Oxygen enhancement ratio
HRF Hypoxia reduction factor
ATM Ataxia-telangiectasia mutated
NHEJ Non-homologous end joining
DDR DNA damage repair
CHO Chinese hamster ovary
GLOBLE Giant loop binary lesion
CT Computed tomography
LQ Linear quadratic (model)
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Abstract: The demand for personalized medicine in radiotherapy has been met by a surge
of mechanistic models offering predictions of the biological effect of ionizing radiation under
consideration of a growing number of parameters. We present an extension of our existing model
of cell survival after photon irradiation to explicitly differentiate between the damage inflicted
by the direct and indirect (radicals-mediated) action of ionizing radiation. Within our approach,
we assume that the oxygenation status affects the indirect action. The effect of different concentrations
of dimethyl sulfoxide (DMSO), an effective radical scavenger, has been simulated at different dose
levels in normoxic and hypoxic conditions for various cell lines. Our model is found to accurately
predict experimental data available in literature, validating the assumptions made in our approach.
The presented extension adds further flexibility to our model and could act as basis for further
developments of our model.

Keywords: ionizing radiation; direct and indirect damage; hypoxia; modeling; DMSO; radicals;
radical scavengers

1. Introduction

Nearly 50% of cancer patients are treated with some form of radiation therapy during the course of
the disease [1] with recent trends shifting towards more personalized planning and delivery. Innovative
treatments, however, require development, validation and clinical translation of highly detailed and
accurate physical and biological models for normal tissue and tumor response, considering various
bio-factors based on both measurable quantities, discovered mechanisms and theory [2].

In this manuscript, we present an extension of the “UNIfied and VERSatile bio response Engine”
(UNIVERSE) biological modeling environment [3], which is progressively extended by mechanistic
implementations of biological processes relevant for the ultimate radiation response of cells. In a recent
publication [3], the cellular response of hypoxic cells in combination with the administration of
radio-sensitizing drugs, such as DNA damage response (DDR) inhibitors was implemented into
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UNIVERSE [4–7]. In this work, consequences of direct and indirect (radicals-mediated) damage in both
conditions of normoxia and hypoxia are explicitly considered and incorporated into the UNIVERSE
framework. In doing so, we obtain an improved understanding and predictability of the effect of
hypoxia, which is known to be highly relevant to treatment outcomes in radiation clinics [8–10].

It is generally accepted, that the induction of DNA damage by photons can be separated into
two pathways: direct actions due to the deposition of radiation energy directly on the DNA molecule
and indirect actions, which are mediated by formation of free radicals and their interaction with
cellular structures [11,12]. Due to this distinct role of free radicals in radiation induced damage,
chemical compounds that act as free radical scavengers are under consideration as potential agents to
minimize side effects in radio therapy [13,14] or reduce the probability of carcinogenesis after exposure
to ionizing radiation from diagnostic imaging [15]. In particular, dimethyl sulfoxide (DMSO) is an
effective scavenger of the OH radical, one of the main mediators of low linear energy transfer (LET)
radiation induced cellular damage, and has been widely used to investigate the indirect action of
ionizing radiation [12,16–18].

The increased radioresistence of cells under absence of free oxygen (oxygen effect) is most
commonly explained by the oxygen fixation hypothesis: molecular oxygen can react with radicals
produced in the DNA, which directly competes with its chemical restoration by reaction with H+,
and thus fixing part of the damage [8,19,20]. However, the results of several studies investigating
both cell survival [12,21] and extent of DNA damage [21,22], have suggested that the oxygen
effect predominantly affects the indirect action of damage induction, while the direct action is
only weakly modified.

In the previous version of UNIVERSE, predictions were based on a general double strand break
(DSB) yield (αDSB), independent of the underlying mechanism. Now, we implement a cell line
independent separation of this yield into a direct fraction and an indirect fraction. Furthermore,
we consider a free radical scavenger such as DMSO to reduce solely the yield of the indirect fraction.
In the first part of this work, we determined an empirical parametrization of the fraction of the indirect
damage quenched by a given DMSO concentration ( fDMSO), based on data from three different cell
lines in the literature. In order to validate the approach, we compared the predicted relative DSB
damage yield over a range of DMSO concentrations to measurements from the literature.

In an earlier publication [3], it was demonstrated, that one can successfully account for the oxygen
effect by simply modifying the total DSB yield by a hypoxia reduction factor (HRFO2

DSB) resembling
the classical oxygen enhancement factor (OER) for a given oxygen concentration. Based on the
evidence mentioned above we assume that, while the total DSB yield is still being reduced as before,
the yield corresponding to the direct pathway of damage induction is unaffected by the oxygen status.
This assumption is benchmarked in the second part of this work by applying the previously derived
fDMSO to the reduced yield corresponding to the indirect damage induction for two cell lines under
hypoxia at three different dose levels over a range of DMSO concentrations.

2. Results

2.1. Parametrization of the Effect of DMSO on the Indirect Damage in Our Model

Fitting the normoxic survival measurements without application of DMSO (data of Hirayama et al. [12]
and Chapman et al. [16]), the cell line specific lethality parameters of our model KiDSB and KcDSB
were derived for the V79, CHO and AA8 cell-line. These parameters indicate the probability of an
isolated (iDSB) and complex DSB (cDSB) leading to the cell’s inactivation (see Materials and Methods).
The numerical results are summarized in Table 1. Based on the contribution of indirect action found by
Hirayama et al. [12] we assume the fraction of DSB yield based on the direct action ( f rDIR) to be 20%.
Based on this assumption, the fraction of indirect damage quenched by DMSO ( fDMSO) was tuned
for each DMSO concentration measured by Chapman et al. [16] and Hirayama et al. [12] so that our
model would reproduce the observed survival trends under normoxia (data in Figure 2 and data in left

68



Int. J. Mol. Sci. 2020, 21, 3471

panel of Figure 3 for CHO cells at 4 Gy under normoxia). Values determined for fDMSO are shown in
the left panel of Figure 1 together with a cell-line independent empirical fit of the data. The model
predictions shown in Figure 2 were calculated based on this parametrization. As further validation of
our approach, we calculated the relative yield of DSBs as the ratio between the DSB without application
of DMSO to values of measurements over a range of DMSO concentrations taken from literature (right
panel, Figure 1), which have been measured using a variety of techniques [21,23,24].

Table 1. Model parameters derived from cell survival data of three cell lines irradiated with different
DMSO concentrations and in hypoxic condition when available.

Cell Line KiDSB KcDSB HRFO2
DSB

Reference

CHO 5.56 × 10−3 ± 1.12 × 10−3 7.65 × 10−1 ± 0.44 × 10−1 2.90 Hirayama et al. 2013 [12]
AA8 14.00 × 10−3 ± 1.48 × 10−3 9.16 × 10−1 ± 0.89 × 10−1 2.85 Hirayama et al. 2013 [12]
V79 4.79 × 10−3 ± 0.52 × 10−3 3.17 × 10−1 ± 0.13 × 10−1 – Chapman et al. 1979 [16]
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Figure 1. Left panel: fDSMO parameterization as function of DMSO in units of M is depicted with line
together with best-fit fDSMO data (squares) obtained by reproducing the cell survival data in normoxia.
Right panel: predicted initial normoxic yield of DSBs relative to the yield in absence of DMSO (RDSB)
calculated using Equation (9) is compared against the experimental data from the literature.
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Figure 3. CHO cell survival data (dots with error bars) in normoxia (left panel) and in hypoxia (right
panel) as a function of DMSO concentration in units of M for different dose levels as shown in the
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2.2. Modeling the Effect of DMSO under Normoxia and Hypoxia

Based on the parametrization of fDMSO determined in the previous section, the survival of CHO
and AA8 cells were predicted by our model over the range of 0.0 M to 1.0 M of DMSO at three different
dose levels and compared to the data taken from Hirayama et al. [12] (left panels of Figures 3 and 4).
In order to extend our predictions to the hypoxic case, the HRFO2

DSB was tuned to resemble the survival
observed without application of DMSO under hypoxia (Supplementary Figure S1). The numerical
values found for HRFO2

DSB for both cell-lines can be found in Table 1. The derived HRFO2
DSB was applied to

the total yield of DSB, from which subsequently the fixed yield based on the direct action (αDSB · f rDIR)
is subtracted to determine the yield based on the indirect action. The reduction determined by the
parametrization of fDMSO is applied only to the latter. Finally, the survival is predicted based on the
sum of the unchanged yield based on the direct action and the reduced yield based on the indirect
action and compared to the data taken from Hirayama et al. [12].
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3. Discussion

The parametrization for the fraction of indirect damage quenched by DMSO ( fDMSO) carried out
in the first part of the analysis (left panel, Figure 1) and its implementation into our model described, in
good agreement, the cell survival trends over a wide range of DMSO concentrations at different dose
levels for three different cell lines (Figures 2–4). In addition, the findings in this work suggest that the
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rough estimate made for the DSB yield by direct action of ~20% sufficiently described cell survival under
the given settings. The selected fDMSO parametrization underestimates the DMSO best-fit scaling value
for about 10% at the lowest DMSO concentration. Of course, an improved fitting could be achieved
increasing the number of free parameters of fDMSO parametrization; however, in this study we opted
for model simplicity (2 free parameters), which itself was capable of replicating the general trends of the
fDMSO. Furthermore, the fDMSO data point discussed above corresponds to cell survival measurements
at 0.025 M, which are still satisfactorily estimated by our model (upper middle panel of Figure 2).
The prediction for the ratio of DSB measured with and without DMSO (right panel, Figure 1) generally
lies above the values observed in literature [21,23,24]. At low DMSO concentrations (below 0.5 M), the
prediction overestimates the measured RDSB by about 10%. At concentrations above 0.6 M, the data of
deLara et al. indicate a steeper decline in DSB yields, which they account to unspecified “additional
modes of protection” [23,25]. We could not observe this effect in the investigated cell survival data set.
The absence of such steep decline could indicate an underlying cell type specific response to irradiation.
The work by Kashino et al. [26] implies possible interaction of DMSO with the DSB repair mechanisms,
which we possibly could account for by a modification of the lethality parameter of the isolated DSB
(KiDSB) as we had demonstrated in an earlier publication [3]. On the other hand, Sapora et al. [21]
observed significantly higher DSB yields at higher concentrations of DMSO. Based on this, we believe
that our predictions are within the range represented by the experimental data.

The extension of our approach introduced here, which includes the effect of hypoxia, results in
excellent predictions of the experimental survival data over a range of DMSO concentration at three
different dose levels each for two different cell lines (Figures 3 and 4). It shall be emphasized here,
that the parametrization of fDMSO is based only on the cell survival data from Figure 2 and the data
points of the left panel of Figure 3 (CHO) at 4 Gy without any further adjustments to predict measured
cell survival data in hypoxia. The ability of our extension to predict the cell survival under hypoxia
with such precision for both cell lines at all three dose levels and over the observed range of DMSO
concentrations, suggests that our simplistic assumption, which completely excludes the direct action
from the oxygen effect, is valid.

In conclusion, we could demonstrate, that we can introduce a simple mechanistic differentiation
of direct and indirect action into our existing model and accurately predict cell survival for different
levels of free radicals reduction via DMSO. Not only could we show this for different cell-lines and
irradiation dose levels but also under different cell oxygenation states (i.e., normoxia and hypoxia).
Ultimately, this adds to the existing versatility of UNIVERSE to consider multiple radio-biologically
relevant parameters in its predictions of cell survival, as it can now account for manipulations of the
indirect action for a given oxygenation status, e.g., by administered radical scavengers. Furthermore,
the assumption that the direct action was unaffected by the oxygenation status, which was here
successfully shown for photons, will be considered as a basis for a hypoxia model for the planned
heavy-ion extensions of UNIVERSE.

4. Materials and Methods

4.1. Experimental Data from Literature

The experimental survival data used to benchmark the extensions of our model were taken from
Hirayama et al. [12] and Chapman et al. [16]. The experimental data of the DSB yield as function of
[DMSO] were collected from Sapora et al. [21], deLara et al. [23] and Zwicker et al. [24].

4.2. Modeling Approach

The modeling approach of the basic model has been extensively described and discussed in
previous publications [3,27]. However, we must reiterate the key points in an abridged version as
folows: for an irradiation with photons we assume the dose deposition to be homogeneous throughout
the cell nucleus and a cell line independent DSB yield of αDSB = 5× 10−3DSB/(Mbp×Gy) (bp = base
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pairs), which is constant over the dose range typically applied in the clinic [28–31]. The expected total
number of DSB in the cell nucleus (< NtDSB >) is therefore given by:

< NtDSB >= αDSB ×D×DNAc (1)

where DNAc is the DNA content of a cell in Mbp and D the applied dose in units of Gy. In our
base model, as in similar models of other groups [32–34], so called giant loops, a type of chromatin
sub-structure [35–37], are believed to be the critical targets in the cell. The total number of giant loops
(Ngl) with a DNA content of DNAgl inside the nucleus is given by:

Ngl =
DNAc

DNAgl
(2)

As in previous works DNAc and DNAgl were assumed to be 6 Gbp and 2 Mbp, respectively.
The number of total DSB in the nucleus (NtDSB) is sampled following a Poisson distribution by a

Monte Carlo routine, with the expectation value given by Equation (1). Thereafter, the sampled amount
of DSBs is randomly distributed over the giant loops in the nucleus and the number of giant loops with
one DSB (isolated DSB; NiDSB), or two or more DSBs (complex DSB; NcDSB) are scored. The lethality
parameters, KiDSB and KcDSB, quantify the probabilities of an isolated lesion and a complex lesion
leading to the inactivation of the cell, respectively. The overall probability of a cell to survive (S) can
then be calculated using [33]:

S = (1−KiDSB)
NiDSB × (1−KcDSB)

NcDSB (3)

The survival fraction of a cell population after irradiation was determined by the average S value
determined by the Monte Carlo algorithm. The cell line dependent lethality parameters, KiDSB and
KcDSB, can be determined by fitting the result of this algorithm to experimental survival data.

In previous works it was shown that in our model a change in oxygenation solely leads to
a reduction of the DSB yield, by a hypoxia reduction factor (HRFO2

DSB) resembling the classical
oxygen enhancement factor (OER), while the lethality parameters could be assumed constant [3,27].
The reduced DSB yield, αO2

DSB, is given by:

αO2
DSB =

αDSB

HRFO2
DSB

(4)

where αDSB is the rate under normoxia.
Based on Equation (1), the alteration of αDSB leads to a change of NtDSB to NO2

tDSB. This again leads

to alterations of NiDSB and NcDSB to NO2
iDSB and NO2

cDSB, respectively. With lethality parameters invariant
under the oxygenation status, the probability of a cell under hypoxic conditions to survive is expressed
in our model as:

SO2 = (1−KiDSB)
NO2

iDSB × (1−KcDSB)
NO2

cDSB (5)

The HRFO2
DSB value for a given oxygenation level can be determined by fitting the model to the hypoxic

survival data, while keeping KiDSB and KcDSB constant. However, if either hypoxic or normoxic
data are not available, the HRFO2

DSB for a given oxygen concentration [O2] can be estimated using the
following formula:

HRFO2
DSB =

m×K + [O2]

K + [O2]
(6)

where m and K are the maximum value and the turning point of the function, respectively.
The parametrization was introduced in a previous work [27], first proposed by Carlson et al. [38] and
originally inspired by works of Alper and Howard-Flanders [39]. Our current best fit of available data
with this parametrization yields m = 2.94 and K = 0.129% [27].
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In our extension of this model for this work, we introduced a distinction of direct and indirect
(radical-mediated) DSB induction rate. Based on the work of Hirayama et al. [12], we assumed that the
fraction of DSB yield based on direct action ( f rDIR) is 20% of the total DSB yield. Further, we consider
the reduction of the DSB yield through DMSO as an OH radical scavenger, by a given factor fDSMO,
only to apply to the fraction of DSB yield based on indirect action. Equation (1) can be then rewritten as:

< NtDSB >= f rDIR × αDSB ×D×DNAc + (1− f rDIR) × αDSB ×D×DNAc × fDMSO (7)

The fDSMO values in the left panel of Figure 1 were obtained by tuning the predicted cell survival
resulting from Equation (7) to reproduce the experimental survival data shown in Figure 2 and the
4 Gy normoxic data of the CHO cells (left panel, Figure 3). Limiting the number of free parameters (<3)
for model simplicity, the parametrization used to fit these values was:

fDMSO = exp
(
−aDMSO × [DMSO]bDMSO

)
(8)

where aDMSO = 0.9065 and bDMSO = 0.4172 and [DMSO] is the DMSO concentration in units of M.
The function approaches unity and zero for vanishing and for increasing DMSO concentrations,
respectively. The predicted initial yield of DSBs in normoxia relative to the yield in absence of DMSO
(RDSB) is calculated as:

RDSB = ( f rDIR + (1− f rDIR) × fDMSO) × 100 (9)

Various experimental investigations have implied, that both for cell survival [12,21] and induction
of DNA damage itself [21,22], the oxygen effect primarily interferes with the indirect pathway of
damage induction, while the direct pathway is only weakly affected. In our model, we assume that the
fraction of DSB yield based on the direct action is completely unaffected by the oxygen affect. In the
hypoxic case, Equation (7) therefore transforms to:

< NO2
tDSB >= f rDIR × αDSB ×D×DNAc +

(
αO2

DSB − αDSB × f rDIR
)
×D×DNAc × fDMSO (10)

Throughout the calculations, the lethality parameters KiDSB and KcDSB are kept constant and
the simulation of the survival fraction is carried out analogously to the procedure described above,
only replacing Equation (1) with Equation (7) or Equation (10), for normoxia or hypoxia, respectively.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/21/10/
3471/s1.
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Abstract: The objective of this work was to study the differences in terms of early biological effects
that might exist between different X-rays energies by using a mechanistic approach. To this end,
radiobiological experiments exposing cell monolayers to three X-ray energies were performed in order
to assess the yields of early DNA damage, in particular of double-strand breaks (DSBs). The simulation
of these irradiations was set in order to understand the differences in the obtained experimental
results. Hence, simulated results in terms of microdosimetric spectra and early DSB induction were
analyzed and compared to the experimental data. Human umbilical vein endothelial cells (HUVECs)
were irradiated with 40, 220 kVp, and 4 MV X-rays. The Geant4 Monte Carlo simulation toolkit
and its extension Geant4-DNA were used for the simulations. Microdosimetric calculations aiming
to determine possible differences in the variability of the energy absorbed by the irradiated cell
population for those photon spectra were performed on 10,000 endothelial cell nuclei representing
a cell monolayer. Nanodosimetric simulations were also carried out using a computation chain
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that allowed the simulation of physical, physico-chemical, and chemical stages on a single realistic
endothelial cell nucleus model including both heterochromatin and euchromatin. DNA damage was
scored in terms of yields of prompt DSBs per Gray (Gy) and per giga (109) base pair (Gbp) and DSB
complexity was derived in order to be compared to experimental data expressed as numbers of histone
variant H2AX (γ-H2AX) foci per cell. The calculated microdosimetric spread in the irradiated cell
population was similar when comparing between 40 and 220 kVp X-rays and higher when comparing
with 4 MV X-rays. Simulated yields of induced DSB/Gy/Gbp were found to be equivalent to those for
40 and 220 kVp but larger than those for 4 MV, resulting in a relative biological effectiveness (RBE) of
1.3. Additionally, DSB complexity was similar between the considered photon spectra. Simulated
results were in good agreement with experimental data obtained by IRSN (Institut de radioprotection
et de sûreté nucléaire) radiobiologists. Despite differences in photon energy, few differences were
observed when comparing between 40 and 220 kVp X-rays in microdosimetric and nanodosimetric
calculations. Nevertheless, variations were observed when comparing between 40/220 kVp and 4 MV
X-rays. Thanks to the simulation results, these variations were able to be explained by the differences
in the production of secondary electrons with energies below 10 keV.

Keywords: Monte Carlo simulation; Geant4/Geant4-DNA; X-rays; microdosimetry; nanodosimetry;
DSB yield

1. Introduction

For the evaluation of DNA damage induced by photon irradiation, most radiobiological
experiments rely on the mean absorbed dose [1]. Hence, these experiments assume that a homogeneous
dose equal to the macroscopic absorbed dose D is delivered to the cell population. However, due to
the stochastic nature of energy depositions and the small volume of a given cell nucleus, the energy
received from one cell to another may be significantly different in the irradiated population.

Moreover, although X-rays are considered low-linear energy transfer (LET) radiation [2], a higher
relative biological effectiveness (RBE) at very low-energy (≤30 keV) than at high energy has been
reported in the literature. Indeed, very low energy X-rays may lead to higher risk estimates at low
doses for many biological endpoints such as double-strand breaks (DSBs), chromosome aberrations,
micronucleus formation, and cell survival [3–22]. This could be explained by the fact that energy
depositions vary between these different photon energies since the type of interaction (photoelectric
effect, Compton effect, or pair production), which causes the energy deposition depends on the photon
energy [23]. In addition, the lower the photon energy, the lower the energy of the secondary electrons,
meaning the stopping power of the latter is higher. The stochastic nature of the radiation–tissue
interaction leads to differences in terms of energy received by each cell nucleus in a cell population [1],
which can be analyzed through microdosimetry.

Differences in track structure and patterns of energy depositions can also impact DNA DSB
induction and location [24,25], which itself can lead to differences in final cell fate. Indeed, it is well
known that DSBs are among the most deleterious forms of DNA lesions and can lead to potential
chromosome aberrations and cell death if unrepaired or misrepaired [26]. Yields of DSBs, as well as
their spatial distribution and especially their proximity, play an important role in the formation of
chromosome aberrations and other cellular endpoints such as cell death [24,25,27,28]. However, it
should be noted that for the same biological endpoint of interest and radiation quality, RBE values
from the literature can present great variability [29].

In this work, simulations were performed to reproduce experimental irradiations using different
photon sources carried out at the IRSN (Institut de Radioprotection et de Sûreté Nucléaire), Fontenay
aux Roses, France [30]. In Freneau et al. [30], human umbilical vein endothelial cells (HUVECs) were
irradiated with 40 kVp, 220 kVp, and 4 MV X-rays. The experiments showed that the yield of histone
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variant H2AX (γ-H2AX) foci was similar for 40 kVp and 220 kVp but higher when compared to 4 MV
for a dose of 2 Gray (Gy). It has been pointed out that the secondary electron energy spectrum is more
likely to explain differences in the yields of γ-H2AX foci rather than the initial photon energy spectrum.
Measurements of γ-H2AX foci can be related to the yield of DSB, although certain precautions must be
taken. Indeed, the usual ratio of 1 DSB:1 γ-H2AX focus [31] is not entirely accurate when high-LET
radiation is considered and given the size of the γ-H2AX foci, which is about 0.2 µm

2
as reported by

Rothkam and Horn [32]. In this case, several DSBs can be contained within a single γ-H2AX focus [33].
However, this ratio remains more or less accurate for low-LET radiation such as photon irradiation, as
DSBs are less close [34].

The calculation of energy depositions by Monte Carlo simulation can then be useful to
understanding the observations made in radiobiological experiments since DNA damage and energy
depositions are closely linked.

The simulations in this work were performed by means of a computation chain that has been
extensively described in [35] and which is based on the Geant4 [36–38] Monte Carlo simulation toolkit
(version 10.1) and its Geant4-DNA extension [39–42].

As a first approach, microdosimetric quantities were calculated, such as the frequency distribution
of the specific energy and the microdosimetric spread, which reflects the spread in specific energy
per cell in an irradiated cell population, since these quantities could be of use to study the possible
difference between radiation qualities in terms of RBE [43].

In order to evaluate the influence of radiation quality on DSB induction, nanodosimetric
calculations were performed using the computation chain in order to assess the yields of DSB
per unit absorbed dose and per Gbp, taking into account direct and indirect damage as well as DSB
complexity [35]. Then, the number of simulated DSBs was correlated with measurements of γ-H2AX
foci. For these calculations, a model representing an endothelial cell nucleus filled with around
6 Gbp [44] of DNA composed of heterochromatin and euchromatin in the Gap0/Gap1 (G0/G1) phase of
the cell cycle was generated with DnaFabric [45,46] software and used in the simulation.

2. Results

2.1. Secondary Electron Spectra

Proportions in photoelectric effect (PE), Compton effect (CE), and pair production (CONV) were
scored and compared between the three photon energy spectra. For 40 kVp X-rays, the photoelectric
effect was found to be dominant (68.9%), the whereas Compton effect represented 31.1% of the photon
interactions, as presented in Table 1. As the photon energy increases, the photoelectric effect decreases
and the Compton effect increases, becoming dominant (the two latter effects represented 19.6% and
80.4%, respectively, for 220 kVp X-rays). At higher energies, i.e., 4 MV here, the conversion process can
be observed, although at a very low rate (PE = 3.3%, CE = 96.3%, and CONV = 0.4%). In principle, it
could be assumed that these variations could lead to differences in terms of energy depositions because
this could give rise to different secondary electron spectra. Nevertheless, it can be seen in Figure 1 that
the secondary electron spectra calculated at the cell positions did not appear as expected from our
first hypothesis. Indeed, the photon spectra are different, but we can observe that the distributions
of secondary electrons resulting from both 40 and 220 kVp X-rays are quite similar, as well as their
mean energies (9.8 and 18.4 keV, respectively), if we account for the fact that the acceleration potential
increases almost six times. Conversely, the secondary electron spectrum for the 4 MV X-rays shows
relatively large differences, especially in its mean energy, which is 858.4 keV. As a consequence, from
these three secondary electron spectra, we were able to expect variations in energy depositions, in
particular between 40 or 220 kVp and 4 MV. Furthermore, a sudden decrease can be seen in Figure 1 in
the frequency of secondary electrons at 100 eV for 4 MV. This is not a physical phenomenon but a bias
resulting from the simulation and is due to the default production threshold of 100 eV of Livermore.
Indeed, when an electron reached 100 eV in the simulation, its energy was deposited locally and
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its transport was stopped. As a result, electrons with an energy of less than 100 eV that had not
reached yet the cell layer or had not been created directly inside it were not recorded. However, this
decrease was not observed for 40 and 220 kVp, considering that the majority of electrons (85% and
68%, respectively) were created directly inside the cell layer volume. By contrast, in the case of the
4 MV X-ray configuration, 98% of the electrons were created at the bottom surface of the cell layer.
As a result, the vast majority of electrons with an energy of less than 100 eV were not recorded in the
phase space file, except for those created directly inside the cell layer. Nevertheless, this cut-off energy
of 100 eV did not have any impact on the calculation of the energy deposition in the cell nuclei. Indeed,
cell nuclei of 2 µm in thickness were placed in the middle of the layer which was 5 µm in height (in z).
The distance separating them from each surface was then 1.5 µm. As this distance was larger than the
range of 100 eV electrons, which was found to be 4 nm ± 2 nm in our calculation, these electrons could
not reach the cell nuclei.

Table 1. Proportion of photoelectric effect (PE), Compton effect (CE), and pair production (CONV) as
well as the mean energy of secondary electrons (in keV), for each photon energy spectrum.

Radiation Quality 40 kVp X-rays 220 kVp X-rays 4 MV X-rays

% PE 68.9 19.6 3.3
% CE 31.1 80.4 96.3

% CONV 0 0 0.4
Mean energy of secondary electrons (keV) 9.8 18.4 858.4
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Figure 1. Frequency of secondary electrons per unit energy in log scale resulting from 40 kVp (red line),
220 kVp (blue line), and 4 MV (green line) X-rays.

2.2. Microdosimetric Calculations

Distributions of the specific energy f (z; D) in the irradiated cell population for a dose of 0.25 Gy
for 40, 220 kVp, and 4 MV are shown in Figure 2. In this figure it is possible to observe that the f (z;
D) distributions correspond to normal distributions centered at the simulated dose of 0.25 Gy. The
distributions are very much alike between 40 and 220 kVp, while the distribution is narrower in the
case of the 4 MV X-rays.
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Figure 3 shows the microdosimetric spread (σrel
z ) calculated with Equation (4) (see Section 4.3.1)

in the irradiated cell population for the three photon energy spectra as a function of the simulated
doses 0.25 Gy, 0.5 Gy, 1 Gy, and 2 Gy, as used in the experiments [30]. As can be observed, the σrel

z
decreases when the dose increases. This was expected, since the total number of individual energy
depositions increases in each of the cell nucleus volume.
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Figure 3. Microdosimetric spread σrel
z (in %) for 40 kVp (red diamonds), 220 kVp (blue squares),

and 4 MV (green triangles) at 0.25, 0.5, 1, and 2 Gy.

2.3. Yields of DSB/Gy/Gbp and DSB Complexity

The yields of DSB/Gy/Gbp computed by the number of DSB divided by the dose received and
by the 6 Gbp contained in the cell nucleus are presented in Table 2 for chemistry stage simulation
end-times of 2.5 ns and 10 ns. Errors correspond to the standard deviation (SD) of the mean over
10 batches.
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Table 2. Simulated results in this work: mean number of double-strand breaks (DSB)/Gy/giga base
pairs (Gbp) and proportion of DSB complexity for 40, 220 kVp, and 4 MV X-rays. Simple DSBs only
contain two strand breaks while complex DSBs contain three or more strand breaks with at least one of
them in an opposite strand to the others. Errors from simulations correspond to the standard deviation
of the mean over 10 batches.

Radiation Quality 40 kVp X-rays 220 kVp X-rays 4 MV X-rays

Duration of the
chemical stage 2.5 ns 10 ns 2.5 ns 10 ns 2.5 ns 10 ns

DSB/Gy/Gbp 3.5 ± 0.3 4.7 ± 0.3 3.5 ± 0.3 4.7 ± 0.2 2.8 ± 0.3 3.6 ± 0.3
Simple DSB (%) 86.0 ± 3.3 86.3 ± 1.8 86.4 ± 2.1 86.2 ± 2.1 87.7 ± 2.9 86.5 ± 2.3

Complex DSB (%) 14.0 ± 3.3 13.7 ± 1.8 13.6 ± 2.1 13.8 ± 2.1 12.3 ± 2.9 13.5 ± 2.3

2.4. Comparison between Simulated Results and Experimental Data

The experimental number of γ-H2AX foci per nucleus, determined by image analysis as shown in
Figure 4, is compared to the simulated number of DSBs for chemistry stage simulation end-times of 2.5
and 10 ns in Table 3 for a dose of 1 Gy. The mean number of γ-H2AX foci per endothelial cell nucleus
was observed experimentally 30 min post-irradiation for 0.25, 0.5, 1, and 2 Gy doses and obtained
from at least three replicate experiments [30]. Errors correspond to the standard error. Endothelial
cells were all synchronized in the G0/G1 phase of the cell cycle in order to minimize the dispersion in
the cell DNA content during irradiation and to keep it close to the 6 Gbp used in the simulated cell
nucleus phantom.
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Figure 4. Labeling by immunofluorescence of the phosphorylation of the serine 139 of histone variant
H2AX (γ-H2AX) for non-irradiated cells (A,B,C), and 30 min after irradiation of human umbilical vein
endothelial cells (HUVECs) with 1 Gy of 4 MV X-rays delivered by medical linear accelerator (Elekta
Synergy®) (D,E,F). (A) and (D) correspond to nuclear DNA labelled with 4′,6-diamidino-2-phenylindole
(DAPI). (B) and (E) correspond to the immunostaining of the phosphorylation of serine 139 of γ-H2AX.
(C) and (F) correspond to the merging of the images obtained for DNA and γ-H2AX labelling.
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Table 3. Simulated results and experimental data obtained at IRSN [30]: mean number of γ-H2AX foci
per endothelial cell nucleus in Gap0/Gap1 (30 min post-irradiation) and mean number of simulated
DSB per nucleus for chemical simulation end-times of 2.5 and 10 ns for a dose of 1 Gy related to the
experimental data at 1 Gy for 40 kVp, 220 kVp, and 4 MV X-rays. Errors from simulations correspond
to the standard deviation over 10 batches while experimental ones correspond to the standard error.

Experimental Data 40 kVp X-rays 220 kVp X-rays 4 MV X-rays

Mean number of γ-H2AX foci
per nucleus (30 min
post-irradiation) [30]

0.25 Gy: 5.35 ± 1.13 0.25 Gy: 7.35 ± 2.17 0.25 Gy: 4.35 ± 0.21

0.5 Gy: 9.88 ± 0.87 0.5 Gy: 10.24 ± 1.73 0.5 Gy: 8.54 ± 1.42

1 Gy: 18.59 ± 0.43 1 Gy: 18.64 ± 2.33 1 Gy: 16.46 ± 1.63

2 Gy: 30.30 ± 2.21 2 Gy: 30.59 ± 2.96 2 Gy: 26.42 ± 0.87

Simulated DSBs and
Experimental Foci at 1 Gy 40 kVp X-rays 220 kVp X-rays 4 MV X-rays

Mean number of DSBs per
nucleus (sim.) for a chemical
simulation end-time of 2.5 ns

21.0 ± 0.3 21.0 ± 0.3 16.8 ± 0.3

Mean number of DSBs per
nucleus (sim.) for a chemical
simulation end-time of 10 ns

28.2 ± 0.3 28.2 ± 0.2 21.6 ± 0.3

Mean number of γ-H2AX foci
per nucleus (exp.) 18.59 ± 0.43 18.64 ± 2.33 16.46 ± 1.63

3. Discussion

The variations that can be seen in the secondary electron spectra between 40 kVp, 220 kVp,
and 4 MV X-rays seem to explain the origin of the difference in RBE for DSB induction. The fact that
electron spectra are very much alike between 40 and 220 kVp but different when compared to 4 MV
could indicate a similar RBE value between 40 and 220 kVp but a higher RBE for the latter with respect
to 4 MV. RBE for DSB induction increases drastically for electron energies around 1 keV and below for
a maximum value of around 5, while it remains constant and close to 1 for electron energies above
10 keV [20]. Considering this, it is more convenient to examine the proportion of electrons below 10
keV than the ones above 10 keV. In Figure 1, we can clearly observe that the proportion of low-energy
electrons (≤ 10 keV) is almost the same between 40 and 220 kVp and much lower at 4 MV, indicating a
possible difference in RBE.

From the microdosimetric point of view, σrel
z , which reflects the spread of the specific energy

received per nucleus in a cell population, was relatively similar when comparing between 40 and
220 kVp. Indeed, for a macroscopic dose of 0.25, 0.5, 1, or 2 Gy, the difference when comparing between
40 and 220 kVp was always below 2%. However, this difference was higher when comparing between
40/220 kVp and 4 MV, e.g., 7% at 0.25 Gy. This can be explained by the fact that the mean energy
deposited by an electron track in a cell nucleus is lower for 4 MV X-rays than for 40 and 220 kVp X-rays
(1.8 mGy, 1.6 mGy, and 0.4 mGy for 40 kVp, 220 kVp, and 4 MV, respectively) since electrons from
4 MV X-rays are more energetic, and, thus, their mean free path is larger. As a result, more tracks
are required for 4 MV X-rays to obtain the same macroscopic dose, which leads to a reduction in
statistical dispersion.

DSB induction was equivalent between 40 and 220 kVp. Indeed, as can be seen in Table 2, the
simulated DSB yield was 3.5 ± 0.3 DSB/Gy/Gbp for both photon spectra. However, the DSB yield
decreased to 2.8 ± 0.3 DSB/Gy/Gbp for 4 MV X-rays. In a review of experimental DSB yield carried
out by Prise et al. [18], data obtained for mammalian cells using pulsed-field gel electrophoresis
(PFGE) techniques ranged from 5.8 to 6.0 DSB/Gy/Gbp for 225 and 250 kV X-rays, and from 4.2
to 6.9 DSB/Gy/Gbp for 60Co, which is consistent with our results, especially since for the γ-H2AX
technique, the repair processes had already been initiated. However, the simulation of DSB yield has

83



Int. J. Mol. Sci. 2019, 20, 6204

led to higher values in other studies. Indeed, in Friedland et al. [4], the authors’ calculation was found
to be 8.8 ± 1.4 DSB/Gy/Gbp using 220 kVp X-rays.

In our simulation, an RBE of 1.3 for DSB induction was observed for 40 or 220 kVp with respect to
4 MV, which is similar to simulated RBEs reported earlier [29].

It should be noted that the scoring method for DNA damage can strongly influence the final
yield of simulated DSB induction. As mentioned in our previous works [35,46,47], a change in the
parameters to score direct and/or indirect strand breaks can greatly increase the yield of DSB. Moreover,
a chemical simulation end-time of 10 ns has been suggested in our computation chain instead of
the 2.5 ns currently used when considering the cell nucleus model filled with heterochromatin and
euchromatin [46]. Hence, simulations were also performed with a parameter of 10 ns and the number
of DSBs showed an increase by a factor of ~1.3 with respect to those obtained with 2.5 ns (Table 2).
Although the chemical simulation end-time was changed, these DSB yields (3.6 to 4.7 DSB/Gy/Gbp for
10 ns) are still in agreement with published data. Furthermore, the RBE value did not change, which
indicates that the number of DSBs increased in the same manner for the three radiation qualities.

Another important point to underline here is that, as mentioned in the Materials and Methods
section, in these simulations only the strand breaks of the DNA were explicitly scored. Nevertheless,
as reported in [44,48–51], complex DNA damage that is at the origin of high mutagenic or carcinogenic
potential also includes non-DSB oxidative clustered DNA lesions (OCDL). Moreover, as reported in a
previous work [48], post-irradiation repair of some sugar and base residues can produce additional
strand breaks that can convert some of these non-DSB clustered lesions into DSBs, changing the total
number of detected DSBs after irradiation compared to those predicted by the simulation.

From the experiments led at IRSN [30], we observed in Table 3 that the mean number of γ-H2AX
foci per nucleus 30 min post irradiation increased with the dose for each photon spectrum. No significant
difference was observed in that study between 40 and 220 kVp. However, significant differences
were observed between 40 or 220 kVp relative to 4 MV for a dose of 2 Gy, which is in line with the
results showed in the simulation. It is also important to note that the number of DSBs per nucleus
at 1 Gy obtained using the simulation was always higher than the number of γ-H2AX foci obtained
experimentally (Table 3). In addition, as mentioned above, γ-H2AX foci were observed 30 min post
irradiation. Between the time of irradiation and observation of the γ-H2AX foci, DSB repair has
already been initiated and some foci have already disappeared [31]. The kinetics of foci formation
and disappearance may also differ depending on the level of compaction of the chromatin. Falk et
al. [31] have even suggested that DSBs occurring in euchromatin could be repaired without causing
the formation of γ-H2AX foci, and, even if this assumption is quite questionable, rapid repair of DSBs
in euchromatin regions tends to decrease the number of foci detected with respect to the number of
DSBs that can be obtained by simulation. Besides, from our simulation results, it can be seen that
about 55% of the DSBs occurred in the euchromatin regions and 45% in the heterochromatin ones for
the three X-rays energies considered in the present work. It should also be noted that overlapping
phenomena can occur between different foci during microscopy detection [52]. In the end, it appears
that the number of foci is experimentally underestimated [53]. We can see in Table 3 that the number
of DSBs simulated per nucleus at 2.5 ns seemed to be close to the number of γ-H2AX foci. The increase
in the number of simulated DSBs for a chemical simulation end-time of 10 ns showed that this time
would be better adapted in the simulation for the calculation of DSBs. Despite difficulties in the direct
comparison of the absolute number of simulated DSBs and experimental γ-H2AX foci, we can observe
that the relative comparison of the number of DSBs between the three X-rays energies is in good
agreement with that of γ-H2AX foci. Our RBE value of 1.3 between 40/220 kVp and 4 MV is similar to
that in other works [12,54] where the RBE values for DSB induction were 1.15 and 1.1 for 29 kVp X-rays
and 125 kVp X-rays with respect to 60Co. Nevertheless, an RBE value for DSB induction of 1.1 with
respect to 60Co was reported in this study, which is in line with our 1.3 RBE value when comparing
220 kVp with 4 MV X-rays. In general, RBE values between 40–250 kVp X-rays and higher energies,
e.g., 60Co, have been found to be in the range ~1.12–1.53 [55–58].
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Concerning DSB complexity as defined in the Materials and Methods section, i.e., only taking into
account the number of strand breaks included in the cluster, DSB complexity was found to be similar
between the considered X-ray energies. Indeed, as can be seen in Table 2, the proportions of simple
and complex DSB were about 86% and 14% for all the radiation qualities. In Liang et al. [21] it was
reported that DSB complexity increases with decreasing photon energy with a maximum of around 1
keV. Nevertheless, it was also mentioned that DSB complexity was similar for soft and conventional
X-rays as well as for 60Co γ-rays when base damage was not considered. However, DSB complexity
presented a larger difference when base damage simulated in the chemical stage was taken into account.
In that sense, as has been pointed out above, an important improvement in the computation chain
will consist of being able to better simulate and consider base damage as well as different oxygen
concentrations in the cell nucleus medium. These improvements are being currently developed by
the Geant4-DNA collaboration and will be available in future public releases. These improvements
are needed in order to simulate not only DSBs but also non-DSB clustered damage in more realistic
cellular media and will allow for extending simulations to repair processes in a correct manner. With
the same objective, the use of a new standard to record DNA damage (standard DNA damage) [59]
which has been recently proposed can also simplify inter-code comparisons of DNA damage induction
and facilitate simulation extension to chromosome aberration computations or other late effects.

4. Materials and Methods

4.1. Simulation of Experimental Cell Irradiations

4.1.1. Experimental Data on γ-H2AX Foci

Primary HUVECs from the Lonza Group (ref. C2519A, lot0000394986) and isolated by Lonza
from human tissue (from two females and two males) were donated after permission and obtained
for their use in research applications by informed consent or legal authorization. HUVECs were
handled as described in [30]. Briefly, G0/G1-phase synchronized HUVECs were obtained by contact
inhibition induced in confluent culture. Synchronized cells were seeded 5 h prior to irradiation at a
density of 30,000 cells/cm2 on plastic dishes (1-well Permanox® in Nunc® Lab-Tek® chamber slide
systems; Thermo Fisher Scientific, Waltham, Massachusetts, USA) and incubated at 37 ◦C. Then, cells
were irradiated using two irradiation facilities at IRSN, Fontenay aux Roses, France; these were a
small animal radiation research platform (SARRP, XSTRAHL Ltd., Camberley, England) and a medical
linear accelerator (Elekta Synergy®, Stockholm, Sweden). With the SARRP, the irradiations were
performed with 40 kVp X-rays and 220 kVp X-rays while the medical linear accelerator was used to
deliver 4 MV X-rays, as detailed elsewhere [30]. Both simulated setups are described hereafter. After
exposure to X-rays, HUVECs were immunostained for the in situ detection of phosphorylation of the
serine 139 of γ-H2AX, and DNA was stained with 4′,6-diamidino-2-phenylindole (DAPI). A detailed
process for this has been previously described in [30]. In addition to the synchronization of cells in
the G0/G1 phase prior to radiation exposure, the average number of γ-H2AX foci per endothelial cell
nucleus was determined specifically in the nucleus in G0/G1 using the methodology described in [1].
Briefly, thousands of images were acquired on an inverted Olympus IX81 fluorescence microscope
with a UPLSAPO 100XO oil immersion objective (Olympus, Tokyo, Japan). For each channel, images
were acquired as 3 z-stack layers around and including the focus plane with a step size of 0.5 µm
between planes. The images of the 3D stack were projected to 2D xy images using maximum intensity
projection. Image analysis was then performed with ScanR analysis software (Olympus, version 2.8.1).
An edge segmentation algorithm was used to detect nuclei and γ-H2AX foci. A first selection of
relevant nuclei was based on their area and circularity. This step allowed us to consider only isolated
nuclei by removing from the analysis objects corresponding to nucleus clusters. To isolate nuclei in the
G0/G1 phase, a second level of selection was based on the DNA content of each nucleus (related to the
integrated intensity levels of DAPI fluorescence) and the whole nucleus level of γ-H2AX (associated
with the S-phase of the cell cycle). The average number of γ-H2AX foci per endothelial cell nucleus
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was measured for doses of 0.25, 0.5, 1, and 2 Gy 30 min after irradiation. These doses were selected to
remain in the range of values where the fluorescence technique showed linearity with the dose and
where the intrinsic noise of foci in G0/G1 cells remained low compared to the radio-induced signal. On
the other hand, only experimental data at 30 min post irradiation were compared here to simulated
data. Indeed, it is assumed that the number of detectable γ-H2AX foci reach a maximum at 30 min
after irradiation [1]. Therefore, and as the simulation tool did not take into consideration any repair
process, we focused on the post-irradiation time which maximizes the number of detectable DNA
damage on the basis of a γ-H2AX foci methodology. The number of γ-H2AX foci was obtained from
at least three identical experiments (replicates) for each configuration with approximately 4000 cells
analyzed each time [30].

4.1.2. SARRP Configuration

As mentioned in our previous work [30], the SARRP configuration makes use of an inherent
filtration of 0.8 mm of beryllium and an additional filtration of 1 mm of aluminum, which results in the
suppression of low-energy photons. The initial photon energy spectra after inherent and additional
filtrations corresponding to 40 and 220 kVp X-rays used in this work are shown in Figure 5. The spectra
were calculated using SpekCalc software [60–62]. The half-value layer (HVL) values of aluminum
were 0.852 mm and 5.420 mm [63] and the resulting mean photon energies were 25.6 keV and 70.2 keV
for 40 kVp and 220 kVp, respectively. The dose rate used was about 1 Gy.min−1 expressed in terms of
Kerma in air at 30.5 cm from the source.
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Figure 5. Photon energy spectra after inherent and additional filtrations for 40 kVp (in red) and 220 kVp
(in blue) X-rays corresponding to small animal radiation research platform (SARRP) irradiations.
Spectra were obtained with SpekCalc software [60–62].

The cell culture chamber (1-well Permanox® in Nunc® Lab-Tek® chamber slide systems; Thermo
Fisher Scientific, Waltham, Massachusetts, USA) was modeled by a polystyrene volume (1.06 g.cm−3)
with a 3 mm height and a liquid water volume of 5 µm in height representing the cell layer, followed by
a liquid water volume of 3 mm in height representing the cell culture medium, as depicted in Figure 6a.
The dimensions in the plane of the cell culture (x–y plane) of each layer were 125 mm × 85 mm. In the
SARRP configuration, photons were generated in a parallel beam emitted from above and directed
perpendicular to the cell monolayer.
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SARRP simulation) was placed on a table made of carbon fiber and foam (the carbon fiber was 4 mm 
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Figure 6. (a) Setup used for simulation for SARRP irradiation. The cell culture chamber was modeled by
three layers of material (from top to bottom): 3 mm of liquid water representing the cell culture medium,
5 µm of liquid water defining the cell layer, and 3 mm of polystyrene modeling the chamber material.
The dimensions in the x–y plane of each layer were 125 mm × 85 mm. Photons were generated in a
parallel beam emitted from above and directed towards the cell monolayer. (b) Setup for simulation of
medical linear accelerator irradiation. The cell chamber (same as the one used in the SARRP simulation)
was placed on a table made of carbon fiber and foam (the carbon fiber was 4 mm high and the foam
was 46 mm high). Between the cell chamber and the table, a layer of 5 mm in height of Plexiglas® was
placed to ensure an electronic equilibrium. Photons were generated in a parallel beam from below the
table towards the cell chamber.

4.1.3. Medical Linear Accelerator Configuration

For the medical linear accelerator simulation, a chamber containing cells (same as the one used in
the SARRP configuration) was placed on a table made of a layer of carbon fiber (0.55 g.cm−3, 2 mm in
height), then a layer of plastic foam (0.03 g.cm−3, 46 mm in height), and another layer of carbon fiber for
the irradiation (2 mm in height). An additional layer of Plexiglas® (1.19 g.cm−3, 5 mm in height) was
placed between the cell chamber and the table to ensure electronic equilibrium in the cell layer. The
dimensions in the x–y plane of each layer were set to 125 mm × 85 mm. In this configuration, photons
were generated in a parallel beam from below the table towards the cell chamber, as represented in
Figure 6b. The dose rate measured with an ionizing chamber calibrated in free-air Kerma was about
1 Gy.min−1 at a distance of 120 cm from the source and had a 30 cm × 30 cm irradiation field [30].
Concerning the source description, the 4 MV X-ray energy spectrum after the collimator used in the
simulation is represented in Figure 7 and was taken from Sheikh-Bagheri et al. [64], leading to a mean
photon energy of 1.3 MeV and a beam quality of 0.626 in terms of percentage depth dose at 10 cm in
liquid water.
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4.2. Phase Space of Secondary Electrons

The simulations in this work were constructed in two steps. The first one consisted of simulating
the photon source at the macroscopic level as represented in Figure 6. The aim of this stage was to
score a phase space in the 5 mm high cell layer, recording the position, momentum, and energy of
every secondary electron reaching the cell layer. For this purpose, the Livermore low energy physics
library of Geant4 was used to simulate photons and electrons. Electron transport was simulated down
to a minimum energy of 100 eV by default. In addition, the Auger process was activated as its effect
could have an impact on DSB damage, although this was not major [19]. This first stage is a crucial step
in simulating radiation-induced DNA damage by photons, given the fact that the secondary electron
spectrum will determine the energy depositions in the cell layer or cell nuclei [54].

The second part of the simulation corresponded to micro- or nanodosimetric simulation in the
irradiated cells. The electrons that were scored during the first part were used as a particle source.

4.3. Microdosimetric and Nanodosimetric Approaches

4.3.1. Microdosimetric Calculations in the Cell Population

The stochastic nature of energy depositions at the cell level leads to a spread of the dose per cell
around the macroscopic irradiation dose D. The beam quality can have an effect on the proportion of
cells that do not receive exactly the macroscopic dose, which can lead to possible differences in cell fate
such as senescence or cell death.

This is why biological effects should be linked to the energy actually deposited in each cell
nucleus rather than the macroscopic dose. Analysis of the energy deposition at the corresponding
spatial scale can be achieved using microdosimetry, which gives the formalism [65,66] to describe the
distribution of energy depositions that occur stochastically. Indeed, energy depositions in cell nuclei
result from the combination of the number of tracks traversing the volume of interest as well as the
energy deposited per track, with both having a statistical dispersion. From this stochastic property,
different values of deposited energy are obtained in each cell nucleus, leading to different specific
energies, z. The absorbed dose D corresponds to the ratio between the mean value of the deposited
energy in the matter and the mass of the volume where the depositions occur.

Unlike D, z is a stochastic quantity with a probability density f(z). As a matter of fact, D represents
the expected value of the specific energy, i.e.,

D = z =

∫
zf(z; D)dz (1)
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The probability density function used to obtain the specific energy z for a given macroscopic dose
D in the volume of interest is represented by f(z; D), i.e.,

f(z; D) =
∑∞

ν=0
p(ν).fν(z) (2)

where
p(ν) = e−n nν

v!
(3)

The number of tracks ν leading to energy depositions in the target volume follows a Poisson
distribution with mean value n, with n being the number of tracks going through the target volume.

It is therefore appropriate to consider the width of the distribution f(z) because it represents a
variability of the energy absorbed by the irradiated cell population.

The relative standard deviation is equal to

σrel
z =

σz

D
(4)

where σz is the standard deviation of the distribution f(z).
In this work, microdosimetric simulations were computed using the Geant4 Monte Carlo toolkit

version 10.2 as well as its extension, Geant4-DNA. In particular, the G4EmDNAPhysics_option2 physics
constructor from the Geant4-DNA extension was used which enables electron transport from 1 MeV
down to 7.4 eV.

The cell layer dimensions were reduced and modeled by a 4 mm × 4 mm × 5 µm volume (x, y,
and z respectively). The x–y coordinates of the electrons from the first part of the simulation that were
outside 4 mm × 4 mm were uniformly sampled in order to be always contained in the cell layer volume.
In this volume, 10,000 phantoms of endothelial cell nuclei were placed. Each phantom was modeled
as an elliptical cylinder (semi-major axis = 9.5 µm, semi-minor axis = 5.1 µm, and height = 2.0 µm)
with a total volume of 304.4 µm3 made of liquid water (without DNA constituents). These cell nucleus
dimensions corresponded to the mean values of the irradiated cells as determined from the biological
experiments. Individual energy depositions in each cell nucleus were scored and cumulated to derive
the distribution f (z; D). The mean and the standard deviation σz of the specific energy were then
calculated. To compute the σrel

z value (in %), the standard deviation σz was divided by the mean
specific energy, which corresponded to the macroscopic dose D (Equation (4)).

To do this, during the simulation of the electron transport in the cell layer modeled by 10,000
endothelial cell nuclei, several quantities were recorded: the “event identifier”, which corresponded to
a track generated by an electron, the nucleus identifier in the cell population, and the energy deposition
for each electron inelastic interaction. From this data, it was then possible to calculate f (z; D) and the
statistical spread of the specific energy z. To compute f (z; D), all energy depositions in each of the
cell nuclei were cumulated. The initial macroscopic dose was 0.25 Gy. Then, the specific energy was
cumulated by pairs of different cell nuclei relatively far enough to ensure superimposing independent
tracks in order to get the f (z; D) distribution and the σrel

z value for higher doses (0.5 Gy, 1 Gy, and 2 Gy)
without having to run additional and time-consuming simulations. However, this method resulted
in decreasing the number of cell nuclei available in the cell population at each cumulating step and
therefore could not be applied for higher doses.

4.3.2. Nanodosimetric Simulations for the Calculation of Double-Strand Breaks

In this work, nanodosimetric calculations were also performed to compute DNA damage yields
in order to study the possible difference in RBE in terms of DSB induction and characteristics between
the three photon energy spectra. Then, the simulated results were compared to the experimental data
obtained at IRSN, Fontenay aux Roses, France.
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Simulation Configuration

In this part of the study we focused on a single endothelial cell nucleus model in the G0/G1
phase of the cell cycle containing the geometry representing ~6 Gbp that had been generated with
DnaFabric software [45]. This cell nucleus model was filled with DNA with the proportions (derived
from experimental measurements on endothelial cells) 52% euchromatin and 48% heterochromatin
distributed with a uniform spatial distribution as described in our previous work [46].

For the irradiations at 40 and 220 kVp, 10,000 electrons taken from the phase space were generated
in order to be used as the source, whereas 50,000 electrons were generated for 4 MV in order to always
maintain statistical uncertainties (root mean square error (RMSE)) below 6% of the mean number of
DSB per track. The electron properties (position in z, momentum, and kinetic energy) were derived
from the first stage of the simulation as explained in Section 4.2. Coordinates in the x–y plane were
restricted to the cell nucleus dimensions.

Computation Chain to Score Strand Breaks

A computation chain [35] using the Geant4-DNA extension of the Geant4 toolkit (version 10.1)
was used to perform simulations of physical, physico-chemical, and chemical stages within the
DNA structure.

In brief, direct damage to the backbone of the DNA structure (direct simple strand breaks (SSB))
is scored from the addition of the energy deposited by inelastic collisions within the 2-deoxyribose,
phosphate, and hydration shell volumes of the same nucleotide. If the cumulated energy is higher than
a threshold value of 17.5 eV [67–69], a direct SSB is registered at that location of the DNA molecule.

After simulation of the physical interactions (inelastic and elastic collisions) of the electrons in the
endothelial cells, simulation of the physico-chemical stage transforms the ionized and excited water
molecules surrounding the DNA structure into water radicals, as described in Karamitros et al. [70,71].

In the simulation of the chemical stage, the seven types of water radicals (H•, OH•, H2, H2O2,
OH−, H3O+, and solvated e−) are taken into account and interact chemically with each other or with
DNA molecules (deoxyribose, phosphate, base, and histone volumes) according to the list of possible
reactions given by default in the code as shown in Table 4. In our simulation all these interactions were
taken into account and indirect damage to the backbone was scored when an OH• radical interacted
with a deoxyribose molecule of the target in 40% of the cases [72,73]. Although reactions between some
radicals and the DNA bases were also included in these reactions, these were not detailed enough
for a correct description of the base damage, the goal being here to achieve a better evaluation of the
available radical concentrations for strand breaks production.

As can be seen from Table 4, the simulation considers anoxic conditions since no reaction involving
oxygen is considered. This is an unrealistic assumption that should be corrected in further developments
of the computation chain that are currently ongoing. Another important feature of the chemical stage
simulation is the way scavengers in the cell medium are taken into account. Indeed, the scavenging
capacity of histone is simulated by introducing a specific reaction by which all types of radicals arriving
to the sphere representing the histone proteins are removed from the simulation. The second important
factor is the duration of the chemical stage that prevents radicals far from the DNA structure from
being at the origin of indirect effects. This parameter was set by default to 2.5 ns. However, in our
recent work [46] introducing the nucleus model filled with heterochromatin and euchromatin, it was
suggested that an end-time of 10 ns would be better adapted in order to reproduce the mean distance
travelled by OH• radicals in a cell medium after irradiation. Hence, simulations with a chemistry stage
simulation end-time of 10 ns were also performed in this work.
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Table 4. Reactions and reaction rates used in the simulation [46]. (a) default reactions present in the
Geant4-DNA chemistry module and (b) reactions added in the simulation.

(a)

Reaction Reaction Rate (1010·M−1s−1)

H• + e−aq + H2O→ OH− + H2 2.65
H• + OH• → H2O 1.44

H• + H• → H2 1.20
H2 + OH• → H• + H2O 4.17 × 10−3

H2O2 + e−aq → OH− + OH• 1.41
H3O+ + e−aq → H• + H2O 2.11

H3O+ + OH− → 2H2O 14.3
OH• + e−aq → OH• 2.95

OH• + OH• → H2O2 0.44
e−aq + e−aq + 2H2O→ 2OH− + H2 0.50

(b)

Reaction Reaction Rate (109·M−1s−1)

2-deoxyribose + OH• 1.8
Adenine + OH• 6.1
Guanine + OH• 9.2
Thymine + OH• 6.4
Cytosine + OH• 6.1

2-deoxyribose + e−aq 0.01
Adenine + e−aq 9.0
Guanine + e−aq 14.0
Thymine + e−aq 18.0
Cytosine + e−aq 13.0

2-deoxyribose + H• 0.029
Adenine + H• 0.10
Thymine + H• 0.57
Cytosine + H• 0.092

Definition of a DSB and DSB Complexity

In this work, a focus was placed on the calculation of simple and double-strand breaks of the DNA
backbone and their complexity, which can be more easily correlated to the experimental measurements
of foci used for comparison. A double-strand break was defined as at least two strand breaks separated
by less than 10 base pairs (bp) and with one of them in an opposite strand to the other(s). Concerning
definitions of DSB complexity, different authors have used different definitions [48,74]. As in previous
work by our group, the DBScan [75] clustering algorithm was used in order to look at the relative
position of all the strand breaks produced in the simulation either in the physical or chemical stage
and to calculate the DSBs. Using this algorithm, any other SB separated by less than 10 bp from the
initial DSB was merged to create a complex DSB. The DSB complexity was thus given by the number
of SBs inside a complex DSB. Our algorithm is therefore not intended to provide non-DSB clusters
including other DNA lesions such as base damage.

5. Conclusions

In this work, microdosimetric calculations illustrated the distributions of specific energy in an
irradiated cell population, and, thus, that the microdosimetric spread σrel

z was similar when considering
40 and 220 kVp but different when looking at 4 MV. With regard to the nanodosimetric aspect, DSB
induction in the form of DSB/Gy/Gbp was very similar among 40 kVp and 220 kVp X-rays and higher
in comparison with 4 MV by a factor of 1.3, as could be expected from their calculated secondary
electron spectra. Nevertheless, DSB complexity was relatively similar. The simulation results presented
in this study confirmed results observed in previous experiments led by IRSN radiobiologists, who
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found no significant differences between 40 kVp and 220 kVp but a higher number of γ-H2AX foci
from these radiation qualities compared to 4 MV X-rays for a dose of 2 Gy. From the simulation results,
these observations could be explained by the differences in the proportion of low-energy electrons
(≤10 keV) between the three X-rays energies.
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Abstract: The use of high-dose Ionizing Radiation (IR) is currently one of the most common
modalities in treatment of many types of cancer. The objective of this work was to investigate the
effects of high-dose ionizing radiation on healthy human tissue, utilizing quantitative analysis of gene
expression. To this end, publicly available transcriptomics datasets from human samples irradiated
with a high dose of radiation and non-irradiated (control) ones were selected, and gene expression
was determined using RNA-Seq data analysis. Raw data from these studies were subjected to quality
control and trimming. Mapping of RNA-Seq reads was performed by the partial selective alignment
method, and differential gene expression analysis was conducted. Subsequently, a meta-analysis was
performed to select differentially expressed genes across datasets. Based on the differentially expressed
genes discovered by meta-analysis, we constructed a protein-to-protein interaction network, and we
identified biological pathways and processes related to high-dose IR effects. Our findings suggest that
cell cycle arrest is activated, supported by our top down-regulated genes associated with cell cycle
activation. DNA repair genes are down-regulated in their majority. However, several genes implicated
in the nucleotide excision repair pathway are upregulated. Nevertheless, apoptotic mechanisms seem
to be activated probably due to severe high-dose-induced complex DNA damage. The significant
upregulation of CDKN1A, as a downstream gene of TP53, further validates programmed cell death.
Finally, down-regulation of TIMELESS, signifies a correlation between IR response and circadian
rhythm. Nonetheless, high-dose IR exposure effects regarding normal tissue (radiation toxicity) and
its possible long-term outcomes should be studied to a greater extend.

Keywords: high-dose ionizing radiation; RNA-Seq; differential gene expression; DNA damage response

1. Introduction

Regarding human exposure to Ionizing Radiation (IR), doses below 0.1Gy are classified as
“low” [1], while doses normally used in medical procedures, such as Radiation Therapy (RT) (2-3Gy)
are classified as high [2,3]. As such, apart from understanding the biological consequences of rare very
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high-dose exposures like in the case of nuclear accidents, a major field of radiobiological and clinical
interest is the optimization of RT which usually involves moderate to high fraction doses.

The main therapeutic modality employed in RT are photon beams in the form of low Linear Energy
Transfer (LET) radiation (X-rays, Gamma-rays), although high LET radiation (protons, alpha particles,
and other heavy ions) are sometimes incorporated due to their precise dose localization. Radiation
particles deposit more energy on the targeted tumor areas (a phenomenon known as the “Bragg
peak” [4]) and have a higher Relative Biological Effectiveness (RBE) [5–7], while photon beams deposit
a relatively small quantity of energy that disperses further to the surrounding healthy tissue due
to scattering phenomena. In general, the idea behind RT is that the rapidly proliferating cancer
cells are usually more sensitive to radiation than normal cells, while normal cells can usually repair
themselves at a faster rate and retain their normal function. Therefore, the goal is to inhibit cancer
cell multiplication potential, eventually leading to cell death, while minimizing dosage absorption
in normal tissue, to prevent toxicity [5,8]. Nonetheless, IR exposure effects regarding healthy tissue
(radiation toxicity) and its possible long-term outcomes should be studied to a greater extend.

Cancer and healthy cells are targeted alike, either directly through damage on their cellular
molecules and especially on DNA strands or indirectly via the formation of free radicals, a phenomenon
referred to as oxidative stress [9]. In essence, oxidative stress is a procedure of water radiolysis and
involves the formation of intermediate, partially reduced oxygen species, collectively termed as Reactive
Oxygen Species (ROS), that give rise to the formation of hydroxyl radicals that produce a number
of adverse biological reactions by attacking structural and functional molecules [10], thus resulting
in generalized cellular stress. Hydroxyl radicals can sometimes indirectly produce Single-Strand
Breaks (SSBs) and a plethora of base and sugar lesions in DNA molecules, which can be cytotoxic or
mutagenic [11], as well as crosslinks between two complementary DNA strands [12]. On the other
hand, direct DNA damage primarily involves the induction of Double-Strand Breaks (DSBs) that
represent the most lethal types of DNA damage, leading to cell death or genomic instability if left
unrepaired. Finally, closely spaced DNA lesions (referred to as complex or clustered DNA damage)
that may occur after IR exposure have been suggested to be highly repair-resistant or non-repairable.
Therefore, they are considered highly significant biological lesions [13]. This continuously challenging
process may lead to genomic instability and cancer [14], concurrently fueling DNA Damage Response
(DDR) activation [15] which constitutes the main component of IR effects on a cellular level.

In general, DDR can be defined as the synthesis of functions (sensors, transducers, effectors)
that orchestrate DNA damage sensing and signal transduction, triggering either DNA repair, cell
survival, or cell death (apoptosis). Furthermore, pathways of cell cycle checkpoint control are also
essential components of DDR [16,17]. Main pathways of DNA repair include Base Excision Repair
(BER) and Nucleotide Excision Repair (NER), which repair DNA base damages, and Mismatch Repair
(MMR), which corrects base mispairs and small loops that are often found in repetitive sequence
DNA. In addition, Homology-dependent Recombination (HR) and Non-Homologous End Joining
(NHEJ) act alone or together to repair DSBs and complex events such as inter-strand crosslinks [18,19].
Dysregulation of DDR mechanisms can cause several human disorders that are associated with cancer
susceptibility, accelerated aging, and developmental abnormalities [20]. Moreover, like other types of
stress, radiation exposure affects the development of the immune system through radiation-induced
apoptosis, differentiation, and induction of inflammatory environment via different components of
DDR [21,22].

The complete pattern of biological responses to different doses and radiation types is unclear
and currently one of the most important questions in radiation biology. The general consensus is
that results of IR exposure in any living organism involve a topical and/or systemic stress. A variety
of responses is induced, including—but not limited to—oxidative stress in the irradiated area or in
the whole body (through systemic non-targeted effects), DDR, DNA repair, and pro-inflammatory
pathway initiation [23]. From a systems biology perspective, the aforementioned cellular mechanisms,
as well as other related ones, can be examined through altered gene expression. Thus, in this work,
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we performed a Differential Gene Expression Analysis (DGEA), in human tissues exposed to high-dose
IR, taking advantage of the wealth of publicly available RNA-Sequencing (RNA-Seq) data, as previously
suggested [24–26]. To this end, we carefully selected five datasets of healthy human cell samples,
and in each of them, we identified Differentially Expressed Genes (DEGs) between irradiated and
non-irradiated cells. Finally, we performed a meta-analysis, highlighting the common ground of
high-dose effects.

2. Results

2.1. Data Collection, Filtering, Pre-Processing and Mapping

ENA queries identified 71 projects that fulfilled our search criteria. After manual curation,
the Bioproject [27] accession numbers of the selected datasets (Table 1) were PRJNA494581 [28],
PRJNA450083 [29], PRJNA421022 [30], PRJNA436999 [31], and PRJNA396832. We downloaded
RNA-Seq-related FASTQ files of those Bioprojects. After the initial quality control, we performed soft
trimming on raw RNA-Seq data, choosing PHRED score Q = 20 [32,33], removing on average ~2.4% of
the nucleotide reads with more than 1% probability of an incorrect base call. PRJNA396832 trimming
rate was 7.7% with soft trimming, due to adapter contamination and poor quality of reads.

Table 1. Information of experiment accessions and sample description.

Bioproject Geo IR Type Tissue Condition Sample Count

PRJNA494581 GSE120805 X-rays Human Lens Epithelial Cells
Control 5

2 Gy | 20 h 5
5 Gy | 20 h 5

PRJNA421022 GSE107685 X-rays iPSC-Derived Cardiomyocytes Control 3
5 Gy| 48 h 3

PRJNA436999 GSE111437 X-rays Primary Human Lung
Fibroblasts (IMR90)

Control | 6 h 3
Control | 24 h 3

2 Gy | 6 h 3
2 Gy | 24 h 3

PRJNA396832 GSE102145 X-rays Skin Fibroblasts (WS1) Control 1
5 Gy | 24 h 1

PRJNA450083 GSE113125 Gamma-rays

Skin Fibroblasts
Control 1

5 Gy | 1 h 1

iPSC-Fibroblasts
Control 1

5 Gy | 1 h 1

iPSC-Neural Progenitor Cells Control 1
5 Gy | 1 h 1

Mapping of the trimmed reads to the reference genome and transcriptome (gentrome) was
estimated at a rate of ~83%. There were distinct outliers during the quality control, trimming,
and alignment processes, and this served as the first indicator that PRJNA396832 and PRJNA450083
were not of the desired quality for conducting our analysis. Without the outliers, mapping rate was at
~87% across the remaining 3 datasets (PRJNA421022, PRJNA436999, and PRJNA494581).

2.2. Differential Gene Expression

It was suggested that the minimal number of biological replicates required for RNA-Seq based
DGEA is 6 [34]. PRJNA396832 and PRJNA450083 had a single biological replicate for each condition,
and were therefore excluded for subsequent analysis, as statistical significance could not be estimated.
Studies that contained combinations of experimental conditions (PRJNA436999 2 Gy for 6 and 24 h
and PRJNA494581 2 Gy and 5 Gy for 20 h), were split into distinct studies (Table 2) for DGEA. DESeq2
was used to identify DEGs in PRJNA421022 (Supplementary Materials, Table S1) in one of the distinct
studies of PRJNA436999 (Supplementary Materials, Table S2) and in one of the distinct studies of
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PRJNA494581 (Supplementary Materials, Table S3). From 2006 genes that were considered DEGs in at
least one dataset, 542 overlapped (Figure 1).

Table 2. Statistically significant gene counts derived from the differential gene expression analysis
for each comparison within each dataset. The table includes information about experimental sample
parameters, dataset accession numbers, and total mapped gene counts for each dataset.

Bioproject
Accession PRJNA421022 PRJNA436999 PRJNA494581

GEO Accession GSE107685 GSE111437 GSE120805

IR Type X-rays X-rays X-rays

Cell Type iPSC-Derived
Cardiomyocytes

Primary Human Lung Fibroblasts
(IMR90)

Human Lens Epithelial Cells
(HLE)

Dose 5 Gy 2 Gy 2 Gy 2 Gy 5 Gy
Time Point 48 h 6 h 24 h 20 h 20 h

DEG Counts 721 353 908 59 1003
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Meta-analysis was conducted using the three lists that derived from the DESeq2 analysis, yielding
1322 DEGs (Supplementary Materials, Table S4): 872 DEGs were found in at least one DESeq2 analysis
but not in the meta-analysis; 187 genes that were not characterized as DEGs in any DESeq2 analyses
were considered DEGs by meta-analysis (Figure 1).

Some of the genes that were identified as DEGs in the original RNA-Seq analyses were
PCR-validated by their own groups. For PRJNA494581 dataset [28], ddPCR validated CDKN1A,
AREG, H2BC13 (HIST1H2BL), GDF15, H3C11 (HIST1H31), H1-4 (HIST1H1E), H2BC10 (HIST1H2BF),
and TP53INP1 as DEGs and B2M and RPL13A as non-differentially expressed genes. For PRJNA421022
dataset [30], qPCR validated PLK1, BIRC5, AURKB, KIF20A, TOP2A, and CCNA2 as down-regulated
and CDKN1A and FDXR as up-regulated genes. Moreover, qPCR did not validate ANGPTL4 and
SOGA3 as up-regulated genes, even if those genes were estimated as DEGs in their RNA-Seq data
analysis. The DEG list of our meta-analysis agrees with all PCR validations.

2.3. Functional Enrichment Results

Functional enrichment analysis of up- and down-regulated genes resulting from meta-analysis
produced lists of statistically significant Gene Ontology (GO) [35] biological processes, KEGG [36]
biological pathways (Table 3), and gene-targeting transcription factors (Table 4). A Protein–Protein
Interaction (PPI) network of DEGs was also constructed (Figure 2).
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Table 3. Enriched biological processes (Gene Ontology—GO) and enriched biological pathways (KEGG)
for up- and down-regulated genes after meta-analysis.

Gene Set Description Source FDR

Up-Regulated Genes

Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 5 of 17 
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Up-Regulated Genes   ↑ 

GO:0072331 Signal transduction by p53 class mediator GO 0.0022959 
hsa04115 p53 signaling pathway KEGG 2.24E-09 

GO:0042770 Signal transduction in response to DNA damage GO 0.009620632 
GO:0097193 Intrinsic apoptotic signaling pathway GO 0.010992521 
GO:0071496 Cellular response to external stimulus GO 0.01930771 
GO:0104004 Cellular response to environmental stimulus GO 0.032524732 
GO:0008643 Carbohydrate transport GO 0.037630683 

hsa01524 Platinum drug resistance KEGG 0.032524732 

Down-Regulated Genes   ↓ 

GO:0000075 Cell cycle checkpoint GO 0 
hsa04110 Cell cycle KEGG 0 

GO:0051321 Meiotic cell cycle GO 0 
GO:0044772 Mitotic cell cycle phase transition GO 0 
GO:0045930 Negative regulation of mitotic cell cycle GO 0 
GO:1902850 Microtubule cytoskeleton organization involved in mitosis GO 0 
GO:0044839 Cell cycle G2/M phase transition GO 0 
GO:0044843 Cell cycle G1/S phase transition GO 0 
GO:1901987 Regulation of cell cycle phase transition GO 0 
GO:0010948 Negative regulation of cell cycle process GO 0 
GO:0045787 Positive regulation of cell cycle GO 0 
GO:0007050 Cell cycle arrest GO 7.77E-04 

hsa04115 p53 signaling pathway KEGG 0.002014026 
GO:0006260 DNA replication GO 0 

hsa03030 DNA replication KEGG 0 
hsa00240 Pyrimidine metabolism KEGG 5.67E-10 
hsa00230 Purine metabolism KEGG 4.39E-05 

GO:0042769 DNA damage response, detection of DNA damage GO 1.88E-06 
GO:0006310 DNA recombination GO 0 
GO:0006302 Double-strand break repair GO 0 
GO:0036297 Inter-strand cross-link repair GO 1.35E-12 

hsa03430 Mismatch repair KEGG 3.11E-11 
hsa03440 Homologous recombination KEGG 3.11E-11 

GO:0006284 Base excision repair GO 6.54E-06 
hsa03410 Base excision repair KEGG 1.91E-07 

GO:0006298 Mismatch repair GO 4.02E-04 
GO:0006289 Nucleotide excision repair GO 5.10E-04 

hsa03420 Nucleotide excision repair KEGG 2.91E-06 
GO:0006333 Chromatin assembly or disassembly GO 0 
GO:0007051 Spindle organization GO 0 
GO:0071103 DNA conformation change GO 0 
GO:0007059 Chromosome segregation GO 0 
GO:0061641 CENP-A containing chromatin organization GO 0 
GO:0048285 Organelle fission GO 0 
GO:0051052 Regulation of DNA metabolic process GO 0 
GO:0071824 Protein-DNA complex subunit organization GO 0 

hsa03013 RNA transport KEGG 5.66E-05 
hsa03008 Ribosome biogenesis in eukaryotes KEGG 4.13E-05 
hsa04114 Oocyte meiosis KEGG 0.001082137 
hsa04914 Progesterone-mediated oocyte maturation KEGG 0.008441906 
hsa05322 Systemic lupus erythematosus KEGG 0 
hsa05203 Viral carcinogenesis KEGG 1.46E-11 
hsa05206 MicroRNAs in cancer KEGG 0.008110817 
hsa03460 Fanconi anemia pathway KEGG 7.71E-11 
hsa05166 Human T-cell leukemia virus 1 infection KEGG 5.47E-04 
hsa04217 Necroptosis KEGG 1.19E-04 
hsa04218 Cellular senescence KEGG 0.0014615 

  

GO:0072331 Signal transduction by p53 class mediator GO 0.0022959
hsa04115 p53 signaling pathway KEGG 2.24 × 10−9

GO:0042770 Signal transduction in response to DNA damage GO 0.009620632
GO:0097193 Intrinsic apoptotic signaling pathway GO 0.010992521
GO:0071496 Cellular response to external stimulus GO 0.01930771
GO:0104004 Cellular response to environmental stimulus GO 0.032524732
GO:0008643 Carbohydrate transport GO 0.037630683

hsa01524 Platinum drug resistance KEGG 0.032524732
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GO:1902850 Microtubule cytoskeleton organization involved in mitosis GO 0
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hsa04115 p53 signaling pathway KEGG 0.002014026
GO:0006260 DNA replication GO 0

hsa03030 DNA replication KEGG 0
hsa00240 Pyrimidine metabolism KEGG 5.67 × 10−10
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GO:0042769 DNA damage response, detection of DNA damage GO 1.88 × 10−6

GO:0006310 DNA recombination GO 0
GO:0006302 Double-strand break repair GO 0
GO:0036297 Inter-strand cross-link repair GO 1.35 × 10−12

hsa03430 Mismatch repair KEGG 3.11 × 10−11

hsa03440 Homologous recombination KEGG 3.11 × 10−11

GO:0006284 Base excision repair GO 6.54 × 10−6

hsa03410 Base excision repair KEGG 1.91 × 10−7

GO:0006298 Mismatch repair GO 4.02 × 10−4

GO:0006289 Nucleotide excision repair GO 5.10 × 10−4

hsa03420 Nucleotide excision repair KEGG 2.91 × 10−6

GO:0006333 Chromatin assembly or disassembly GO 0
GO:0007051 Spindle organization GO 0
GO:0071103 DNA conformation change GO 0
GO:0007059 Chromosome segregation GO 0
GO:0061641 CENP-A containing chromatin organization GO 0
GO:0048285 Organelle fission GO 0
GO:0051052 Regulation of DNA metabolic process GO 0
GO:0071824 Protein-DNA complex subunit organization GO 0

hsa03013 RNA transport KEGG 5.66 × 10−5

hsa03008 Ribosome biogenesis in eukaryotes KEGG 4.13 × 10−5

hsa04114 Oocyte meiosis KEGG 0.001082137
hsa04914 Progesterone-mediated oocyte maturation KEGG 0.008441906
hsa05322 Systemic lupus erythematosus KEGG 0
hsa05203 Viral carcinogenesis KEGG 1.46 × 10−11

hsa05206 MicroRNAs in cancer KEGG 0.008110817
hsa03460 Fanconi anemia pathway KEGG 7.71 × 10−11

hsa05166 Human T-cell leukemia virus 1 infection KEGG 5.47 × 10−4

hsa04217 Necroptosis KEGG 1.19 × 10−4

hsa04218 Cellular senescence KEGG 0.0014615
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Table 4. Enriched gene-targeting transcription factors for down-regulated genes after meta-analysis.

Gene Set Gene Symbol Gene Name FDR

Down-Regulated Genes
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E2F1_Q6_01 E2F1 E2F transcription factor 1 0

E2F1DP1_01 E2F1;TFDP1 E2F transcription factor 1; transcription factor Dp-1 0

E2F1DP1RB_01 E2F1;TFDP1; RB1 E2F transcription factor 1; transcription factor Dp-1;
RB transcriptional corepressor 1 0

E2F1DP2_01 TFDP2 Transcription factor Dp-2 0
E2F4DP1_01 E2F4;TFDP1 E2F transcription factor 4; transcription factor Dp-1 0
E2F4DP2_01 E2F4;TFDP2 E2F transcription factor 4; transcription factor Dp-2 0

E2F1_Q4; E2F1 E2F transcription factor 1 9.80 × 10−12

E2F1_Q3_01 E2F1 E2F transcription factor 1 4.39 × 10−5
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3. Discussion

RNA-Seq is gradually becoming the predominant technique for transcriptome analysis,
superseding microarrays. RNA-Seq technology is more sensitive in detecting genes with low expression
levels, it lacks the associated background noise of hybridization-based techniques, and it is more
reproducible [24]. Furthermore, a crucial limitation of microarrays is their inability to study the
expression of genes for which no probe is available on the chip. So far, there is no gold-standard
methodology for analyzing the transcriptome using RNA-Seq technology. Poorly designed pipelines
for differential gene expression can have detrimental effects, compromising the experimental results.
Suboptimal pre-processing of raw data, directly affects the mapping process, resulting in poor mapping
rates (<60%) [37].

An extensive debate [38–40] on the effects of the pre-processing step of trimming, suggests that
reads should be carefully trimmed. Illumina Next-Generation Sequencing (NGS) platforms produce
sequences of between 25–250 nucleotides, the colorimetric signals of which are translated by an
internal Illumina software (CASAVA) to base calls and are represented in FASTQ [41] file format.
Minimal trimming (Q < 10) keeps low quality base calls in NGS analyses, adding unreliable and random
sequences to the final dataset [38]. However, hard trimming (Q > 30) of reads can have a particularly
strong negative impact on RNA-Seq-based gene expression estimates, as it introduces unpredictable
and unwanted biases [40]. Hence, we used soft trimming (Q = 20) as a balance, preserving biological
information that was not ideally recorded, while discarding non-sense information.

The expected mapping rate of RNA-Seq reads is between 70% and 90% when mapped against
the human genome and slightly less when mapped against the transcriptome [37]. In conventional
RNA-Seq mapping, multiple reads are mapped across splice junctions [42]. The inability of conventional
algorithms, like BWA [43], to handle spliced transcripts renders them obsolete. Splice-aware
aligners [44], such as Hisat2 [45], handle mapping in a more efficient manner. However, these traditional
approaches require significant computational resources amidst an explosively growing storage-hungry
environment [46]. Alignment-independent methods, such as Salmon [47], bypass the mapping step
and proceed to quantify directly transcript abundance, boasting a more lightweight and significantly
faster novel approach. Our mapping rate, minus the outliers, was calculated at a satisfactory level of
~87% using Salmon’s selective alignment method.

The resulting datasets combined with DESeq2 which utilizes estimates of dispersions and
logarithmic fold changes by incorporating data-driven prior distributions [48], yielded substantial
statistically significant results. Instead of using transcript levels, as in a classical meta-analysis, we chose
Mosteller–Bush, a method which is based on the combination of weighted z-values for the independent
studies, which are calculated from the p-values produced by DESeq2. PCR-based validations showed
that our meta-analysis outperformed original RNA-Seq data analyses.

Although a fraction of differentially expressed genes overlap among the 3 DESeq2 studies,
a meta-analysis was conducted to enhance the validity of our DGEA (Figure 1). In all three DESeq2
DEG lists (Supplementary Materials, Table S1–S3) and in the meta-analysis DEG list (Supplementary
Materials, Table S4), the number of statistically significant under-expressed genes considerably
surpasses the number of over-expressed genes. Such a result may indicate that cell cycle arrest has
been activated, which is supported by the top down-regulated genes (i.e., MKI67, CCNA2, CDK1,
PLK1, and CDCA3) identified by the meta-analysis and associated with cell cycle activation [49].
This difference between up- and down-regulated genes, as well as cell cycle arrest activation, coincides
with the primary results for PRJNA421022 dataset [30]. At the same time, observed up-regulation of
CDKN1A, responsible for cell cycle G1 phase arrest, in response to a variety of stress stimuli further
upholds this suggestion. p21 protein coded by this gene (known to be interdependent with tumor
suppressor protein TP53) is also responsible for inhibiting cellular proliferation in response to DNA
damage [50]. In addition, it is highly correlated with DNA repair, while also being instrumental in
the execution of apoptosis. Although p21 is assumed to play a key role as “genome guardian”, it can
alternatively act as the mediator of genomic instability, cellular senescence, and carcinogenesis under
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certain circumstances, like IR exposure and TP53 deficiency [51]. Another substantial result is the
significant up-regulation of GDF15, associated with the response to oxidative stress and induction of
inflammatory environment, thus coinciding with DDR and IR response in general [49,52].

TP53 is essential in DDR mechanisms through its downstream responses, which include cell cycle
arrest, DNA repair, and apoptosis. The accurate transition from G1 phase of the cell cycle to S phase is
crucial for a controlled cell proliferation, and its misregulation promotes oncogenesis [53]. G1 arrest
provides the cell adequate time to repair the DNA damage. Should repair be unsuccessful, TP53 levels
drop and CDK-cyclin protein kinase activity resumes, leading to entry into S phase and possible
apoptosis triggering. [54]. In our results, for samples selected over 20 h post irradiation, TP53 indeed
shows no altered expression, while MDM2, as a TP53 downstream gene transcriptionally activated by
it [55], is over-expressed.

Regarding enrichment results for down-regulated genes (Table 3), cell cycle checkpoint as well
as various DNA repair mechanisms are over-represented. These results may indicate that DNA
repair genes (i.e., MSH2, MSH6, XRCC3, and POLA2) are suppressed, due to programmed cell death.
However, NER-associated genes DDB1, DDB2, and XPC where found up-regulated. DNA repair in
general, due to its complexity, requires balanced expression of its genes in order to avoid erroneous
repairs [56]. Over-represented gene-targeting factors E2F1, E2F2, RB1, TFDP1, and TFDP2 (Table 4)
are connected through involvement in cell cycle G1/S phase transition, TP53 regulation, and cellular
senescence [49]. Moreover, under-expression of DNA repair genes, mediated by the RB/E2F pathway,
may play a causal role in senescence induction [57]. In the case of up-regulated genes, p53 signaling
pathway, DDR, and apoptotic mechanisms seem to be activated. In addition, platinum drug resistance
(Table 3) could arise from increased DNA repair, decreased mismatch repair, defective apoptosis,
and altered oncogene expression [58].

Regarding the PPI network (Figure 2), edges corresponding to protein interactions, were
constructed with sizeable restrictions regarding the validity of their sources and their assigned
score. Distinct clusters were formulated, coinciding with the main components of high-dose IR
response. Simultaneously, through these clusters, the network validates the biological processes
and pathways derived from the enrichment results. Two major, densely packed clusters are formed,
representing multiple cell cycle processes. These clusters are indicative of a collection of DNA repair
pathways (GO:0006281), such as DSBs repair (RAD51, BLM, DNA2), Mismatch Repair (MSH6, MSH2),
Homologous Recombination (XRCC3), and NER (DDB1, DDB2, XPC, POLE). Furthermore, TIMELESS,
a gene found in the center of the network due to its contribution to DSB repair, also acts as a circadian
rhythm pathway regulator [49]. Additional circadian rhythm-related results are the under-expression
of TYMS and the over-expression of CRY2.

Circadian genes are known to regulate a variety of cellular processes, including cell cycle, apoptosis,
and DNA damage repair [59]. Both oxidative defense mechanisms and repair of X-ray induced DSBs
in DNA are synchronized by circadian rhythms; thus, RT timing needs to be coordinated as we enter
personalized medicine [60]. Furthermore, disruption in circadian gene expression is associated with
increased incidence of cancers and gliomas [61]. Finally, the circadian clock system also controls
various parameters of the immune system and its biological defense functions [62]. This correlation
between circadian clock dysregulation and IR response may reveal possible underlying mechanisms
of chronic inflammatory disease development. In addition, understanding the interplay between
circadian rhythm, cell cycle, cell proliferation, and DNA repair will deliver benefits in RT by reducing
its side effects on healthy tissues.

Biological response to IR (high doses), especially at the organism level, is complicated and partially
unknown. RNA-Seq as an -omics methodology provides information on gene expression for several
thousand proteins. This opens a unique opportunity to approach this difficult task of delineating the
mechanisms triggered after radiation-induced stress, at a systems biology level. Therefore, in this
study, after critical screening of several RNA-Seq datasets and applying state-of-the-art bioinformatics
and meta-analysis, we were able to identify: (A) 1322 DEGs (371 up-regulated, 951 down-regulated,
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Supplementary Materials, Table S4); (B) cell cycle checkpoint activation, apoptosis, and various
down-regulated repair genes. The last probably relates to late post-irradiation time points (20–48 h),
where repair is expected to be completed and the cell is sent to apoptosis. Another suggestion is that
transcriptional up-regulation of DNA repair genes by genotoxic stress (p53 activation, Tables 3 and 4)
is counteracted by possible DNA damage that blocks transcription [56]; (C) indication of cellular
senescence; (D) association of IR response with the circadian clock.

4. Materials and Methods

Our RNA-Seq analysis involves a pipeline (Figure 3) of in silico processes, each with its own
specific parameters (Appendix A, Table A1), where files undergo a series of transformations. In each
step, data are manipulated in a way that information is retained and expanded by additional meta-data.
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Figure 3. Differential gene expression analysis workflow is comprised of 4 distinct steps: (A) Data
collection from the online repositories ENA and EnsEMBL. (B) Quality control and trimming.
A conventional analysis pipeline of RNA-Seq data starts with the pre-processing of the raw reads with
FastQC, MultiQC, and Trim Galore! (C) Gene abundance quantification with Salmon and tximeta by
mapping of the reads to a reference genome and/or transcriptome. (D) Differential gene expression
analysis with DESeq2, where gene expression levels of all mapped transcripts are quantified and
normalized in order to define differentially expressed genes.

4.1. Datasets

We searched for datasets available in public repositories to identify the studies that performed
RNA-Seq in normal and ionized tissues. The appropriate datasets were identified using the European
Nucleotide Archive (ENA) advanced search engine [63]. We narrowed our search down to human
Illumina RNA-Seq studies which involved ionizing radiation. More specifically, in the read domain of
ENA advanced search, our query was: “instrument_platform = “ILLUMINA” AND library_strategy =

“RNA-Seq” AND tax_eq (9606)”, and in the study domain, our query was: “(study_name = “*ionizing*”
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OR study_title = “*ionizing*” OR study_description = “*ionizing*” OR study_name = “*alpha particle*” OR
study_title = “*alpha particle*” OR study_description = “*alpha particle*” OR study_name = “*irradiation*”
OR study_title = “*irradiation*” OR study_description = “*irradiation*” OR study_name = “*X-ray*” OR
study_title = “*X-ray*” OR study_description = “*X-ray*” OR study_name = “*X ray*” OR study_title =

“*X ray*” OR study_description = “*X ray*” OR study_name = “*gamma ray*” OR study_title = “*gamma
ray*” OR study_description = “*gamma ray*” OR study_name = “*positron*” OR study_title = “*positron*”
OR study_description = “*positron*” OR study_name = “*radiotherapy*” OR study_title = “*radiotherapy*”
OR study_description = “*radiotherapy*” OR study_name = “*ionising*” OR study_title = “*ionising*” OR
study_description = “*ionising*” OR study_name = “*IR-induced*” OR study_title = “*IR-induced*” OR
study_description = “*IR-induced*”) AND tax_tree(9606)”. The first query yielded 10,541 studies and the
second query yielded 504 studies. Afterwards, we selected the overlapping study names. The studies
were then manually curated in order to exclude non-irradiated, UV-irradiated, and tumor samples.

4.2. Raw Read Evaluation

Extensive quality control was performed on RNA-Seq data of each sample using FastQC (version
0.11.8) [64], and summaries were produced by MultiQC (version 1.8) [65] to evaluate the integrity of
RNA-Seq experiments. Quality control reports mainly involved the analysis of sequence accuracy,
presence of PCR artifacts, and adaptor sequences that were not automatically cleaned by Illumina
platforms, GC content, k-mer levels, etc. Surgical elimination of low-quality regions, known as
“trimming”, was performed—when necessary—by Trim Galore! (version 0.6.4) [66], a wrapper package
around Cutadapt (version 2.8) [67], and FastQC. Consequently, results where re-evaluated with FastQC
and MultiQC to verify that the quality of raw data had improved after the trimming process.

4.3. Sequence Alignment

Mapping aligns trimmed sequence reads against a known genome and transcriptome. Its efficiency
mainly depends on the bioinformatics tools used and the quality of the sequences. Reads were directly
mapped into Homo sapiens reference genome and transcriptome FASTA-formatted sequences. To this
end, we used the latest release of Salmon (version 1.1.0) [47] which adopts a selective-alignment
algorithm in order to overcome the shortcomings of lightweight approaches, without the additional
computational burden of traditional alignment [68]. We produced the transcriptome index for Salmon
via the partial selective alignment method, mapping the transcriptome to the genome, extracting the
relevant portion out of the genome, and, finally, indexing it along with the transcriptome.

4.4. Transcript Quantification

The entirety of the statistical analysis was performed using packages provided by Bioconductor
(BiocManager version 3.10) [69,70], a suite for analyzing high-throughput genomic data in R (version
3.6.2) [71] statistical programming language. All R code was executed through RStudio server
(version 1.2.5033) [72]. Transcript-level quantification was estimated using tximeta (version 1.4.3) [73],
an expansion of tximport (version 1.14.0) [74].

4.5. Differential Gene Expression Analysis

Transcript-level quantification data were processed for DGEA, using DESeq2 (version 1.26.0) [48].
Studies with more than two distinct conditions were split in order to analyze genes that were
differentially expressed between cells exposed to a specific dose for a specific time point and their
corresponding control samples. Exported lists containing statistically significant differentially expressed
genes include metrics such as Log2 Fold Change (Log2FC), p-values, and False Discovery Rate
(FDR)-adjusted [75] p-values for each gene. The lists were further annotated using org.Hs.eg.db
(version 3.8.2) [76] to include HGNC [77] gene symbols and gene names. The threshold for statistical
significance was set at the adjusted p-value < 0.05, as non-adjusted p-values are not to be considered [75].
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4.6. Meta-Analysis

DEG lists were further combined in a meta-analysis (Figure 4) to identify genes of differential
expression across studies. In order to achieve optimal results, only DEG lists derived from similar
condition groups regarding dose and time of post-irradiation collection were considered. To this
end, we excluded the DEG list derived from the PRJNA436999 samples that were collected 6 h
post-irradiation, leaving only the DEG list from the samples that were collected after more than 20 h.
Finally, the DEG list acquired from the PRJNA494581 samples after 2 Gy irradiation was also excluded,
as it was considered an outlier, due to its low DEG number.
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Figure 4. Functional enrichment analysis workflow. Differential Gene Expression Analysis
(DGEA)-derived genes, subdued to meta-analysis, yielded the final DEGs of utmost statistical
significance. Inputting these DEGs into WebGestalt and STRING generated the resulting enriched
terms and PPI network, respectively.

Our meta-analysis combined unadjusted p-values of each study for every gene, using a weighted
version of Stouffer meta-analysis [78], proposed by Mosteller and Bush [79]. For each gene and
study, its two-tail unadjusted p-value was converted into an one-tail p-value, based on the sign of the
corresponding Log2FC. For each one-tailed p-value, the corresponding z-score was calculated using
the inverse normal distribution function (Φ−1). Meta-analysis p-value for each gene was calculated
from the weighted z-score sum, using the normal distribution function (Φ):

p = Φ
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where pi is the DESeq2-derived p-value, and ni is the number of samples of study i and k the number
of studies. Finally, p-values underwent FDR adjustment, and 0.05 was selected as threshold for
statistical significance.

To evaluate the efficiency of our method, we compared the experimentally validated DEGs derived
from the studies the RNA-Seq data of which we chose for analysis with our own estimations.

4.7. Functional Enrichment Analysis and Gene Network Construction

To highlight the biological background of DEGs, a functional enrichment analysis (Figure 4)
was performed using the WEB-based Gene Set Analysis Toolkit (WebGestalt) [80]. We selected
Over-Representation Analysis (ORA) [81] method which performs a statistical evaluation of the
fraction of genes in a particular pathway found among the set of genes showing changes in expression.
Our terms of interest include biological process GO terms [35], KEGG biological pathways [58],
and gene-targeting transcription factors. The statistical significance of each over-representation of
biological terms was estimated using hyper-geometric distribution. p-values were FDR-adjusted,
and terms with adjusted p-values < 0.05 were considered statistically significant.
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In order to investigate the interactome of the DEGs and identify possible underlying cell
mechanisms, we constructed their Protein–Protein Interaction (PPI) network, using STRING (version
11.0) [82]. Edges of the network, corresponding to protein interactions, were determined solely based
on text mining sources with high confidence (Table A1).

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/21/6/1938/
s1. Table S1: Statistically significant DEGs (Adj.p-value<0.05) derived from DGEA of RNA-Seq data from human
iPSC-Derived Cardiomyocytes after X-ray irradiation, using DESeq2. The experiment consists of 3 control samples
and 3 irradiated with 5 Gy X-ray radiation for 48 hours [Bioproject: PRJNA421022]; Table S2: Statistically significant
DEGs (Adj.p-value<0.05) derived from DGEA of RNA-Seq data from Primary Human Lung Fibroblasts (IMR90)
after X-ray irradiation, using DESeq2. The experiment consists of 3 control samples and 3 irradiated with 2 Gy
X-ray radiation for 24 hours [Bioproject: PRJNA436999]; Table S3: Statistically significant DEGs (Adj.p-value<0.05)
derived from DGEA of RNA-Seq data from Human Lens Epithelial Cells after X-ray irradiation, using DESeq2.
The experiment consists of 5 control samples and 5 irradiated with 5 Gy X-ray radiation for 20 hours [Bioproject:
PRJNA494581]; Table S4: Statistically significant DEGs derived from a meta-analysis comparing DESeq2 outputs
from irradiated and control samples of three datasets [PRJNA421022, PRJNA436999, PRJNA494581].

Author Contributions: Conceptualization, I.M. and A.G.G.; methodology, I.M., D.S.K., T.-D.M., C.V., E.G., D.M.
and K.V.K.; software, I.M., D.S.K., T.-D.M.; validation, D.S.K. and T.-D.M.; formal analysis, I.M., K.V.K. and T.-D.M.;
investigation, D.S.K. and E.G.; data curation, D.S.K.; writing—original draft preparation, I.M., A.G.G., D.S.K. and
T.-D.M.; writing—review and editing, I.M., A.G.G., D.S.K. and T.-D.M.; visualization, D.S.K., T.-D.M.; C.V., D.M.,
E.G. and K.V.K.; supervision, I.M.; project administration, I.M. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

BER Base Excision Repair
DDR DNA Damage Response
DEGs Differentially Expressed Genes
DGE Differential Gene Expression
DGEA Differential Gene Expression Analysis
DSBs Double Strand Breaks
ENA European Nucleotide Archive
FDR False Discovery Rate
GSEA Gene Set Enrichment Analysis
GO Gene Ontology
HR Homology-dependent Recombination
IR Ionizing Radiation
LET Linear Energy Transfer
Log2FC Log2 Fold Change
MMR Mismatch Repair
NER Nucleotide Excision Repair
NGS Next-Generation Sequencing
NHEJ Non-Homologous End Joining
ORA Over-Representation Analysis
PPI Protein to Protein Interaction
Q PHRED Score
RBE Relative Biological Effectiveness
RNA-Seq RNA-Sequencing
RNS Reactive Nitrogen Species
ROS Reactive Oxygen Species
RT Radiation Therapy
SSBs Single-Strand Breaks
WebGestalt WEB-based Gene Set Analysis Toolkit
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Appendix A

Table A1. Specific arguments used during the analysis. Unless explicitly specified otherwise, default
parameters were used.

Trim Galore! trim_galore –cores 4 –illumina -q 20 –phred33 –paired –fastqc <fastq files>

Salmon salmon quant -i salmon_index –libType A -1 <forward_1.fq.gz> -2
<reverse_1.fq.gz> –gcBias –validateMappings -o <transcripts_directory>

WebGestalt

Basic Parameters:

Organism of Interest: Homo sapiens
Method of Interest: ORA

Functional Database: geneontology + (Biological Process: no redundant),
pathway + (KEGG), Network + (Transcription Factor target)

Gene List: Select Gene ID
Type: EnsEMBL Gene IDReference Gene List: Upload: Mappings per study:

EnsEMBL Gene ID

Advanced Parameters

minimum number of genes for category: 2
Multiple Test Adjustment: Benjamini-Hochberg

Significance level: FDR (0.05)
Number of categories visualized in the report: 100

STRING

Basic Settings:

meaning of network edges: confidence
active interaction sources: textmining

minimum required interaction score: high confidence (0.7)

Advanced Settings:

hide disconnected nodes in the network
disable structure previous inside network bubbles
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Abstract: While ionizing radiation (IR) is a powerful tool in medical diagnostics, nuclear medicine,
and radiology, it also is a serious threat to the integrity of genetic material. Mutagenic effects of
IR to the human genome have long been the subject of research, yet still comparatively little is
known about the genome-wide effects of IR exposure on the DNA-sequence level. In this study,
we employed high throughput sequencing technologies to investigate IR-induced DNA alterations
in human gingiva fibroblasts (HGF) that were acutely exposed to 0.5, 2, and 10 Gy of 240 kV
X-radiation followed by repair times of 16 h or 7 days before whole-genome sequencing (WGS).
Our analysis of the obtained WGS datasets revealed patterns of IR-induced variant (SNV and InDel)
accumulation across the genome, within chromosomes as well as around the borders of topologically
associating domains (TADs). Chromosome 19 consistently accumulated the highest SNVs and
InDels events. Translocations showed variable patterns but with recurrent chromosomes of origin
(e.g., Chr7 and Chr16). IR-induced InDels showed a relative increase in number relative to SNVs and
a characteristic signature with respect to the frequency of triplet deletions in areas without repetitive
or microhomology features. Overall experimental conditions and datasets the majority of SNVs per
genome had no or little predicted functional impact with a maximum of 62, showing damaging
potential. A dose-dependent effect of IR was surprisingly not apparent. We also observed a significant
reduction in transition/transversion (Ti/Tv) ratios for IR-dependent SNVs, which could point to a
contribution of the mismatch repair (MMR) system that strongly favors the repair of transitions over
transversions, to the IR-induced DNA-damage response in human cells. Taken together, our results
show the presence of distinguishable characteristic patterns of IR-induced DNA-alterations on a
genome-wide level and implicate DNA-repair mechanisms in the formation of these signatures.

Keywords: radiation doses; repair mechanism; translocation; transition transversion ratio; IR-induced
variants; SNVs; InDels; topological associating domains

1. Introduction

Ionizing radiation (IR) plays an important role in medical diagnostics, nuclear medicine,
and radiology. Radiation accidents, on the other hand, represent incidental causes of acute radiation
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exposures. As repeatedly seen in past events, accidental exposition to IR often involved a single acute
dose of IR that led to deterministic damages such as localized injuries and acute radiation sickness [1].
Lower doses can induce stochastic effects that are the consequence of faulty repair of genomic lesions
such as DNA double-strand breaks (DSBs). The resulting mutations have the potential to influence
cellular functions and can alter the fate of the affected cell(s), which may also contribute to an increased
risk for the affected individuals to develop cancer.

On a subcellular level, IR can either act directly on the DNA molecule by breaking one or both
strands of the DNA backbone or indirectly by creating free radicals, which in turn damage the
genetic material [2]. DSBs are the form of IR-induced damage with the highest biological relevance,
since un- or misrepaired DSBs can lead to a loss of genomic integrity and trigger apoptosis or cancer
development [3–5]. To prevent this, efficient and accurate cellular DNA repair mechanisms are of vital
importance. DSBs are typically repaired by one of two mechanisms, non-homologous end joining
(NHEJ) and homologous recombination (HR). During NHEJ, the broken ends of the DNA strands are
joined back together without the use of a homologous template, whereas HR uses the homologous
chromatid or chromosome as a template for error-free repair [6]. A less common repair mechanism,
called microhomology-mediated end joining (MMEJ), uses microhomologous sequences to align the
broken strands [7]. DNA repair can occasionally lead to chromosomal rearrangements or translocations
when two fragments of different chromosomes are erroneously joined and exchanged [8]. Insertions or
deletions of varying size (InDels) and single nucleotide variants (SNV) occur much more frequently
than translocations. The former variants contribute substantially to genetic variation, although they
can lead to a diverse range of diseases when they occur in functional regions of the DNA [9,10].

The advancement of DNA sequencing technology over the past years now allows the gathering
of bulk information at the DNA sequence level [11] and to identify and visualize variants such as
SNVs [12], InDels [13], and translocations [14] in the complete human genome sequence. In this
study, we have explored a comprehensive dataset from human gingiva fibroblast (HGF) cells that were
subjected to increasing X-radiation doses followed by repair intervals of 16 h and 7 days. Using the
HiSeq (Illumina) technology, we sequenced the whole genome with high (60-fold) coverage in order to
investigate the presence and nature of IR and repair-induced mutational signatures at the chromosomal
and nucleotide level.

2. Results

To investigate and gather evidence for IR-induced mutational effects in the genome
sequence, we took different aspects of structural and functional features of the genome under
consideration. Below we present the mutational patterns observed with respect to translocations (2.1),
cytogenetic bands (2.2), and topological domains (2.4), showing specific results for chromosome 19 (2.3)
as well as characteristic mutational signatures (2.5). The presented data result from two independent
Next-Generation Sequencing (NGS) datasets with 60× (dataset 1) and 20× (dataset2) coverage.

2.1. Translocations

First, we determined the occurrence of inter-chromosomal translocations, i.e., the exchange of
chromosomal segments between different chromosomes. Figure 1 shows IR-induced translocations for
two different DNA repair intervals (16 h and 7 days) in combination with increasing radiation doses
(dataset 1, for dataset 2 results see Appendix A Figure A1A).

Overall, we found 19–24 (dataset 1) and 10–16 (dataset 2) inter-chromosomal translocations after a
repair interval of 16 h, and 59–90 (dataset 1) and 20–26 (dataset 2) inter-chromosomal translocations after
a 7 days repair interval. This corresponds to an approximately 2- to 3-fold increase in inter-chromosomal
translocation counts for all samples after a repair interval of 7 days relative to the respective repair
interval of 16 h (Table 1). In general, there was no obvious dose effect. Nonetheless, for the 16 h
and 7 days repair interval most translocations involve chromosome 2 in both datasets. In dataset 1,
we additionally observed an accumulation of translocations involving chromosome 16 after 7 days,

116



Int. J. Mol. Sci. 2020, 21, 5778

with the results generally being more diverse in both 7 days datasets. Overall, these results show that
some chromosomes appear more sensitive to radiation than others and that prolonged time for repair
and proliferation after a radiation exposure can alter the aberration spectrum seen early after the insult.
Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 3 of 26 
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Figure 1. Translocation counts between chromosomes (irrespective of the direction) in genome dataset
1 (generated with BreakDancer).

2.2. Distribution of SNVs and InDels in Genome Dataset

After sample filtering [12], i.e., the removal of sample-specific variants already present prior to
IR treatment, approximately 2% of the small variants (SNVs and InDels of insertion length up to
470 nt and deletion length up to 280 nt) remained. These de novo IR-induced variants (mutations) were
analyzed further (see also Table 1). First, we investigated the genomic accumulation and distribution of
SNVs and InDels. We observed few differences in variant accumulation over dose and repair intervals
(Figure 2). The maximum increase in variant accumulation was 7.4% for SNVs and 16% for InDels
(Table 2) after the 16 h repair interval. There were no consistent dose response effects in our genome
sequencing datasets (compare Figure 2 for dataset 1 and Appendix A Figure A2 for dataset 2).

When comparing the occurrence of the two types of variants (SNVs and InDels) before and after
IR treatment, we observed a relative increase of InDels as compared to SNVs. The ratio of SNVs:InDels
decreased from 5.17–5.37 before sample filtering to 2.04–2.27 after filtering, which represents an
approximately 2.5-fold relative increase in InDels among the IR-induced variants (Table 2), a radiation
specific effect.

We then looked at the numbers of IR-induced variants per chromosome. The highest variant
accumulation was consistently found on chromosome 19 in both datasets and independent of dose and
repair interval (Figure 2 for dataset 1 and Appendix A Figure A2 for dataset 2). Chromosome 19 had
the highest IR-specific variant accumulation, with this chromosome also showing the highest variant
accumulation prior to IR also before sample filtering, i.e., the removal of sample-specific variants
already present prior to IR treatment (see Appendix A Figure A1B). However, the differences between
the chromosome with the highest (Chr 19) and lowest (Chr 13) number of variants increased 5-fold
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regarding IR-induced variants. Overall, we saw a spread between highest and lowest variant counts
by a factor of about 2 before sample filtering (i.e., in the non-irradiated genome), while this increased
to a factor of 10 for the IR-induced variants (Appendix A Figure A1B). In addition to, the ranking
of the chromosomes changed with respect to their relative variant load (Compare Figure 2A and
Appendix A Figure A1B). For example, while chromosomes 4 and 6 ranked among those with the
highest accumulation of variants in control samples (Appendix A Figure A1B), subsequent sample
filtering led to a much reduced relative load of IR-induced variants, placing them among the majority
of chromosomes with intermediate variant accumulation (Figure 2A,B).

We then aimed to explore IR-induced SNVs and InDels in more detail and focused on the relative
occurrence of transitions (Ti, A↔G, and C↔T) and transversions (Tv) on one hand, and the length
distribution of the detected InDels on the other. The mean Ti/Tv ratio ranged between 1.11–2.06
(average Ti/Tv = 1.45, for dataset 1) and 1.08–1.65 (average Ti/Tv = 1.25, for dataset 2) among different
samples. We failed to note any bias towards any transition or transversion event. After computing
individual Ti/Tv values for each chromosome (Figure 2C for dataset 1 and Appendix A Figure A2C for
dataset 2), we observed that in dataset 1 chromosome 13 showed the highest mean Ti/Tv ratio with
2.06 at 0.5 Gy after a repair interval of 7 days. Incidentally, chromosome 13 also had the lowest variant
accumulation. The lowest Ti/Tv value (dataset 1) was 1.11 on chromosome 20, which showed rather
high variant accumulation.

We next analyzed the individual lengths of IR-induced InDels with respect to the reference
genome sequence (hg19) by subtracting the nucleotide sequences of our dataset from the reference
genome sequence (alt-ref) at the respectively corresponding positions. No significant changes in InDel
length distribution were observed after X irradiation as shown in Figure 2D (for dataset 1). In general,
deletions (maximum length in dataset 1: 307 nt; in dataset 2: 297 nt) were smaller than insertions
(maximum length in dataset 1: 652 nt; in dataset 2: 672 nt). Mononucleotide and dinucleotide InDels
were most abundant. Deletions showed a slightly less steep decrease in occurrence with increasing
size than insertions (Figure 2D, dataset 1 and Appendix A Figure A2D for dataset 2).

Table 1. Counts of IR-induced variants (sequence annotation with SNPEff annotator) as well as
translocations for all samples.

Time Radiation Dose Functional Impacts Inter-Chromosomal
Translocations

Dataset 1 High Moderate Low Modifier

0.5 Gy 14 189 3785 33,384 22
16 h 2 Gy 21 226 3800 35,714 24

10 Gy 15 222 3984 35,514 19

0.5 Gy 18 216 3408 33,189 59
7 Days 2 Gy 12 263 3717 35,336 90

10 Gy 22 208 3980 36,754 74

Dataset 2

0.5 Gy 19 277 4849 50,437 14
16 h 2 Gy 49 262 5119 52,567 10

10 Gy 30 432 6107 60,561 16

0.5 Gy 62 1857 14,227 76,636 23
7 Days 2 Gy 36 475 7416 69,550 26

10 Gy 40 210 11,140 68,032 20
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Figure 2. Overview for IR-induced SNV accumulation in genome dataset 1 (for genome dataset 2
see Appendix A Figure A2). Accumulation of SNVs per Mb ((A), lower panel) and InDels per Mb
((B), lower panel) per chromosome is shown together with the corresponding trends with adjusted
root mean square (upper panels). (C): SNV types, i.e., as transitions (Ti) and transversions (Tv) per
MB per chromosome and Ti/Tv values for each sample. (D): Distribution of insertions and deletions
with respect to size. (E): SNV count per chromosome with respect to functional impact (HIGH and
MODERATE functional consequences only). (F): SNVs per Mb per chromosome with respect to relative
chromosomal gene density. Gene density was computed based on hg19 (GRCh37) using the custom
gene set (excluding predicted genes) described b [17].
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Next, we explored the functional impact of the IR-induced alterations by annotating these variants.
Figure 2E (Appendix A Figure A2E for dataset 2) shows functional impact information based on
parameters of gene function as defined by sequence ontologies for dataset 1. Overall, the majority of
SNVs were annotated as “modifiers” (which have an even smaller functional impact than the so-called
“low-impact” variants) in both datasets (Table 1). High impact was predicted for 12–62 SNVs and
the number of variants with moderate impact ranged from 189 to 1857 (Table 1; see also Appendix A
Table A1 for more detailed information with respect to chromosome 19). There was, however, no
apparent association with dose or repair interval duration.

Previous studies have shown that gene density might play a role in chromosomal susceptibility
to radiation damage and/or DNA repair priority [15,16]. Gene density, i.e., the number of genes
per number of base pairs in Mb, varies considerably between chromosomes. The chromosome with
the highest gene density of 22.53 genes/Mb is chromosome 19, while chromosome 13 has the lowest
gene density, with 2.65 genes/Mb. To study whether the accumulation of IR-induced variants per
chromosome correlates with gene density, we plotted SNV counts per Mb against gene density [17]
and computed correlation scores (see Figure 2F for dataset 1, Appendix A Figure A2F for dataset 2).
These were between 0.48 and 0.59, showing a moderately positive linear relationship between gene
density and SNV accumulation. This means that gene density alone does not explain the observed
variance in SNV accumulation between different chromosomes.

In summary, a clear dose responses relationship could not be obtained for the mutations in our
whole genome WGS datasets. We found a relative increase in the number of InDels and observed a rise
in variation of variant counts at the chromosomal level among the IR-induced variants. The observed
Ti/Tv ratio was lower than the Ti/Tv ratio of the reference genome. Most of the variants had a
moderate predicted functional impact and this functional impact did not follow any obvious dose
effect. Variant accumulation on the other hand showed a positive correlation with gene density.

2.3. Intrachromosomal Distribution of SNVs and InDels

As an example for the intrachromosomal distribution and accumulation of IR-induced sequence
alterations, a more detailed analysis of the mutational spectrum of the gene-rich chromosome
19 is presented, which accumulated the highest frequency of IR-induced DNA variants per Mb
(see Figure 2A,B). The circular plot in Figure 3A (dataset 1) shows the distribution of SNVs and InDels
across the cytogenetic bands of chromosome 19 (for dataset 2 see Appendix A Figure A3A). A large
number of variants accumulated in the pericentromeric region p12 with 303 SNVs (0.5 Gy), 295 SNVs
(2 Gy), and 183 SNVs (10 Gy) 16 h after IR treatment, and 183 SNVs (0.5 Gy), 251 SNVs (2 Gy) and 240
SNVs (10 Gy) after a 7-day repair interval. For InDels in the pericentromeric region, the numbers were
between 49 and 65 for all samples. In addition to that, two other cytogenetic bands (p13.3 and p13.2)
on the short arm of chromosome 19 showed increased accumulation of SNVs and InDels. Interestingly,
these regions differ markedly in GC-content and gene density with p13.2 being a gene-rich region with
high GC content, while p12 is AT-rich and gene-poor.

Subsequently, we focused on topologically associating domains (TADs) as a functional feature of
the genome [18]. TADs are self-interacting genomic regions suggesting preferential interaction between
loci within these domains relative to interactions to loci outside the domain borders. TADs span
from tens to thousands of kilobases and are stable across different cell types and conserved across
species (for further information see e.g., [18]). These domains are not evenly distributed throughout
individual chromosomes, and their borders differ from those of cytogenetic bands. We explored the
distribution of variants across TADs and looked at variant distribution inside and outside the borders
of TADs (Figure 3B,C for dataset 1, and Appendix A Figure A3B,C for dataset 2). In order to do that,
we binned regions inside and outside of TADs into ten equally long portions. In chromosome 19,
we observed that variant accumulation was highest for both SNVs and InDels inside of the largest
TAD, which corresponds to cytogenetic band p12. We also found that the variant count in chromosome
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19 was always higher inside than outside of TADs with an inside:outside ratio of about 2. Furthermore,
most variants were accumulated at the border of TADs.

Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 8 of 26 

 

 

Figure 3. IR-induced variant accumulation across chromosome 19 (dataset 1). (A): Distribution of 

SNVs and InDels over cytogenetic bands. Topologically associating domain (TAD) plot showing the 

distribution of SNV (B) and InDel (C) counts inside and outside of TAD coordinates for chromosome 

19. The chromosome is represented in the middle of the figure as an ideogram. Each panel is 

subdivided, showing the SNV and InDel alteration counts inside (above) and outside of TADs 

(below). The TADs are shown as cyan blocks symmetrically in both panels. Each TAD and each gap 

(region outside TAD termed as gap) was binned into 10 equally long portions and the counts of the 

Figure 3. IR-induced variant accumulation across chromosome 19 (dataset 1). (A): Distribution of
SNVs and InDels over cytogenetic bands. Topologically associating domain (TAD) plot showing the
distribution of SNV (B) and InDel (C) counts inside and outside of TAD coordinates for chromosome 19.
The chromosome is represented in the middle of the figure as an ideogram. Each panel is subdivided,
showing the SNV and InDel alteration counts inside (above) and outside of TADs (below). The TADs
are shown as cyan blocks symmetrically in both panels. Each TAD and each gap (region outside TAD
termed as gap) was binned into 10 equally long portions and the counts of the SNVs or InDels were
then calculated for each portion. The heatmaps with color gradients from white through orange and
red to dark purple represent values ranging from 0 to 104 of variant counts.
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The other chromosomes, while having accumulated smaller numbers of IR-induced alterations
showed similar results with respect to variant distribution and TAD effects: On all chromosomes,
band- and TAD-related patterns of variant accumulation could be observed (for more example see
Appendix A Figures A4 and A5).

Next, we investigated putative functional consequences of the IR-induced variants observed on
chromosome 19 as defined by sequence ontology [19], again binned over cytogenetic bands (Figure 4,
dataset 1, and Appendix A Figure A6, dataset 2). We observed only a few high impact sequence
ontologies on 4 different genes on chromosome 19 in the two combined datasets (Appendix A Table A1).
Overall, the functional impact of the variants on chromosome 19 is similar to the genome-wide
functional impact distribution (Table 1) and we did not find any major difference between chromosome
19 and the other chromosomes with respect to this feature.
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Figure 4. Sequence ontological information for the IR-induced variants observed on chromosome
19 over cytogenetic band, filtered for refseq IDs for dataset 1. For further explanation of the used
combination of sequence ontology terms see Section 4.9. Functional Annotation.

2.4. InDel-specific Signatures

In order to obtain further clues as to the possible effects of the mechanisms involved in
repairing IR-induced DSBs we investigated the occurrence of InDels with respect to their genomic
vicinity, i.e., their occurrence in repeat regions, areas of microhomology or regions without any
distinguishing features.

Figure 5 shows different short IR-induced InDel (see above) signatures as detected in dataset 1
(for dataset 2 see Appendix A Figure A7) before and after sample filtering (See Table 3 for pertaining
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terms and definitions). Fold change analysis showed 1.74-fold reduction in insertion signatures after
performing filtering steps. For the most part, filtering for IR-induced variants did not have an obvious
effect on the distribution patterns. Interestingly, however, we observed a marked increase in the relative
abundance of 3 nucleotide deletions in genomic sequence sections without repeat or microhomology,
which could be considered characteristic for IR-induced InDel signatures.Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 11 of 26 
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Figure 5. Mutational IR-induced signature plot (dataset 1). On the X-axis, the length and specific
vicinity of InDels are represented, while the Y-axis (note differing scales) shows the InDel count.
See Table 3 for pertaining terms and definitions.

Table 3. Terms and definitions used for mutational signatures in Figure 5 and Appendix A Figure A7
with average fold change from unfiltered and filtered data.

Terms Definition Average Log Fold Change Form
Filtered to Unfiltered

Del.mh.bimh.x (A) Deletion in area of microhomology −1.66
Del.none.len.x (B) Deletion in undistinguished area −1.69
Del.rep.len.x (C) Deletion in repeat area −1.72

Ins.mh.bimh.x (D) Insertion in area of microhomology −1.70
Ins.none.len.x (E) Insertion in undistinguished area −1.74
Ins.rep.len.x (F) Insertion in repeat area −1.74

3. Discussion

In this study, we analyzed the IR-induced mutational spectrum of IR-exposed HGFs by
whole-genome sequencing. We investigated multiple aspects of IR-induced genomic alterations
including translocations and distribution of small variants, and their relationship to structural and
functional features of the genome.
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3.1. Dose-Response Correlation

Interestingly, after variant calling and filtering, there was no clear dose dependency observed
in either dataset both for SNVs and InDels (for dataset 1 Figure 2; Appendix A Figure A2A,B).
This contrasts with a previous exome study with a similar experimental setup where we investigated
IR-induced variants in exomes of cells exposed to varying doses of X-rays and observed a dose
response [12]. Such a dose response may reflect different efficacies of DNA repair pathways on
different portions of the genome, of which transcription coupled base excision repair (TCR) is effectively
monitoring and repairing the transcribed portion of the genome [20], while homologous recombination
and NHEJ contribute to DSB repair in heterochromatin [21]. A dose-independent response on genome
level, however, is not inconceivable and might reflect highly efficient DNA repair mechanisms even
in cells exposed to a high dose of sparsely ionizing photon radiation. It was found that 99% of all
DSBs are correctly repaired in cells after a radiation dose of 2 Gy [22] and that fetal fibroblasts undergo
more efficient DNA repair after high-dose photon irradiation [23]. Since human fibroblasts are quite
resistant to IR-induced apoptosis and undergo extended G1 checkpoint arrest for days after 10 Gy
photon irradiation [24], our 10 Gy X irradiation will predominantly have resulted in reproductive cell
death. Furthermore, cells that underwent apoptotic cell death (less than 1.5%; G. Schrock, unpublished
observations; [24]) were likely lost from the sequenced population. Additionally, high dose-triggered
more efficient DNA repair in fibroblasts [23] could have removed most of the damage after the 10 Gy
dose. This may be one way to explain why the number of high-impact, non-lethal mutations were
similar for the cells exposed to low or high dose of X radiation (Table 1). Further investigations will
have to address DNA repair efficiency to elucidate DNA damage repair and load in irradiated HGFs.

3.2. Mutational Signatures on a Genomic Level

In keeping with a previous study, where IR-induced DNA damage was detected as large-scale
rearrangement of the genome, and sensitive chromosome regions were identified [25], we also found
evidence that some chromosomes appear more sensitive to radiation than others.

For example, chromosome 2 and 16 contained the highest numbers of translocations (Figure 1).
These are likely a result of DSB misrepair where broken DNA strands from different chromosomes get
wrongly joined [26]. A recent study correlating chromosomal territories with IR-induced translocations
in lymphocytes found that chromosomes 2 and 16 have a high number of interactions and are found in
proximally positioned chromosomes [27]. It is possible that the high number of translocation events
between chromosome 2 and 16 in our study also reflects spatial proximity in the nucleus. In addition,
chromosome 16 has already been shown to be radiation sensitive, which might explain the high number
of translocations for its small size [28]. This also correlates with high SNV and InDel rates observed in
our study (Figure 2A,B).

We found a lower ratio of SNVs:InDels i.e., a relative increase in InDels, in both datasets when
comparing variant counts before and after removing non-IR-induced variants (see Table 2). In a
previous study, Adewoye et al. analyzed germline mutation rates induced in mice after parental
exposure to IR and found that the rate of induction of de novo InDels compared to controls was
significantly increased, while the rate of SNVs was not significantly elevated [13]. InDels accumulation
after IR treatments is likely caused by additional DSBs induced by IR and has been observed in mice,
IR-associated tumor cells, and induced pluripotent stem cells (iPSCs) [13,29–31]. Taken together,
this suggests a radiation-specific effect.

When looking at the SNV-type spectrum after filtering at the chromosomal level we did not see
any bias towards a specific transition or transversion event (Figure 2C). However, we did observe
an IR-induced reduction in Ti/Tv ratios after filtering. In the human genome, the mean Ti/Tv ratio is
approximately 2.1, while we calculated a mean Ti/Tv ratio of 1.45 for IR-induced SNVs across all samples.
This is in line with different studies in plants and mammals [32,33], who report a conspicuously high
proportion of transversions after irradiation. Moreover, it is consistent with our observations in exome
data from HGF cells that received an identical treatment as the cells used in this study [34]. A high
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frequency of transversions are considered a feature of oxidative DNA damage [35] and could here
indicate the indirect effect of radiation through hydroxyl radicals by radiolysis of water [6]. On the other
hand, mismatch repair (MMR) also leads to an increased number of transversions [36]. While MMR is
usually coupled to DNA replication and highly effective in repairing replication errors, several studies
have shown cell cycle-independent recruitment of MMR proteins to DNA lesions after treatment with
UV light and alkylating agents and propose a mutagenic role for MMR in certain contexts [37,38].

3.3. Intrachromosomal IR-Related Mutation Patterns

We showed that the accumulation of both SNVs and InDels after irradiation differs considerably
between chromosomes (Figure 2A,B) and while there are differences in the numbers of mutations
per chromosome in the non-irradiated controls, the variance there is not as high as in the irradiated
samples. This means that some chromosomes are more affected by ionizing radiation than others.

Chromosome 19 showed the highest load of IR-induced alterations under all experimental
circumstances, while Chromosome 13 showed substantially less mutational damage. InDels,
for example, occur as much as 10 times more often on chromosome 19 as compared to chromosome 13.
As these chromosomes are on different ends of the gene density spectrum, we investigated whether the
mutational accumulation is correlated to gene density in the whole genome. We observed a moderate
positive correlation for gene density and mutation accumulation in our data (Figure 2F), which is
in line with previous research, showing that gene-rich chromosomes are more susceptible to DNA
damage [16,39].

But also on an intrachromosomal level, patterns of mutation accumulation can be observed in the
individual chromosomes. For example, we observed the highest overall rate of SNVs and InDels in
Chr19 p12, adjacent to the centromere (Figure 3), where also 1 SNV with putatively deleterious effect is
located (affecting ZNF93). This region is relatively gene-poor with a low GC content (40.7%) and a
high density of repeat elements and pseudogenes [40] as well as a large cluster of genes encoding zinc
finger transcription factors, which are exclusive to primates [41,42]. This contrasts with the finding
that gene density is a moderately good predictor for mutation accumulation. Apart from gene density,
transcriptional activity and chromatin structure have also been suggested to influence DNA damage
and repair [43,44]. It is thus likely that only a combination of various factors will be able to fully
explain the differential mutation accumulation patterns/signatures in our data.

Previously, it has been discussed that IR-induced lesions can also have an impact on the 3D
organization of the genome and recent results from Hi-C experiments show a decrease in interactions
across TAD boundaries after exposure to IR in human fibroblasts [14]. The authors suggest that
this could play a role in the ability of cells to maintain genome integrity and prevent deleterious
translocations across TAD boundaries [14]. In this study, we evaluated the distribution of IR-induced
alterations inside and outside of TADs and found that both SNVs and InDels inside of TADS tend
to accumulate towards the TAD boundaries in most chromosomes (see also Appendix A Figures A4
and A5). In mammals, TAD boundaries show enrichment of CCCTC-binding factor (CTCF) binding
(for recent review see e.g., [45]), which increases with higher insulation scores [14]. Increased CTCF
recruitment to TAD boundaries as a consequence of IR treatment could, therefore, be expected to result
in enhanced DNA repair in these areas, as CTCF was found to determine the nanostructure of the
γ-H2AX DSB repair domains [46] and to facilitate DNA double-strand break repair by enhancing
homologous recombination repair [47,48]. However, it is not yet fully understood in which way CTCF
exerts its various functions. It may thus be speculated that CTCF at the bases of TADs will provide
a genome-wide distributed pool of chromatin-bound CTCF. If a DSB occurs, CTCF will keep the
chromatin loops in its vicinity from flaring out and even facilitate or participate in their repair by its
role in HR repair of DSBs.

So, it may be speculated that CTCF binding to the flanking chromatin loops around a DSB will lead
to close accumulation of DSB-flanking DNA, thereby facilitating its repair, which is further enhanced
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given that CTCF is functioning in HR repair. Thus, IR-dependent recruitment of CTCF to TADs may
be considered to contribute to the IR-dependent mutation pattern observed.

Interestingly, we consistently observed a relative increase in triplet deletions among IR-induced
InDels in areas without repetitive or microhomologous features. This points to a so far unexplored
bias of the involved DNA-repair mechanisms in these contexts and might indicate the possibility of
an increased tolerance towards in-frame deletions. Taken together, our results reveal distinguishable
and characteristic patterns of IR-induced DNA-alterations on a genome-wide level. In keeping with
previous findings from studies in C. elegans [47] we come to the conclusion that these signatures are the
joint product of DNA damage, repair and tolerance.

4. Materials and Methods

4.1. Cell Culture and IR Treatment

Primary HGFs were obtained from Provitro AG (Berlin, Germany), cultured, and treated as
previously described [49]. Confluent cell cultures were irradiated with 240 kV X rays at 13 mA (YXLON
Maxishot, Hamburg, Germany) filtered with 3 mm beryllium at a dose rate of 1 Gy min−1. Exposure to
0, 0.5, 2 and 10 Gy was combined with two repair intervals (16 h and 7 days, see also Table 2).

4.2. Next-Generation Sequencing Analysis

DNA was prepared using the NucleoSpin® Tissue Kit from Macherey-Nagel (Düren, Germany)
and used for NGS library preparation and sequencing. Two independent datasets with 60× (dataset 1)
and 20× coverage (dataset 2) were generated, which were sequenced by the BGI Tech Solutions Co.
(Hong Kong), and Max Planck Institute for plant breeding research (Cologne, Germany) sequencing
facilities, respectively. One Sample (10Gy/7d) from dataset 2 had a 10 × coverage.

4.3. Bioinformatics Analysis

The bioinformatics processing was performed as follows: Paired-end reads obtained through
WGS were trimmed using trimmomatric followed by mapping using tophat and CUSHAW to the hg19
(GRCh37) version of the human reference genome. After mapping, we adapted variant calling steps
from Genome Analysis Toolkit (GATK) for version 3.3. The corresponding variants were assessed
using R version 3.6.1 to perform filtering and further analysis as previously published (for further
details see [12,31].

4.4. Data Filtering

In our analysis, we have implemented three filtering steps: (1) sample filtering, (2) coverage
filtering and (3) Binomial filtering. For sample filtering, we used variant pools from untreated
control samples for both repair intervals to remove IR-independent and cell line-specific variants [41].
For coverage filtering, we used our previously published parameter settings, of a sequencing depth
(DP) value of 3 and genotype quality (GQ) value of 20 [31]. For binomial filtering, we have considered
an error rate of 0.001 to remove the artifact that is due to sequencing (see again also [31]).

4.5. Translocation Analysis

Translocation analysis was conducted using BreakDancer version 1.4.5 [50] to predict
interchromosomal translocations from paired-end sequencing reads for each sample. As suggested
by the manual, we used BreakDancer’s bam2cfg.pl to create the parameter configuration for each
sample following the structural variant analysis using breakdancer-max to determine translocations.
For each sample, we removed translocations that were also present in the control samples to keep
only translocations that were induced by the repair mechanism after radiation of cells. Translocations
were defined as equal if they were present within the same 200-nucleotide window. We then only
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kept translocations containing at least 20 supported reads as well as a confidence score greater than
80 percent.

4.6. Variant Accumulation Analysis

Variant (V) accumulation analysis was performed for chromosomal bands and TADs Variant
counts per Mb were normalized over chromosomal band length using:

V/Mb = 1,000,000 × (Count of V per cytogenetic band)/(Total length of cytogenetic band) (1)

For TAD-based analyses we used the human TAD coordinates from the Hi-C project [18].
We downloaded the ‘TADs in the hg19′ folder from the 3D Genome Browser (http://promoter.bx.psu.
edu/hi-c/publications.html, accessed on 4 June 2020) that actualizes the TAD coordinates from the
Dixon et al. [18] pipeline. To ensure a close match with the cell type used in our study we choose the
file “IMR90_Lieberman-raw_TADs”, which was generated based on fibroblasts.

4.7. SNV-based analyses

SNVs were subdivided into transitions and transversions to investigate the different substitution
types. Transitions refer to a pyrimidine-pyrimidine (C↔T) or purine-purine substitution (A↔G),
whereas transversions refer to pyrimidine-purine substitutions or vice versa (A↔C, A↔T, C↔G,
G↔T). To compute the transition (Ti) and transversion (Tv) ratio:

nTi/nTv = (Transition count/Transversion count) (2)

4.8. InDel-Based Analyses

InDel counts were further subdivided into numbers of insertions and deletions; nucleotides
were counted in the reference genome sequence as “ref” and in the corresponding position in the
genome sequence generated in this study as “alt”. If count (ref) > count(alt) a deletion was called,
while count(ref) < count(alt) was considered an insertion.

In order to identify microhomologous mutational signatures for InDels in our dataset, we use the
adapted functions in the R package called “mutSigExtractor” [7]. For InDel signatures, the definitions
are dependent on signatures/contexts counts within the data. Basically, InDel signatures were classified
first as insertions or deletions, second, according to the length of possible flanking mononucleotide
repeats, and third, possible areas of microhomology at InDel boundaries. See Table 3 for the terms
used for InDel classification and average log fold changes for the respective alterations.

4.9. Functional Annotation

VCF files were annotated with SnpEff and then processed to summarize the contained sequence
ontology information. By default, SnpEff uses the Ensembl transcripts to search for genomic features
overlapping the location of the variants. Thus, it is often possible that a specific variant overlaps the
same gene ontological feature from different transcripts. In such cases, we counted the feature type for
the chromosomal location only once. As the Ensembl transcripts are quite numerous it is also possible
to have several different feature types for the same location. To reduce background noise by counting
of annotation more than once we used only the protein-coding transcripts included in the “known”
Reference Sequence (RefSeq) collection. Finally, we combined some of the features into less specific
ones (Table 4).
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Table 4. Definitions of combined sequence ontology terms used in this study.

SnpEff Sequence Ontology Combined Terms

splice_region_variant&intron_variant; splice_region_variant;
splice_region_variant&synonymous_variant;

splice_region_variant&non_coding_exon_variant
splice_region

splice_acceptor_variant&intron_variant;
splice_donor_variant&intron_variant;

splice_acceptor_variant&splice_donor_variant&intron_variant
splice_site

missense_variant&splice_region_variant missense_variant
stop_retained_variant synonymous_variant

stop_gained&splice_region_variant stop_gained
5_prime_UTR_premature_start_codon_gain_variant 5_prime_UTR_variant
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Abbreviations

IR Ionizing radiation
DSB Double strand break
NHEJ Non-homologous end joining
HR Homologous recombination
MMEJ Microhomology-mediated end joining
InDel Insertion or deletion
SNV Single Nucleotide Variants
HGF Human Gingiva Fibroblasts
NGS Next generation sequencing
Ti Transition
Tv Transversion
WGS Whole genome sequencing
TAD Topological Associating Domain
TCR Transcription-coupled repair
iPSCs Induced pluripotent stem cells
MMR Mismatch repair
CTCF CCCTC-binding factor
GATK Genome Analysis Toolkit
DP Sequencing Depth, number of reads during variant calling step
GQ Genotype Quality based on Phred-Scaled confidence of assigned genotype
RefSeq Reference Sequence
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Figure A1. (A): Translocation counts between chromosomes (irrespective of the direction) in genome
dataset 2 (generated with BreakDancer.). (B): Overview for genome dataset 1 and dataset 2 showing
accumulation of SNVs per Mb (upper panel) and InDels per Mb (lower panel) per chromosome for
unfiltered data.
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Figure A2. Overview for IR-induced SNV accumulation in genome dataset 2. Accumulation of SNVs 

per Mb ((A), lower panel) and InDels per Mb ((B), lower panel) per chromosome is shown together 

with the corresponding trends with adjusted root mean square (upper panels) for one sample with 

lower coverage (10Gy/7d) a scaling factor of 2.5 was used for visualization purposes (graphs A and B 

only). (C): SNV types, i.e., as transitions (Ti) and transversions (Tv) per MB per chromosome and 

Ti/Tv values for each sample. (D): Distribution of insertions and deletions with respect to size. (E): 

Figure A2. Overview for IR-induced SNV accumulation in genome dataset 2. Accumulation of SNVs
per Mb ((A), lower panel) and InDels per Mb ((B), lower panel) per chromosome is shown together with
the corresponding trends with adjusted root mean square (upper panels) for one sample with lower
coverage (10Gy/7d) a scaling factor of 2.5 was used for visualization purposes (graphs A and B only).
(C): SNV types, i.e., as transitions (Ti) and transversions (Tv) per MB per chromosome and Ti/Tv values
for each sample. (D): Distribution of insertions and deletions with respect to size. (E): SNV count per
chromosome with respect to functional impact (HIGH and MODERATE functional consequences only).
(F): SNVs per Mb per chromosome with respect to relative chromosomal gene density. Gene density
was computed based on hg19 (GRCh37) using the custom gene set (excluding predicted genes)
described b [17].
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Figure A3: IR-induced variant accumulation across chromosome 19 (dataset 2). (A): Distribution of 

SNVs and InDels over cytogenetic bands. TAD plot showing the distribution of SNV (B) and InDel 

(C) counts inside and outside of TAD coordinates for chromosome 19. The chromosome is represented 

in the middle of the figure as an ideogram. Each panel is subdivided, showing the SNV and InDel 

alteration counts inside (above) and outside of TADs (below). The TADs are shown as cyan blocks 

symmetrically in both panels. Each TAD and each gap (region outside TAD termed as gap) was 

binned into 10 equally long portions and the counts of the SNVs or InDels were then calculated for 

Figure A3. IR-induced variant accumulation across chromosome 19 (dataset 2). (A): Distribution of
SNVs and InDels over cytogenetic bands. TAD plot showing the distribution of SNV (B) and InDel
(C) counts inside and outside of TAD coordinates for chromosome 19. The chromosome is represented
in the middle of the figure as an ideogram. Each panel is subdivided, showing the SNV and InDel
alteration counts inside (above) and outside of TADs (below). The TADs are shown as cyan blocks
symmetrically in both panels. Each TAD and each gap (region outside TAD termed as gap) was binned
into 10 equally long portions and the counts of the SNVs or InDels were then calculated for each portion.
The heatmaps with color gradients from white through orange and red to dark purple represent values
ranging from 0 to 104 of variant counts.
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Figure A4. Topological association domains (TADs) plot shows the distribution of SNVs (above 

panel) and InDels (below panel) counts over within and outside TAD coordinates for Chroosome 10 

and 15 in dataset 1. 

Figure A4. Topological association domains (TADs) plot shows the distribution of SNVs (above panel)
and InDels (below panel) counts over within and outside TAD coordinates for Chroosome 10 and 15 in
dataset 1.

133



Int. J. Mol. Sci. 2020, 21, 5778
Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 21 of 26 

 

 

Figure A5 Topological association domains (TADs) plot shows the distribution of SNVs (above panel) 

and InDels (below panel) counts over within and outside TAD coordinates for Chroosome 10 and 15 
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Figure A5. Topological association domains (TADs) plot shows the distribution of SNVs (above panel)
and InDels (below panel) counts over within and outside TAD coordinates for Chroosome 10 and 15 in
dataset 2.
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Figure A7. Mutational IR-induced signature plot (dataset 2). On the X-axis the length and specific
vicinity of InDels are represented while the Y-axis (note differing scales) shows the InDel count. See
Table 3 for pertaining terms and definitions.
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Abstract: Glioblastoma (GBM) is one of the most lethal types of tumor due to its high recurrence level in
spite of aggressive treatment regimens involving surgery, radiotherapy and chemotherapy. Hypoxia is
a feature of GBM, involved in radioresistance, and is known to be at the origin of treatment failure.
The aim of this work was to assess the therapeutic potential of a new targeted c-SRC inhibitor molecule,
named Si306, in combination with X-rays on the human glioblastoma cell lines, comparing normoxia and
hypoxia conditions. For this purpose, the dose modifying factor and oxygen enhancement ratio were
calculated to evaluate the Si306 radiosensitizing effect. DNA damage and the repair capability were
also studied from the kinetic of γ-H2AX immunodetection. Furthermore, motility processes being
supposed to be triggered by hypoxia and irradiation, the role of c-SRC inhibition was also analyzed
to evaluate the migration blockage by wound healing assay. Our results showed that inhibition
of the c-SRC protein enhances the radiotherapy efficacy both in normoxic and hypoxic conditions.
These data open new opportunities for GBM treatment combining radiotherapy with molecularly
targeted drugs to overcome radioresistance.

Keywords: Glioblastoma; ionizing radiation; hypoxia; DNA damage; combined treatments

1. Introduction

Radiotherapy (RT) represents a gold standard in the treatment of glioblastoma (GBM) that
remains one of the most aggressive primary brain tumors with a high rate of recurrence [1]. Clinical
data reported that RT is a positive prognostic factor on the survival of patients, as compared to
patients that receive surgery or chemotherapy alone [2]. However, there are no clinical studies
demonstrating an overall survival improvement with RT dosing above the standard of 60 Gy for
30 fractions (2 Gy/day), showing that there are two main issues to overcome: (i) Avoiding radiation side
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effects and (ii) reducing GBM radioresistance. The hypoxic pattern of GBM has been widely described
and represents one of the main factors inducing radioresistance [3]. Hypoxic microenvironment
reduces non-repairable DNA damage mediated by RT, as described by the hypothesis of oxygen
fixation. Indeed, under normoxic conditions, molecular oxygen permanently fixes the DNA damage
induced by free radicals produced in water radiolysis (indirect effects of ionizing radiation), being very
genotoxic. Such a role, under hypoxic conditions, is proportionally reduced, thus affecting indirect
damage induced by RT and establishing so called GBM radioresistance, leading to non-repairable
DNA double strand breaks [4,5]. Therefore, hypoxic microenvironment, particularly pronounced in
GBM, represents a poor prognosis factor, as shown both in preclinical models [6] and in human GBM
patients [3,7]. Moreover, hypoxia mediates a favourable microenvironment to the growth and renewal
of GBM stem cells and to the activation of specific proteins, involved in cell proliferation, angiogenesis,
migration and invasion, that are the biological basis of GBM recurrence [8,9]. Among these proteins,
SRC proto-oncogene non-receptor tyrosine kinase (c-SRC), a member of non-receptor SRC family
kinases (SFKs), drives GBM carcinogenesis and progression, and is involved in intracellular signalling
pathways related with hypoxia [10]. Several factors are involved in the activation of c-SRC, including
focal adhesion kinase (FAK), integrins or tyrosine kinase growth factor receptors, like epidermal growth
factor receptor (EGFR) [11]. Hypoxia stimulates the interaction of vIIIEGFR with the integrin β3 in
GBM cells, activating a signalling pathways c-SRC-dependent resulting in the up-regulation of the
cancer cell invasion markers, like matrix metalloproteinase-2 (MMP-2) and matrix metalloproteinase-9
(MMP-9) [12]. Therefore, c-SRC and its related network represent a key protein for targeted therapy.

Si306 (Lead Discovery Siena, Siena, Italy) is a molecule of the pyrazolo[3,4-d]pyrimidines family,
which has been shown to inhibit c-SRC kinase protein activity [13]. Previous preclinical studies
confirmed that Si306 was able to cross the intact blood–brain barrier and to progressively accumulate
into the brain for 24 h after the post-intravenous injection. Moreover, it has been demonstrated that
Si306 in combination with X-rays showed a synergic anti-proliferative effect in both in vitro and in vivo
GBM models [14].

Herein, we aimed at investigating the Si306 capability to increase the radiotherapy efficacy
both in normoxic and hypoxic conditions on the GBM cells, increasing the current knowledge on
radiosensitizing effects of the novel c-SRC inhibitor Si306. For this purpose, we investigated the
radiosensitizing effect of Si306 on two GBM cell lines, U251-MG and U87-MG, irradiated with X-rays
in both normoxic (21% of oxygen) and hypoxic (1% of oxygen) conditions, and evaluated the degree of
proliferation and migration. In addition, GH2AX foci detection by immunofluorescence was performed
to quantify the radiation-induced DNA double-strand break formation and the DNA damage repair
ability. Our results showed that c-SRC inhibition acted synergistically with radiation treatment,
reducing clonogenic and migration ability and increasing DNA damage in GBM cells, in both normoxic
and hypoxic conditions.

2. Results

2.1. c-SRC Inhibition Improves the Efficacy of Radiotherapy on U251-MG Cell Line

2.1.1. Evaluation of Cell Survival from Clonogenic Assay

In order to compare the effects of increasing doses of X-rays (0, 2, 4, 6, 8 Gy) on U251-MG cell
survival in normoxic (21% O2) and hypoxic (1% O2) conditions and in combination with 10 µM and
20 µM of the Si306 molecule, we performed clonogenic assays on the U251-MG cell line. The surviving
fraction (SF) values were plotted against the dose to obtain dose-response curves. Dose modifying
factor (DMF) and oxygen enhancement ratio (OER) were also calculated to evaluate treatment efficiency.
The results showed a radiation dose dependent decrease in clone number with a significant effect with
the exposition concomitant to Si306 (Figure 1a,b). Of note, U251-MG cells exhibited hypoxia-induced
radioresistance with an OER of 1.27 (Figure 2a,b and Table 1). In normoxic conditions, the exposure to
Si306 combined with RT induced a decrease in SF values with a DMF of 1.38 at the concentration of
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20 µM (Figure 3a,b and Table 1). In hypoxic conditions, the effect of combined treatment was increased
in culture exposed to Si306 versus control. The synergistic effect of Si306 and RT was further confirmed
by the OER reduction of about 11%, demonstrating that c-SRC inhibition had a significant role as
radiosensitizer in hypoxic conditions (Figure 4a,b and Table 1).
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Figure 2. U251-MG irradiated cells in normoxia and hypoxia. (a) Surviving fraction (SF) plot
of normoxic and hypoxic U251-MG cells exposed to 0, 2, 4, 6 and 8 Gy. Data are mean ± SEM
of n = 3 independent experiments. * p-value < 0.05 and **** p-value < 0.0001 versus normoxia
0 Gy; # p-value < 0.05 versus each dose in normoxia (FSi306conc. = 133.8, p-value < 0.0001; FGy = 15.49,
p-value = 0.0003; FSi306conc. x Gy = 1.568, p-value = 0.1973. Two-way ANOVA with Holm–Šídák post-hoc
test). (b) Linear-quadratic adjustment of the data of U251 cell survival curves treated with X-rays in
hypoxia and normoxia.
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< 0.0001. Two-way ANOVA with Holm–Šídák post-hoc test Two-way ANOVA with Holm–Šídák
post-hoc test). (b) Linear-quadratic adjustment of the data of U251 cell survival curves treated with
X-rays only and combined with Si306 in normoxia.
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Table 1. Dose modifying factor (DMF) and oxygen enhancement ratio (OER) values calculated as
isoeffective dose at surviving fraction of 0.5.

Treatment Normoxia
SF50% (Gy)

Hypoxia
SF50% (Gy)

Normoxia
DMF

Hypoxia
DMF OER

X-rays + vehicle 4.09 5.18 1 1 1.27

X-rays + 10 µM Si306 3.86 4.53 1.05 1.15 1.17

X-rays+ 20 µM Si306 2.54 2.67 1.38 1.94 1.05

2.1.2. Radiobiological Meaning of A, B and A/B Ratio Parameters

DMF and OER changes were also related to the α and β parameters analysis. These values
displayed differences between groups (normoxia versus hypoxia) and treatment (vehicle versus
Si306) (Tables 2 and 3). The Si306 treatment combined with X-rays induced an α value increase in
both conditions, in particular in the hypoxic one. Indeed, 10 and 20 µM Si306 showed α values of
0.092 ± 0.010 and 0.219 ± 0.025, respectively, as compared to control cultures (α value = 0.037 ± 0.024).
This means that, in hypoxia, the linear contribution to damage is higher than in normoxia. The increase
in β value is greater in normoxia rather than in hypoxia after exposure to Si306 in combination with
irradiation, maybe due to ROS decrease in hypoxic condition. However, the DNA direct damage
associated with α component may contribute to the OER decrease. Moreover, our data provided
important evidence on the α/β value meaning that is an inverse reflection of a tissue sensitivity to dose
fractionation. According to the α/β ratio, tissues are classified as early (low α/β) or late (high α/β)
responding [15]. Therefore, the significant increase in the α/β ratio observed in hypoxia may represent
a change in cellular radiobiological response leading to tissue patterns with a reduced ability to repair
damage and with a greater accumulation of lethal lesions.

Table 2. α and β parameters by fitting the cell survival to the linear-quadratic (LQ) model in normoxia.
Values correspond to mean ± SEM; three independent experiments.

Treatment Normoxia α (Gy-1) β (Gy-2) α/β (Gy)

X-rays + vehicle 0.037 ± 0.011 0.036 ± 0.009 1.03

X-ray s+ 10 µM Si306 0.060 ± 0.039 0.035 ± 0.009 1.71

X-rays+ 20 µM Si306 0.077 ± 0.009 0.052 ± 0.005 1.48

Table 3. α and β parameters estimated by fitting the cell survival to the linear-quadratic in normoxia
(LQ) model in hypoxia. Values correspond to mean ± SEM; three independent experiments.

Treatment Hypoxia α (Gy-1) β (Gy-2) α/β (Gy)

X-rays + vehicle 0.037 ± 0.024 0.020 ± 0.005 1.85

X-rays + 10 µM Si306 0.092 ± 0.010 0.013 ± 0.002 7.07

X-rays + 20 µM Si306 0.219 ± 0.025 0.014 ± 0.005 15.64

2.2. c-SRC Inhibition Sustains Radiation-Induced DNA Damage over Time

The DNA damage was evaluated by γH2AX immunofluorescence during the maximum of
foci formation and also damage repair capacity (2 and 24 h after X-ray radiation, respectively) [9].
Immunofluorescence analyses showed that in normoxia and hypoxia, the exposure to Si306 in
combination with irradiation led to a signal increase that was not significant 2 h after irradiation
compared to X-rays only (Figure 5a,b). The synergistic effect of the Si306 molecule with IR became
significant 24 h after treatment, where the foci signal was maintained at high levels in the case of
combined treatment, compared to irradiation alone: 48 % and 41% of U251 cells, exposed, respectively,
with 10 µM and 20 µM of Si306, were still positive compared to 10% of only irradiated U251 cells in
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normoxia. More interestingly, in hypoxia we showed a persistence of 21% and 27% positive U251-MG
cells, both irradiated and exposed to 10 µM Si306 and 20 µM of Si306, respectively, compared to 5% of
only irradiated cells (Figure 6a,b). To further confirm this observation, the immunofluorescence assay
was repeated on the U87-MG GBM cell line. The results obtained were similar, since the differences
in the foci γH2AX signal between the treatment conditions with vehicle and with Si306 were not
significant 2 h after irradiation (Figure 7a,b). The increase in foci γH2AX expression was statistically
significant only 24 h after irradiation in the combined treatments: In normoxia, after irradiation and
Si306 pre-treatment, 35% (10 µM) and 31% (20 µM) of U87 cells were positive versus 15% of only
irradiated U87 cells; similar results were obtained in hypoxia, since 18% and 28% of irradiated and
Si306 pre-treated U87 cells, respectively, with 10 µM and 20 µM, were positive compared to 10% of
only irradiated U87 cells (Figure 8a,b).
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Figure 5. Representative pictures with inserts (white squares) and quantification of U251-MG positive
cells for γH2AX performed 2 h after 4 Gy irradiation in normoxia (a) and hypoxia (b). Data are
mean ± SD of n = 3 independent experiments; 4 Gy + vehicle; (Fnormoxia = 2.030, p-value = 0.1564;
Fhypoxia = 0.5685, p-value = 0.5798. One-way ANOVA with Holm–Šídák post-hoc test).
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vehicle (Fnormoxia = 87.81, p-value < 0.0001; Fhypoxia = 18.87, p-value < 0.0001. One-way ANOVA with
Holm–Šídák post-hoc test).
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activation and to the downstream induction of VEGF expression, promoting angiogenesis [19]. 

Figure 7. Representative pictures with inserts (white squares) and quantification of U87 positive cells
for γH2AX performed 2 h after 4 Gy irradiation in normoxia (a) and hypoxia (b) Data are mean ± SD of
n = 3 independent experiments (Fnormoxia = 5.787, p-value < 0.0329; Fhypoxia = 4.048, p-value < 0.0557.
One-way ANOVA with Holm–Šídák post-hoc test).
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Figure 8. Representative pictures with inserts (white squares) and quantification of U87 positive
cells for γH2AX realized 24 h after 4 Gy irradiation in normoxia (a) and hypoxia (b). Data are mean
± SD of n = 3 independent experiments; * p-value < 0.05 and *** p-value < 0.001 versus 4 Gy +

vehicle (Fnormoxia = 16.82, p-value < 0.0001; Fhypoxia = 12.77, p-value = 0.0004. One-way ANOVA with
Holm–Šídák post-hoc test).

2.3. c-SRC Inhibition Reduces Cell Migration

Migration and invasion of malignant glioma play a key role in GBM progression. Therefore,
we examined, by wound healing assay, the effect of c-SRC inhibition on migration in irradiated
U251-MG cells, being highly invasive, as reported in previous studies [16]. The results of wound
healing assay showed an inhibitory effect of the Si306 molecule on the migration of the U251-MG cells.
The addition of the Si306 molecule at both concentrations of 10 µM and 20 µM reduced the migration
index of cells compared to those not irradiated and irradiated with a vehicle, in both normoxic and
hypoxic conditions (Figure 9a,b).
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mean ± SEM of n = 3 independent experiments. * p-value < 0.05, ** p-value < 0.01 and **** p-value <

0.0001 versus vehicle or vehicle + irradiation at 24 h after scratch (Fnormoxia = 32.59, p-value < 0.0001;
Fhypoxia = 6.907, p-value < 0.0001. One-way ANOVA with Holm–Šídák post-hoc test).

3. Discussion

The poor prognosis of GBM represents an urgent clinical need and reinforces the necessity to
explore and to develop novel therapeutic approaches. According to the clinical guidelines for the
treatment of newly diagnosed GBM, only concomitant temozolomide with fractionated radiotherapy
is indicated to significantly improve median survival (14.6 versus 12.1 months) and progression free
survival (6.9 versus 5 months) as compared to RT alone, but high recurrences are still observed [17].
Therefore, specific cancer molecular targets are expected to have a synergistic effect to increase
the efficacy of RT, overcoming radioresistance and modulating the irradiation dose delivered to
enhance RT intrinsic sensitivity. During the last decade, molecular investigation on pathobiological
mechanisms of GBM promoted research to develop molecularly targeted drugs (i.e., targeted therapy),
including monoclonal antibodies (mAb) and tyrosine-kinase inhibitors (TKi), but their efficacy in
the clinical practice is still limited as compared to conventional chemotherapy regimen [18]. c-SRC
is a non-receptor tyrosine kinase (nRTK), interacting with many intracellular proteins, involved in
GBM proliferation, invasion, motility and angiogenesis [10]. Previous evidence showed that hypoxia
enhanced phosphorylation of tyrosine 416 in c-SRC, thus leading to protein-tyrosine kinase domain
activation and to the downstream induction of VEGF expression, promoting angiogenesis [19]. Hypoxia
may promote GBM progression and invasion throughout the integrin β3/FAK/SRC/EGFRvIII signalling
axis, linking tumor cells and their surrounding environment [12]. Moreover, c-SRC activates HIF-1α
and glucose uptake, thus fostering GBM proliferation rate [20].

Recently, we investigated Si306 molecule, a member of the pyrazolo[3,4-d] pyrimidines family,
which is able to selectively bind and inactivate the ATP site of c-SRC protein, acting as ATP competitive
inhibitor type I/II [13]. Combined approaches with X-rays irradiation showed that Si306 is able to reduce
proliferation, survival and clonogenic ability of GBM cell lines, also promoting carcinoma-associated
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fibroblasts throughout TGFβ [14]. We previously showed that a combination of Si306 and proton
irradiation holds great potential to induce synergic cytotoxic effects and modulate the complex gene
network in in vitro models of GBM [21]. Given the pronounced hypoxia observed during GBM
development and progression, we aimed at studying the role of the Si306 and X-ray combination
in hypoxic conditions, generating dose/response curves and calculating OER in addition to DMF to
evaluate the relationship of these two parameters.

We first confirmed that Si306 was able to reduce cell survival in normoxia and, importantly,
whether such an effect was preserved in hypoxic conditions. Notably, clonogenic assay revealed that
c-SRC inactivation had a significant impact in hypoxic cells, leading to a higher DMF and a lower
OER. The α and β values also support these data, showing that the robust increase in the α/β ratio in
hypoxic conditions was related to an increase in α value, thus indicating improved non-repairable
DNA damage [22]. A potential explanation of such a significant effect of Si306 in hypoxic GBM
cells may be related to the intrinsic biological response to low oxygen levels [23]. Hypoxia induces
radioresistance promoting GBM invasion and activating specific intracellular machinery that also relies
on c-SRC activation [12,24]. Previous studies showed that RT itself may positively relate to activation of
invasion and migration mechanisms involving c-SRC proteins [25,26]. Our evidence suggests that Si306
contributes to reducing efficacy of endogenous self-protective mechanisms that took place in hypoxic
conditions, particularly sensitizing cell populations relying on c-SRC activation [27]. Furthermore,
the analysis of the γH2AX foci showed the c-SRC inhibition increases radiation-induced DNA damage
and slows down the DNA repair abilities in both normoxic and hypoxic conditions. Importantly, Si306
treatment was also able to dramatically reduce cell migration in both normoxic and hypoxic conditions,
thus indicating a substantial role of c-SRC pathway inhibition in GBM invasiveness.

Altogether, our data support the hypothesis that c-SRC inhibition may represent a promising
approach to improve RT efficacy. Our evidences are in accordance with previous observations with the
reference compound of c-SRC-family inhibitor PP2 [28] and with Si306 [14,29,30]. To date, the most
important nTKI is the dual inhibitor c-SRC/Abl (Dasatinib) that was tested alone and in combination
with mAb anti-VEGF (Bevacizumab), TKi of EGFR (Erlotinib) and alkylating agent (Lomustine)
in clinical trials for recurrent GBM [31–34]. Results from randomized phase I/II trial of Dasatinib
combined with Temozolomide and radiotherapy for newly diagnosed GBM does not show increased
survival as compared to standard therapy alone [35]. The limitations of Dasatinib were associated to
pharmacokinetics aspects due to efflux transporters P-glycoprotein, which are highly expressed in the
blood–brain barrier and GBM cells [36]. On this aspect, recent evidence showed that Si306 hold higher
cell growth inhibitory potential as compared to Dasatinib, and it was found to reduce P-gp activity
in GBM cells with multidrug resistance phenotype in addition to an optimal brain penetration and
accumulation on mice [37].

This work provided addition data supporting the benefit of c-SRC inhibition to enhance RT and,
for the first time, investigated the efficacy of radiotherapy combined with c-SRC inhibition comparing
normoxic and hypoxic conditions on GBM cell lines. Interestingly, our results indicated that Si306
molecule has a radiosensitizing effect on GBM cells both in normoxia and hypoxia, showing that it
could be considered in a targeted strategy for GBM treatment.

4. Materials and Methods

4.1. Cell Culture and Hypoxia Experiments

The U251-MG and U87-MG human GBM cell lines were purchased from American Type Culture
Collections (ATCC, Manassas, VA, USA) and cultured as previously described [21]. Cells were
maintained in an exponentially growing culture condition, at 37 ◦C in a humidified atmosphere with
21% O2 and 5% CO2 (normoxic condition) and were subcultured in 75 cm2 standard tissue culture flasks.
The U87-MG cells were used as additional cell line only for γ-H2AX immunofluorescence analyses.
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For hypoxic experiments, 15 h after seeding, cells were transferred in the hypoxic workstation
(IN VIVO2 1000, Ruskinn; Awel International, Blain, France), balanced with 94% N2 and 5% CO2 to
maintain a gas concentration of 1% O2 at 37 ◦C (hypoxia). During experiment, cells were refilled with
fresh medium previously equilibrated with the gas mixture containing 1% O2 in order to maintain this
concentration from the beginning of the treatment with the drug.

4.2. Irradiation and Drug Treatments

Irradiation was performed in a biological irradiator (CellRad®, Faxitron, Edimex Le Plessis
Grammoire, France) with a dose rate of 2 Gy/min, 130 kV and 5.0 mA. GBM cell irradiation was
carried out using dose values of 2, 4, 6 and 8 Gy for clonogenic assay. 4 Gy dose was used for γ-H2AX
immunofluorescence and migration assay.

The compound Si306 was provided by Lead Discovery Siena (Siena, Italy) as a stock powder and
was dissolved in Dimethylsulfoxide (DMSO, Saint Quentin Fallavier, France). The Si306 molecule was
diluted at a final concentration of 10 µM and 20 µM with fresh medium, in which GBM cells were
maintained for 24 h. After irradiation, cells were replaced with fresh medium in order to remove the
Si306 and manteined in normoxia or hypoxia up to the end of the experiment. The control samples for
all biological tests were supplemented with vehicle (i.e., 0.5% DMSO).

4.3. Clonogenic Assay

Cells were seeded in a 6-well plates in triplicate at a density of 80–420 cells/cm2, according
to the dose delivered and to the vehicle or drug concentration. Then, irradiation was performed
using the dose values of 2, 4, 6 and 8 Gy. After irradiation, cells were incubated for 7–10 days in
normoxia and hypoxia condition until the colony formation. The colonies were incubated with 0.05%
crystal violet diluted in 20% ethanol (Saint Quentin Fallavier, France) for 30 min at room temperature.
SF was determined according to the plating efficiency (PE) as we previously described [9]. Briefly,
we calculated the PE, dividing the counted colony by the total plated cells. We then calculated the SF
as a ratio of sample PE over control PE. For each experiment, the effect of each dose of radiation alone
and combined with Si306 was evaluated on three individual wells of cell culture and each experiment
was performed in triplicate.

4.4. Radiobiological Parameters Calculation

Surviving fraction values were adjusted according to the LQ model, which utilizes
a multi-parameter equation for each individual experimental curve, the form of which is:
S(D)/S(0)=e(-αD-βDˆ2), where S(D) is the fraction of cells that survive at a given dose (D) and S(0) is
the fraction of cells at 0 Gy; so we get α[Gy−1] and β[Gy−2] with their own standard deviation [21,38].
The DMF, which represents the dose of irradiation required to obtain the isoeffect, was calculated
as previously described [21]. The OER, which is defined as the ratio of dose given under hypoxic
conditions to the dose resulting in the same effect when given under normoxia [39], was also calculated.
For both values of DMF and OER, the surviving fraction of 50% was considered a biological isoeffect at
0 µM, 10 µM and 20 µM of Si306.

4.5. γ-H2AX Immunofluorescence Analysis

Cells were seeded on sterile cover-glasses on 24 multiwell plates. After 8 h, cells were exposed
to Si306 treatment for 24 h. Cells were then irradiated with 4 Gy and fixed in paraformaldehyde 4%
at 2 and 24 h post-irradiation. Samples were then incubated with bovine serum albumin (BSA) 3%
(Saint Quentin Fallavier, France), Tween 0.1% in PBS (Saint Quentin Fallavier, France) as blocking
solution and to permeate cells for 30 min at room temperature. Indirect staining was performed
using a primary antibody anti-γH2AX (1/1000; Abcam, ab26350, Paris, France) dissolved in BSA 1%,
Tween 0.1% in PBS overnight at 4 ◦C. Then, samples were washed three times with Tween 0.1% in PBS
for 5 min. Samples were incubated with Alexa-488-conjugated anti-mouse secondary antibody (1/500;
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Thermofisher Scientific, A-21202, Montigny Le Bretonneux, France) for 1 h. Nuclei were counterstained
adding Hoechst 33342 stain (10 µg/mL; Saint Quentin Fallavier, France) for 1 h at room temperature.
After three washes in PBS, samples were coverslipped and images were acquired using a Leica DM6000
microscope with a 20× objective. FITC and DAPI filter were used to detect foci γ-H2AX (in green) and
nuclear signals (in blue), respectively. Quantifications were performed as previously described [40–42].
Briefly, images were analyzed using FIJI application software (version 2.0.0-rc-69/1.52p). Each region of
interest was analyzed applying the iso-data threshold on immunofluorescence images of Hoechst and
γ-H2AX and data are expressed as percentage of γ-H2AX positive nuclei over total Hoechst positive
cells. Investigators blinded to the treatment groups performed all quantifications.

4.6. Migration Assay

Cells were seeded in 24 multiwell plates and incubated at both normoxic and hypoxic conditions.
Following cell adhesion, Si306 molecule was added for 24 h. Mitomycin C (3 µL/mL, Saint Quentin
Fallavier, France) was used to block cell proliferation. Samples were irradiated with 4 Gy,
and immediately after the irradiation a horizontal scratch was created using a sterile tip in the
center of the cell monolayer. After 24 h samples were washed with PBS to remove floating cells and
were stained with crystal violet solution as mentioned above. Images were acquired at 0 hand 24 h
post-scratch and the area between scratch edges was quantified. The scratch wound closure percentage
was calculated as follows: The scratch area 0 h – the scratch area 24 h / (the scratch area 0 h) × 100%.

4.7. Statistical Analyses

All tests were performed in GraphPad Prism (version 5.00, GraphPad Software, San Diego, CA,
USA). Data were tested for normality using a D’Agostino and Pearson omnibus normality test and
subsequently assessed for homogeneity of variance. For comparison of n > 3 groups, one-way or
two-way ANOVA was used where appropriate, followed by Holm–Šídák post-hoc test.

5. Conclusions

Further studies will help to better characterize the biological effects of Si306 in terms of cell toxicity
and potential side effects. Taken together, the cell survival reduction, supported by DMF and LQ model,
the DNA damage increase and the migration inhibition are all effects induced by the combination of
a Si306 molecule and X-rays in both conditions of normoxia and hypoxia. For this reason, Si306 is
a potential candidate as a new radiosensitizer in targeted therapy to overcome radioresistance in
GBM disease.
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Abbreviations

GBM Glioblastoma
RT Radiotherapy
MMP-2 Matrix metalloproteinase-2
MMP-9 Matrix metalloproteinase-9
SFKs SRC family kinases
FAK Focal adhesion kinase
EGFR Epidermal growth factor receptor
SF Surviving fraction
PE Plating efficiency
DMF Dose modifying factor
OER Oxygen enhancement ratio
LQ Linear-quadratic
mAb Monoclonal antibodies
TKi Tyrosine-kinase inhibitors
nRTK Non receptor tyrosine kinase
ECM Extracellular matrix
DMSO Dimethylsulfoxide
BSA Bovine serum albumin
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Abstract: Glioblastoma multiforme (GBM) is a malignant primary brain tumor with very poor
prognosis, high recurrence rate, and failure of chemo-radiotherapy, mainly due to a small fraction
of cells with stem-like properties (GSCs). To study the mechanisms of GSCs resistance to radiation,
two GSC lines, named line #1 and line #83, with different metabolic patterns and clinical outcome,
were irradiated with photon beams and carbon ions and assessed by 1H Magnetic Resonance
Spectroscopy (MRS). Both irradiation modalities induced early cytotoxic effects in line #1 with
small effects on cell cycle, whereas a proliferative G2/M cytostatic block was observed in line #83.
MR spectroscopy signals from mobile lipids (ML) increased in spectra of line #1 after photon and
C-ion irradiation with effects on lipid unsaturation level, whereas no effects were detected in line #83
spectra. Gamma-Aminobutyric Acid (GABA), glutamic acid (glu) and Phosphocreatine (pCr) signals
showed a significant variation only for line #1 after carbon ion irradiation. Glucose (glc) level and
lactate (Lac) extrusion behaved differently in the two lines. Our findings suggest that the differences
in irradiation response of GSCs #1 and #83 lines are likely attributable to their different metabolic
fingerprint rather than to the different radiation types.

Keywords: glioblastoma; stem cells; metabolism; MRS; photon beams; carbon ions

1. Introduction

Glioblastoma multiforme (GBM) is the most common malignant glioma in adults. Despite
innovative research efforts for targeted therapies, the outcome remains poor [1]. To enhance sensitivity
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to radiotherapy (RT), the mechanisms underlying the different cell response to radiation need to be
further elucidated and new strategies developed [2,3].

The cancer stem cell (CSC) hypothesis attributes treatment failure to a small fraction of
self-renewing cells with stem-like properties and high resistance to radiation [4,5] that seems
to be responsible for tumor recurrence in GBM. Because of the high resistance to photon beam
irradiation [6], several studies have examined the response of CSCs to irradiation with proton beams
and charged particles. In particular, heavy ion radiotherapy has been shown to have potential
advantages over photons in treating many radioresistant human colon cancers [7]; a recent paper
shows that the combination of proton therapy and a radiosensitive compound could overcome GBM
resistance to conventional treatments [8]. However, results from clinical trials conducted through
a comparative analysis between protons, carbon ions and photon beam (Cinderella and Cleopatra),
are still pending [9–11]. A Phase II clinical trial on selected GBM patients used a boost of C-ion RT
prior to the initiation of the standard treatment course [12]. Using a 3D model for investigating
GSC radiosensitivity to proton beam and carbon ion irradiation, Chiblack showed an enhanced
biological effectiveness of C-ion RT in vivo, due to its potent antiangiogenic effects and eradication
of radioresistant hypoxic tumor cells [13,14]. As other cancers, GBM displays high heterogeneity
among patients, with relevant differences in genomic, transcriptomic, proteomic, and metabolomic
features, and quite different cell populations seem to be present in the same tumor [15,16]. Both inter-
and intra-individual heterogeneity may then be responsible for treatment failure and tumor relapse,
suggesting the necessity of tailored therapies. In previous studies, subtypes of high-grade glioma
have been identified on the basis of molecular gene expression [17] which includes the proneural,
proliferative, and mesenchymal subtypes. The hypothesis that the ability to escape or to mitigate
radiation damage could be due to different subtype characteristics deserves to be investigated. Further
profiling studies revealed the presence of two distinct subsets of GSCs based on gene expression analysis:
(a) a subset, displaying a Glioblastoma full stem-like phenotype (GSf-like), highly tumorigenic and
invasive in vivo, and an enriched proneural gene expression signature; (b) the other with a Glioblastoma
restricted stem-like phenotype (GSr-like) showing expression signatures more similar to stabilized
cell lines than to the original patient tumors [18,19]. Moreover, it has been shown that stratification of
GSCs according to their metabolic MRS signals parallels the genetic profiles typical of GSf/GSr cell
lines [18]. Finally, GSCs were characterized by high heterogeneity [20] since cells with the same brain
origin and similar clinical parameters belonged to different metabolic clusters and showed different
genetic signatures [18,19,21]. These results led to investigate if the response to irradiation in different
GSC lines could be due to different genetic and metabolic fingerprints rather than to the radiation type.

Metabolomics and metabolic profiling, as biochemical picture of a particular phenotype, can be
explored by MRS as a tool to further understand metabolic changes occurring during tumor initiation,
progression, and radiotherapy resistance [15]. Improved knowledge of the metabolism of brain tumors
may contribute to discover new diagnostic or prognostic biomarkers, overcoming the problem of
poor prognosis. In particular, metabolic reprogramming is a hallmark of GSCs [22] used to identify
malignance signatures and open new ways to develop tailored therapeutic approaches. Stratifying
patients according to molecular biomarker profiles is a key step to manage patient heterogeneity.

To study the mechanisms involved in GSCs radiation resistance and evaluate whether their
response to irradiation is due to different radiation type or to intrinsic GSCs characteristics, two GSC
lines, named #1 and #83, were selected on the basis of their metabolic profiles and genetic signatures,
deeply analyzed in previous studies [18,21]. Particularly a mixed neural–astrocyte metabolic phenotype
with a strong neuronal fingerprint was found in line #1, while a glioma-like metabolism prevailed
in line #83. We performed MRS experiments on these cells after irradiation with 137Cs photons and
C-ions (CNAO, Pavia, Italy and INFN-LNS, Catania, Italy) at different Linear Energy Transfer (LET)
value at a dose of 20 Gy. Effects on cell survival and cell cycle were also evaluated.
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2. Results

GSC lines #1 and #83 were selected from a panel of GSCs on the basis of their biological and
metabolic characteristics [20,21]. Although they both derived from tumors localized close to the
temporal subventricular zone, they have different overall survival (12.5 and 8.5 months for line #1
and line #83, respectively), different CD133 positivity (more than 80% in line #1 and less than 1% in
line #83); moreover line #1 cells grow as neurospheres, while line #83 cells grow mostly as monolayer.
Finally, they belong to different metabolic and genetic clusters [18–21]. Cell growth of both control and
20 Gy photon irradiated lines are shown in Figure 1A,B. A cytotoxic effect was observed for line #1 at
short and late times (A), while only a cytostatic effect was observed in early times of growth for line #83
cells (B). These latter, in late times, maintain their growth in culture, and resume proliferation once they
have been re-seeded, (see Inset in Figure 1B). A similar behavior was observed after irradiation with
carbon ions (Figure 1C,D). Cell growth data were confirmed by the trend of the cell cycle in of the two
lines. The line #1 cells after carbon ion irradiation accumulated in G0/G1 phase due to a proliferation
arrest (Figure 1G). Moreover, the percentage of cells in S phase decreased in all carbon ion irradiated
samples and at late time after photon irradiation (Figure 1E,G). Differently, cells from line #83 were
significantly blocked after both photon and carbon ion irradiation in G2 phase where cell damage
repair is known to occur (Figure 1F,H).

Apoptosis for both lines is shown in Supplementary Figure S1. Apoptosis onset was observed in
line #1 by 2 days after cell irradiation, then apoptosis increased at 3 days, becoming relevant at 4 days
after irradiation. For cell line #1 mainly necrosis gave a relevant contribution to cell death. On the
contrary in line #83 the percentage of dead cells was smaller in the time range studied (Figure S1).

Metabolomics and metabolic profiling of the two cell lines have been explored by MRS. As already
reported, the analysis of metabolic profiles for lines #1 and #83 indicated that these two lines strongly
differ in several metabolites as shown in box plots and Fold Change evaluations shown in Figure S2.

The whole MR spectra of the two lines, the analysed metabolic signals (lipid, glutathione and
energy metabolism), selected region of 2D COSY spectra and the corresponding intensity values are
shown in Figures 2 and 3 for line #1 and line #83, respectively. The MRS spectral signals were assigned
according to [21].

In particular, 1D and 2D spectra of photon beam irradiated samples (green trace) and their controls
(blue trace) of lines #1 and #83 together with the spectral regions of interest are shown in A and B panels
of Figures 2 and 3, respectively, where changes induced by irradiation on the analysed metabolites can
be observed. Similarly, 1D and 2D spectra of carbon ion irradiated samples (green trace) and their
controls (blue trace) of lines #1 and #83 and the regions of interest where metabolite changes can be
detected are shown in C and D panels of Figures 2 and 3, respectively. Spectra were acquired 48 h
after irradiation.

Mean values of lipid, glutathione and energy metabolites signal intensities, standard deviations and
p values, calculated on at least 5 samples, are shown in Figure 2E (photon beams) and Figure 2F (carbon
ions) for line #1 and Figure 3E (photon beams) and Figure 3F (carbon ions) for line #83, respectively.

The intensities of signals from lipids (ML) increased in spectra of line #1 after both photon and C
ion irradiation (Figure 2A,C,E,F), while remain unaffected in spectra from line #83 (Figure 3A,C,E,F).
The behavior of lipid signals was also monitored as cross-peak A in 2D spectra from lipid chains giving
the same results for both lines (Figure 2B,D–F; Figure 3B,D–F). It is worth noting the intrinsic high
level of ML in line #83 as reported in Figure S2A,B. Clone analysis for line #83 is shown in Figure S2D
to testify the higher heterogeneity of this line with respect to line #1.
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Figure 1. Irradiation affects growth and cell cycle of line #1 and #83 in a different way. Growth curves 
of line #1 (A,C) and of line #83 (B,D) after photon and carbon ion irradiation at 20 Gy. For line #83 
values of cell growth after reseeding (“irr reseed”) are also reported. In panel B the detailed expanded 
region of cell growth for line #83 is shown. Exemplificative experiments are reported; error bars 
correspond to measurement error (5%). Distribution of cell cycle phases for line #1 (E,G) and for line 
#83 (F,H) after photon and carbon ion irradiation at 20 Gy as a function of time after irradiation (Con: 
control and Irr: irradiated sample). 

Apoptosis for both lines is shown in Supplementary Figure S1. Apoptosis onset was observed 
in line #1 by 2 days after cell irradiation, then apoptosis increased at 3 days, becoming relevant at 4 

Figure 1. Irradiation affects growth and cell cycle of line #1 and #83 in a different way. Growth curves of
line #1 (A,C) and of line #83 (B,D) after photon and carbon ion irradiation at 20 Gy. For line #83 values
of cell growth after reseeding (“irr reseed”) are also reported. In panel B the detailed expanded region
of cell growth for line #83 is shown. Exemplificative experiments are reported; error bars correspond to
measurement error (5%). Distribution of cell cycle phases for line #1 (E,G) and for line #83 (F,H) after
photon and carbon ion irradiation at 20 Gy as a function of time after irradiation (Con: control and Irr:
irradiated sample).
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ppm, glu 2.35 ppm), glucose (glc 5.22 ppm), total creatine (tCr, 3.02 ppm) and phosphocreatine (pCr, 
7.25 ppm). In panel B cross peak A, arising from the correlation of CH3-terminal methyl group of Fatty 
Acid (FA) chains with the bulk of FA (excluding omega-3 FAs), at (0.89–1.28) ppm, cross peak B, 
representing both mono and polyunsaturated FA at (2.02–1.28) ppm and GABA cross peak at (2.30–
1.90) ppm are labelled. (C,D) 1D and 2D spectra of carbon ion irradiated samples (green trace) at 20 
Gy and corresponding controls (blue trace) of lines # 1 and # 83. Region of interest were expanded. 
All spectra were acquired 48 h after irradiation at a dose of 20 Gy with both photons and carbon ions. 
Assignments were performed as reported in [21]. Tables (E) (photon beams) and (F) (carbon ions) 
show mean values of all analyzed metabolites signal intensities, standard deviations and p values, 
calculated on at least 5 experiments performed 48 h after irradiation and corresponding controls. Stars 
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Figure 2. 1H NMR spectra of line #1 cells, signals of interest and metabolic modifications induced
by radiation treatment. (A,B) 1D and 2D spectra of photon beam irradiated line #1 cell samples
(green trace) and corresponding controls (blue trace) together with the spectral regions of interest
for the analysis: Mobile Lipids (ML, 1.28 ppm), glutathione and related metabolites (GSH 2.55 ppm,
gln 2.45 ppm, glu 2.35 ppm), glucose (glc 5.22 ppm), total creatine (tCr, 3.02 ppm) and phosphocreatine
(pCr, 7.25 ppm). In panel B cross peak A, arising from the correlation of CH3-terminal methyl group of
Fatty Acid (FA) chains with the bulk of FA (excluding omega-3 FAs), at (0.89–1.28) ppm, cross peak B,
representing both mono and polyunsaturated FA at (2.02–1.28) ppm and GABA cross peak at (2.30–1.90)
ppm are labelled. (C,D) 1D and 2D spectra of carbon ion irradiated samples (green trace) at 20 Gy and
corresponding controls (blue trace) of lines #1 and #83. Region of interest were expanded. All spectra
were acquired 48 h after irradiation at a dose of 20 Gy with both photons and carbon ions. Assignments
were performed as reported in [21]. Tables (E) (photon beams) and (F) (carbon ions) show mean values
of all analyzed metabolites signal intensities, standard deviations and p values, calculated on at least 5
experiments performed 48 h after irradiation and corresponding controls. Stars indicate statistically
significant variations (p value < 0.05).
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Figure 3. 1H NMR spectra of line #83 cells, signals of interest and metabolic modifications induced by
radiation (A,B) 1D and 2D spectra of photon beam irradiated line #83 cell samples (green trace) and
corresponding controls (blue trace) together with the spectral regions of interest for the analysis: Mobile
Lipids (ML, 1.28 ppm), glutathione and related metabolites (GSH 2.55 ppm, glu 2.35 ppm, gln 2.45 ppm),
glucose (glc 5.22 ppm), total creatine (tCr, 3.02 ppm) and phosphocreatine (pCr, 7.25 ppm). In panel B
the cross peak A, arising from the correlation of CH3-terminal methyl group of Fatty Acid (FA) chains
with the bulk of FA (excluding omega-3 FAs), at (0.89–1.28) ppm, and cross peak B, representing both
mono and polyunsaturated FA at (2.02–1.28) are labelled. Cross peak diagnostic for GABA is barely
detectable (not shown). (C,D) 1D and 2D spectra of carbon ions irradiated samples (green trace) at
20 Gy and corresponding controls (blue trace) of lines #1 and #83. Region of interest were expanded.
All spectra were acquired 48 h after irradiation at a dose of 20 Gy with both photons and carbon ions.
Assignments were performed as reported in [21]. Tables (E) (photon beams) and (F) (carbon ions) show
mean values of all analyzed metabolites signal intensities, standard deviations and p values, calculated
on at least 5 experiments performed 48 h after irradiation and corresponding controls.

It is interesting to note that the level of lipid unsaturation, measured as the B/A ratio of cross peak
intensities (Figures 2B and 3B), was strongly influenced in line #1 with respect to line #83 (Figure 4A).
Changes in the B/A ratio are in fact indicative of the increasing level of unsaturated fatty acids compared
to total FA. Principal component analysis (PCA) shows that the control values of line #1 are always
separated from those irradiated, independently of the radiation type, while in line #83 there is no
statistically significant difference between control and irradiated samples (Figure 4A).

The signals of GSH, gln, glu and GABA were influenced in line #1 and line #83 after irradiation
with photons and carbon ions, though to a different extent (Figures 2 and 3, respectively). In particular,
in line #1 the intensity of the glu signal decreases, while the GABA signal increases in intensity in a
statistically significant way only for carbon ion irradiation, whereas no statistically significant effects
were observed for these signals in line #83, where the GABA signal was not detectable (Figures 2 and 3).

Unsupervised Cluster analysis of GSH, gln, glu signal intensities from spectra was also performed.
The resulting dendrogram is shown in Figure 4B. As expected, the two lines were grouped in different
cluster cutting the tree at appropriate level. Control and irradiated samples of lines #1 and #83 are
grouped together independently of the type of irradiation.
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Figure 4. Statistical analysis confirms a different metabolic behaviour of line #1 and #83 cells after
irradiation (A) F1 vs. F2 plot from Principal Component Analysis of observations of ML cross peak
A and cross peak ratio B/A from 2D NMR spectra, for line #1 and #83. Peak A at (0.89–1.28) ppm
arises from the correlation of CH3-terminal methyl group of FA chains with the bulk of FA (excluding
omega-3 FAs). Peak B at (2.02–1.28) ppm represents both mono and polyunsaturated FA with a different
contribution from n-9 and n-3 chains. F1 and F2 are the first and the second components in the
PCA space, that account for 83.83% and 16.17%, respectively representing 100% of the total variances
existing along the obtained data. Each point in the plot corresponds to the mean value of at least
three experiments at different times after irradiation. (B) Dendrogram resulting from Unsupervised
Cluster Analysis of GSH, gln, glu and GABA mean signal intensities from experiments at different
times after irradiation.
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In addition, the signals of phosphocreatine (pCr) and total creatine (tCr) in line #1 spectra were
strongly influenced by irradiation with carbon ions (Figure 2C,F), while no statistically significant
effects were observed in the spectra of line #83 (Figure 3A,C,E,F).

Finally, the intensity of the glucose signal (glc) clearly decreased in the spectra of line #1 after
irradiation with photon and carbon ions (Figure 2A,C,E,F), while the decrease of glc signal intensity in
line #83 spectra after irradiation was not statistically significant (Figure 3A,C,E,F). The lactate signal
from spectra of culture media of the two cell lines increased in time, but only minor changes were
observed after photon and carbon ion irradiation (Figure 5A). Laccon/Lacirr ratio for both types of
irradiation in both lines increased as a function of time, (Figure 5B), being always greater than 100%
for photons and less than 100% for carbon ions. This ratio, that can be used as an indication of the
Warburg effect entity according to what reported in [23], is significantly higher in line #1 than in line #83,
especially taking into account the lower cell number of line #1 with respect to line #83. This indicated
an increased anaerobic glycolysis as confirmed by increased Warburg effect (Figure 5B,C, where a
snapshot of the effect at 4 days after irradiation is shown).
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Figure 5. Lactate signal and cell number after photon and carbon ion irradiation. (A) lactate extrusion
in culture medium, after photon and carbon ion irradiation at 20 Gy, as a function of time, for control
and irradiated samples of line #1 and of line #83. Lactate doublet signal at 1.44 ppm was assigned and
valuated in growth media spectra according to (Grande 2016) (B) Laccon/Lacirr ratio from lines #1 and
#83 culture media spectra after irradiation with photons and carbon ions at 20 Gy as a function of time.
(C) Laccon/Lacirr values calculated at 4 days after irradiation, indicative of the entity of Warburg effect
for both lines.

Effects on the selected metabolites after irradiation with both photon beams and carbon ions as a
function of time are reported in Figure S3 only for line #1, where statistically significant differences
were observed. These effects remained stable until 4 days after irradiation (Figure S3).
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Finally, a synthesis of the metabolic response of the two GSC cell lines to photon and C-ion
irradiation is reported in Table 1 together with their genetic and metabolic different profiles. Line
#83 metabolism is not affected by irradiation with photons and Carbon ions. These cells undergo a
G2 block more intense after Carbon ion irradiation, but the ability to recover is similar in both cases.
Differently line #1 seems to be more responsive to Carbon ions with respect to photons, but in both
cases, cells die and are not able to recover in any way.

Table 1. GSC lines metabolic and biological response to photon and carbon ion irradiation at 20 Gy.

GSC#1 GSC#83

Genetic Profile [18] GSf-Like GSr-Like

Metabolic Cluster [21] Proneural Like Glioma Like

Photon Carbon ions Photon Carbon ions
Cell growth early cytotoxic effect early cytotoxic effect cytostatic effect cytostatic effect

Cell cycle No effect G0/G1 accumulation G2/M block G2/M block

Cell metabolite signals
Lipid Increase Increase No effect No effect

Glutamic acid No effect Decrease No effect No effect
GABA No effect Increase N.D. N.D.

Glucose Decrease Decrease No effect No effect
Phosphocreatine No effect Increase No effect No effect

3. Discussion

In GBM the self-renewing, tumorigenic GSC population likely contributes to tumor initiation
and therapeutic resistance. In addition, as normal stem and progenitor cells participate in tissue
development and repair, these developmental strategies re-emerge in GSCs to support the progressive
growth of tumors [5,17,24–33]. Several strategies have been proposed to investigate the mechanisms
leading to GSC escape from therapeutic treatments. Charged ion therapy was proposed [13,14,34,35]
to overcome GSC radiation resistance because of its potential greater effectiveness than photon therapy,
but no definitive results have been obtained. Emerging evidence shows that metabolic reprogramming
of glioblastoma mediates resistance to standard therapies [36]. Glioblastoma is associated with a
significant increase in glycolysis and knockdown of glycolytic genes strongly inhibits GBM growth [37].
The high utilization of glucose suggests that inhibiting glycolysis may have a therapeutic value.
Also, isocitrate dehydrogenases (IDHs) metabolism plays a crucial role in the tricarboxylic acid cycle;
in IDH wild type (wt) GBM, the upregulation of wtIDH1 (wild type isocitrate dehydrogenase 1)
fuels therapy resistance [36]. It is known that glutamine levels are higher in GBM tissue than in the
surrounding normal brain and that the ability to metabolize glutamine is critical for GBM proliferation
and survival. Elevated glutaminase and glutamate levels following mTOR (mammalian target of
rapamycin) kinase inhibitor treatment promoted GBM survival while combined inhibition of mTOR
kinase and glutaminase resulted in massive synergistic tumor cell death and growth inhibition.
These results highlight a critical role for compensatory glutamine metabolism [38].

High GBM heterogeneity seems to play a relevant role in GSC ability to escape therapies. A recent
study that used single-cell RNA sequencing of primary GBMs revealed extraordinary diversity within
each tumor [39]. The high level of heterogeneity in GBM has been recently invoked [39,40] as one
of the reasons for treatment failure and tumor relapse. Stratifying patients according to molecular
biomarker profiles is a key step to manage patient heterogeneity.

Metabolomics may help in clarifying stem cell fate and reprogramming function [41,42]. In the
present study two GSC lines, #83 and #1, characterized by different metabolic profiles [21] and clone
heterogeneity [20] were analyzed as response to photons and carbon ions in terms of effects on cell
survival, cell cycle and metabolism. Highly heterogeneous clones of line #83 [20] may be responsible
for different responses to irradiation if compared to homogeneous clones of line #1. Indeed, while #83
clones 1 and 2 resulted similar to the origin line #83, significant differences in clone 3 were observed for
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NAA and Myo metabolites and in clones 4 and 5 for lipid concentration. Finally, in clone 5 the alfa
amino-adipic-acid signal, previously correlated to poor prognosis [43], was observed.

A previous study on 52 GSC lines analyzed in terms of LD50 after photon irradiation reported a
similar response to a 20 Gy irradiation for both lines [6]. However, in the present study the two cell
lines behave differently after irradiation with both photons and carbon ions; only line #83 cells are
able to recover after carbon ions and photon beam irradiation, in agreement with preliminary data
on cell survival. The presence of a plateau in the survival levels after charged particles and photon
irradiation at doses higher than 10 Gy, suggested the presence of radio-resistant subpopulations in this
GSC line [44]. According to this hypothesis, some of the heterogeneous clones from line #83 [20] may
be able to recover and to reestablish the original pattern, differently from line #1 cells that do not show
such heterogeneity. The different response to radiation treatments of the two lines here examined in
terms of cell cycle and metabolic changes may be attributable mainly to the intrinsic characteristics of
the lines, rather than to radiation type.

Cell cycle checkpoints and mechanisms involved in DNA repair are clearly interdependent, with
the choice of repair mechanism consistently adjusted throughout the cell cycle [45,46]. Existing models
established in different cell types have shown that radio-induced double-strand breaks (DSB) undergo
faster repair in the G2 phase during the first hours following irradiation [47]. Additionally, particle
therapy is effective at cell killing irrespective of the cell cycle phase, unlike photons [48,49], where cells
are more resistant in late S and G2 phase [46,50]. It is still unclear if cells preferentially select specific
pathway to repair DSBs generated by high LET radiation, unlike low LET radiation-induced DSBs.
The arrest of the line #83 cells in the G2/M phase, where DNA repair processes are known to occur, may
explain the higher radioresistance of this cell line, differently from cell line #1, that undergo cytotoxic
effect without relevant G2/M arrest. The effect on line #83 cells seems more relevant after carbon ion
compared to photon irradiation. This may be due to higher Relative Biological Effectiveness (RBE)
value able to induce less reparable damages in agreement with the role played by DSBs in high LET
particle irradiation. In this situation a higher permanence of cells in G2 phase may allow them to better
repair and to recover at late times after irradiation.

Lipids detected as Mobile Lipids play a relevant role in GSC escaping mechanisms to radiotherapy.
The lipid signal increased in line #1 after irradiation, while only small fluctuations could be detected in
line #83. This increase in MLs in line #1 can be attributed to the accumulation of lipids in the cytoplasm
as a consequence of metabolism impairment [51,52]. In contrast, in line #83, MLs are segregated and
stored mainly in cytoplasmic lipid droplets where they are protected from oxidation and from the
formation of unstable lipid peroxides, which are toxic to cells [53]. It has been recently reported [54]
that lipolytic inhibitor G0/G1 switch gene 2 (G0S2) is upregulated in radioresistant GSCs and elevated
in clinical GBM. GBM patients with high G0S2 expression had significantly shorter overall survival
compared with those with low expression of G0S2. Moreover, G0S2-induced radioresistance is related
with G0S2-mediated lipid droplet stability. The intrinsic notable difference in lipid content (high
in line #83, low in line #1) of the two lines is consistent with this hypothesis and with the different
patient survival.

The two lines belong to distinct metabolic clusters, where lipid content is one of the important
metabolic parameters differentiating mesenchymal from neuronal fingerprint [20,21]. The different
effects after photon or carbon ion irradiation in the two lines support the hypothesis of a metabolic
switch of line #1 cells towards the mesenchymal fingerprint and not a mechanism to protect themselves
from irradiation. This interpretation is supported by the observation of the increase in unsaturation
of lipid chain in irradiated line #1 towards more typical value of line #83. Our results highlight the
physiological relevance of Lipid Droplets in lipid metabolic reprogramming of cancer cells [55].

As GSH is concerned it is well known the role of this metabolite as the most important active
oligopeptide in the maintenance of redox homeostasis, with a radiation protection role against oxidative
stress. The absence, after irradiation, of relevant changes of this metabolite in both cell lines shows
that GSH is not a key metabolite in protecting GSCs from irradiation. On the contrary, the GABA
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increase, concomitantly with a glu decrease in irradiated cells from line #1, is particularly relevant
after carbon ion irradiation and suggests a GABA synthesis increase. Indeed, GABA is synthesized
via enzymatic decarboxylation of l-glutamate involving glutamic acid decarboxylase (GAD) and
pyridoxal-l-phosphate (PLP) as cofactor [56]. Unfortunately, changes of oxygenation do not clearly
differentiate conditions for GABA increase/decrease, as its increase was observed after continuous
hypoxia in neurons, but not in glia while intermittent hypoxia would inhibit the GAD enzyme
activity [56]. Noteworthy, a powerful eradication of radioresistant hypoxic tumor cells was attributed
to carbon ion irradiation [57]. The GABA increase in line #1 cells, evident only after carbon irradiation,
could be related to such effect, confirming a non-complete eradication of radioresistant hypoxic cells
also due to the absence of the protecting agent against irradiation GSH.

Cancer cells have significant heterogeneity in glucose metabolism. Dysfunction of mitochondria,
loss of tumor suppressors, the hypoxic microenvironment, and oncogene-driven metabolic
reprogramming are initiating events of abnormal energy metabolism in cancer cells [58]. At present a
widely accepted hypotheses suggests that energy metabolism is strictly involved taking into account
that one of the established features of cancer is the deregulation of cellular energetics [59]. Glycolysis
represents an important tool for tumor cells driving the malignant progression [60]. Particularly GBM,
like most malignant solid tumors, is characterized by high levels of glycolysis with large amounts of
lactic acid production and many reports have identified the Warburg effect to be implicated in resistance
to cytotoxic stress induced by radiotherapy. In line with this hypothesis, in a previous study [20] it
has been shown that in line #83, where aerobic glycolysis is predominant, the glucose signal remains
unchanged after irradiation. On the contrary, glucose decrease after both types of irradiation for line
#1 is likely due to a shift from OXPHOS to aerobic glycolysis, suggested as typical cell response to
external challenge [58] and the consequent rise of the Warburg effect in this line, confirmed by the
higher decrease of the ratio Laccon/Lacirr.

In tumor cells, glycolysis is the main supplier of intracellular ATP and cytosolic phosphocreatine-
creatine kinase (CK) was found associated with enzymes of glycolysis [61–63] though the role of CK
in glycolysis has not been fully elucidated. The CK shuttle system is a key metabolite in the brain
and central nervous system networks. In line #1 pCr signal increased by irradiation with carbon ions
for a possible impairment of the CK shuttle system, likely impairing cytosolic CK by oxidative and
radical damage [64]. As pCr is involved in energy exchange, it is possible to hypothesize a contribution
of the pCr metabolic pathway in line #1, differently to what observed for line #83. All these effects
on energetic metabolism could be hypothesized as a further mechanism contributing to the higher
radiosensitivity of line #1 compared to line #83.

In conclusion metabolism of line #83, analyzed by MRS, is unresponsive to irradiation, while
in line #1 cells alterations of metabolic patterns of FA, GABA, pCr, and glc confirm the involvement
of cell metabolism, including energy pathways, in cell radiosensitivity. Differences in radiation
response may, therefore, be likely attributed to genetic and metabolic differences between the two
lines, representative of mesenchymal and proneural profiles, regardless of radiation type. Further
experiments are foreseen to have more insight in the observed effects. In this respect, proton MRS
may contribute to study cell metabolism in GSCs with different metabolic and genetic signatures after
different radiotherapeutic approaches.

4. Materials and Methods

4.1. Patients and Tumor Characterization

Tumor tissue samples were collected from adult patients with GBM tumors (WHO grade IV)
undergoing complete or partial surgical resection at the Institute of Neurosurgery, Catholic University
School of Medicine in Rome. Informed consent was obtained from the patients before surgery.
All patients provided written informed consent according to the research proposals approved by the
Ethical Committee of the Catholic University School of Medicine, UCSC (Prot. 4720/17). Patients were
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eligible for the study if a diagnosis of glioblastoma multiforme was established histologically according
to the WHO classification [65]. Details about patient’s treatments and GSCs isolation were given
elsewhere [21,66]. Experimental protocols were approved by the ethical committee of the Catholic
University of Rome.

The expression of the proliferation marker Ki-67 and of Phosphatase and Tensin Homolog were
characterized on tumor specimen by immunohistochemistry on deparaffinized sections using the
avidin-biotin-peroxidase complex methods (ABC-Elite Kit, Vector Laboratories, Inc., Burlingame,
CA, USA), anti-Ki67 monoclonal antibody (MIB-1, Dako, Agilent, Santa Clara, CA, USA) and
anti-Phosphatase and Tensin Homolog mouse monoclonal antibody (clone 28H6; Novo Castra,
Newcastle, UK). O6-methylguanine-DNA methyltransferase promoter methylation patterns were
assessed on genomic DNA extracted from paraffin-embedded tissue by methylation-specific PCR as
previously described [66,67]. Levels of VEGF and EGFRvIII were assessed as previously described [66].

4.2. Glioblastoma Stem-Like Cell Cultures

GSCs were isolated through mechanical dissociation of the tumor tissue and cultured in a
serum-free medium supplemented with epidermal growth factor and basic fibroblast growth factor as
previously described [66]. The in vivo tumorigenic potential of GBM neurospheres was assessed by
intracranial or subcutaneous cell injection in immunocompromised mice. GSC lines were validated by
Short Tandem repeat DNA fingerprinting as previously described [68,69].

Cell number in biological experiments has been evaluated by a Scepter 2.0 Coulter Counter (Merck,
Darmstad, Germany).

Clones from GSCs were obtained by plating single cells into 96 wells plate. After 4 weeks, single
clones were mechanically dissociated and replated to expand the culture.

For irradiation experiments GSCs were seeded to be expanded. At 3th passage cells were pooled
and stored as 1 × 106 cells/vial in nitrogen and 50 vials were prepared to be used for all the experiments
at identical starting conditions.

Seven days before the experiments, the GSC #1 and GSC #83 cell lines were seeded in T175 cm2

flasks at a density of about 4 × 104/mL and 2 × 104/mL in 50 mL total volume, respectively. Just before
irradiation, cells were collected and placed in different sterilized sample holders, depending on the
irradiation facility used: commercial 1 mL polystyrene cuvettes (INFN-LNS and ISS) and commercial
UVette (CNAO). These sample holders were then centrifuged at low speed to obtain cell pellets 4 mm
and 2 mm thick, respectively.

4.3. Irradiation Conditions

Irradiation with C-ions was carried out at the multidisciplinary irradiation beamline facility of the
INFN-LNS in Catania and at the CNAO hadrontherapy facility in Pavia.

At the INFN-LNS, 62 AMeV in energy carbon ions, exited in air and reached the entrance of the
cell suspensions at 52 MeV/u, corresponding to a Linear Energy Transfer (LET) value of 42 keV/µm.
However, the thickness of the 4-mm cell pellet does affect the LET of C-ions, with a significant variation
in the average LET from 42 to 56 keV/µm. Absolute dosimetry was performed following the IAEA
TRS 398 Code of Practice using a plane parallel PTW Markus ionisation chamber [70]. At the CNAO
facility, a 22 mm homogeneous Spread-Out-Bragg-Peak (SOBP) was obtained by C-ion beams of initial
energies ranging from 187 to 214 MeV/u. Samples were placed in sealed vessels at the depth of 82 mm
in water, in order to achieve an average LET value of 83 keV/µm, with no significant variation between
the entrance and the exit of the 2 mm cell pellet (LET of 80 and 86 keV/µm, respectively).

137Cs γ-rays were obtained from a Gammacell 40 Exactor (Nordion) at the ISS, Rome, with a dose
rate of about 0.8 Gy min−1.

All irradiations were performed at room temperature, with a single high radiation dose of 20 Gy
comparable with: total doses delivered during radiation therapy in a fractionated regimen, single
high doses used in other therapeutic modalities (i.e., intraoperative radiotherapy and stereotactic
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radiosurgery), and the boost before the chemo-radiotherapic treatments used for the treatment of
patient with Carbon ions [12]. The same experimental protocols were used for charged particles and
photon irradiations. Cell suspensions were centrifuged in 1-mL polystyrene cuvettes to obtain a 4-mm
thick pellet, and irradiated; after irradiation, samples were prepared as in [20] for biological end points
and MRS experiments.

4.4. 1H MRS Cell Sample Preparation

Cells were removed, washed in Phosphate-buffered saline (PBS) and centrifuged at 162 rcf
for 3 min. The pellet was suspended in PBS with 20% D2O and 2 mM Sodium 3-(trimethylsilyl)
propionate-2,2,3,3-d4 (TMSP) used as a frequency standard. A 15 µL aliquot of the suspension was
inserted into a 1 mm MRS microtube and centrifuged to obtain a packed cell volume.

Conditioned growth media, collected from cell cultures, were added with 20% D2O and 2 mM
TMSP and transferred into a 1 mm MRS microtube. All MRS reagents were purchased from Cambridge
Isotope Laboratories, Inc., Tewksbury, MA, USA.

4.5. 1H MRS Measurements

1H MRS experiments were run on a digital Bruker Avance spectrometer (Bruker Scientific LLC,
Billerica, MA, USA) at 400.14 MHz, equipped with a 1mm microprobe. Both one dimensional (1D) and
two-dimensional Correlation SpectroscopY (2D COSY) experiments were performed, at T = 298 K.

1D 1H MRS spectra of GSCs and culture media were acquired with a 90◦ RF pulse, the number of
scans (ns) was equal to 1000 (sufficient to obtain a good signal-to-noise ratio) for cell spectra while
ns = 4000 was used for culture media spectra. When indicated, a Lorentzian-Gaussian function was
applied in the time domain, before Fourier transformation.

2D COSY spectra were acquired with a 90◦-t1–90◦-t2 pulse sequence and ns = 32 for cell or ns = 128
for culture media samples. Spectra were acquired as a matrix of 512 × 128 data points in time domain.

NMR parameters were obtained in at least three independent experiments and data are expressed
as mean ± standard deviation (SD) values. WINNMR software (Bruker Scientific LLC, Billerica, MA,
USA) was used to perform 1D signal deconvolution and 2D cross peak integration as reported in [21].
Macromolecule signal at 0.89 ppm intensity was used as internal reference for 1D measurement, while
2D signal integrals were normalized to the intensity of the lysine (Lys) cross-peak at 1.70–3.00 ppm.
This peak was considered representative of the cellular mass, as it was found to be constant in a number
of cell models and tissue samples [21].

4.6. Statistical Analysis

Unsupervised agglomerative hierarchical Clustering, Principal Component Analysis and Student’s
t test were performed utilizing XLSTAT software (AddinsoftTM Paris, France) version 2012.2.02.

Supplementary Materials: Supplementary Materials can be found at http://www.mdpi.com/1422-0067/21/14/
5167/s1. Figure S1: Percentage of line #1 (A) and line #83 (C) photon beam irradiated cells in different phases as
obtained by the Annexin V apoptosis assay (Q1: prenecrotic cells, Q2: late apoptotic + necrotic cells; Q3: living
cells; Q4: early apoptotic cells). Data from both irradiated and control samples are compared as a function of
time after irradiation. Percentage of living #1 (B) and #83 (D) cells, calcuated as Q3/(Q1 + Q2 + Q3 + Q4) * 100.
Data from both irradiated and control samples are compared as a function of time after irradiation. Figure S2:
Metabolic characteristics of cell line #1 and #83 and their clones Panel A: Box and whisker plots describing the
distribution of intensity values of metabolic signals calculated in spectra from line #1 (red boxes) and line #83 cells
(green boxes). Reported values are from mobile lipids (ML, A, B- see main text for description), total Creatine
(tCr), and Glutathione (GSH). Bar graphs in panels B and C show fold changes between line #1 and line #83
(calculated as log2(FC)). The above mentioned metabolites were evaluated together with glutammine (Gln) and
glutammate (Glu). All variations are statistically significant. For Mobile lipids signals a more detailed analysis
(panel C) was performed on cross peaks from 2D spectra (A, B, E, F) given their higher statistical significance
(p < 0.01). Panel D: Box and whiskers plots describing the distribution of intensity values of metabolic signals
calculated in spectra from line #83 (green boxes) and its clones (yellow boxes). Reported values are from mobile
lipids (ML, A). Bar graph in panel E shows fold changes between line #83 and its clones. Mobile lipid cross peaks
from 2D spectra (A, B, E, F) were evaluated. All variations are statistically significant (p < 0.05). Clone analysis for
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line #1 vs line #1 is not shown because no (statistically) significant differences were found. Figure S3: Metabolic
changes observed by mr spectroscopy in line #1 cell spectra. Intensity of metabolic signals from 1D and 2D spectra
as a function of time after photon (A, C) and carbon ion (B, D) irradiation. Both irradiated and control values
are reported. A, B: mobile lipid signals (ML, from 1D spectra and A peak from 2D spectra); C: Glucose signal;
D: Glutammic acid, GABA, Phosphocreatine and Glucose signals.
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Abbreviations

COSY COrrelation SpectroscopY
CSC Cancer Stem Cells
DSB Double-Strand Breaks
FA Fatty Acid
GABA Gamma-Aminobutyric Acid
GBM Glioblastoma multiforme
glc glucose
gln glutamine
glu glutamic acid
GSC Glioblastoma Stem-like Cells
GSf-like Glioblastoma full stem-like phenotype,
GSH Glutathione
GSr-like Glioblastoma restricted stem-like phenotype
IDHs Isocitrate DeHydrogenases
Lac Lactate
LET Linear Energy Transfer
ML Mobile Lipids
MRS Magnetic Resonance Spectroscopy
mTOR Mammalian Target Of Rapamycin
PBS Phosphate-buffered saline
PCA Principal Component Analysis
pCr Phosphocreatine
RBE Relative Biological Effectiveness
RT Radiotherapy
tCr total Creatine
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Abstract: Ionizing radiation (IR) has found widespread application in modern medicine, including medical
imaging and radiotherapy. As a result, both patients and healthcare professionals are exposed to various
IR doses. To minimize the negative side effects of radiation associated with oxidative imbalance,
antioxidant therapy has been considered. In this review, studies on the effects of melatonin and
vitamin D on radiation-induced oxidative stress are discussed. According to the research data,
both substances meet the conditions for use as agents that protect humans against IR-induced tissue
damage. Numerous studies have confirmed that melatonin, a hydro- and lipophilic hormone with
strong antioxidant properties, can potentially be used as a radioprotectant in humans. Less is known
about the radioprotective effects of vitamin D, but the results to date have been promising. Deficiencies in
melatonin and vitamin D are common in modern societies and may contribute to the severity of
adverse side effects of medical IR exposure. Hence, supporting supplementation with both substances
seems to be of first importance. Interestingly, both melatonin and vitamin D have been found
to selectively radiosensitise cancer cells, which makes them promising adjuvants in radiotherapy.
More research is needed in this area, especially in humans.

Keywords: ionizing radiation; melatonin; oxidative stress; radioprotection; reactive oxygen species;
vitamin D

1. Introduction

The field of radiology dates back to 1895 when the German scientist Wilhelm Konrad Roentgen
discovered X-rays [1]. Since then, ionizing radiation (IR) has found wide application in medicine,
both in diagnostics and in therapies [2–5]. The use of medical imaging, especially roentgenodiagnostics
and computed tomography, and radiotherapy exposes both patients and medical professionals to the
harmful side effects of radiation [2,3]. IR occurs naturally in the environment, having accompanied
humanity since its dawn. Its sources are natural radioisotopes found in soil and cosmic rays reaching
the Earth’s surface [6–8]. This radiation is called background radiation and its value changes with
natural conditions [7,9]. The highest background radiation dose values of circa 0.26 Gy/year are
observed in Ramsar (Iran) [10]. This dose is 10–100 times higher than the average one, but no greater
incidence of cancer or other IR-related diseases is observed in this region [10]. This is due to radiation
hormesis, which is an evolutionary adaptation to the presence of background radiation and the
development of appropriate repair systems [11].

The mechanism of deleterious IR action is strongly associated with increasing oxidative stress in
irradiated tissues [12]. IR is capable of penetrating the cells of living organisms, where it induces the
ionization of both organic and inorganic compounds [13,14]. Due to the high water content in cells,
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radiolysis of water molecules by IR is the main process contributing to the increased formation of
reactive oxygen species (ROS) [15,16]. ROS rapidly react with macromolecules, including proteins,
nucleic acids and lipids, leading to cell dysfunction and apoptotic cell death [12]. As a result of
augmented oxidative stress, not only direct negative side effects, but also ROS-related diseases may
develop. Therefore, it is especially important to identify effective and safe prophylactic compounds to
protect people from IR damage [4]. Undoubtedly, the substances considered in this type of supporting
therapy should demonstrate an ability to counteract excessive oxidative stress.

Recently, attention has been paid to radioprotective properties of two hormones, whose synthesis
depends on the specific light wavelengths, namely melatonin and vitamin D [17,18]. Both substances are
endogenous compounds, but their deficiencies have been widely described in modern societies [19,20].
Melatonin as a strong direct and indirect antioxidant has been considered a radioprotector since the
beginning of the 21st century [21–23]. However, animal model and in vitro studies have not been
translated into human use yet [23]. Vitamin D, originally associated with bone homeostasis, has been
found to perform many regulatory functions, affecting, among other things, the oxidative–antioxidant
balance of the body [24–26]. Thus, its use to prevent irradiation side effects has also been taken under
consideration, but data are limited and require more research.

Taking into account the relevance of the problem, the aim of the current review was to provide new
scientific data on the protective effects of melatonin and vitamin D against oxidative damage caused
by ionizing radiation. The current state of knowledge, including possible molecular mechanisms of
action, is discussed. We hope that our review will be an impetus for further research on the use of
both hormones in preventing deleterious side effects of ionizing radiation, especially in the field of
human studies.

2. Ionizing Radiation as a Source of Reactive Oxygen Species

IR is a form of energy transfer that is able to cause ionization of a material medium while
interacting with it [7]. This energy can be transferred by means of electromagnetic waves, including X
radiation, gamma radiation and a small range of ultraviolet (UV) radiation with short wavelength and
high energy, or through alpha and beta particles [27,28]. Each type of radiation differs in its energy,
penetration and biological effects of the exposure. Alpha particles, consisting of two protons and
two neutrons, have a short range due to their high mass [29]. There are two types of beta radiation.
Beta minus radiation consists of electrons, while beta plus radiation consists of positrons, which are
the antimatter counterpart of the electron [30]. Both X and gamma rays are characterized by high
penetration and a plate made of lead is needed as an effective shield against them [31]. UV radiation
capable of causing ionization has a wavelength in the range of 100–280 nm (UVC) and is absorbed by
the atmosphere [28,32].

An important parameter used in dosimetry characterizing IR is linear energy transfer (LET), which
determines the average amount of energy lost per unit of length transferred by radiation quanta [33].
High LET values are characteristic of alpha particles, neutrons and cosmic rays (heavy ions) [34].
Alpha particles, compared to other types of radiation, are characterized by shallow penetration, so the
radiation energy is deposited at a shorter distance [35]. Neutron radiation and heavy ions, characteristic
of cosmic radiation, have a greater range and penetrate deeper than alpha particles [34]. Low LET,
typical of beta and gamma types of radiation, involves deposition of energy over a longer distance,
causing less damage per distance unit [36].

High LET alpha radiation interacts mainly with molecules on the surface of the tissue by destroying
its structure [36]. The most common source of alpha radiation in the environment is one of the natural
radon isotopes, namely radon-222 [37]. Despite limited tissue penetration, alpha particles have high
relative biological effectiveness. They can cause significant damage, especially in tissues sensitive
to alpha particles due to their shallowness, such as bronchial epithelium. This makes radon, as an
inhaled residential gas, a significant cause of lung cancer [37]. Characterized by higher penetration,
low LET radiation is mainly responsible for the generation of ROS by ionization of atoms [35,38].
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It should be noticed that most environmental, occupational and medical IR sources expose people to
simultaneous action of different types of radiation. The interaction of low and high LET radiation may
lead to increased and more complex biological damage [35].

IR, absorbed by tissues and cells, affects their functioning and structure to various extents,
depending on the dose and type of radiation [13,14]. In affected cells, ROS are generated mainly
through the radiolysis of water molecules (decay by the action of radiation quanta) or the excitation of
water molecules and their decay [15,16,39]. IR can also indirectly influence the oxidative–antioxidant
homeostasis by damaging different biomolecules [12]. The altered molecules, such as DNA or
proteins responsible for stabilizing the DNA structure, become more susceptible to damage caused by
ROS [40,41]. In addition, antioxidants or genes encoding for enzymatic antioxidants can be damaged,
which directly increases the oxidative stress [40,41]. A meta-analysis carried out by Einor et al. [42],
based on 41 studies concerning various biological matrices, proved that IR, even at low doses,
generates ROS.

In biological systems, the state in which the amount of ROS and reactive nitrogen species (RNS)
exceeds the physiological ability to maintain homeostasis is called oxidative stress [43,44]. ROS, which are
products of excitation and one-, two- and three-electron reduction of the oxygen molecule, are characterized
by much greater reactivity than the oxygen in the ground state [45,46]. ROS are a broad concept, including
ions, atoms, as well as molecules and radicals such as hydrogen peroxide (H2O2), singlet oxygen (1O2),
superoxide anion radical (O2

•−) and hydroxyl radical (OH•) [46,47]. The hydroxyl radical is the most
dangerous for tissues due to its high reactivity and the ability to oxidize many cell components, such as
lipids, proteins, carbohydrates and deoxyribonucleic acids [48,49]. As a result of lipid peroxidation,
reactive lipid derivatives are formed, which are capable of oxidative damage to other biomolecules [50].
Depending on the fatty acid that undergoes oxidation, trans-4-hydroxy-2-nonenal (4-HNE) and/or
malondialdehyde (MDA) are formed as one of the end products, used as markers of the lipid
peroxidation level [44]. Oxidative modifications of the protein structure have been observed in many
pathophysiological conditions, including the ageing process, as well as apoptosis [51,52]. They lead
to a loss of spatial conformation and biological properties, impeded degradation and accumulation
of modified protein products, such as protein carbonyl derivatives [51,52]. Oxidative stress causes
damage to both mitochondrial and nuclear DNA, which may result in mutation and carcinogenesis.
The marker of DNA damage is 8-oxoguanine, a chemical derivative of guanine [53,54]. Oxidative stress
is associated with many diseases, including epidemiologically significant diseases of affluence such
as cancer [55], cardiovascular disease [56], obesity [57], neurodegenerative diseases [58] and allergic
diseases [59].

Oxygen metabolism and the prevalence of ROS have forced living organisms to develop appropriate
counteraction mechanisms to minimize the negative effects of oxidative stress [60]. The antioxidant
defense system consists of endogenous and exogenous elements. Antioxidant enzymes, which include
superoxide dismutases (SODs), catalase (CAT), glutathione peroxidases (GPxs) and glutathione
reductase (GR), the enzyme necessary for the proper functioning of GPx, are a part of the endogenous
primary enzymatic defense [61,62]. In addition to antioxidant enzymes, reduced glutathione (GSH),
a cofactor for GPx, proteins (ferritin, transferrin, ceruloplasmin, albumin), uric acid, melatonin and
vitamin D take part in the prevention of excessive oxidative stress [17,63–65]. Carotenoids, vitamins A,
C, and E, selenium, and polyphenols are the main exogenous antioxidants [66,67]. The cooperation
of both endogenous and exogenous antioxidants maintains the oxidative and antioxidant balance,
preventing the negative effects of oxidative stress but enabling ROS to perform physiologically
important functions as mediators of intercellular communication [68].

In numerous studies, the effect of ionizing radiation on the oxidative stress level has been
examined [39,69–71]. Different radiation qualities and doses have been used in the experiments during
recent years [72–75]. According to Kang et al. [72], a dose of 2 Gy γ-irradiation at a dose rate of
1.1 Gy/min affected ROS generation in murine splenocyte cell culture. The level of oxidative stress
was determined by a method using 2′,7′-dichlorofluorescin diacetate (DCFH-DA), which penetrates
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inside the cells and is hydrolysed by intracellular esterase into 2′,7′-dichlorofluorescin (DCFH).
DCFH reacts with ROS and is converted to highly fluorescent 2′,7′-dichlorodihydrofluorescein (DCF).
Fluorescence was assessed 24 h after irradiation and a significant increase in ROS levels was observed
as a result of radiation. Similar observations were made by Shaban et al. [75] in a study whose
purpose was to investigate the effect of gamma radiation at a dose of 2, 4, 6, 8 and 10 Gy (delivered in
four fractions at one-day intervals at a dose rate of 0.5 Gy/min) in male Albino Sprague-Dawley rat
testis. The authors examined blood samples and histopathologically evaluated the irradiated tissues.
After exposure to IR, increases in MDA, nitric oxide and calcium ion levels were observed, while SOD
and CAT activities and GSH concentration decreased. Karimi et al. [73] also described the relationship
between gamma radiation at a dose of 15 Gy (at a dose rate of 0.985 Gy/min) and oxidative stress
after irradiation of rat lenses. Two days after the exposure to IR, the animals were sacrificed and
an increase in MDA concentrations and a decrease in GSH levels were detected in the tested lenses.
Rezaeyan et al. [74] irradiated the adult male Sprague-Dawley rat chest area. The applied X-ray at a
dose of 18 Gy in one fraction increased oxidative stress 24 h after the exposure through increased MDA
levels and decreased SOD activities. It can be summarized that exposure to high doses of IR leads to
increased ROS production, enhanced lipid peroxidation and reduced enzymatic antioxidant defense in
a dose-, dose-rate- and LET-dependent manner, while low doses of low LET radiation may upregulate
antioxidant defense, including the stimulation of GSH synthesis [39]. It has been proven that IR affects
ROS and RNS cell metabolism, activating different signaling pathways and disrupting the normal
redox system [69,71]. These changes lead to the dysregulation of the activities of cyclooxygenases,
lipoxygenases, nitric oxide synthases, and nicotinamide adenine dinucleotide phosphate oxidases,
accompanied by mitochondrial dysfunction [69,71]. It is also worth noting that the response to IR is
tissue-dependent, with acute damage but fast regeneration for tissues with rapid turnover [70].

3. Melatonin—A Circadian Rhythm Regulator with Antioxidant Properties

Melatonin (N-acetyl-5-methoxytryptamine) is a hormone synthesized and secreted mainly by the
pineal gland present in the brain of vertebrates [76]. Extrapineal sources of melatonin are localised
in bone marrow, skin, platelets, lymphocytes, retina, the gastrointestinal tract, and the Harderian
gland [77,78]. It was first isolated from the bovine pineal gland by Aaron Lerner in 1958 [79] and since
then researchers have explored new aspects of this hormone.

The pineal gland is an unpaired structure localized between thalamic bodies in the quadrigeminal
cistern [80]. In an adult human, this small neuroendocrine gland reaches 5–9 mm in length, 1–5 mm
in width, and 3–5 mm in thickness and weighs about 100–180 mg [81]. The substrate for melatonin
biosynthesis in pinealocytes is the amino acid containing an indole ring, tryptophan [76,80]. With the
tryptophan hydroxylase enzyme (TPH), the tryptophan molecule is converted to 5-hydroxytryptophan
(oxitriptan). Then aromatic L-amino acid decarboxylase (AAAD), using pyridoxal phosphate (PLP) as
a coenzyme, catalyzes the reaction in which serotonin is formed [82]. 5-hydroxytryptamine (serotonin),
a neurotransmitter colloquially called the happiness hormone, is an intermediate for aralkylamine
N-acetyltransferase (AANAT), which in the presence of acetyl coenzyme A (acetyl CoA) leads to
the biosynthesis of N-acetylserotonin (normelatonin) [83]. The last stage of melatonin biosynthesis
takes place with the participation of the enzyme acetylserotonin O-methyltransferase (ASMT) and
S-adenosyl methionine (SAM), a coenzyme in methylation reactions [84].

Biosynthesis and secretion of melatonin by pinealocytes are regulated by the presence of
electromagnetic radiation in the visible light range, especially light with a wavelength of 460–480 nm,
which is perceived as blue light [85]. The highest secretion of melatonin is observed between 3:00 a.m.
and 4:00 a.m. (with normal circadian rhythms) [86]. The plasma melatonin concentrations during these
hours range from 18.5 to 180 pg/mL [87]. Night work and the use of computer screens or smartphones
at night, typical of the modern society, lead to reduced melatonin synthesis [20]. In humans,
the endogenous master clock, which controls many physiological processes and behavior patterns,
is located in the hypothalamic suprachiasmatic nucleus (SCN) [88]. Light reaching intrinsically
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photosensitive retinal ganglion cells is received by a photopigment sensitive to blue light called
melanopsin [88,89]. The signal is transmitted via the retinohypothalamic tract to SCN located above
the optic chiasm [80,89]. The SCN has direct connections to other hypothalamic nuclei and the pineal
gland [90]. In this way, information sent by SCN regulates melatonin synthesis. Melatonin secreted into
the circulatory system affects SCN by feedback, and other tissues by regulating their chronobiology [91].
The Clock, Bmal1, Cry1-2, Per1-2 genes, whose expression is modulated by melatonin, play an important
role in regulating SCN [88,92,93]. The Bmal1 and Clock gene transcription products combine together
to form heterodimers, which attach to the promoter region of the Per and Cry genes to initiate their
transcription [94]. In the absence of light, greater transcription of the Bmal1 and Clock genes is
observed [94]. In the cytoplasm, PER and CRY proteins combine into a heterodimer, which inhibits
further transcription of the genes responsible for their synthesis [92]. Additionally, melatonin is known
to attenuate Cry1 gene expression [93]. The combination of molecular clocks based on the promotion
and inhibition of specific gene transcription, and regulation based on external stimuli, namely the
presence or lack of blue light, allow the circadian rhythms to function properly. Melatonin acts as a
regulator and synchronizer of these processes.

Melatonin is an endocrine, paracrine and autocrine hormone, so it has an effect on tissues distant
from the synthesis site, on neighbouring cells, and directly on the cells that synthesize it [82,95].
The action of melatonin occurs through membrane G protein-coupled receptors (MT1, MT2, MT3),
but also through nuclear receptors (RZR/RORα) and calmodulin [96,97]. The number of tissues in
which MT1 and MT2 receptors have been detected demonstrates the broad spectrum of the compound’s
activity, including the liver, kidneys, retina, ovaries, testes, mammary glands, gallbladder, immune cells,
cardiovascular system, exocrine pancreas, duodenal enterocytes, brain (hypothalamus, SCN, pituitary),
blood vessels, gastrointestinal tract, adipocytes, and skin [98–100]. MT1 (MTNR1A), consisting of
350 amino acid residues, couples to pertussis toxin-sensitive Gi and toxin-insensitive Gq/11 proteins,
inhibits cAMP response element-binding protein (CREB) phosphorylation, forskolin-stimulated cAMP
and protein kinase A signaling, and increases potassium conductance through Kir internally rectifying
channels [98,99]. MT2 (MTNR1B), consisting of 362 amino acid residues, inhibits cGMP formation and
forskolin-stimulated cAMP production, reduces calcium-dependent dopamine release in the retina
and activates protein kinase C (PKC) in the SCN [98,101].

The effect of melatonin is not limited to regulating circadian and seasonal rhythms. Melatonin also
modulates the functioning of the immune system [102] and has anti-inflammatory properties [100,103–105].
Reduced concentration of melatonin is observed in many pathophysiological conditions and its
supplementation may affect the course of disorders, such as neurodegenerative diseases, including
Alzheimer’s disease [106,107], primary headache disorders [108], obesity [105,109], diabetes mellitus
type 2 [110,111] and hypertension [105,112].

Numerous studies indicate strong antioxidant properties of melatonin [17,77,113–116]. The molecule
can cross the blood–brain barrier and its activity is not limited to the central nervous system (CNS) but it also
affects other tissues distant from the site of synthesis [117]. The melatonin is soluble in both water and
lipid environments, so it can act as an antioxidant in the aqueous environment inside the cells and in body
fluids, as well as in plasma membranes of cells and cell organelles [118]. Research into the antioxidant
properties of melatonin has confirmed that this hormone and its metabolites neutralize numerous
ROS and RNS molecules, including H2O2, 1O2, O2•−, peroxynitrite (ONOO-), as well as very reactive
OH• [17,119]. Melatonin metabolism products such as N1-acetyl-N2-formyl-5-methoxykynuramine
(AFMK), N1-acetyl-5-methoxykynuramine (AMK) and 3-hydroxymelatonin (3-OHM) are also ROS and
RNS scavengers [77,120,121]. The antioxidant properties of melatonin are due to its chemical structure,
specifically the aromatic indole ring rich in delocalized electrons, a source of electrons in ROS and RNS
neutralization reactions [122]. Melatonin may also indirectly affect the oxidative–antioxidant balance,
stimulating the expression of genes encoding for some antioxidant enzymes. This effect is observed in
the case of SODs, GPxs and GR [123,124]. The effect of melatonin and its chemical derivatives on the
oxidoreductive balance is shown in Figure 1.
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damage response, and a reduction in the inflammatory state and histopathological changes. 
According to Fernandez-Gil et al. [125], melatonin may protect small intestine cells from toxic 
products formed during radiation therapy used in the oral mucosa. In this experiment, the 
researchers used adult male Wistar rats, which were given 3% melatonin gel (the total melatonin dose 
was 45 mg/day for 21 days). The rats were anesthetized prior to irradiation with a dose of 7.5 Gy/day 
(X-ray) for five consecutive days, where only the oral cavity was irradiated. Melatonin was applied 
in the oral cavity, starting 48 h before the first irradiation. After the sacrifice of animals, small intestine 
samples were taken for further analysis. Oral cavity irradiation resulted in small intestinal damage 
associated with oxidative stress. An increase in lipid peroxidation and nitrite/nitrate was observed, 
compared to non-irradiated controls. In the melatonin treated group, a significant increase in the 
activities and protein levels of GPx, GR, SOD2 and a substantial decrease in inflammasome activation 
in the small intestine were described, compared to the irradiated but non melatonin-treated group. 
In the Gurses et al. [126] study, Wistar rats were given a 50 mg/kg dose of melatonin (injected 
intraperitoneally) 15 min prior to irradiation of the anatomical area surrounding the heart. A dose of 
18 Gy was used in one fraction. Six months after exposure to radiation, the rats were sacrificed, and 
histopathological preparations were performed to assess changes in the study and control groups. 
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AFMK—N1-acetyl-N2-formyl-5-methoxykynuramine, AMK—N1-acetyl-5-methoxykynuramine, GPx—
glutathione peroxidase, GR—glutathione reductase, GSH—glutathione, GSSG—glutathione disulphide,
NO—nitric oxide, RNS—reactive nitrogen species, ROS—reactive oxygen species, SOD—superoxide dismutase.

The study of the effect of melatonin on organisms exposed to IR has been described mainly in
animal models [23]. Numerous studies have been conducted on the effect of melatonin pretreatment
in the irradiation of specific parts of the body [125–130], indicating a reduction in lipid peroxidation,
an improvement in enzymatic and non-enzymatic antioxidant defense, stimulation of the DNA damage
response, and a reduction in the inflammatory state and histopathological changes. According to
Fernandez-Gil et al. [125], melatonin may protect small intestine cells from toxic products formed
during radiation therapy used in the oral mucosa. In this experiment, the researchers used adult male
Wistar rats, which were given 3% melatonin gel (the total melatonin dose was 45 mg/day for 21 days).
The rats were anesthetized prior to irradiation with a dose of 7.5 Gy/day (X-ray) for five consecutive
days, where only the oral cavity was irradiated. Melatonin was applied in the oral cavity, starting
48 h before the first irradiation. After the sacrifice of animals, small intestine samples were taken for
further analysis. Oral cavity irradiation resulted in small intestinal damage associated with oxidative
stress. An increase in lipid peroxidation and nitrite/nitrate was observed, compared to non-irradiated
controls. In the melatonin treated group, a significant increase in the activities and protein levels of
GPx, GR, SOD2 and a substantial decrease in inflammasome activation in the small intestine were
described, compared to the irradiated but non melatonin-treated group. In the Gurses et al. [126]
study, Wistar rats were given a 50 mg/kg dose of melatonin (injected intraperitoneally) 15 min prior to
irradiation of the anatomical area surrounding the heart. A dose of 18 Gy was used in one fraction.
Six months after exposure to radiation, the rats were sacrificed, and histopathological preparations
were performed to assess changes in the study and control groups. The use of melatonin prevented the
development of vasculitis, and also reduced myocyte necrosis and cardiac fibrosis.
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According to the experiments concerning whole body irradiation, melatonin administered both
before and after IR exposure increased the survival rate of examined animals, reduced symptoms of
acute irradiation disease, decreased histopathological changes, and improved the oxidative–antioxidant
balance in the organism [130–136]. In a mouse model study, Vasin et al. [136] examined the effect
of the whole body exposure to IR at a dose of 9.5–10 Gy at a power of 0.077–0.171 Gy/min given in
one fraction. Melatonin was dissolved in water at a concentration of 5 mg/L and was administered
from 3 to 30 days after the irradiation. The daily dosage of melatonin was changed with the onset of
acute radiation sickness to 0.9–1.0 mg/kg and 1.2 mg/kg during recovery. The group of mice treated
with melatonin showed less severe symptoms of acute radiation sickness and significantly higher
survival was observed within 30 days of irradiation, compared to the control group. At the peak of
radiation sickness (12 days after the irradiation), the average number of leukocytes in the group of
mice supplemented with melatonin was higher than in the control group by 40%. Similar results were
noted in a study conducted by Haddadi et al. [127] on adult male Wistar rats that received melatonin
(100 mg/kg b.w.) intraperitoneally 30 min before irradiation and 5 mg/kg per day after irradiation for
a maximum of 22 weeks. The animals were anesthetized and sacrificed at 4 and 24 h of irradiation,
as well as 1, 3, 8, 16, 20, and 22 weeks after the treatment. The total radiation dose was 22 Gy at
a dose rate of 1.8 Gy/min. The authors of the study indicate that the survival of animals from the
melatonin-treated group was higher than the control group. In addition, in the melatonin group,
lower expression of vascular endothelial growth factor (VEGF) and fewer histopathological changes
were shown.

Research data on human studies is very limited. Vijayalaxmi et al. [137] performed an in vitro
study on the effect of melatonin on radiated human peripheral blood samples and obtained very
promising results. Approximately 15 min before the administration of 300 mg melatonin orally,
volunteers gave a blood sample. The next blood collection took place 1 and 2 h after melatonin
supplementation. Every blood sample was exposed in vitro to 1 Gy of gamma radiation at a dose
rate of 1.087 Gy/min. The lymphocytes were examined to determine the amount of primary DNA
damage. A significant increase in melatonin concentration in both serum and leukocytes was observed
as early as 1 h after the administration of melatonin. The extent of primary DNA damage was reduced
in both blood samples taken 1 and 2 h after melatonin administration, compared to the blood taken
before melatonin supplementation. It is worth emphasizing that no negative effects of such a high
dose of melatonin (300 mg) were observed. The dose of melatonin given to the subjects in the study is
30 times higher than the safe dose of the substance (10 mg/day) recommended in the treatment of sleep
disorders, so further research is crucial to determining the appropriate amount of melatonin needed
to protect people from the side effects of irradiation. Table 1 presents the summary of studies on the
effects of melatonin on organisms exposed to ionizing radiation.

Table 1. Research on the impact of ionizing radiation on the generation of reactive oxygen species and
the radioprotective role of melatonin.

Subjects
Melatonin Dosage

(Route of
Administration)

Time of Melatonin
Administration

Radiation Dosage
(Irradiation Area) Outcomes Reference

Adult male
Sprague-Dawley

rats

10 and 20 mg/kg
(IP injection)

Immediately before
and after irradiation

X-ray radiation of
8 Gy

(whole body)

Melatonin reduced the
levels of MDA and
increased the GSH

concentration.

[134]

Adult female
Sprague-Dawley

rats

30 and 5 mg/kg
(IP injection)

30 min prior to
irradiation and on

the following days of
experiment

Gamma radiation
of 5 and 8 Gy
(total cranial)

Melatonin decreased the
formation of late side

effects of radiation.
Melatonin

administration during
radiotherapy protected

ocular lenses against
radiation-induced
oxidative injuries.

[129]
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Table 1. Cont.

Subjects
Melatonin Dosage

(Route of
Administration)

Time of Melatonin
Administration

Radiation Dosage
(Irradiation Area) Outcomes Reference

Adult male
Wistar rats

100 and 5 mg/kg
(IP injection)

30 min before
irradiation and once

a day per after
irradiation

Gamma radiation
22 Gy (cervical
segment of the

spinal cord)

Melatonin increased
survival rate and

decreased
histopathological

changes.

[127]

Adult male
Wistar rats

50 mg/kg
(IP injection)

15 min prior to
irradiation

18 Gy (anatomical
area of the heart

position)

Melatonin prevented the
development of

vasculitis, reduced
myocyte necrosis and

cardiac fibrosis.

[126]

Adult male
Wistar rats

10, 20, and
10 mg/kg

(IP injection)

Before irradiation,
just after irradiation

and 24h after
irradiation

Gamma radiation
8 Gy, twice (whole

body and
abdominopelvic)

Melatonin
administration inhibited
primary spermatocyte

degeneration.

[130]

Adult male
Wistar rats

0.2 mg/day
(IP injection)

Once a day for
14 days before

irradiation

Gamma radiation
8 Gy (whole body)

Melatonin had a
protective effect on
suprarenal gland.

[131]

Adult male
Wistar rats

5 and 10 mg/kg
(IP injection)

30 min before
irradiation

Gamma radiation
6 Gy (whole body)

Melatonin decreased
hepatic MDA and nitric

oxide (NO) levels.
[135]

Adult male
Wistar rats 45 mg/day (PO)

Once a day for
21 days before

irradiation

X-ray 7.5 Gy/day
for five consecutive
days (oral cavity)

Melatonin increased the
activities and protein

levels of GPx, GR, SOD2
and strongly decreased

inflammasome
activation.

[125]

Adult both
sexes Wistar

rats

100 mg/kg
(IP injection)

For 5 days post
radiation

Total dose of 7.2 Gy
in two fractions
(whole body)

Melatonin reduced MDA
level, rates of oedema,

necrosis, neuronal
degeneration, and

vasodilatation.

[133]

Adult male
mice

From 0.9–1.0 to
1.2 mg/kg (PO)

From the third day
after irradiation

Gamma radiation
9.5–10 Gy

(whole body)

Melatonin reduced
symptoms of acute
radiation sickness,

increased survival rate
and leukocyte level.

[136]

Adult male
Swiss albino

mice
0.1 mg/kg/day (PO) 15 consecutive days

prior to radiation

Gamma radiation
6, 8 and 10 Gy
(whole body)

Melatonin reduced lipid
peroxidation,

glutathione disulphide
(GSSG) level, deficit in

the body and organ
weight. Melatonin

increased GSH level and
survival rate.

[132]

Young adult
male squirrels

250 mg/kg
(SC injection)

Once a day for four
weeks before

irradiation

X-ray radiation of
2.06 Gy

(abdominal, near
the splenic region)

Long term melatonin
treatment protected the

splenocytes and
modulated endogenous

DNA repair activity.

[128]

In vitro, human
blood 300 mg (PO) 1 h before irradiation

of blood sample

Gamma radiation
1 Gy (blood

sample)

Melatonin reduced
primary DNA damage. [137]

Abbreviations used: IP injection—intraperitoneal injection, PO—oral administration, SC injection—subcutaneous injection.

To complete the picture of the relationship between melatonin and IR, it should be emphasised
that melatonin has been found to radiosensitize cancer cells in a selective manner [69,138–140].
Melatonin’s ability to sensitize cancer cells to irradiation, along with its radioprotective properties,
makes it an ideal adjuvant in radiotherapy [69]. In the case of neck squamous cell carcinoma (HNSCC
cell lines), melatonin (0.1, 0.5, 1.0, and 1.5 mM melatonin combined with 8 Gy irradiation) was
described to enhance radiation cytotoxicity by stimulating mitochondrial ROS generation, apoptosis
and autophagy [138]. It was also observed that melatonin (pretreatment with 1 mmol/L melatonin for
2 h) effectively inhibited cellular proliferation of the human colorectal carcinoma cell line HCT 116,
and decreased colony formation rate and cell migration counts following IR exposure (gamma rays,
0–8 Gy) [140]. This effect was associated with activation of the caspase-dependent apoptotic pathway,
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cell cycle arrest in G2/M, and an impaired DNA double-strand break repair. Moreover, in the study,
it was shown that melatonin in combination with IR treatment significantly suppressed tumor cell
growth in colorectal tumor xenografts. Analogous results have been confirmed in breast cancer [139].
What remains unestablished is the use of melatonin combined with IR in patients, including the
effects of the treatment, the time-lapse between melatonin administration and radiotherapy, as well
as the optimal dosage of melatonin in humans exposed to IR. Further patient-based studies, such as
pre-clinical and randomized control trials are needed to explain all uncertainties.

4. Vitamin D—Function and Antioxidant Effect

Vitamin D is a group of organic chemical compounds belonging to the group secosteroids,
among which calcitriol (1,25-dihydroxycholecalciferol) performs the highest biological (hormonal)
activity [26,141]. Vitamin D is currently at the center of research interest for many scientists due to its
widespread deficiency, reaching about 30–50% on a global scale, especially in older age groups [19,142].
Many scientists have been involved in the research on the discovery and description of vitamin D
properties. The largest contribution was made by Sir Edward Mellanby [143], Elmer McCollum [144] and
Adolf Windaus [145], who in 1928 received the Nobel Prize for their work on vitamin D [146]. Vitamin D
comes from both external sources and from the body’s own synthesis [147]. Two forms of vitamin D are
taken with food, namely cholecalciferol (vitamin D3) and ergocalciferol (vitamin D2) [148]. Fatty fish
(such as salmon, mackerel, herring), meat, egg yolks, milk and butter are sources of cholecalciferol,
while fungi, yeast and some plants contain ergocalciferol [149,150]. Vitamin D taken from food
sources is only a fraction of the daily requirement for this compound [151]. The first stage of calcitriol
biosynthesis is the transformation of 7-dehydrocholesterol in the skin under the influence of UV
radiation at a wavelength of approximately 290–315 nm (UVB) [152,153]. For that reason, vitamin D
is sometimes called the “sunshine vitamin”. Excessive exposure to UV radiation does not cause the
formation of toxic amounts of previtamin D because it photoisomerises into two biologically inert
products, lumisterol and tachysterol [154]. Previtamin D undergoes spontaneous isomerisation to
provitamin D (cholecalciferol) under the influence of body temperature [155]. Then, cholecalciferol
both formed in the skin and originating from dietary sources binds to a specific transport protein,
vitamin D-binding protein (DBP), and is transported to the liver [156]. Hydroxylation with cytochrome
P450 CYP2R1 enzymes occurs in the liver. The product of this reaction, 25-hydroxyvitamin D, binds to
DBP and is transported to the kidney for subsequent hydroxylation by the enzyme CYP27B1 [157].
The end product of this pathway is the hormonally active form of vitamin D, calcitriol, which is
stored mainly in adipose tissue [158,159]. The vitamin D receptor (VDR) belongs to a subfamily of
nuclear receptors that act as transcription factors [160]. VDR is heterodimerized with the retinoid-X
receptor (RXR), which causes a change in its spatial conformation. The resulting heterodimer binds
to appropriate promoter sites of vitamin D-dependent genes [161]. VDR occurs in almost all cells
and tissues, including the skeletal system, cells involved in immune modulation, brain, heart, skin,
gonads, prostate, breast and gut [162]. Originally, calcitriol was considered to be associated only with
calcium-phosphate metabolism by cooperating with parathyroid hormone and the skeletal system,
stimulating the absorption of dietary calcium from the gastrointestinal tract, promoting renal tubular
reabsorption of calcium, and inducing the release of calcium from bones [163]. However, the role of
vitamin D is known to be much greater and its deficiency is associated not only with diseases of the
skeletal system, such as osteomalacia or osteoporosis in adults and rickets in children [164], but also with
depression [165], cancer [152], adverse cardiovascular risk profile [166], obesity [24], type 2 diabetes
mellitus [25] and autoimmune thyroid disease [167]. The reference vitamin D concentration range is
30–50 ng/mL (75–125 nmol/L) [168,169]. It should be added that this is the level of 25-hydroxyvitamin
D, not calcitriol, that is tested because of lower test costs, higher analyte stability and good correlation
with the concentration of the hormonally active form in the organism [168,169].

Vitamin D is thought to have antioxidant properties although involved mechanisms have not
been fully described yet and further research is required [18,170]. Vitamin D, acting through its
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nuclear receptors, can stimulate the expression of genes coding for antioxidant enzymes such as
SODs and GPxs [171]. It has also been confirmed that after exposure of the skin to UV radiation,
calcitriol and its precursors increase p53 levels, which reduces intracellular ROS [172]. In addition,
calcitriol has been shown to induce the synthesis of metallothioneins, which are ROS scavengers [172].
Tang et al. [173] reported that MDA levels negatively correlated with serum vitamin D levels in patients
with non-segmental vitiligo. Furthermore, the researchers pointed out that vitamin D protected
human melanocytes against ROS by activation of Wnt/β-catenin signaling. In addition, Jain et al. [174]
showed a positive link between vitamin D and GSH concentrations, as well as a reduction in the levels
of pro-inflammatory cytokines (monocyte chemoattractant protein 1 and interleukin 8), which lead
to reduced ROS generation. In this study, U937 monocyte cells were treated with calcitriol at the
concentration of 0, 10, and 25 nM for 24 h. Similar results were described by Dzik et al. [175].
In their study, patients, qualified for lumbar spine surgery utilizing static or dynamic implants,
were supplemented with 25-hydroxyvitamin D at a daily dose of 3200 IU (equal to 80 µg) for 5 weeks.
Vitamin D supplementation to appropriate serum levels reduced oxidative stress in skeletal muscle.
The patients with prior vitamin D deficiency showed increases in Cu/ZnSOD and GPx activities in
paraspinal muscles after supplementation. Chen et al. [176] tested 10α-hydroxylase knockout mice
(1α(OH)ase-/-) supplemented with calcitriol at a dose of 1 µg/kg. The authors noted that low calcitriol
levels were associated with higher oxidative stress. In addition, calcitriol regulated the expression
of nuclear factor-erythroid-2-related factor 2 (Nrf2), which controls antioxidant and detoxification
enzymes. In response to reduced ROS levels, SOD2 activity decreased. Sepehrmanesh et al. [177]
confirmed that vitamin D supplementation led to a significant increase in GSH concentrations.
Patients with major depressive disorder were supplemented with 25-hydroxyvitamin D at a weekly
dose of 50,000 IU (equal to 1.25 mg) for 8 weeks. In addition to the increase in the GSH level, there was
also a significant increase in total antioxidant capacity (TAC). On the other hand, Barzegari et al. [178]
did not observe significant changes in SOD, CAT, and GPx activities, as well as in the MDA and TAC
levels, despite a 8-week calcitriol supplementation at 50,000 IU once a week. The study was based on a
double-blind, randomized, placebo-controlled clinical trial, involving 50 patients with type 2 diabetes
and nephropathy. Undoubtedly, further studies on the antioxidant function of vitamin D are required.
The main mechanisms of vitamin D action as an antioxidant are shown in Figure 2.

Considering the broad spectrum of vitamin D action in the organism, it has been identified as
a potential protective agent against radiation-induced damage [179]. However, the analysis of the
available literature indicates very limited research data on the radioprotective role of vitamin D in the
context of IR action. It was observed that the administration of vitamin D3 (0.7 µg of vitamin D3 or
28 IU/100 g body mass) to chronically irradiated Wistar rats (0.01 Gy per day for 30 days) induced
the normalization of carbohydrate metabolism by improving the activities of glycolytic enzymes in
erythroid and myeloid bone marrow cells [180]. In the in vitro study of Müller et al. [181], it was found
that the cell growth and clonogenic survival of irradiated keratinocytes (cell line HaCaT), pretreated
with calcitriol, were significantly increased when compared to the untreated cells after IR exposure.
In the experiment, exponentially growing HaCaT cells were irradiated with X-rays (total dose of 0
to 7.5 Gy was delivered with a dose rate of 1 Gy/min). To assess the vitamin D effect, the HaCaT
cells were incubated with 10 nmol/L 1α,25(OH)2D3 for 48 h before irradiation. It was demonstrated
that vitamin D improved cell growth and survival, as well as inhibited the radiation-induced
up-regulation of adhesion molecule expression on human keratinocytes. These results were confirmed
by Langberg et al. [182], who proved that treatment with calcitriol (100 nmol/L 24 h before and for
24–48 h after IR) inhibited caspase-dependent and -independent programmed cell death occurring
within 48 h of irradiation, increased the colony formation capacity, attenuated radiation-induced
increase in matrix metalloproteinase-9 and mRNA levels in irradiated (4 Gy with a dose rate 2 Gy/min)
HaCaT keratinocytes. The same cell line was also the subject of the Trémezaygues et al. [183] experiment.
It was observed that the pretreatment of HaCaT-keratinocytes with 1,25(OH)2D3 (100 nmol/L) over
48 h differentially modulated harmful effects of IR (1–5 Gy) in a dose- and time-dependent manner,
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indicating a protective effect of vitamin D against relatively low IR (1–2 Gy). A study on the cell culture
of human umbilical vein endothelial cells (HUVEC), conducted by Marampon et al. [184], showed the
protective effect of vitamin D against damage caused by ROS generated under the influence of IR.
Cell cultures were preincubated in a solution with the addition of vitamin D in concentrations of 25, 50,
75 and 100 nmol/L for 24 h, then transferred to the growth medium and irradiated with X-rays (total
dose of 0 to 8 Gy was delivered with a dose rate of 1.3 Gy/min). Vitamin D preincubation reduced
the amount of ROS by the protection of proliferating and quiescent cells via the regulation of the
mitogen-activated protein kinase (MAPK) pathway, prevented apoptosis by activating signal-regulated
kinases (ERKs) in proliferating HUVEC, and inhibited p38, associated with ageing in quiescent cells.Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 11 of 23 
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As with melatonin, vitamin D and its analogues have been found to selectively radiosensitize
cancer cells, including breast and non-small cell lung tumor cells [185–189], which makes it a promising
adjuvant in radiotherapy, enhancing the treatment effect and reducing side effects. In irradiated (5 times
of 2 Gy administered over a period of 3 days) MCF-7 breast tumor cells, pretreatment with a hormonally
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active form of vitamin D (100 nmol/L 1,25(OH)2D3 for 72 h) promoted autophagy, sensitized the
cells to IR and suppressed the proliferative recovery occurring after radiation alone [185]. This effect
was not observed in the BT474 breast tumor cell line with low-level expression of VDR, suggesting
a receptor-mediated action of calcitriol. Moreover, similar responses were not detected in a model
of normal human fibroblasts [187]. The promotion of an enhanced response to radiation by 1,25-D3

in non-small cell lung cancer cells has been found to be mediated by VDR, tumour protein p53 and
AMPK pathways [188]. Normal human bronchial cells and cardiomyocytes were not radiosensitized
by vitamin D in this study [188].

Interestingly, it was found that chronic exposure to IR affected the vitamin D3 active form level
and caused modifications of enzymes involved in vitamin D metabolism [190]. In accordance with
this study, Kaminskyi et al. [191] described significantly lower vitamin D concentrations among
the populations of radiologically contaminated regions of Chernivtsi oblast due to the Chornobyl
catastrophe, compared to those in the uncontaminated Ukrainian cities of Charnivtsi and Vyzhnytsia.
Therefore, the deficiency of vitamin D in patients during radiotherapy or in medical professionals
chronically exposed to low IR doses should be taken into consideration in further research on the
supplementary treatment.

5. Conclusions

This review points to the important role of ionizing radiation as an inducer of oxidative stress,
which occurs in the pathogenesis and the course of many diseases. ROS are not only generated during
medical procedures that require the use of IR but also when the organism is exposed to sunlight and
background radiation present in the environment. The endogenous synthesis of two compounds with
antioxidant potential described in this paper, namely melatonin and vitamin D, depends on the presence
of light (visible or UV). Numerous studies emphasize the role of melatonin as an antioxidant and its
protective effects against IR damage. This hormone both directly and indirectly neutralizes ROS. In the
case of vitamin D, further experiments are required that could align its antioxidant mechanisms and
protection against IR, as previous publications show conflicting findings. As a result of ever-growing
use of IR in medicine, more and more people are being exposed to IR at different doses, including several
dozen Gy during radiotherapy. Thus, supportive therapies for both patients and medical professionals
are of first importance. Synthetic radioprotective compounds have a limited use because they often
induce some undesirable side effects, especially at doses required to achieve maximal radioprotection.
According to the research data presented in the review, melatonin could be the best candidate for a
radioprotectant in people. Less is known about vitamin D. However, the results have been promising
so far. The supporting supplementation with both substances seems to be also important in the context
of common deficiencies in melatonin and vitamin D in modern societies, which may contribute to
the severity of adverse side effects of medical IR exposure. Moreover, both substances have been
found to selectively radiosensitize cancer cells, which makes them promising adjuvants for enhancing
the anticancer effect of radiotherapy and improving therapeutic outcomes. Thus, in light of existing
studies, melatonin and vitamin D are worth considering as agents for protecting professionals exposed
to radiation and patients diagnosed or treated with radiation. Nevertheless, more research is needed
in this area, especially in humans. Most importantly, appropriate doses of melatonin and vitamin
D, effective in protecting against radiation and safe for people, should be established and tested in
clinical trials.
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Abbreviations

1O2 singlet oxygen
3-OHM 3-hydroxymelatonin
4-HNE trans-4-hydroxy-2-nonenal
AAAD aromatic l-amino acid decarboxylase
AANAT aralkylamine N-acetyltransferase
AFMK N1-acetyl-N2-formyl-5-methoxykynuramine
AMK N1-acetyl-5-methoxykynuramine
ASMT acetylserotonin O-methyltransferase
CAT catalase
CNS central nervous system
CREB cAMP response element-binding protein
DBP vitamin D-binding protein
DCF 2′,7′-dichlorodihydrofluorescein
DCFH 2′,7′-dichlorofluorescin
DCFH-DA 2′,7′-dichlorofluorescin diacetate
ERKs signal-regulated kinases
GPx glutathione peroxidase
GR glutathione reductase
GSH glutathione
GSSG glutathione disulfide
HUVEC human umbilical vein endothelial cells
IP intraperitoneal injection
IR ionizing radiation
LET linear energy transfer
MAPKs mitogen-activated protein kinase pathway
MDA malondialdehyde
Nrf2 nuclear factor-erythroid-2-related factor 2
O2
•− superoxide anion radical

OH• hydroxyl radical
ONOO- peroxynitrite
PKC protein kinase C
PLP pyridoxal phosphate
PO oral administration
RNS reactive nitrogen species
ROS reactive oxygen species
RXR retinoid-X receptor
SAM S-adenosyl methionine
SC subcutaneous injection
SCN suprachiasmatic nucleus
SOD superoxide dismutase
TAC total antioxidant capacity
TPH tryptophan hydroxylase
VDR vitamin D receptor
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Abstract: Specific breast cancer (BC) subtypes are associated with bad prognoses due to the absence
of successful treatment plans. The triple-negative breast cancer (TNBC) subtype, with estrogen
(ER), progesterone (PR) and human epidermal growth factor-2 (HER2) negative receptor status, is a
clinical challenge for oncologists, because of its aggressiveness and the absence of effective therapies.
In addition, proton therapy (PT) represents an effective treatment against both inaccessible area
located or conventional radiotherapy (RT)-resistant cancers, becoming a promising therapeutic choice
for TNBC. Our study aimed to analyze the in vivo molecular response to PT and its efficacy in a
MDA-MB-231 TNBC xenograft model. TNBC xenograft models were irradiated with 2, 6 and 9 Gy of
PT. Gene expression profile (GEP) analyses and immunohistochemical assay (IHC) were performed to
highlight specific pathways and key molecules involved in cell response to the radiation. GEP analysis
revealed in depth the molecular response to PT, showing a considerable immune response, cell cycle
and stem cell process regulation. Only the dose of 9 Gy shifted the balance toward pro-death signaling
as a dose escalation which can be easily performed using proton beams, which permit targeting
tumors while avoiding damage to the surrounding healthy tissue.

Keywords: triple-negative breast cancer (TNBC); proton therapy; xenograft mice; microarray

1. Introduction

Breast cancer (BC) is a heterogeneous disease classified in several subgroups based on molecular
and genomic profiles, associated with different treatment responses [1,2]. So, following a BC diagnosis,
the most immediate challenge in patient management is the prognosis determination and identification
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of the most appropriate therapeutic approach. Moreover, specific BC subtypes are associated with a
worse prognosis due to the absence of successful treatment plans. In this sense, the triple-negative
breast cancer (TNBC) subtype, which represents 15–20% of BC incidence, is a clinical challenge for
oncologists, because of its aggressiveness and absence of successful therapies. Considering that TNBC
is featured by estrogen (ER), progesterone (PR) and human epidermal growth factor-2 (HER2) negative
receptor status, patients cannot be treated with specific hormonal or targeted therapy, and a gold
standard chemotherapy has not been established yet [3]. In addition, considering the molecular
differences among BC subtypes, the choice of a unique treatment plan common to all BC patients,
including radiotherapy (RT), may not be the best option. Moreover, taking into account a relapse rate
ranging from 25% to 40% after treatment of TNBC, the acquisition of chemo and radioresistance is
taken into consideration. However, several authors have demonstrated that breast conserving surgery
in tandem with RT was less likely to develop locoregional recurrence compared with mastectomy [4–6].

Over the last decade, the technological development of RT has led to more performing and
innovative technologies which can deliver, with high precision, increasing doses saving the organ at
risk, and high-dose radiation on small-sized tumor targets [1,7,8]. This property of the proton beam is
due to its typical curve of energy deposition through the matter, releasing the well-known Bragg peak,
which can represent a better conformational option in respect to conventional photon beams [3].

Then, proton therapy (PT) provides a substantial physical advantage compared to conventional
RT by using X or Gamma radiation rays, even if its biological advantages still remain understudied.

However, in BC treatment, the prospective use of PT in place of conventional RT would result in a
lower ionizing radiation (IR) dose to the heart and lungs, especially if the tumor is located in the left
mammary gland [9–14]. Furthermore, several authors have debated the use of conventional RT for
TNBC patients [11,15,16]. Because of such advantages and due to clinically encouraging results, PT is
currently used for different aggressive forms of cancers and its use is rapidly growing, especially for
those sited in the proximity of organs at risk. However, few data are available regarding proton-induced
molecular changes, particularly in mammary gland breast cells, a topic that therefore deserves to be
accurately described.

In this scenario, we have recently described the dose response effects on cell survival induced
by proton beam irradiation by using an in vitro approach, and, for the first time to our knowledge,
the radiation-induced gene expression profiles (GEPs) and immunological profiles produced by
the BC cell lines with different aggressive phenotypes including the well-known TNBC model,
the MDA-MB-231 BC cells (metastatic, basal, triple-negative) [7].

Here we decided to generate a TNBC xenograft model using MDA-MB-231, with the aim to test
the in vivo PT efficacy and to search for specific PT molecular signature, using increasing doses of
proton beam (2, 6 and 9 Gy) [17]. The dose range of 2–9 Gy was chosen with the aim of understanding
the different molecular response observable with the dose escalation. Furthermore, the dose of 2
and 9 Gy were precedingly used in our in vitro experiments, allowing us to perform a GEP analysis
comparison between in vitro and in vivo molecular responses induced by the same PT dose. In addition,
an immunohistochemical (IHC) characterization was performed to search for particular markers of
specific biological processes.

The results of this comparison show the activation of specific pathways associated with the dose
delivered and the time window analyzed in the MDA-MB-231 xenograft model, which sustains the
control of key cellular processes, such as stem cell proliferation, cell cycle and cell death, and is thus
able to control cell fate. In particular, the major PT efficacy is evident with the dose of 9 Gy, in which
the survival/cell death balance is clearly moved toward tumor cell killing. These findings encourage
the use of proton beams for the treatment of more aggressive tumor forms because its specific energy
deposition curve allows the use of dose escalation while saving organs at risk.
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2. Results

2.1. Monte Carlo Simulation Depth Dose Profile and LET (Linear Energy Transfer) Assessment

As above described, specific treatment plans were developed for each animal used in this project.
In turn, the best irradiation configuration and dose distributions were applied using the GEANT4-based
application (GEometry ANd Tracking-4). DICOM (Digital Imaging and COmmunications in Medicine)
CT images were employed to define the animal composition and geometry inside the GEANT4
framework. The medium LET (linear energy transfer) value calculated within the tumor was equal to
6.68 keV/µm. In Figure 1 an example of dose distribution calculated by our application is provided.
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Figure 1. (a) Screenshot of DICOM volume in GEANT4. (b) Example of dose distribution calculated by
Monte Carlo application.

2.2. Immunohistochemical Evaluation of Key Markers

Staining intensity of key regulator molecules involved in crucial cellular processes has been
evaluated in order to better highlight the PT efficacy and understand which biological processes
“are involved in the successful treatment plan” or “in the success of RT treatment” considering these
results together with the whole genome GEP analysis, performed at the same doses. These markers’
expression has been correlated to the dose delivered (2, 6 e 9 Gy) in both the two-time window analyzed
of 72 h and 10 days after PT. As shown in Table 1 these were: CD133 (Cluster of Differentiation 133) as
cancer stem cells marker, Cyclin D1 as cell cycle positive regulator marker, ki67 as proliferation rate
marker, cleaved Caspase 3 as apoptotic marker, CD68 (Cluster of Differentiation 68) as macrophage
marker. In addition, Table 1 reports the evaluation of necrosis extension and the apoptotic cell count,
in order to better elucidate the death mechanism induced by PT.
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High Power Fields (HPF)

Figure 2A,B display representative H&E-stained slices deriving from samples analyzed 10 days
and 72 h, respectively, after PT with 9 Gy of IR dose. In particular, after irradiation with 9 Gy, small
foci of necrosis were observed 10 days post-irradiation (Figure 2A), while extensive necrosis was
highlighted after 72 h (Figure 2B). In particular, the necrosis extension strongly increases with the dose
escalation in the time window of 72 h post-PT, whereas 10 days after PT, we can observe an increase
with the dose of 2 Gy with respect to untreated sample, and, then, a reduced necrotic extension at 6
and 9 Gy respect to the 2 Gy sample. Regarding apoptosis, a strong increase of cleaved CASP3 was
highlighted in a dose- and time-dependent manners, except for samples treated with 9 Gy at the time
window of 10 days post-PT. Figure 2C shows the high cleaved CASP3 expression after 72 h post-PT
with the dose of 9 Gy.
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Figure 2. Representative slides of hematoxylin/eosin (H&E) and immunohistochemical staining.
(A) Small necrosis foci after 10 days post-PT (proton therapy) with the dose of 9 Gy; (B) extensive
necrosis after 72 h post-PT with the dose of 9 Gy; high immunohistochemical expression of caspase-3
(C) and CD133 (D) in tumor after 72 h post-PT with the dose of 9 Gy.

In addition, the apoptotic count showed a slight increase with dose escalation in both the time
window of 72 h and 10 days post-treatment. In order to understand the reduction of necrotic foci and
cleaved CASP3 expression with higher doses in samples observed 10 days post-PT, we assessed the
CD68, as a macrophage marker. Indeed, its positivity was found only in samples analyzed 10 days
after PT, with higher scores just in the 9 Gy treated sample, rendering evident the scavenger effect by
these cells, able to eliminate dead tumor cells and debris.

On the other hand, survival signals are activated by the treatment, as suggested by a mild
increase of Cyclin D1 in samples treated with all the three doses, both after 72 h or 10 days from PT
exposures, with the only exception of the 9 Gy sample analyzed after 10 days, most likely due to the
above-mentioned scavenger effect by macrophages. Finally, the stem cell marker CD133 was found
up-regulated after PT using all the doses of 2, 6 and 9 Gy in the early time-window of 72 h. Instead,
after 10 days post-irradiation, a CD133 strong increase is observed with respect to the untreated sample,
and then a progressive reduction with 6 and 9 Gy in respect to the 2 Gy sample. Figure 2D shows
the CD133 expression in a tumor treated with 9 Gy observed 72 h post-PT. Finally, the Ki67 marker
expression did not show significant changes.

2.3. Overview of cDNA Microarray Gene Expression Analyses

As above described, in this work we analyzed the GEPs induced by PT irradiation using 2, 6 and
9 Gy of IR doses, on BC xenograft mice models in order to highlight genes and cellular processes
involved in radioresistance/radiosensitivity balance regulation.
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In detail, we analyzed the three following configurations:

(i) MDA-MB-231 xenograft mice_2Gy_PT
(ii) MDA-MB-231 xenograft mice_6Gy_PT
(iii) MDA-MB-231 xenograft mice_9Gy_PT

Comparative differential gene expression analyses revealed that a conspicuous number of
genes had significantly altered expression levels by 2-fold or greater, compared to the untreated
reference group as follows: MDA-MB-231 xenograft mice_2Gy_PT, 1256 differentially expressed genes
(DEGs; 457 down-regulated and 799 up-regulated); MDA-MB-231 xenograft mice_6Gy_PT, 848 DEGs
(279 down-regulated and 569 up-regulated); and MDA-MB-231 xenograft mice_9Gy_PT, 1279 DEGs
(407 down-regulated and 872-up regulated).

Moreover, up- and down-regulated transcripts for each configuration analyzed in this study were
selected and grouped according to their involvement in specific biological pathways using the DAVID
tool, as displayed in Tables 2–5.

Table 2. GEPs (gene expression profiles) DAVID analysis of MDA-MB-231 xenograft mice exposed to 2
Gy of proton irradiation.

Top 5 Molecular Pathways of Differentially Expressed Genes of MDA-MB-231 Xenograft Mice Exposed to 2 Gy of
Proton Irradiations

Term Count p Value Genes

1 Graft-versus-host
disease 12 8.1 × 10−7 HLA-DQB1, HLA-DRB1, HLA-A, IL1B, FASLG, HLA-C,

HLA-DPA1, HLA-B, HLA-DPB1, HLA-DOA, HLA-E, HLA-DRA

2 Allograft
rejection 11 2.1 × 10−5 HLA-DQB1, HLA-DRB1, HLA-A, FASLG, HLA-C, HLA-DPA1,

HLA-B, HLA-DPB1, HLA-DOA, HLA-E, HLA-DRA

3
Antigen

processing and
presentation

15 5.8 × 10−5
CIITA, HLA-DQB1, HLA-DRB1, HLA-A, HSPA1A, HLA-C,

HLA-B, HLA-E, CD74, HSPA6, KIR3DL3, HLA-DPA1, HLA-DPB1,
HLA-DOA, HLA-DRA

4 Phagosome 21 2.0 × 10−4

HLA-DQB1, NOS1, HLA-DRB1, HLA-A, HLA-C, HLA-B, SFTPA1,
ITGB3, HLA-E, CLEC4M, FCAR, CD209, COMP, TUBAL3,
HLA-DPA1, SCARB1, HLA-DPB1, HLA-DOA, ATP6V0D2,

TUBB4A, HLA-DRA

5
Cell adhesion

molecules
(CAMs)

19 7.7 × 10−4
PVR, HLA-DQB1, HLA-DRB1, CLDN5, HLA-A, NLGN1, HLA-C,

HLA-B, HLA-E, CLDN15, ALCAM, NCAM2, SDC1, CD2,
MADCAM1, HLA-DPA1, HLA-DPB1, HLA-DOA, HLA-DRA

Table 3. GEPs DAVID analysis of MDA-MB-231 xenograft mice exposed to 6 Gy of proton irradiation.

Top 5 Molecular Pathways of Differentially Expressed Genes of MDA-MB-231 Xenograft Mice Exposed to 6 Gy of
Proton Irradiations

Term Count p Value Genes

1 Proteoglycans in
cancer 22 1.2 × 10−5

NANOG, ERBB4, ROCK2, HCLS1, ERBB2, FASLG, IGF2, FZD3,
HGF, DCN, ITGB3, MMP2, PXN, KDR, CTNNB1, SMO, MAPK13,

HPSE, PLCG2, HSPB2, PRKACA, TWIST1

2
Leukocyte

transendothelial
migration

11 9.5 × 10−3 ITGAL, ROCK2, MAPK13, PLCG2, CLDN5, CTNND1, MYLPF,
JAM2, MMP2, PXN, CTNNB1

3 Graft-versus-host
disease 5 3.2 × 10−2 HLA-DQB1, HLA-DRB1, FASLG, HLA-DPA1, HLA-DPB1

4 Allograft
rejection 5 4.6 × 10−2 HLA-DQB1, HLA-DRB1, FASLG, HLA-DPA1, HLA-DPB1

5 Phagosome 11 4.9 × 10−2 HLA-DQB1, TUBA8, CD36, HLA-DRB1, TUBAL3, HLA-DPA1,
SFTPA1, COLEC11, HLA-DPB1, ITGB3, TUBB4A
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Table 4. GEPs DAVID analysis of MDA-MB-231 xenograft mice exposed to 9 Gy of proton irradiation.

Top 15 Molecular Pathways of Differentially Expressed Genes of MDA-MB-231 Xenograft Mice Exposed to 9 Gy of
Proton Irradiations

Term Count p Value Genes

1 Proteoglycans in cancer 26 8.4 × 10−5

ERBB2, ITGB3, DCN, MMP2, GPC3, ANK2, HPSE,
PPP1R12A, PIK3R5, PIK3R3, PIK3CG, NANOG, WNT10B,
ROCK2, ITGA2, IGF2, FZD3, PRKCG, FZD5, FLNB, KDR,

WNT2B, EIF4B, MAPK13, VEGFA, WNT11

2 Rap1 signaling pathway 26 0.0002

PRKCZ, FGFR3, RAP1GAP, TLN2, CTNND1, LPAR3,
FGF13, ITGB3, ITGAM, RAC3, RASGRP2, RAPGEF4,

PIK3R5, PIK3R3, ANGPT2, PLCB2, PIK3CG, FYB,
GNAO1, GRIN1, PRKCG, KDR, DOCK4, MAPK13,

VEGFA, PDGFRA

3 Pathways in cancer 40 0.0002

FGFR3, APC2, PTGS2, ERBB2, GNG13, CXCL8, LPAR3,
FGF13, MMP2, SUFU, AGTR1, CDKN2A, RAC3, CASP8,

RASGRP2, PIK3R5, HHIP, PIK3R3, PLCB2, PIK3CG,
CEBPA, PTGER1, COL4A3, WNT10B, HSP90AA1, BCR,

VHL, RALBP1, ROCK2, TGFBR2, BRCA2, ITGA2, PRKCG,
FZD3, FZD5, STAT1, WNT2B, VEGFA, PDGFRA, WNT11

4
Signaling pathways

regulating pluripotency
of stem cells

19 0.0006
PIK3CG, NANOG, WNT10B, FGFR3, ONECUT1, APC2,
PAX6, FZD3, FZD5, WNT2B, RIF1, HAND1, MAPK13,

PIK3R5, WNT11, JAK3, SKIL, BMPR1B, PIK3R3

5 VEGF signaling pathway 11 0.002 PIK3CG, PTGS2, RAC3, MAPK13, VEGFA, PPP3R2,
PRKCG, NOS3, PIK3R5, PIK3R3, KDR

6 Platelet activation 16 0.005
PIK3CG, PRKCZ, ROCK2, TLN2, COL3A1, ITGA2, ITGB3,
PRKG1, MAPK13, RASGRP2, PPP1R12A, PIK3R5, NOS3,

PIK3R3, PLCB2, COL11A1

7 Phagosome 17 0.008
HLA-DQB1, NOS1, HLA-DRB1, ITGA2, C1R, SFTPA1,

ITGB3, HLA-DQA2, ITGAM, TUBA8, ATP6V0E2, CD209,
COMP, TUBAL3, HLA-DPA1, HLA-DPB1, HLA-DRA

8 Antigen processing and
presentation 11 0.008

HLA-DQB1, HSP90AA1, HSPA2, HLA-DRB1, CD8A,
KIR3DL3, HLA-DPA1, HLA-DPB1, HLA-DQA2,

CD74, HLA-DRA

9 Graft-versus-host
disease 7 0.008 HLA-DQB1, CD86, HLA-DRB1, HLA-DPA1, HLA-DPB1,

HLA-DQA2, HLA-DRA

10 Focal adhesion 21 0.009

PIK3CG, COL4A3, ROCK2, TLN2, ERBB2, COL3A1,
ITGA10, ITGA2, PRKCG, ITGB3, FLNB, KDR, RAC3,

COMP, VEGFA, PPP1R12A, PDGFRA, PIK3R5, PIK3R3,
COL11A1, SHC4

11 Ras signaling pathway 22 0.01

PIK3CG, PLD1, PLA2G16, FGFR3, RALBP1, GRIN1,
GNG13, PRKCG, FGF13, RGL1, KDR, RAC3, RASGRP2,
VEGFA, PDGFRA, ZAP70, PIK3R5, SYNGAP1, PIK3R3,

PLA2G2D, ANGPT2, SHC4

12 Allograft rejection 7 0.01 HLA-DQB1, CD86, HLA-DRB1, HLA-DPA1, HLA-DPB1,
HLA-DQA2, HLA-DRA

13 Chemokine signaling
pathway 18 0.03

CXCL1, PIK3CG, PRKCZ, FGR, ROCK2, GNG13, CXCL8,
CCL4L2, STAT1, CCL15, CCL26, CCR3, RASGRP2,

PIK3R5, JAK3, PIK3R3, PLCB2, SHC4

14 HIF-1 signaling pathway 11 0.04 PIK3CG, VHL, PFKFB3, HMOX1, ERBB2, VEGFA,
PRKCG, NOS3, PIK3R5, PIK3R3, ANGPT2

15 Wnt signaling pathway 14 0.04 WNT10B, APC2, ROCK2, PPP3R2, FZD3, PRKCG, FZD5,
WNT2B, CSNK2A1, SOST, SFRP1, RAC3, WNT11, PLCB2
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Table 5. Gene expression analyses of key genes of TNBC (triple-negative breast cancer) xenograft mice
exposed to Proton RadioTherapy PRT.

Gene Expression Analyses of Key Genes of TNBC Xenograft Mice Exposed to PT

Gene
Symbol

Description
2 Gy PRT 6 Gy PRT 9 Gy PRT

Array qRT-PCR Array qRT-PCR Array qRT-PCR

BAX BCL2 associated X,
apoptosis regulator −1.25 0.51 −1.12 0.32 1.14 2.26

BCL2 BCL2 apoptosis regulator −1.20 0.56 −1.20 0.28 1.18 1.87

CCNA2 Cyclin A2 −1.24 0.62 −2.73 0.30 Und. 2.24

CD24 CD24 molecule 1.43 1.24 1.23 Und. Und. 2.92

CD44 CD44 molecule 1.37 0.97 1.07 Und. 1.24 3.16

CDC20 Cell division cycle 20 −1.11 0.48 −1.11 0.83 1.04 3.83

CDC25 Cell division cycle 25 −1.19 0.38 Und 0.51 1.11 1.51

FOS Fos proto-oncogene, AP-1
transcription factor subunit 4.95 3.35 1.12 Und. 1.91 30.56

FOSB FosB proto-oncogene, AP-1
transcription factor subunit 2.51 1.07 1.34 0.57 1.30 6.35

GDF15 Growth differentiation
factor 15 1.86 1.64 1.72 1.23 2.50 10.27

MMP9 Matrix metallopeptidase 9 −1.16 0.21 Und 0.38 1.33 2.31

RRAD
Ras related glycolysis
inhibitor and calcium

channel regulator
1.50 3.78 1.54 1.95 1.71 6.51

TAF7L TATA-box binding protein
associated factor 7 like 1.14 1.27 Und Und. 1.18 1.80

TNF Tumor necrosis factor 1.34 4.14 Und 1.31 1.17 5.02

TP53 Tumor protein p53 n.a. 3.11 1.33 1.09 1.25 3.28

TP53INP1 Tumor protein p53 inducible
nuclear protein 1 1.04 1.40 1.23 1.76 Und. 4.53

WNT5A Wnt family member 5A 1.17 2.12 1.26 2.64 1.14 9.28

Triple negative breast cancer (TNBC); undetected (Und.); proton therapy (PT).

In detail, as shown in Tables 2–4, graft-versus-host disease, allograft rejection and phagosome
cellular pathways were deregulated in all the three configuration assayed in this work, underling their
key role strictly linked to proton irradiation rather than to the dose delivered.

The first two pathways are known to be related to immune reactivity of the recipient against the
transplanted allograft. On the other hand, a phagosome is able to maintain host homeostasis because it
is involved in the degradation of pathogens and cellular death as well as in other processes linked to
antigen-presenting processes and the recovery of inflammatory mediators [18].

In addition, after 2 Gy of PT, our preclinical tumor model was able to deregulate the antigen
processing and presentation pathway, once again underlying the immune system activation after PT,
as well as the cell adhesion molecules (CAMs) involved in binding and communication with other cells.

On the other hand, after 6 Gy of PT irradiation, leukocyte transendothelial migration process and
proteoglycans in the cancer pathway were deregulated. Precisely, leukocyte migration from the blood
into tissues is vital for immune surveillance and inflammation while proteoglycans are key molecules
and effectors of cell surface and microenvironments, known to have multiple functions in cancer and
angiogenesis due their ability to regulate neoplastic growth and neovascularization [19].

Interestingly, after 2 and 6 Gy of PT irradiation, we selected only the top five statistical and biological
relevant pathways. In contrast, after 9 Gy of PT irradiation we selected more numerous deregulated
cellular networks and, thus, in Table 4 we reported the top 15 statistical and biological relevant
pathways. In summary, some of these are involved in cell–cell communication and/or immune system
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activation (i.e., antigen processing and presentation; Rap1 signaling pathway; graft-versus-host disease;
chemokine signaling pathway; focal adhesion; allograft rejection, platelet activation, phagosome),
others are related to tumor progression, angiogenesis and invasiveness (i.e., pathways in cancer; VEGF
signaling pathway, proteoglycans in cancer; Ras signaling pathway, signaling pathways regulating
pluripotency of stem cells; HIF-1 signaling pathway; Wnt signaling pathway). Candidate genes were
selected and used to validate microarray datasets by qRT-PCR analyses that confirm gene-expression
trends (Table 5). Interestingly, as displayed, MDA-MB-231 xenograft mice exposed to PT with 2 and
6 Gy have shown overall comparable gene expression trends, unlike samples treated with the high
dose of 9 Gy.

2.4. Commonly Deregulated Genes and Pathways among the PT Schedules

Moreover, in order to study the number of unique and shared differentially expressed genes
between MDA-MB-231 xenograft mice exposed to IR doses of 2, 6 and 9 Gy, we performed Venn diagrams
(Figure 3). As shown, a great amount of genes were commonly deregulated in the configurations
assayed: 489 genes were deregulated after 2 and 6 Gy of proton irradiation; 469 genes changed their
expression levels after 2 and 9 Gy; and 407 were deregulated both after 6 and 9 Gy of PT, respectively
shown in Figure 3A–C. Finally, as shown in Figure 3D, we decided to highlight the deregulated gene
set shared between all the configurations assayed (2, 6 and 9 Gy) and, thus, we selected the 290-gene
signature linked to proton cell response rather than to the dose delivered (Figure 3D). The respective
DAVID analysis of this gene list results in the following pathways: antigen processing and presentation;
graft-versus-host disease; allograft rejection; phagosome and complement and coagulation cascades
signaling (Table 6), confirming once again the crucial role of immune system activation, in response to
irradiation by proton beams of a xenograft model.
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Figure 3. Venn diagram of the number of unique and shared differentially expressed genes after proton
irradiation in MDA-MB-231 xenograft mice using 2, 6 and 9 Gy of radiation doses as follow: (A) unique
and shared differentially expressed genes in samples treated with 2 and 6 Gy; (B) unique and shared
differentially expressed genes in samples treated with 2 and 9 Gy; (C) unique and shared differentially
expressed genes in samples treated with 6 and 9 Gy; (D) unique and shared differentially expressed
genes in samples treated with 2, 6 and 9 Gy.
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Table 6. Top five molecular pathways of differentially expressed genes shared between MDA-MB-231
xenograft mice exposed to 2, 6 and 9 Gy of proton irradiation.

Top 5 Molecular Pathways of Differentially Expressed Genes Shared Between MDA-MB-231
Xenograft Mice Exposed to 2, 6 and 9 Gy of Proton Irradiations

Term Count p Value Genes

1 Antigen processing and
presentation 6 0.003 HLA-DQB1, HLA-DRB1, KIR3DL3,

HLA-DPA1, HLA-DPB1, CD74

2 Graft-versus-host
disease 4 0.009 HLA-DQB1, HLA-DRB1,

HLA-DPA1, HLA-DPB1

3 Allograft rejection 4 0.01 HLA-DQB1, HLA-DRB1,
HLA-DPA1, HLA-DPB1

4 Phagosome 6 0.04 HLA-DQB1, HLA-DRB1, TUBAL3,
HLA-DPA1, HLA-DPB1, ITGB3

5 Complement and
coagulation cascades 4 0.05 F5, CD46, F13A1, C1S

3. Discussion

One of the main aims of our research group is to fill the gap regarding the radiobiological
knowledge of the molecular responses induced by PT and its potential advantages for treating
radioresistant tumor subtypes. In addition, several authors have reported controversies with respect to
the use of conventional RT for patients with TNBC (ER–/PR–/HER2–) [15,16]. In this sense, the absence
of hormonal or targeted therapy against TNBC makes it a clinical challenge for oncologists in terms of
patient management.

According to these assumptions, we decided to investigate the molecular responses induced
by PT in MDA-MB-231 BC cells, chosen as the best model of a TNBC disease, by using in vitro and
in vivo approaches, in order to clarify mechanisms involved in the treatment success. This knowledge
could help us to identify possible targets to induce radio-sensibilization and shift the balance of cell
fate towards death. Furthermore, we aimed to use protons because they offer the physical advantage
of reaching the target site while saving the organs at risk, such as heart and lungs. In addition,
as suggested by some authors, a variable instead of fixed RBE (Relative Biological Effectiveness) (1.1)
should be considered along the proton energy deposition curve (Bragg curve), taking into account the
RBE dependency on linear energy transfer (LET) and tissue properties (α/β values) [20,21]. Particularly,
there is an inverted relationship between proton energy and LET, corresponding to an RBE increase
especially in the distal SOBP (Spread-out Bragg peak). These properties make them more suitable for
those radioresistant tumors.

The dose range of 2–9 Gy has been chosen with the aim of understanding the different molecular
response observable with the dose escalation. In particular, the doses of 2 and 9 Gy were previously
used in our in vitro experiments, both using photons/electrons or protons, allowing us to use the
possibility to make a GEP analysis comparison. It has to be remembered that 2 Gy is the daily dose
of a conventional RT fractionated treatment, whereas 9 Gy is used as a boost dose in the IOERT
(IntraOperative Electron Radiation Therapy) technique.

In particular, we highlighted a strong activation of the immune response in MDA-MB-231 cells
subjected to PT irradiation in a time-dependent manner [7]. Indeed, MDA-MB-231 cells showed
the strongest potentially pro-inflammatory profile compared with other BC cell lines analyzed.
The activation of intracellular inflammatory-related pathways justifies the MDA-MB-231 cells’ capacity
to release inflammatory molecules in tumor microenvironment, then driving cell fate balance, senescence
mechanism, angiogenesis and cell migration. Taken together, these data strongly suggest that the
TNBC cells’ aggressive phenotype and their resistance to treatments are sustained by the activation of
intracellular pro-inflammatory mechanisms, which are known to be a typical response to stress stimuli
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such as irradiation. Notably, this particular behavior is peculiar to MDA-MB-231 and it is not shared
by other cell lines studied previously by our group, as for example in MCF7 cells, which had a very
low activation of the immune response, both for quantity and types of released cytokines, and, instead,
showed a molecular response to irradiation driven by the p53 pathway [7,8,22].

Then, here we used an immunohistochemical approach and a whole-genome cDNA microarray
to better understand the real in vivo response to PT irradiation, in respect to what we previously
observed in vitro, applying the same doses.

Table 1 displays the quantification of some key biomarkers involved in cell fate balance after
irradiation, by IHC approach. These biomarkers are crucial actors in cell cycle regulation, stem cell
regenerative capability or death processes, such as apoptosis or necrosis; for the latter the percentage
extension was also determined.

Tables 2–4 and 6 display the top 5–15 significant pathways activated in the tumor tissues of
our xenograft models in response to 2, 6 and 9 Gy, respectively, using untreated tumor tissues as
control, resulting in a relative GEP quantification. It can be observed that the three dose configuration
used (2, 6 and 9 Gy) share: (1) a strong cancer cell communication, driven by CAM molecules;
(2) graft-versus-host disease due to the xenografts model creation; (3) the activation of stem cells
pathway known to be involved in radioresistant phenotype; (4) an overall up-regulation of inflammation
biomarkers confirming, once again, the MDA-MB-231 great inflammatory potential.

In comparison with our previous data on the MDA-MB-231 in vitro model, the first two above
mentioned pathways are peculiar of the PT response by the animal model, due to the presence of a
tridimensional tissue in this case, which amplify the cell–cell communication, and due to the insertion
of a human tumor cell line into the mouse model, which activates the well-known host versus graft
response, here observable despite the fact that we used nude immunosuppressed mice.

On the other hand, the other two pathways (3 and 4) are common in the in vitro and in vivo
models, confirming the PT capacity, even at low doses, to activate a certain tumor counterattack
strategy for radioresistance, using inflammation and stem cell activation, which try to direct cell fate
towards survival and proliferation.

In this regard, even the literature describes the role of remaining tumor cancer stem cells before
the RT starting and their ability to repopulate over the course of treatment plan in several conditions
including hypoxia, stroma interaction among cells and variations in the intrinsic cells’ sensitivity to
radiation, as well as in the modulation of DNA repair or other cell survival pathways [23–27]. Thus,
we better explored the stem cell marker modulation in our BC xenograft model during PRT plans,
considering our GEP and IHC data (Tables 1 and 5). In particular, an up-regulation of CD24 and CD44
gene expression was assessed both by microarray technology and by qRT-PCR in all the three dose
configurations assayed at 72 h post-RT. Similarly, using IHC, we reported the CD133 up-regulation
after PT using all the doses 2, 6 and 9 Gy in the early time-window of 72 h. Instead, after 10 days
post irradiation, a CD133 progressive reduction is observed, in respect to untreated mice, making
us hypothesize that the tumor stem potential downregulation is a late effect of PRT. This opposite
trend, between the two-time windows analyzed, is probably due to the scavenger process driven by
macrophages, which is more evident after more days. Indeed, the macrophage CD68 marker was
positive only in the 10 days post-RT samples, by IHC approach (Table 1), confirming their role in tissue
remodeling during the days after PT.

We also investigated the cell cycle modulation after PT, observing the CDC20, CDC25 and CCNA
decreased gene expression after the administration of the dose of 2 Gy (Table 5), and their upregulation
72 h post-PT with 9 Gy. However, a mild increase of Cyclin D1 is observed, by IHC approach, in samples
treated with all three doses, both after 72 h or 10 days from PT exposure, with the only exception
of the 9 Gy sample analyzed after 10 days, most likely due to the above-mentioned scavenger effect
by macrophages.
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These results make evident the role of irradiation in stimulating cell cycle progression and stem
cell proliferation in MDA-MB-231 cells, thus activating radioresistance, especially observable at low
doses in early post-treatment time windows.

Besides, we assayed the Ki67 immunomarker, a nuclear protein that is expressed exclusively
during the active cell cycle phases, but not in resting cells. As known, Ki67 is widely used in pathology
to assess cell proliferation within multiple different neoplasms including BC [28]. In BC, Ki67 has shown
a promising role as an independent prognostic marker and as a predictive marker of responsiveness or
resistance to therapies, with a consolidated prognostic utility [29]. In our experiment, no statistical
variation among the PT configurations assayed was reported, as displayed in Table 1.

On the other hand, in order to analyze the activation of the cell death process after PT exposure,
we assayed the amount of the main apoptosis key regulator by IHC: the CASP3 cleaved protein.
As reported in Table 1 a strong increase of CASP3 was highlighted in a dose- and time-dependent
manner, except for samples treated with 9 Gy at the time window of 10 days post-PT. Similarly to what
we observed for the CD133 and Cyclin D1 biomarkers, this observation could be the result of scavenger
action, which removed the dead cells. In line with the above-reported cell cycle and apoptosis trends,
a BAX down-regulation was reported after 2 Gy, and, conversely, an up-regulation after 9 Gy of IR dose
at 72 h post-PT (Table 5). In addition, considering the apoptotic count, assessed by morphology, a slight
increase is observed with increasing dose in both samples analyzed at 72 h and 10 days post-treatment.

As well described in the literature, IR activates complex cross-linked intracellular networks, able to
define cell fate in the choice between survival and death. It has become evident that, in particular for
solid tumors, the inhibition of neoplastic cell proliferative capacity following irradiation can occur
through different types of cell death (i.e., apoptosis, necrosis, mitotic catastrophe, autophagy and
senescence) [30]. However, necrosis has generally been considered as a predominant cell death process
after the administration of treatment with high IR doses, while at a lower doses, it has been recognized
as a passive and unregulated event [31]. Then, we also evaluated the number of necrotic foci and the
percentage of necrosis extension by morphology, as displayed in Table 1.

In the early time window of 72 h post-PT, a strong increase of necrotic extension is recognizable
with the dose increase, whereas 10 days after PT, we can observe a strong increase with the dose of
2 Gy in respect to untreated sample, and a reduced necrotic extension using 6 and 9 Gy in respect
to the 2 Gy sample. Again, this negative trend reported in the late time window of 10 days post-PT
makes evident the scavenger activity to clear cellular debris, promoting phagocytosis, and mediating
the recruitment and activation of other macrophages. Indeed, the CD68 positivity correlates with the
dose delivered: 5–20% after 2 and 6 Gy; 20–50% after 9 Gy of IR doses, respectively.

A tumor size reduction post-PT was not revealed by digital caliper, since it would have been
necessary to wait for longer than 10 days, during which tumors treated with low doses would have
grown beyond the maximum limit imposed for the animal sacrifice, in order to avoid suffering.
Therefore, the in-depth study of the above described biological processes has become necessary to
clarify the PT effect in our xenograft TNBC models.

Among the early activated GEP within 72 h post-PT, we confirm the activation of a key transcription
factor (TF) as FOS, known to be related to the response to radiation, but poorly described following
unconventional treatment modalities, as after PT. TFs regulate a wide spectrum of genes involved
in inflammation, apoptosis, invasion and angiogenesis processes, contributing to confer tumor cell
radioresistance [30,32,33]. In particular, AP-1 proteins (assembled from JUN and FOS proteins),
and, above all, c-Fos, play an important role in the induction and development of radiation late
effects in normal tissues. The JunB gene is responsive to IR and is immediately induced early after
stimulation [30].

Finally, the DAVID analysis of commonly deregulated genes and pathways, among the PT
schedules, confirms the involvement of some immunological processes, described above as strictly
linked to proton cell response in MDA-MB-231 xenograft model: antigen processing and presentation;
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graft-versus-host disease; allograft rejection; phagosome and complement and coagulation cascades
signaling (Table 6).

Moreover, we also confirm the activation of pathways poorly described in the literature,
but previously observed by our group, such as the Rap1 signaling pathway and the Phagosome
activation [34]. Rap1 gene encodes a protein that is part of a complex involved in the regulation
of telomere length, possibly involved in the senescence process activation [35]. The regulation
of phagosomes could be involved in radiation-induced autophagy, known to be able to enhance
radioresistance and leading to activation of the survival pathway, as recently observed [36].

4. Material and Methods

4.1. Dose Evaluation and Distribution by Monte Carlo GEANT4 Toolkit

In order to optimize the irradiation procedures and dosimetry for in vivo experiments we decided
to use a Monte Carlo approach using GEANT4 toolkit, as previously described by our group [8,21].
All proton treatments were performed at the INFN-LNS CATANA proton therapy facility in Catania
(Italy) using a passive fixed horizontal proton beam line with an energy of 62 MeV/A. A beam shaping
system was used to obtain a uniform dose distribution at the isocenter [21,37,38]. To optimize animal
irradiation schedules and to obtain a precise and reproducible irradiation setting, we developed a
dedicated positioning animal holder system [21,37,39]. All animals were irradiated using a degraded
spread-out Bragg peak (SOBP), thanks to the use of a poly (methyl methacrylate) (PMMA) modulator
wheel. The dosimetry was performed using a Markus ionization chamber (PTW Freiburg GmbH,
Germany) and gafchromic EBT3 films (ISP Corp., New York, NY, USA) with an accuracy better than 3%.
According to irradiation procedures conventionally used during PT in clinical practice, the dose
delivery was monitored by a transmission ionization chamber placed along the beam line. All animal
irradiations were performed at the same time interval of the day to guarantee no difference related to
mice circadian rhythm, with a constant dose rate of 5 Gy/min.

Secondly, in order to perform an accurate and efficient prediction of the dose distribution inside
tumors, a Monte Carlo simulation was applied. Moreover, the GEANT4 Monte Carlo toolkit was
used to reduce irradiation of organs at risk (OAR). In turn, a previously developed and validated
GEANT4-based application was used to perform a preliminary assessment of dose map, using the real
mice anatomical structures. Thus, we evaluated linear energy transfer (LET) distribution [21] defining,
voxel-by-voxel, the real target composition thanks to the use of a preclinical micro-PET/CT and DICOM
micro-CT images (Albira Si, Bruker, Belgium), available at CAPiR (Centre for Advanced Preclinical
in vivo Research), University of Catania, Italy [21]. The datasets were acquired using 600 views in
high-resolution configuration, X-Ray energy of 45 kVp, a current of 400 µA and the dimension of each
CT-voxel was equal to 125 × 125 × 125 µm3.

4.2. Animal Model

Ethics Statement and Animal Model

The experiments were performed in accordance with the European Communities Council directive
and Italian regulations (EEC Council 2010/63/EU and Italian D.Lgs. 26/2014). The project was approved
by the Italian Ministry of Health (authorization number n. 527/2016-PR, approved on 26 May 2016).
Efforts were employed to replace, reduce and refine the use of laboratory animals. To avoid irrelevant
suffering to treated mice, euthanasia was performed as soon as the final score was reached. The endpoint
used to determine if animals should undergo euthanasia was reached when tumor lesions showed a
dimension higher than 1.2 cm and/or weight loss more than 20%.

All reasonable efforts were made to ameliorate suffering, avoiding the most painful procedures.
To minimize suffering and mice distress, standard environmental enrichment of two nestles, a cardboard
Fun Tunnel and one wooden chew block were provided.
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Experiments were performed on 8 weeks old BALB/c Nude female mice (Charles River Laboratory),
weighing 24 ± 3 g. Animals were housed in IVC cages at constant temperature (23–25 ◦C) under a
12/12 h light/dark cycle with ad libitum access to food and water. Mice were housed using a stocking
density of 3 mice per cage in individual IVC cages.

A total of 4 × 106 MDA-MB-231 BC cells were inoculated in a total number of 24 mice (18 animals
to treat with PT and 6 controls) [7,22,34]. Animal health and behavior were monitored twice a week
together with body weight and clinical specific signs up to the sacrifice. After two weeks of growth the
tumors reached the size of 8 +/− 2 mm, monitored by digital caliper, and irradiation treatments were
performed. Proton irradiations were executed with doses of 2 Gy (6 mice), 6 Gy (6 mice) and 9 Gy
(6 mice). So, 72 h and 10 days post-PT treatments, tumors were measured again using a digital caliper,
then mice were sacrificed and treated tumors (as well as untreated ones used as control) were collected
and stored at −80 ◦C until molecular analyses.

4.3. Immunohistochemistry (IHC)

Tumor sections from MDA-MB-231 xenografts in Balb/c nude mice were collected at specific time
points (72 h and 10 days) after PT treatments using 2, 6 and 9 Gy of IR doses. Sections were processed
as previously described [40]. Briefly, the slides were dewaxed in xylene, hydrated using graded
ethanol and incubated for 30 min in 0.3% H2O2/methanol to quench endogenous peroxidase activity,
then rinsed for 20 min with phosphate-buffered saline (PBS; Bio-Optica, Milan, Italy). The sections
were heated (5 min × 3) in capped polypropylene slide-holders with citrate buffer (10 mM citric acid,
0.05% Tween 20, pH 6.0; Bio-Optica, Milan, Italy), using a microwave oven (750 W) to unmask antigenic
sites. To reduce the commonly seen non-specific immunoreactivity due to endogenous biotin, sections
were pretreated with 10 mg/mL of ovalbumin in PBS followed by 0.2% biotin in PBS, each for 15 min at
room temperature. Then, the sections were incubated with rabbit monoclonal anti-Cyclin D1 antibody
(sp4; Diagnostics Biosystems, Pleasanton, CA, USA), diluted 1:50 in PBS (Sigma, Milan, Italy); rabbit
monoclonal anti-estrogen receptors (ERs) antibody (ep1; DAKO, Glostrup, Germany), diluted 1:50
in PBS (Sigma, Milan, Italy); rabbit monoclonal anti-progesterone receptors (PgRs) (PgR636; DAKO,
Glostrup, Germany) diluted 1:50 in PBS (Sigma, Milan, Italy); mouse monoclonal anti-Ki-67 antibody
(MIB-1; DAKO, Glostrup, Germany), diluted 1:100 in PBS (Sigma, Milan, Italy); rabbit polyclonal
anti-c-erb-B2 oncoprotein antibody (DAKO, Glostrup, Germany), diluted 1:500 in PBS (Sigma, Milan,
Italy); mouse monoclonal anti-CD68 antibody (pg-m1; DAKO, Glostrup, Germany), diluted 1:100 in PBS
(Sigma, Milan, Italy); rabbit polyclonal anti-CD133 antibody (Abcam, Cambridge, UK), diluted 1:200
in PBS (Sigma, Milan, Italy); rabbit polyclonal anti-cleaved caspase-3 antibody (Abcam, Cambridge,
UK), diluted 1:50 in PBS (Sigma, Milan, Italy). The secondary biotinylated anti-mouse antibody was
applied for 30 min at room temperature, followed by the avidin-biotin–peroxidase complex (Vector
Laboratories, Burlingame, CA, USA) for a further 30 min at room temperature. The immunoreaction
was visualized by incubating the sections for 4 min in a 0.1% 3,3′-diaminobenzidine (DAB) and 0.02%
hydrogen peroxide solution (DAB substrate kit, Vector Laboratories, CA, USA). The sections were
lightly counterstained with Mayer’s hematoxylin (Histolab Products AB, Göteborg, Sweden) mounted
in GVA mountant (Zymed Laboratories, San Francisco, CA, USA) and observed with a Zeiss Axioplan
light microscope (Carl Zeiss, Oberkochen, Germany).

Staining intensity score (IS) was obtained by two independent pathologists (RC, GB) and graded
on a 0–3 scale, according to the following assessments: no detectable staining = 0, weak staining = 1,
moderate staining = 2, strong staining = 3. Moreover, the percentage of immunopositive cells
(Extent Score, ES) was scored in five categories: <5% (0); 5–30% (+); 31–50% (++); 51–75% (+++),
and >75% (++++). Counting was performed at 200×magnification. In addition, staining intensity
was multiplied by the percentage of positive cells to obtain the intensity reactivity score (IRS);
IRS < 6 was considered as low expression (L-IRS), IRS > 6 was considered as high expression (H-IRS).
The percentage of intratumoral CD68+ histiocytes was assessed according to the guidelines for
evaluating the tumor-infiltrating lymphocytes (TILs) in breast cancer [41].
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Only CD68 + histiocytes within the tumor’s borders were evaluated. CD68 + cells outside of the
tumor borders were not included. Necrotic areas were excluded from the evaluation. CD68 percentage
was reported as the average of histiocytes in the stromal component of the tumor. Thus, 3 groups were
identified: 0–10% stromal CD68 + cells (group 1); 20–40% (group 2); 50–90% (group 3).

In addition, as shown, the dosage and time of death, the number of necrotic foci, the necrosis
extension (in terms of percentage of the total tumor tissue, %), were also reported in Table 1 for all the
configurations assayed in this work.

4.4. Apoptotic Count

The apoptotic count was performed by two pathologists (RC; GB) on hematoxylin and eosin-stained
sections. The apoptotic count was assessed as the total number of apoptotic cells per 10 high power fields
(HPFs) at 40×magnification using a Zeiss Axioplan light microscope (Carl Zeiss, Oberkochen, Germany).

4.5. Whole Genome cDNA Microarray Expression Analysis

In this work, we performed whole-genome cDNA microarray gene expression analyses, to study
the biological processes activated in MDA-MB-231 xenograft mice models following 72 h post-PT,
highlighting specific key genes involved in cell response to radiation and to select potential new
biomarkers of radiosensitivity and radioresistance as previously described [7,42,43]. Then, 72 h
post-PT treatments, mice were sacrificed; treated and untreated (used as a control) tumor tissues,
were collected and stored until processing of molecular analyses. cDNA Microsoft was performed
as previously described. Total RNA was extracted from cells using Trizol and the RNeasy mini kit
(Invitrogen) and RNA concentration and purity were determined using a Nanodrop ND-1000 (Thermo
Scientific Open Biosystems, Lafayette, CO, USA). Samples with an RNA integrity number (RIN) value
of 10, assessed by using a Bioanalyzer 2100 (Agilent Technologies, Santa Clara, CA, USA), were used
for further microarray analyses. Thus, according to the Agilent Two-Color Microarray-Based Gene
Expression Analysis protocol, we studied the GEPs induced by 2, 6 and 9 Gy of PRT in MDA-MB-231
xenograft mice models. So, cRNA synthesis, labelling with Cy dyes, hybridization onto Whole Human
Genome 4 × 44 K microarray GeneChips (Agilent Technologies) and microarray image detections, were
conducted as reported [44]. Finally, statistical data analysis, background correction and normalization
of the GEPs were performed using Feature Extraction and GeneSpring GX 13.0 softwares (Agilent
Technologies). Genes were identified as being differentially expressed if they showed a fold change
(FC) of at least 2 with a p-value < 0.05 compared with radiation untreated tumor, used as reference.
GEP data included in this paper are available in compliance with Minimum Information About a
Microarray Experiment (MIAME) standards, using the following Gene Expression Omnibus (GEO)
accession number: GSE149023.

Finally, we studied biological pathways regulated by the genes belonging to the differentially
expressed gene lists obtained by GEP analyses, firstly using the Database for Annotation, Visualization
and Integrated Discovery (DAVID) network building tool (https://david.ncifcrf.gov/tools.jsp), that
provides a comprehensive set of functional annotation for investigators to study the biological
content captured by high throughput technologies such as microarray analyses and secondly by using
PubMatrix tool in order to confirm our assumptions [45].

4.6. qRT-PCR Analysis

Candidate genes for qRTPCR analysis were chosen based on the microarray results. Total RNA
was reverse-transcribed into cDNA and then analyzed by real-time PCR in triplicate using a Fast
7500 Real-Time PCR System (Applied Biosystems, Carlsbad, CA, USA), as previously described [46].
The oligonucleotide primers chosen for qRT-PCR were selected with Primer3 software and tested
as previously described [46]. Quantitative data, normalized versus that for the rRNA 18S gene,
were generated from three independent experiments and analyzed by the average of triplicate cycle
threshold (Ct) according to the 2−∆∆ct method using SDS software (version 1.4, Applied Biosystems,
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Carlsbad, CA, USA). The data shown and the values are expressed as the mean ± SD relative to mRNA
levels in the untreated MDA-MB-231 xenograft mice not exposed to PRT, used as the control sample.

5. Conclusions

As described above, the main aim of this work was to analyze the in vivo molecular response to
PT and its efficacy in a MDA-MB-231 TNBC xenograft model, also describing for the first time to our
knowledge specific PT molecular signatures linked to the dose delivered.

Summarizing, our study reveals the effect of single shots of PT doses on a TNBC xenograft model,
in the two-time window of 72 h and 10 days post-PT, showing a detailed molecular response for each
configuration studied. In particular, the GEP analysis reveals a great immune response activation by
the tumor tissue itself, due to irradiation, as well as a tentative tumor radioresistance through the
positive modulation of cell cycle and stem cell process.

Only the dose of 9 Gy showed evident effects of moving balance toward tumor cell death.
Further evidence is the role of both innate immunity and macrophage cells which were actively attracted
within the tumor to remove tumor dead cells and debris, a process evident even in our cell models of
nude mice. Figure 4 displays in a synoptic way the conclusive remarks of this study, describing the trend
of main cellular processes involved in the balance between death and survival, with respect to the increase
of delivered dose (an activation of stem cell pathway; a modulation of cell cycle process; the apoptosis
regulation and a strong increase of necrotic extension recognizable with the dose increase).
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Figure 4. The figure displays the main remarks of this work. Green and red color represent the down-
and up-regulation of the selected process after PT exposures, respectively. Stem cell activation: after
72 h post-PT with 2, 6 and 9 Gy, we assessed the up-regulation of CD24 and CD44 genes and by
CD133 up-regulation. After 10 days post-irradiation, a CD133 progressive reduction was observed.
Cell cycle modulation: a decreased gene expression followed by an up-regulation of CDC20, CDC25
and CCNA gene expression was measured according to the increasing dose delivered after 72 h post-PT.
In addition, a mild increase of Cyclin D1 is observed, both after 72 h or 10 days from PT exposures.
Apoptosis activation: a strong increase of CASP3 was highlighted in a dose- and time-dependent
manners, except for samples treated with 9 Gy at the time window of 10 days post-PT. Moreover,
the apoptotic count reported a slight increase according to the increasing dose, in both samples analyzed
at 72 h and 10 days post-PT. Necrosis: after 72 h post-PT a strong increase of necrotic extension is
recognizable with the dose increase, whereas 10 days after PT, a strong increase with the dose of 2 Gy
in respect to untreated sample, and a reduced necrotic extension using 6 and 9 Gy in respect to the 2 Gy
sample, were reported.
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As suggested by some authors, the proton energy deposition along the Bragg curve permits
evaluation of a variable instead of fixed RBE, especially higher in the distal SOBP. These properties
make protons more suitable to deliver higher total doses and dose per fractions, with dedicated
treatment plans for more radioresistant tumors, targeted with much higher precision while saving
surrounding healthy tissues and organs at risk [20,21].
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Abstract: Due to a superior dose conformity to the target, proton beam therapy (PBT) continues to rise
in popularity. Recently, considerable efforts have been directed toward discovering treatment options
for use in combination with PBT. This study aimed to investigate the targeting of checkpoint kinase 1
(CHK1), a critical player regulating the G2/M checkpoint, as a promising strategy to potentiate PBT
in human triple-negative breast cancer (TNBC) cells. Protons induced cell-cycle arrest at the G2/M
checkpoint more readily in response to increased CHK1 activation than X-rays. A clonogenic survival
assay revealed that CHK1 inhibition using PF-477736 or small interfering RNA (siRNA) enhanced the
sensitivity toward protons to a greater extent than toward X-rays. Western blotting demonstrated that
PF-477736 treatment in the background of proton irradiation increased the pro-apoptotic signaling,
which was further supported by flow cytometry using annexin V. Immunofluorescence revealed
that proton-induced DNA double-strand breaks (DSBs) were further enhanced by PF-477736, which
was linked to the downregulation of Rad51, essential for the homologous recombination repair of
DSBs. Direct inactivation of Rad51 resulted in enhanced proton sensitization. Collectively, these
data suggest that targeting CHK1 may be a promising approach for improving PBT efficacy in the
treatment of TNBC.

Keywords: proton therapy; triple-negative breast cancer; CHK1; Rad51

1. Introduction

Triple-negative breast cancer (TNBC) is a breast cancer subtype characterized by the lack of
estrogen receptor (ER) and progesterone receptor (PR) expression, and absence of human epidermal
growth factor receptor 2 (HER2) amplification. Moreover, TNBC constitutes approximately 10-20% of
all breast cancers [1,2]. Subsets of TNBC have demonstrated a remarkable response to chemotherapy,
resulting in a better prognosis. In contrast, other subsets of TNBC have shown a poor response to
treatment, consequently resulting in a poor prognosis [1]. Thus, several therapeutic agents such as
poly ADP-ribose polymerase (PARP) inhibitors and PI3K/mTOR/AKT inhibitors are being tested as
potential treatments for patients with TNBC [3–5]; however, chemotherapy remains the most beneficial
form of treatment owing to the lack of approved targeted drugs.

Radiation therapy (RT) is a treatment method that locally destroys cancer cells using high energy
photons or particles. Many preclinical and clinical studies have been performed to determine RT
response in different molecular subtypes of breast cancer, and sensitivity to radiation seems to be
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higher in hormone-positive tumors as compared to that of HER2-type or TNBC [6]. To enhance the
effects of RT in TNBC, several agents have been investigated in preclinical studies [5,7]. Cell cycle
checkpoints are often deregulated in cancer cells, and thus, have been used as therapeutic targets.
Mutations in TP53, a key protein regulating the G1 checkpoint, are more frequently seen in TNBCs
than in ER-positive breast cancers. Thus, RT in combination with targeting of the G2/M checkpoint is
an advantageous strategy for the treatment of TNBC. Furthermore, G2/M checkpoint abrogation using
checkpoint kinase 1 (CHK1) inhibitors is known to increase the RT efficacy in preclinical models of
pancreatic cancer [8], colorectal cancer [9], bladder cancer [10], and TNBC [11].

Proton beam therapy (PBT) is gaining popularity mainly due to the physical superiority of its Bragg
peak, which leaves the healthy organs unaffected [12]. In breast cancer, this unique energy deposit
profile can reduce heart and lung exposure to radiation, thereby potentially decreasing risk of cardiac
toxicity and pneumonitis [12]. In radiobiology, the understanding of the advantages of proton beams
over photon beams is still limited, although genetic alterations could modify the biological effectiveness
of protons relative to that of photons in the lung, head and neck, liver, and breast cancer cells [13–16].
Proton beams induce more complex DNA damage, resulting in more prolonged DNA-damage repair
and cell-cycle arrest than that observed in response to X-ray irradiation [17]. Furthermore, proton
beams are capable of eliminating homologous recombination repair (HRR)-deficient tumor cells more
effectively than photon beams [18]. Our recent study demonstrated that the sensitivity to protons
varies across a panel of breast cancer cell lines, and that a cyclin D1/CDK4/RB1 axis may be implicated
in determining proton sensitivity in TNBC cells. Considerable efforts are being directed towards
discovering, or screening targeted drugs in combination with charged particles, including PBT [19].
This study aimed to evaluate the targeting of CHK1, a critical factor regulating the G2/M checkpoint,
as a promising strategy to potentiate PBT in human TNBC cells.

2. Results

2.1. X-Rays and Protons Differently Affect ATR/CHK1 Activation in Human TNBC Cell Lines

To further understand the biological impact of proton irradiation in TNBC cells, we investigated
the differential cell cycle checkpoint activation by X-rays and proton irradiation in two different TNBC
cell lines, MDA-MB-231 and Hs578T. As both cell lines have a mutation in the TP53 gene, an essential
gene for the G1/S checkpoint, we focused on the ataxia telangiectasia and rad3-related (ATR)/CHK1
signaling and the G2/M checkpoint. The samples were prepared 0.5 h, 2 h, and 24 h after exposure to 4
Gy of X-rays or protons. Western blotting revealed that in MDA-MB-231 cells, phosphorylation of
ATR at Ser428 and BRCA1 at Ser1524 was strongly induced by protons at 0.5 h, with a concomitant
increase in γH2AX expression, a surrogate marker for DNA double-strand breaks (DSBs) (Figure 1A).
In addition, protons increased the phosphorylation of CHK1 at Ser345 to a greater extent than X-rays
(Figure 1A). In Hs578T cells, there was a substantial increase in the phosphorylation of CHK1 and
H2AX in response to both radiations. However, the difference between the two radiations was less
pronounced in Hs578T cells than that in MDA-MB-231 cells (Figure 1B). Cell-cycle analysis showed
that both radiations increased the cell population at the G2/M phase with a decrease in the G1 phase
population in TNBC cells (Figure 1C,D). The effect of protons on the G2/M arrest was more prominent
in MDA-MB-231 cells (Figure 1C) than that in Hs578T cells (Figure 1D). These data indicate that proton
irradiation leads to the activation of CHK1 to a greater extent than that induced by X-rays, possibly
due to more complex DNA damage, thereby resulting in a more pronounced G2/M arrest.
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Figure 1. Differential checkpoint kinase 1 (CHK1) activation and cell cycle redistribution in response
to irradiation with X-rays and protons in human triple-negative breast cancer (TNBC) cells. Western
blotting showed differential activation of ataxia telangiectasia and rad3-related (ATR)/CHK1 signaling
in response to X-ray and proton irradiation in MDA-MB-231 cells (A) and Hs578T cells (B). Cells were
harvested at the indicated times after irradiation with 4 Gy of X-rays or protons. β-actin was used as a
loading control. Cell-cycle distribution in MDA-MB-231 cells (C) and Hs578T (D) after irradiation with
4 Gy of X-rays or protons. Cells were harvested 24 h post-irradiation and subjected to flow cytometry.

2.2. Pharmacological Inhibition of CHK1 Induces DNA Damage and Apoptosis in TNBC Cells

Based on our findings that protons activated CHK1 and the G2/M checkpoint more readily than
X-rays (Figure 1A), we targeted CHK1 using a pharmacological inhibitor and evaluated its effect on
proton sensitization. Before investigating the efficacy of proton irradiation with respect to CHK1
inhibition in human breast cancer cells, we tested the cytotoxicity of a selective pharmacological
CHK1 inhibitor, PF-477736 in TNBC cells. The results of the Cell Counting Kit-8 (CCK-8) assay
showed a dose-dependent inhibition of cell viability in response to PF-477736 treatment, with the half
maximal-inhibitory concentration (IC50) being 0.84 µM and 0.33 µM for MDA-MB-231 and Hs578T
cells, respectively (Figure 2A,B). The inhibitory effect of PF-477736 on CHK1 activity was evident
from the decreased levels of phospho-Ser296 CHK1 and an increase in phospho-Ser345 CHK1 levels
in MDA-MB-231 cells (Figure 2C). Inhibition of CHK1 activity impairs CHK1 autophosphorylation
at Ser296, stabilizes cdc25a, and potentiates ATR-mediated CHK1 phosphorylation at Ser345, which
provides a docking site for E3 ligase, leading to ubiquitin-proteasome-dependent degradation of CHK1
(Figure 2C,D). Additionally, PF-477736 also decreased the expression of phospho-Tyr15-cdc2 (a target
of CHK1) and Rad51. These data are consistent with previous results on another CHK1 inhibitor,
AZD7762 [8]. PF-477736 increased DNA damage and apoptosis in a dose-dependent manner, which
was assessed based on the increase in the levels of γH2AX and cleaved PARP (Figure 2E,F). Moreover,
Hs578T cells demonstrated a DNA damage response and apoptotic cell death at 100 nM of PF-477736,
whereas MDA-MB-231 cells did not. Another TNBC cell line, MDA-MB-453, also showed sensitivity
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to PF-477736 in a manner similar to Hs578T (Figure S1A,B), suggesting that MDA-MB-231 cells are
relatively resistant to the CHK1 inhibitor.
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Figure 2. The cytotoxicity of the CHK1 inhibitor, PF-477736 is different in human TNBC cells.
Cytotoxic effects of PF-477736 on MDA-MB-231 cells (A) and Hs578T cells (B). Cell proliferation
was measured using the Cell Counting Kit-8 (CCK-8) assay kit after 72 h of PF-477736 treatment.
Concentration-dependent inhibition of CHK1 activity in response to PF-477736 treatment in
MDA-MB-231 cells (C) and Hs578T cells (D). Cells were incubated with the indicated concentrations of
PF-477736 for 48 h. β-actin was used as a loading control. Concentration-dependent cellular damage in
response to PF-477736 treatment in MDA-MB-231 cells (E) and Hs578T cells (F). Cleaved polymerase
(PARP) and γ-H2AX were used as markers of apoptosis and DNA damage. β-actin was used as a
loading control.

2.3. CHK1 Inhibition in Response to PF-477736 Treatment Sensitizes TNBC Cells to Proton Irradiation

In order to determine the effect of CHK1 inhibition on the sensitivity to radiation, we performed a
clonogenic survival assay. MDA-MB-231 cells were pre-treated with 100 nM PF-477736 for 3 h and then
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exposed to 4 Gy of X-rays or protons. The surviving colonies were stained and counted after 14 d of
irradiation. Both X-rays and protons effectively inhibited the clonogenic survival of MDA-MB-231 cells;
protons significantly affected the survival as compared to X-rays (p < 0.01; Figure 3A,B). The effect of
the combination of PF-477736 and irradiation was significant in proton-irradiated cells (p < 0.01) than
that in X-ray-irradiated cells (p < 0.05; Figure 3B). Cell counts revealed significantly lower clonogenic
survival of MDA-MB-231 cells in response to combinatorial treatment with 100 nM PF-477736 and
proton irradiation than with X-ray irradiation (p < 0.01; Figure 3B). Next, the effect of PF-477736
on radiation-induced cell-cycle redistribution was determined (Figure 3C). As shown in Figure 1C,
proton irradiation led to a marked arrest at the G2/M phase. PF-477736 dramatically increased the cell
population in the S-phase, indicating the abrogation of radiation-induced G2/M arrest (Figure 3C).
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Figure 3. CHK1 inhibition in response to PF-477736 treatment sensitizes TNBC cells to proton
irradiation. (A) Effect of co-treatment with PF-477736 and 4 Gy of X-rays or protons on clonogenic
survival. MDA-MB-231 cells were pre-treated with 100 nM PF-477736 for 3 h, followed by irradiation
with 4 Gy of X-rays or protons. Colonies were stained with crystal violet after 14 days; (B) Quantification
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of survived colonies. Data are shown as mean ± S.D. from two independent experiments. * p < 0.05;
** p < 0.01; (C) Cell-cycle distribution after combinatorial treatment with PF-477736 and X-rays or
protons. MDA-MB-231 cells pre-treated with 500 nM PF-477746 for 3 h were irradiated with 4 Gy of
X-rays or protons and were harvested 24 h after irradiation for flow cytometric analysis. X-ray and
proton irradiations led to a significant increase in the cell population at the G2/M phase, and their
combination with PF-477736 increased the cell population at the S phase; (D) Western blotting showed
that pre-treatment of 500 nM PF-477736 for 3 h, followed by 4 Gy radiation increased apoptotic
signaling, as compared to that seen upon irradiation alone. Cells were harvested 72 h post-irradiation.
β-actin was used as a loading control. Densitometric analysis showed increased Bcl-2-associated X
(Bax)/B-cell lymphoma 2 (Bcl-2) ratio after the combined treatment. Enhanced apoptosis in response
to combinatorial treatment with 500 nM PF-477736 and 4 Gy radiation in MDA-MB-231 cells (E) and
Hs578T cells (F). MDA-MB-231 cells and Hs578T cells were pre-treated for 3 h with 500 nM and 100 nM
of PF477736, respectively, followed by irradiation with 4 Gy of X-rays or protons. Cells were harvested
72 h post-irradiation and apoptotic population was determined as described in Materials and Methods.
Quantification data were shown. Data are shown as mean ± S.D. from three independent experiments *
p < 0.05; ** p < 0.01; *** p < 0.001.

Furthermore, we found that treatment with 500 nM PF-477736 increased the levels of pro-apoptotic
proteins such as Bcl-2-associated X (Bax), phospho-p38, and cleaved PARP in MDA-MB-231 cells, which
were further enhanced in response to combinatorial treatment with PF-477736 and 6 Gy of either X-rays
or protons (Figure 3D). The densitometric analysis showed that the Bax/B-cell lymphoma 2 (Bcl-2) ratio
was the highest upon co-treatment with protons and PF-477736. Analysis of apoptosis using annexin
V/propidium iodide double-staining confirmed that apoptosis of MDA-MB-231 cells was significantly
increased in response to irradiation with either X-rays (p < 0.001) or protons (p < 0.001; Figure 3E).
Further, treatment with 500 nM PF-477736 increased the number of apoptotic cells (p < 0.001), which
was further increased upon combination with the two radiations (p < 0.05). However, no significant
difference between the combinatorial treatments using either proton or X-ray irradiation was observed
with respect to the number of apoptotic cells (Figure 3E). In Hs578T cells, treatment with 100 nM
PF-477736 induced apoptosis (p < 0.05) and both radiations enhanced apoptosis when combined with
100 nM PF-477736 (p < 0.05 and p < 0.01 for X-rays and protons, respectively; Figure 3F). MDA-MB-453
cells also showed enhanced apoptotic cell death in response to combinatorial treatment with 100 nM
PF-477736 and protons (Figure S1C).

2.4. CHK1 Knockdown via Small Interfering RNA (siRNA) Treatment Sensitizes MDA-MB-231 Cells to
Proton Irradiation

Increased S-phase cells upon treatment with PF-477736 alone was not different from those upon its
combination treatment with radiations (Figure 3C), suggesting that PF-477736 might have non-specific
toxicity. To determine whether proton radiosensitization by PF-477736 may be off-target effects,
we performed gene silencing experiments for CHK1. Western blotting confirmed siRNA-mediated
knockdown of CHK1 in MDA-MB-231 cells (Figure 4A). Radiosensitization in response to CHK1
knockdown was determined using the clonogenic assay (Figure 4B). As compared to the control
siRNA, CHK1 siRNA lowered the fraction of survived cells in irradiated MDA-MB-231 cells, which
was further evident upon proton irradiation (Figure 4B). With respect to pharmacological inhibition,
siRNA-mediated CHK1 knockdown enhanced apoptosis, as evidenced by the increased levels of
cleaved caspase-3. As compared to the control siRNA, CHK1 siRNA increased the expression of the
pro-apoptotic protein Bak with a concomitant decrease in the expression of the anti-apoptotic protein
Bcl-XL. In addition, the ratio of Bak/Bcl-XL was the highest in the cells co-treated with siCHK1 and
protons (Figure 4C). The effects of CHK1 knockdown on apoptotic cell death were similar to those
of PF-477736; CHK1 knockdown enhanced proton-induced apoptosis, as evidenced by annexin V
staining in flow cytometry (Figure 4D). Together, these data suggest that CHK1 inhibition by either
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a small molecule inhibitor or siRNA increased proton radiosensitivity of TNBC cells via induction
of apoptosis.Int. J. Mol. Sci. 2020, 21, x 7 of 15 
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Figure 4. CHK1 silencing using small interfering RNA (siRNA) sensitizes MDA-MB-231 cells to
proton irradiation. (A) siRNA-mediated CHK1 knockdown was confirmed using western blotting.
MDA-MB-231 cells were treated with 10 nM siRNA, and CHK1 levels were determined after 24 h.
β-actin was used as loading control; (B) The clonogenic survival assay showed that siRNA-mediated
CHK1 knockdown resulted in enhanced proton radiosensitivity of MDA-MB-231 cells. Data are shown
as mean ± S.D. from two independent experiments. ** p < 0.01; *** p < 0.001; (C) Western blot showed
that CHK1 knockdown using siRNA further increased the radiation-induced pro-apoptotic signaling.
Cells were treated with 10 nM siRNA for 24 h, followed by irradiation with 4 Gy of X-rays or protons.
Cells were harvested 72 h post-irradiation. β-actin was used as a loading control. Densitometric
analysis showed increased Bak/Bcl-XL ratio after co-treatment with CHK1 siRNA and protons; (D) Flow
cytometric analysis revealed that apoptosis was enhanced in response to combinatorial treatment with
CHK1 siRNA and 4 Gy of proton irradiation. Data are shown as mean ± S.D. from two independent
experiments. ** p < 0.01; *** p < 0.001.

CHK1 plays a critical role in the DNA damage response as well as checkpoint activation. In order
to understand the effect of CHK1 inhibition on proton-induced DNA damage, we evaluated the number
of γH2AX foci in irradiated MDA-MB-231 cells in the presence or absence of PF-477736. Cells were
fixed and stained with anti-γ-H2AX antibodies 24 h post-irradiation. Immunofluorescence showed
that independent treatment with PF-477736 increased the number of γ-H2AX foci, as compared to
those seen in the untreated control cells (p < 0.01; Figure 5A,B). Both radiations dramatically increased
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γH2AX foci formation (p < 0.001); proton irradiation induced γ-H2AX foci formation to a greater
extent than X-ray irradiation (p < 0.01). Combinatorial treatment using PF-477736 and radiation further
augmented the number of γ-H2AX foci, as compared to either treatment alone (p < 0.001); a greater
number of γ-H2AX foci were seen in proton-irradiated cells than in X-ray-irradiated cells (p < 0.01;
Figure 5A,B). Immunofluorescence of γ-H2AX at 30 min post-irradiation showed that both radiations
increased γH2AX foci formation, but PF-477736 did not augment the radiation-induced γH2AX foci
formation at such an early time point (Figure S2).
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Figure 5. CHK1 inhibition in response to PF-477736 treatment augments proton irradiation-induced
DNA damage in MDA-MB-231 cells via Rad51 downregulation. (A) Representative immunofluorescence
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images showing enhanced proton-induced DNA damage upon CHK1 inhibition. MDA-MB-231 cells
were pre-treated with 500 nM PF-477736 for 3 h, followed by irradiation with 4 Gy of X-rays or protons.
After 24 h of irradiation, cells were fixed and probed using the γ-H2AX antibody (green) and stained
with 4′, 6-diamidino-2-phenylindole (DAPI) (blue). The scale bar indicates 10 µm; (B) Quantification
data showing a significant increase in the number of γ-H2AX foci in the nucleus upon pre-treatment
with 500 nM PF-477736 for 3 h, followed by irradiation with 4 Gy of protons. Data are shown as
mean ± S.D (n = 55) from two independent experiments. ** p < 0.01; *** p < 0.001; (C) Induction of
Rad51 expression in response to proton irradiation was suppressed upon pre-treatment with PF-477736;
(D) Western blotting verified siRNA-mediated knockdown of Rad51 in MDA-MB-231 cells. β-actin
was used as a loading control; (E) Knockdown of Rad51 via siRNA increased the radiosensitization of
MDA-MB-231 cells to protons as compared to that observed upon using control siRNA; however, it
did not affect the radiosensitization to X-rays. Data are shown as mean ± S.D. from two independent
experiments. ** p < 0.01; *** p < 0.001; (F) Knockdown of Rad51 via siRNA enhanced proton-induced
apoptosis as compared to that observed upon using control siRNA. Data are shown as mean ± S.D.
from two independent experiments. ** p < 0.01; *** p < 0.001.

Both X-ray and proton irradiation increased the levels of CHK1 and phospho-cdc2 (Tyr15).
However, PF-477736 treatment abolished the increase in levels of these proteins (Figure 5C).
The expression of Rad51, a DNA damage repair protein, was markedly reduced in PF-477736-treated
cells, regardless of the radiation treatment (Figure 5C). In order to determine whether Rad51
might be implicated in proton sensitization upon CHK1 inhibition, we knocked down Rad51 using
RNA interference (Figure 5D). The clonogenic survival assay showed that Rad51 siRNA enhanced
radiosensitization of MDA-MB-231 cells to proton irradiation to a greater extent than X-ray irradiation,
relative to that observed upon treatment with control siRNA (Figure 5E). Apoptosis assay confirmed
that Rad51 knockdown further augmented radiation-induced apoptosis (p < 0.001); in the background
of Rad51 knockdown, proton irradiation resulted in a higher number of apoptotic populations than
X-ray irradiation (p < 0.01; Figure 5F). Furthermore, treatment with B02, a selective Rad51 inhibitor,
increased the level of DNA damage and apoptosis (Figure S3A), leading to proton sensitization, as
evidenced by the results of the clonogenic survival assay (Figure S3B,C). These data suggest that
the downregulation of Rad51 may be associated with a causal link between CHK1 inhibition and
proton sensitization.

3. Discussion

CHK1 is a serine/threonine-protein kinase that plays an important role in maintaining genomic
stability. It is phosphorylated in response to DNA damage and facilitates two key functions, cell cycle
arrest and DNA repair through the homologous recombinational repair (HRR) pathway [4,20,21].
CHK1 is frequently deregulated in various types of cancers, and its inhibition in combination with
antimetabolites or DNA-damaging agents enhances cytotoxicity [22]. CHK1 inhibitors potentiate RT
in various preclinical models [8–10,23], especially in being effective radiosensitizers in p53-deficient
tumor cells by targeting the G2/M checkpoint [8,22]. In head and neck squamous cell carcinoma
(HNSCC) cells, PF-477736 radiosensitized human papillomavirus (HPV)-positive cancer cells lacking
TP53 by abrogating radiation-induced G2/M arrest. However, it did not show any such effect in
normal fibroblasts [24]. Furthermore, CHK1 inhibitors have been shown to sensitize p53-expressing
colorectal cancer HCT116 cells to radiation [9]. Although enhanced efficacy of conventional photon
RT by CHK1 inhibitors has been well described, thus far, no data are available regarding the effect of
proton beams. In this study, we directly compared the effectiveness protons and X-rays with respect to
CHK1 inhibition in various TNBC cells.

TNBC is a heterogeneous group of tumors, which have the worst prognosis among breast cancer
subtypes [1]. There are several hypotheses regarding the resistance of TNBC to treatments, including
radiotherapy. Moreover, TP53 mutation is more frequently observed in TNBC than in other breast
cancer subtypes and is associated with radioresistance. For example, TP53 mutation is seen in 30% of
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all breast cancers, and is most frequently observed in the basal-like type of TNBC (88%), whereas it is
less common in the luminal A subtype (17%) [25]. TP53 mutations are associated with radioresistance;
this is mediated via activation of DNA repair genes including Rad51, or by inhibition of p53-induced
apoptosis [26]. Further, TP53 mutations in TNBC also result in the loss of the G1 checkpoint, as well
as the dependence on CHK1 for responding to DNA damage. Moreover, CHK1 is significantly
overexpressed in TNBC tissues as compared to that in non-TNBC tissues [27]. Thus, targeting CHK1
in TNBC might be a plausible approach to enhance the efficacy of RT.

Proton therapy biologically shows a 10% higher effectiveness than conventional photon therapy,
and the current use of proton therapy largely relies on its physical superiority, such as the Bragg
peak [28]. Accumulating evidence suggests that there is a difference in the biological efficacy between
proton and photon therapies [13,15,16,18,29,30]. In the form of a particle beam, protons cause more
DNA damage than photons, as photons lack mass. Recent preclinical trial data suggest that HRR
appears to be crucial for proton-induced DNA damage repair, whereas, non-homologous end joining
(NHEJ) is important for photon-induced DNA damage repair [18]. Impairment of HRR is one of the
mechanisms by which CHK1 inhibitors function in cancer cells. Thus, we hypothesized that CHK1
inhibition might be more effective in combination with proton therapy than with photon therapy.
The clonogenic survival assay showed that the surviving colony numbers of MDA-MB-231 cells were
significantly reduced in response to combination treatment (PF-477736 and radiation) as compared to
PF-477736 treatment or radiation alone. As expected, the combination of PF-477736 treatment along
with proton therapy showed a pronounced effect on clonogenic survival than X-rays. Considering that
PF-477736 has a strong affinity for CHK2, in a manner similar to other CHK1 inhibitors [22], we knocked
down CHK1 using siRNA and confirmed that the proton-radiosensitizing effect of PF-477736 is mainly
due to the selective inhibition of CHK1 activity.

Morgan et al. [8] reported that CHK1 inhibition using AZD7762 not only abrogates the G2
checkpoint but also impairs HRR, as indicated by the reduced formation of Rad51 foci and persistent
γH2AX expression. Consistently, our data showed that PF-477736 abrogated the G2/M checkpoint
and accumulated DNA damage, as evidenced by the reduced Rad51 expression and increased γH2AX
levels. Immunofluorescence revealed that combinatorial treatment with PF-477736 and proton therapy
generated more γH2AX foci than combinatorial treatment with PF-477736 and X-rays, suggesting
that PF-477736 might be involved in enhancing proton-induced DNA DSBs. CHK1 phosphorylates
DNA repair proteins, including Rad51, FANCD2, and FANCE, and activates HRR [22]. Amongst
these, Rad51 is an essential protein for HRR, and its recruitment to the sites of DNA damage triggers
the initiation of HRR. Knockdown of Rad51 or Rad51 inhibitor treatment enhanced proton-mediated
clonogenic cell death and apoptosis of TNBC cells, supporting the hypothesis that the downregulation
of Rad51 in response to PF-477736 treatment might result in enhanced sensitivity to proton therapy.
The radiosensitizing effect of PF-477736 with respect to X-rays was relatively weak, which may be
attributed to residual Rad51 expression.

Our data support previous findings that HRR-deficient tumor cells are more susceptible to proton
irradiation than to photon irradiation [18]. TNBC is frequently associated with mutations in DNA
damage repair-associated genes, which are being utilized as therapeutic targets [31]. For example,
BRCA mutations have been reported in 20% of the TNBC cases, and the BRCA1 promoter CpG
island methylation is highly prevalent in patients with TNBC [32]. Synthetic lethality in response
to PARP inhibitors, such as olaparib, has been tested in BRCA-deficient breast cancer patients [33].
Our findings suggest that proton therapy could be considered a superior alternative to conventional
X-ray therapy for the elimination of residual TNBC cells, especially those with an impaired HRR
pathway. CHK1 is one of the therapeutic target candidates in TNBC, which has no approved targeted
therapy. Our data suggest that CHK1 inhibition sensitizes TNBC cells to proton therapy both by
abrogating the radiation-induced G2/M arrest and by impairing HRR through Rad51 downregulation.
To our knowledge, this study is the first of its kind to provide evidence for increased efficacy of proton
therapy when used in combination with a CHK1 inhibitor in TNBC cells. Further investigation should

226



Int. J. Mol. Sci. 2020, 21, 2691

be made regarding the use of the combinatorial treatment using proton therapy and CHK1 inhibition
as an alternative strategy for the treatment of refractory TNBC.

4. Materials and Methods

4.1. Cell Culture

Three human TNBC cell lines, MDA-MB-231, Hs578T, and MDA-MB-453, were used in this
study. MDA-MB-231 cells were purchased from the American Type Culture Collection (ATCC,
Manassas, VA, USA), and Hs578T cells and MDA-MB-453 cells were purchased from the Korean
Cell Line Bank (Seoul National University, Seoul, Korea). MDA-MB-231 and MDA-MB-453 cells
were cultured in Dulbecco′s Modified Eagle’s Medium (DMEM) supplemented with 10% fetal bovine
serum (FBS), and Hs578T cells were cultured in DMEM supplemented with 10% FBS and 25 mM
4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES). Cultures were maintained in a humidified
atmosphere comprising 95% air and 5% CO2 at 37 ◦C.

4.2. Reagents and Antibodies

Anti-phospho-H2AX (Ser139) antibodies were purchased from Millipore (Burlington, MA, USA).
Anti-cleaved PARP, anti-cleaved caspase-3, anti-phospho-p38 MAPK (Thr180/Tyr182), anti-CHK1,
anti-phospho-CHK1 (Ser345 and Ser296), anti-phospho-cdc2 (Tyr15), anti-phospho-BRCA1 (Ser1524),
anti-Bcl2, anti-Bax, anti-Bak, anti-Bcl-XL, and anti-Rad51 antibodies were purchased from Cell Signaling
Technology (Danvers, MA, USA). Anti-β-actin antibodies were purchased from Sigma Aldrich (St. Louis,
MO, USA). Anti-Rad51 antibodies were purchased from Santa Cruz Biotechnology (Santa Cruz, CA,
USA). For gene knockdown experiments, control siRNA (sc-37007), CHK1 siRNA (sc-29269), and Rad51
siRNA (sc-36361) were purchased from Santa Cruz Biotechnology. RNAiMax was purchased from
Invitrogen (Carlsbad, CA, USA). PF-477736, a selective CHK1 inhibitor, and B02, a Rad51 inhibitor,
were purchased from Sigma Aldrich.

4.3. Cell Viability Assay

The Cell Counting Kit-8 (CCK-8, Dojindo Laboratories, Kumamoto, Japan) was used to determine
cell viability according to the manufacturer’s instructions. Briefly, MDA-MB-231 cells and Hs578T cells
were seeded at a density of 1 × 103 cells/well into a 96-well plate, and on the next day were treated with
various concentrations of PF-477736 dissolved in dimethyl sulfoxide (DMSO). Cells were incubated
with the CCK-8 solution 72 h post-treatment with PF-477736, and cell viability was determined by
measuring the absorbance at 450 nm using the SpectraMax i3 microplate reader (Molecular Devices,
Sunnyvale, CA, USA).

4.4. Irradiation Experiments

X-ray beams and proton beams were made incident using a linear accelerator Varian Clinac
6EX (Varian Medical Systems, Palo Alto, CA, USA), and a proton therapy system (Sumitomo Heavy
Industries, Tokyo, Japan) respectively, at the Samsung Medical Center in Seoul, Korea [34]. For proton
irradiation, cell plates were positioned in the center of the spread-out Bragg peak (SOBP) measuring
11.2 cm within a field collimated by 18 × 12 cm Brass blocks. Cells were irradiated with graded doses
of 230 MeV protons, for which the beam range was 22.8 cm (distal 90%) [35]. The absolute proton beam
dose was verified to an accuracy of 1% for proton therapy, in accordance with TRS-398. For X-ray
irradiation, cells were placed under a 2 cm thick solid water phantom at a source surface distance of
100 cm and a field size of 30 × 30 cm. The absolute X-ray dose was verified in accordance with TG-51
using the Gafchromic film to an accuracy of 1%.
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4.5. Clonogenic Survival Assay

Cells were seeded at a low density (800–3200 cells/60 mm dish) 24 h before irradiation and were
irradiated with various doses of X-rays or protons. After incubation for 14 d, surviving colonies
consisting of more than 50 cells were visualized by staining with 0.5% crystal violet (Sigma-Aldrich)
and were then counted. The survival fraction (SF) was calculated as the ratio of the plating efficiency
(ratio of the number of surviving colonies to the number of seeded cells) of the irradiated cells to the
plating efficiency of un-irradiated cells in order to quantify the cell survival [36].

4.6. Immunoblotting

Cells were lysed using modified RIPA buffer (20 mM Tris (pH 8.0), 137 mM NaCl, 10% glycerol,
1% Nonidet p-40, 10 mM EDTA, 100 mM NaF, 1 mM phenylmethylsulfonyl fluoride, and 10 mg/mL
leupeptin), and the supernatant was collected after centrifugation at 15,871 g for 15 min. Protein
concentration was measured using the Bio-Rad protein assay reagent (Bio-Rad, Richmond, CA, USA),
according to the manufacturer′s instructions. Equal amounts of protein were subjected to sodium
dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE). Separated proteins were transferred
onto nitrocellulose membranes (Bio-Rad); blots were blocked overnight with 5% skimmed milk
prepared in PBS, pH 7.4 at 4 ◦C and probed with primary antibodies overnight. Protein bands
were detected using the Amersham enhanced chemiluminescence detection reagents (GE Healthcare,
Piscataway, NJ, USA).

4.7. Flow Cytometry

Flow cytometry was performed in order to measure the number of apoptotic cells. Harvested cells
were stained with annexin V-fluorescein isothiocyanate (FITC) (BD Pharmingen, San Diego, CA, USA)
and 2 µg/mL PI in the annexin V binding buffer (10 mM HEPES, pH 7.4, 140 mM NaCl, 2.5 mM CaCl2)
for 15 min at 37 ◦C in the dark. The number of apoptotic cells was quantified using BD FACSVerse and
the BD FACSuite software.

4.8. Immunofluorescence

Image acquisition and analyses were conducted as described previously [37]. Briefly, 2 × 104
MDA-MB-231 cells were seeded on a cover slip (Marinfild Inc., Rochester, NY, USA) a day before
irradiation. Cells were pre-treated with 500 nM PF-477736 for 3 h, exposed to photon or proton
beams, and then fixed with 4% formaldehyde at 24 h. After permeabilization using 0.01% Triton
X-100, and blocking with 2% bovine serum albumin (BSA) for 30 min, cells were incubated with the
phospho-S193 H2AX antibody for 2 h, followed by incubation with the Alexa Fluor 488-conjugated
secondary antibody (Life Technologies, Paisley, UK) and 4′,6-diamidino-2-phenylindole (DAPI) for 30
min at room temperature. After mounting the cells using the SlowFade anti-fade reagent (Molecular
Probes, Eugene, OR, USA), images were acquired using a fluorescence microscope (Zeiss Observer D1,
Carl Zeiss Co., Ltd., Jena, Germany).

4.9. Gene Knockdown Experiments

Small interfering RNAs (siRNAs) were used to knockdown CHK1 and Rad51 proteins.
For transfection, 1 × 105 MDA-MB-231 cells were seeded in 6-well plates and incubated with a
mixture of 10 nM siRNA and Lipofectamine RNAiMax (1:1 ratio) for 4 h, and then the culture medium
was replaced with fresh medium. Reduction in the expression of the proteins of interest was confirmed
using immunoblotting.

4.10. Statistical Analysis

Data are presented as the mean ± standard deviation (S.D.). Statistical analysis was performed
using GraphPad Prism 7.02. Significance of differences between two groups was determined using the
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unpaired, two-tailed Student’s t-test. For a comparison of more than two groups, one-way ANOVA
with Tukey’s multiple comparison test was used. p < 0.05 was considered to be statistically significant.

Supplementary Materials: The following are available online at http://www.mdpi.com/1422-0067/21/8/2691/s1.
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Abbreviations

ANOVA Analysis of variance
ATR Ataxia telangiectasia and rad3-related
Bax Bcl-2-associated X
Bcl-2 B-cell lymphoma 2
BSA Bovine serum albumin
CHK1 Checkpoint kinase 1
DAPI 4′,6-diamino-2-phenylindole
FITC Fluorescein isothiocyanate
PBT Proton beam therapy
DSB Double strand break
HRR Homologous recombination repair
NHEJ Non-homologous end joining
PARP Poly(ADP-ribose)polymerase
RT Radiation therapy
siRNA Small interfering ribonucleic acid
TNBC Triple negative breast cancer
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Abstract: Radiolysis of biomolecules by fast ions has interest in medical applications and astrobiology.
The radiolysis of solid D-valine (0.2–2 µm thick) was performed at room temperature by 1.5 MeV
H+, He+, N+, and 230 MeV S15+ ion beams. The samples were prepared by spraying/dropping
valine-water-ethanol solution on ZnSe substrate. Radiolysis was monitored by infrared spectroscopy
(FTIR) through the evolution of the intensity of the valine infrared 2900, 1329, 1271, 948, and 716 cm−1

bands as a function of projectile fluence. At the end of sample irradiation, residues (tholins) presenting
a brownish color are observed. The dependence of the apparent (sputtering + radiolysis) destruction
cross section, σd, on the beam stopping power in valine is found to follow the power law σd = aSe

n,
with n close to 1. Thus, σd is approximately proportional to the absorbed dose. Destruction rates due
to the main galactic cosmic ray species are calculated, yielding a million year half-life for solid valine
in space. Data obtained in this work aim a better understanding on the radioresistance of complex
organic molecules and formation of radioproducts.

Keywords: amino acid; valine; MeV ion irradiation; radiolysis; infrared absorption spectroscopy;
destruction cross section; stopping power dependence

1. Introduction

Amino acids are building-blocks of proteins, essential in the dynamics of all living organisms.
Moreover, they also play an important role in cell signalization, and in the innate immune system.
These stable organic molecules are constituted by carbon, hydrogen, oxygen, and nitrogen. Sulfur
is also present in some species. The amino acids molecular structure is constructed by one central
carbon atom, called α-carbon, linked to four groups: the carboxyl radical, –COOH, the amino radical,
–NH2, a hydrogen atom, –H, and a side chain, –R. Two important chemical properties are caused by the
interaction between the carboxyl and amino radicals. The first one is related to the dipole moment
of the amino acid, which is different in solid and gas phases. Indeed, in solid phase, the mentioned
structure is preserved (particularly at high temperatures). For both polar and apolar side chains, the
molecule has a significant dipole moment and is called zwitterion. In gas phase, the dipole moment
is weak and the molecule is called “neutral”. In condensed phase, the proton of the –COOH group
migrates to the amino one forming the zwitterion. The second chemical property concerns to the
peptide bond which occurs when the hydroxyl radical of the COOH group is induced to react with the
NH2 radical attached to another amino acid molecule, delivering a H2O molecule and synthesizing
a peptide through a bond between the CO and NH radicals. Endoergic reactions may occur several
times with nearby amino acids producing larger peptides [1].
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The discovery of amino acids in meteorites [2,3], in comets [4], and possibly in the interstellar
medium [5–8] inscribed them into the portfolio of astrophysical materials. Nevertheless, finding the
origin of amino acids (as well as any prebiotic material, in general) is a central question in Astrobiology.
The asteroids and comets that heavily bombarded the Earth circa 4 billion years ago [9,10] probably
transported prebiotics. How relevant were these molecular species for triggering life on Earth?
Furthermore, given the omnipresent radiation in outer space and around the giant planets [11], once
formed in astrophysical environment, can amino acids survive the interplanetary journey? How could
they survive the harsh conditions of the early Earth?

Ionizing radiation processes are largely used in industry, in the production and/or to increase
the lifetime of biological materials, e.g., ionizing radiation induces genetic modifications in plant
seeds. Therefore, knowledge about the radioresistance of complex organic molecules and the
subsequent formation of radioproducts may also have importance in medical science and in the
industry, as for instance in food production [12], pharmaceutics [13], and particularly in cancer
treatment, shielding astronauts in space, and treating victims of irradiation by nuclear materials.
Except for glycine, amino acids can exist in two optical isomeric forms, known as L and D; only
L-amino acids form proteins; D-amino acids can be found in antibiotics [14] and in some bacteria
cell walls [1,15]. Studies on amino acid radiolysis have already been performed. In particular, for
glycine, the simplest amino acid, Gerakines et al. studied thermal effects on its dissociation by
energetic protons [16]. Pilling et al. irradiated glycine with 1 MeV H+ in order to study the stability of
different polymorph configurations [17]. Pilling et al. [18], Maté et al. [19], and Souza-Corrêa et al. [20]
studied its dissociation by keV electrons. UV radiolysis was performed by Peeters et al. [21] and by
Ferreira-Rodrigues et al. [22]. For valine, electronic sputtering by MeV heavy ions was discussed by
Salehpour et al. [23], Becker et al. [24], and Sundqvist et al. [25].

The current work aims at investigating some aspects of amino acid radiolysis. Specifically, the
goal is to determine amino acid destruction cross sections by light and heavy energetic projectiles
over a large projectile energy range. This huge experimental task is strongly reduced if amino acid
radiolysis proceeds similarly as for condensed gases: their destruction cross sections depend only
on the electronic stopping power (Se) of the ion-target system and not on specific quantities such
as kinetic energy, mass, and atomic number of the projectile, as well as molecular and crystalline
structures of the target [26–30]. Based on these premises, we have selected the amino acid D-valine
(Val) to be irradiated with MeV H+, He+, N+ and 230 MeV S15+ ions, the latter for obtaining a much
higher Se. This compound is hydrophilic, has molar mass 117.15 g·mol−1, density 1.32 g·cm−3, and
chirality properties [31]. Although observed in meteorites [1,2], d-valine does not participate in the
known biological processes; l-valine, the chiral form of the d-valine, is the isotopomer existent in living
organisms, also occurs in astrophysical environment and – except for the optical activity—has the same
characteristics. Fourier transform infrared absorption spectroscopy (FTIR) at room temperature was
used to monitor the valine radiolysis.

Data obtained in this work are a contribution for a better understanding on the radioresistance
of complex organic molecules, as well as on the formation of radioproducts; our findings may have
consequences to Medical Science [32] and to Astrobiology [33]. The work also shows that, although the
sample degradation could be adequately monitored by any vibrational band, the absorbance evolutions
as a function of fluence exhibit variations for different bands. This finding may be particularly relevant
for astrophysical observations.

Irradiations with low electronic stopping power projectiles were performed using 1.5 MeV H+,
He+, and N+ ion beams provided by the Van de Graaff Laboratory at the Pontifícia Universidade
Católica do Rio de Janeiro (PUC-Rio). Irradiations with 230 MeV S15+ projectiles were carried out at
GANIL (Grand Accélérateur National d’Ions Lourds), Caen, France.
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2. Results

When a solid is bombarded by ion beams, at least three relevant material processes occur:
(a) structural rearrangement of molecules, (b) induced chemical reactions (rearrangement of atoms) and
(c) sputtering (emission of atoms and molecules). All the three processes can be monitored by infrared
spectroscopy. Successive acquisition of valine infrared spectra during bombardment with different ion
beams show that they are very similar: for this reason, only the FTIR spectra obtained with the H+ and
S15+ beams are displayed. In fact, the major difference observed in the experiments is the absorbance
decrease rate: for the same beam flux, the higher the stopping power of the projectile in the sample, the
greater is the disappearance rate of valine molecules from the sample. The crystalline rearrangement
(crystallization, amorphization, pore collapsing/compaction) is a process observable by FTIR in the
very beginning of irradiation and does not involve the dissociation or removal of valine molecules.

2.1. Results from the Van de Graaff Laboratory: H+, He+ and N+ Ion Beams

2.1.1. 1.5 MeV H+ Beam Irradiation

Figure 1 shows the FTIR spectrum evolution for three fluences of the 1.5 MeV H+ beam: (i) zero
fluence or virgin sample (black line, with the highest absorbances); (ii) F = 1.4 × 1015 ions cm−2,
an intermediate fluence (red line, spectrum in the middle); and (iii) F = 9.5 × 1015 ions cm−2, the highest
fluence (blue line, the lowest absorbances). For the highest fluence, all valine molecules of the sample
have been degraded: the still existing bands are attributed to daughter molecules (products). The
only exception is the double peak at ~2350 cm−1 which is due to atmospheric CO2 existing outside
the chamber but inside the sight of the spectrometer IR beam (its absorbance varies with time, not
with fluence).
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Figure 1. Evolution of the valine infrared spectrum as the projectile fluence increases. The upper
spectrum corresponds to the virgin sample; the two others were acquired at fluences 1.4 × 1015 and
9.5 × 1015 ions cm−2, respectively. The feature at ~2350 cm−1 is due to atmospheric CO2 outside the
chamber but inside the FTIR spectrometer; its absorbance varies up and down with time.

In Figure 2, the spectrum evolution with fluence is presented for some selected bands. Data are
the same as Figure 1 but, in this case, spectra for nine fluences are shown for: (a) 3400–2400 cm−1

and (b) 1650–1300 cm−1 ranges, and (c) 1271, (d) 948, and (e) 716 cm−1 bands. At first sight, all bands
seem to decrease proportionally with fluence; but, after detailed inspection, different behaviors can
be remarked specially at the beginning (due to compaction) and at the end (due to the appearance
of product bands, Figure 2f) of irradiation. At the end of irradiation the samples (residues) present
a brownish color. In reference to the pioneer work of Sagan and Khare [34], these radioproducts
(daughter molecules) are referred to as tholins.
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Figure 2. Decrease of valine absorbance as the 1.5 MeV H+ beam fluence increases for five selected
IR regions (a–e). Note in particular that absorbances of 1329, 1271 and 948 cm−1 bands disappear
completely, while those of 2955, 1507 and 716 cm−1 bands do not. The fluence legend for Figure 2a is
the same for all figures. Panel (f) is a zoom of (a) and (b), for the highest fluence.

The fact that the 1544 and 1457 cm−1 features increase along the irradiation (dominating the IR
spectrum at the end) indicates that they are not valine bands; instead, they belong to valine daughter
molecules. Furthermore, the 3300–2400 and the 1500–1300 cm−1 spectral regions, as well as the 716 cm−1

band, present a slower decrease rate and do not disappear at the final fluence; they should be formed
by two overlapping components, one due to precursor molecule bands, the other due to product bands.
Table 1 presents the wavenumber of the main observed valine bands. Here, the third column displays
the wavenumber of products after H+ irradiation.
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Table 1. Evolution of valine bands as the 1.5 MeV H+ and 230 MeV S15+ projectile fluences increase.
Band identification and their band wavenumbers for valine before irradiation; wavenumber of products
after H+ and S15+ irradiation. (a) split band at low temperature: da Costa and da Silveira [33];
(b) Kumar [35]; (c) Façanha Filho et al. (2008) [36]. Attributions are tentative. (*) strong absorbance;
(**) low absorbance.

Vibration Mode Band (cm−1) Band Collapses into
(Possible Species)

H+ S15+

NH3
+ asy str 3150, 3050 - -

CH3
+ asy str 2960, 2940 2955, 2918 (C2H6 *) 2961, 2933 (C2H6 *)

CH3
+ asy str 2880, 2850 2868, 2849 (C2H6 *) 2874 (C2H6 *)

N-H . . . O 2690, 2630, 2580 - -
CH3 bend + NH2 rocking b ~2109 (2153 + 2013) a - -

CO2
− stretch c 1640 - -

NH3
+ asy def. 1600, 1555 - 1595 (Amine)

- - 1544, 1507 1516 (Nitro)
COO+ sy str 1520, 1430, 1390 1457 1469 (C2H6), 1394

- - - 1355 (Nitro)
COO+/CO 1340, 1320 1339 1329
CH3

+ def. 1271, 948 - 1271
885 (C2H6

**)
CO2 Bend b 775 -

C-H out bend 716 716

The integrated absorbance evolution with H+ fluence is presented in Figure 3 for several valine
bands. The absorbance is normalized to 1 at F = 0, in order to compare compaction effects on different
bands. Two groups can be recognized: the first one, the “tholin” group [34], is constituted by the 2900
(integrated from 3300 to 2400 cm−1) and 716 cm−1 bands which present a slow decrease with fluence;
another, the “pure valine group”, is constituted by the 1329, 1271 and 948 cm−1 bands. The tholin
group includes bands of daughter molecules, which absorb IR wavelengths close to the valine bands.
Consequently, the bands assigned to this group do not vanish completely, in contrast to the behavior of
pure valine group. The absorbance decrease at low fluences is emphasized in Figure 3b. At the very
beginning of irradiation, absorbances of the pure valine group exhibit an exponential behavior, while
absorbances of the 716 cm−1 band and in particular of the 2900 cm−1 band are approximately constant
with increasing fluence. Our interpretation is that these two bands are sensitive to compaction, while
the other three are not. This means that valine porous samples are more transparent than compacted
ones in the 3300–2400 cm−1 IR region.
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Data are normalized to 1 at F = 0. The smaller slopes at high fluences exhibited by the 2900* (3300–2400,
shown in Figure 2a) and 716* (Figure 2e) cm−1 bands are attributed to the rising of product’s bands
at very close wavenumbers. (*) means overlapping with product’s band. Colored lines are guides
for eyes.

2.1.2. 1.5 MeV He+ and N+ Beam Irradiations

Absorbance evolution obtained for the 1.5 MeV He+ and N+ irradiations are presented in Figures 4
and 5, respectively. Data for the same five bands analyzed for the H+ irradiation are again depicted.
For the He+ beam data, the integrated absorbances are normalized at F = 0, to facilitate a comparison
of their slopes. Compaction and product formation (for the 2900 and 716 cm−1 bands) are observed for
low and high fluences, respectively.
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Concerning the N+ beam data, Figure 5a shows the absorbance evolution of five valine bands,
normalized at F = 0. In agreement with observations for irradiations with other ion beams, the slopes
of the 2900 and 716 cm−1 bands are lower, especially at high fluences, due to the contribution of
product absorbances.
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Compaction effects are clearly seen for H+ (Figure 3) at the beginning of irradiation; for He+

(Figure 4) and N+ beams (Figure 5a and its zoom in Figure 5b), this effect is particularly noticeable for
the 2900* cm−1 band.

2.2. Results from GANIL (CIMAP Laboratory)

The overall IR spectrum evolution of valine bombardment by 230 MeV S15+ projectiles is presented
in Figure 6a. As irradiation proceeds, absorbance decreases equally for all bands. This is a hint that
their correspondent A-values do not depend strongly on fluence. In other words, a given band does
not disappear faster than another, so that the deduced valine destruction cross section is about the same
regardless of the band considered. This is true for both narrow and broad bands. The latter include
large and complex structures, such as the 3200–2400 cm−1 and 1700–1200 cm−1 regions: the whole
feature belongs to valine and collapses into product bands as fluence increases (Figure 6b, acquired for
the highest fluence). As an illustration, Figure 7 compares the decrease of three integrated absorbances
with fluence: the (I) region corresponding to the well-defined 2109 cm−1 band, the (II) region of
the corresponding baseline structure, and the (III) region next to (II) with the same wavenumber
width (Figure 7a). At high fluences, all of the three integrated absorbances decrease exponentially
and proportionally to each other (Figure 7b). At low fluences, compaction effects are not visible for
absorbance of (I) region but are clearly seen for (II) and (III) regions. The sample was irradiated up
to 0.92 × 1013 ions cm−2, corresponding to a dose of 23 eV molecule−1. The 1329, 1271 and 948 cm−1

bands have disappeared at the end of irradiation, evidence that valine was totally degraded. On the
other hand, as presented in Figure 6b for the 3200–2200 and 1700–1200 cm−1 regions, several bands are
still seen at the end of irradiation, reason why they are attributed to daughter molecules. In Table 1, the
fourth column lists the main product’s bands observed at the highest fluence with possible attributions.
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1261, 957–937, and 726–705 cm−1 bands are depicted in Figure 9 for (a) high fluences and (b) low 
fluences. Clearly, the slopes are close but not identical. Four possible reasons are: (i) compaction, (ii) 
growth of products, (iii) uncertainty of the baseline selected for the absorbance calculation, and (iv) 
dependence of A-values on fluence. In detail: 

1. Compaction effects have been observed to occur at low fluences and differently for distinct 
bands. However, since this is a property of the material, the different absorbance evolutions are 
expected to be similar for any ion beam. Indeed, comparing Figure 3b with Figure 9b, it can be 
seen that—for both irradiations—the 948 cm−1 band absorbance is the one that decreases the 
most, while those of the 2900 and 1329 cm−1 bands decrease much less. The compaction effect 
modifies absorbances up to 20%. 

2. Product bands: For low fluences, the concentration of daughter molecules is still too low for 
disturbing the chemical environment in such a way to modify precursor’s absorbances (this 
effect is nevertheless expected to be seen at high fluences). Furthermore, the absorbance slopes 

Figure 7. (a) Valine IR spectrum around the 2109 cm−1 band. The three regions selected correspond
to: (I) the 2109 cm−1 band, (II) background below this band, and (III) background next to it. (b) The
integrated absorbance evolution with projectile fluence for these three spectrum regions.

Figure 8 depicts the same data as in Figure 6 but zooming into the 3200–2400 and 1340–1315 cm−1

regions; intermediate fluences are now included. Note that: (a) no significant peak shifts are observed;
(b) peaks become moderately broader at high fluences (the thicker line for fluence ~2 × 1012 ions cm−2

may be taken as a reference); (c) some peaks (e.g., at 1329 cm−1) disappear at high fluences but others
(e.g., at 2961 cm−1) do not, which provides evidence that these are residues. The peak broadening
causes the disappearance of minima between some bands.
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Figure 8. Absorbance decrease for the 3200–2400 and 1340–1315 cm−1 regions, as a function of projectile
fluence. The first spectrum (top) and the one marked by the thicker line correspond to the non-irradiated
sample and to a fluence of 2 × 1012 ions cm−1, respectively. Note the disappearance of minima at high
fluences. The legend at the right side expresses fluence in ions cm−2.

The dependences of the integrated absorbances on fluence for the 3300–2400, 1335–1304, 1279–1261,
957–937, and 726–705 cm−1 bands are depicted in Figure 9 for (a) high fluences and (b) low fluences.
Clearly, the slopes are close but not identical. Four possible reasons are: (i) compaction, (ii) growth of
products, (iii) uncertainty of the baseline selected for the absorbance calculation, and (iv) dependence
of A-values on fluence. In detail:

1. Compaction effects have been observed to occur at low fluences and differently for distinct bands.
However, since this is a property of the material, the different absorbance evolutions are expected
to be similar for any ion beam. Indeed, comparing Figure 3b with Figure 9b, it can be seen
that—for both irradiations—the 948 cm−1 band absorbance is the one that decreases the most,
while those of the 2900 and 1329 cm−1 bands decrease much less. The compaction effect modifies
absorbances up to 20%.
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2. Product bands: For low fluences, the concentration of daughter molecules is still too low for
disturbing the chemical environment in such a way to modify precursor’s absorbances (this effect
is nevertheless expected to be seen at high fluences). Furthermore, the absorbance slopes do not
seem to be correlated with product formation. Figures 8 and 6b show that the 1271, 948, and
716 cm−1 bands are due only to valine and, consequently, their absorbances decrease to zero at
the end of irradiation; the 3300–2400 and 1700–1300 cm−1 (large) regions contain contributions
of daughter molecules and their absorbances decrease more slower. The 716 cm−1 band is well
seen in the non-irradiated valine spectrum, but contrarily to what happens with H+ irradiation,
this band is not observed at the last fluence (Figure 6a). This may be explained by the fact
that thickness of the sample irradiated by the S15+ beam was half of that irradiated by the H+

beam, preventing small (valine or product) peaks to be observed in the highest fluence spectrum.
The large background in the 1700–1200 cm−1 region is probably due to amide compounds.
Consistently, Figure 9a shows that the 2900 and 716 cm−1 bands have a lower slope at high
fluences, indicating overlapping with product’s bands.

3. Baseline selection: Figure 7a,b show that the baseline is not critical, since the baseline and peak
evolutions are similar. However, once baseline is generated by very large vibrational bands, these
may have distinct sensitivities to compaction.

4. Chemical environment changes: Irradiation modifies the crystalline structure (compaction,
amorphization and crystallization). Therefore, a moderate dependence of A-value on constituent
concentrations is expected. An overview of the A-value variation, before and after compaction,
is presented in Table 2 for the four different ion beams.

Inspection of the data presented in Table 2 reveals that:

1. For non-irradiated samples, the dispersion of the relative A-values are about 20%. This is probably
due to non-homogeneous samples. Porosities may be different. No particular correlation between
the relative A-values with sample thickness is observed.

2. For non-irradiated samples, the relative A-value variations are band-dependent. For the H+

beam, the relative A-values for the 2900 and 716 cm−1 bands have increased by a factor ~2 from
F = 0 to F = Fref; these two bands are compaction sensitive (Figure 3b); for the other bands, the
relative A-values are close.

3. Relative A-value variations are lower for the N+ and S15+ beams. A possible explanation is that
these beams have larger stopping power than the two others.

Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 9 of 21 

 

do not seem to be correlated with product formation. Figures 8 and 6b show that the 1271, 948, 
and 716 cm−1 bands are due only to valine and, consequently, their absorbances decrease to zero 
at the end of irradiation; the 3300–2400 and 1700–1300 cm−1 (large) regions contain contributions 
of daughter molecules and their absorbances decrease more slower. The 716 cm−1 band is well 
seen in the non-irradiated valine spectrum, but contrarily to what happens with H+ irradiation, 
this band is not observed at the last fluence (Figure 6a). This may be explained by the fact that 
thickness of the sample irradiated by the S15+ beam was half of that irradiated by the H+ beam, 
preventing small (valine or product) peaks to be observed in the highest fluence spectrum. The 
large background in the 1700–1200 cm−1 region is probably due to amide compounds. 
Consistently, Figure 9a shows that the 2900 and 716 cm−1 bands have a lower slope at high 
fluences, indicating overlapping with product’s bands. 

3. Baseline selection: Figures 7a,b show that the baseline is not critical, since the baseline and peak 
evolutions are similar. However, once baseline is generated by very large vibrational bands, 
these may have distinct sensitivities to compaction. 

4. Chemical environment changes: Irradiation modifies the crystalline structure (compaction, 
amorphization and crystallization). Therefore, a moderate dependence of A-value on constituent 
concentrations is expected. An overview of the A-value variation, before and after compaction, 
is presented in Table 2 for the four different ion beams. 

Inspection of the data presented in Table 2 reveals that: 

1. For non-irradiated samples, the dispersion of the relative A-values are about 20%. This is 
probably due to non-homogeneous samples. Porosities may be different. No particular 
correlation between the relative A-values with sample thickness is observed. 

2. For non-irradiated samples, the relative A-value variations are band-dependent. For the H+ 
beam, the relative A-values for the 2900 and 716 cm−1 bands have increased by a factor ~2 from 
F = 0 to F = Fref; these two bands are compaction sensitive (Figure 3b); for the other bands, the 
relative A-values are close. 

3. Relative A-value variations are lower for the N+ and S15+ beams. A possible explanation is that 
these beams have larger stopping power than the two others. 

  

(a) (b) 

Figure 9. (a) Integrated absorbance decrease of five valine bands as a function of 230 MeV S15+ 
projectile fluence. Data have been normalized to unity for the virgin sample. The dashed line 
represents degradation with the average cross section <σ>. (b) Zoom of the same data for the low 
fluence region. (*) means overlapping with product’s band. 

  

Figure 9. (a) Integrated absorbance decrease of five valine bands as a function of 230 MeV S15+

projectile fluence. Data have been normalized to unity for the virgin sample. The dashed line represents
degradation with the average cross section <σ>. (b) Zoom of the same data for the low fluence region.
(*) means overlapping with product’s band.
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Table 2. Relative A-values (integrated absorbance ratios), before and during irradiation. Ratios refer to
the 948 cm−1 band, taken as reference. F = 0 means non irradiated sample and Fref is the fluence for
which the absorbance ratios were measured (4th line). Sample thickness values are also shown.

Ion Beam:
A-Value/A-Value (Fref)

H+ 1.5 MeV He+ 1.5 MeV N+ 1.5 MeV S15+ 230 MeV

Sample Thickness 2.4 µm 0.96 µm 0.23 µm 0.58 µm

Band (cm−1)
(interval) Fref (ions cm−2) 5.8 × 1014 1.1 × 1013 4.39 × 1012 3.2 × 1011

2900* (3300–2400) 0 273 282 235 246
Fref 768 602 270 303

1329 (1335–1301) 0 3.94 3.07 9.51 10.8
Fref 5.23 6.34 10.5 13.8

1271 (1279–1261) 0 0.876 1.16 0.981 0.984
Fref 0.955 1.70 0.997 1.22

948 (957–937) reference 1 1 1 1
reference 1 1 1 1

716* (726–705) 0 2.80 2.70 2.35 3.39
Fref 5.05 3.31 2.54 3.85

This analysis confirms that a procedure to separate compaction effects from radiolysis/sputtering
degradation is to analyze absorbance at different fluences. At the beginning of irradiation, effects due
to all three processes are observable; after a certain fluence, which depends on the beam stopping
power, the compaction process is over. Annealing would be another procedure to promote compaction
and inducing crystallization.

2.3. Cross Section Measurements

Figure 10 illustrates the concepts presented in Section 4.1 for the S15+ and He+ ion beam irradiations,
using absorbances of the 775 cm−1 band. The measured apparent destruction cross sections are quite
distinct, σd

ap(S)/σd
ap(He) = 8.5, while the compaction ones are close to each other, σc(S)/σc(He) = 0.60.

The relative porosities of the two samples used for irradiation with the S15+ and He+ ion beams are
ζ = 0.32 and ζ = 0.12, respectively. Note that, for both irradiations, the sample porosity has the effect to
decrease the absorbances at wavenumbers around 775 cm−1. Once compaction starts to remove pores
at the beginning of irradiation, the absorbance increases even if the real column density decreases due
to radiolysis and sputtering. For low fluence He+ beam, the compaction effect dominates over those
of the other processes, so that S(F)/Sp remains greater than 1 up to F ~ 2/σc = 2.4 × 1012 ions cm−2.
For much higher fluences, the S(F) evolution is dominated by the radiolysis and sputtering.
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Figure 10. Integrated absorbance decrease for the 775 cm−1 band as a function of fluence for the 1.5 MeV
He+ and the 230 MeV S15+ beams. Fittings are performed with Equations (7) and (8) (Section 4.2).

Table 3 offers an overview of the measured apparent destruction cross sections for the all the
ion beams, based on five selected bands; as illustration, one extra band (782–763 cm−1) was analyzed
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for the He+ and S15+ ion beams to extract σc. The conclusion, already anticipated by the results
exhibited in Figures 3–5, is that cross sections vary according the selected band. These variations
should not be attributed to statistical fluctuations since distinct irradiations yield similar discrepancies.
For describing this systematic variation supported by experimental data, the parameter ∆σj, defined in
Equation (9) (Section 4.2), is introduced.

Table 3. Band interval used for the integrated absorbance calculation. Apparent destruction cross
sections obtained from individual fittings for 1.5 MeV, H+, He+ and N+, and 230 MeV S15+ ion
irradiations. For S15+, ∆σj is the discrepancy between the mean value and each individual σd

ap.
(*) Overlapping with product’s band.

Band (cm−1)
Ion Beam

1.5 MeV 230 MeV

Band
Interval

Band
Maximum

H+ He+ N+ S15+

σd
ap (10−14 cm2)

∆σj = (σd
ap)mean

− (σd
ap)j

(10−14 cm2)
Observations

3300–2400 2900* 14 3.3 7.2 29 4.7 no compaction, tholins at the end
1335–1304 1329 16 3.8 7.6 30 3.7 no compaction
1279–1261 1271 33 4.9 11 39 −5.3 disappears at the end

957–937 948 27 7.8 13 37 −3.3

782–763 775 - 4.0 - 34 -0.3 σc(S) = 50 × 10−14 cm2σc(He) =
82 × 10−14 cm2

726–705 716 * 42 7.2 15 33 0.7 no compaction, tholins peaks too
small

Mean
value σd,j

ap ± ∆σj 26 ± 16 5.4 ± 2.1 11 ± 4 33.7 ± 4 0 12% rms error

The 230 MeV S15+ beam data were analyzed in the same way. In order to evaluate the influence of
the chemical environment on absorbance for each vibration mode, σd

ap was determined for the S15+

irradiation, based on data plotted in Figure 9a. Results are presented in Table 3. The mean value is
σd

ap = (33.7 ± 4) × 10−14 cm2. Data presented in Figure 9a are evidence that absorbance evolutions
of bands are not equal to each other but similar, so that the σd

ap extracted from them are distinct.
Futhermore, since compaction and product formation are not responsible for such discrepancies,
the conclusion is that A-values of band j should depend on constituent concentrations. For the S15+

irradiation, ∆σj was determined by fitting data with Equation (9) and the obtained values are also
shown in Table 3. According to this model, ∆σj should be a characteristic of the band and, therefore,
the evolution pattern of the bands should be the same for all ion beams. A comparison of Figure 9a
with Figure 3a, Figure 4, and Figure 5a shows that this is indeed the case.

2.4. Summary of the Experimental Results

The methodology used to obtain the results of Figure 10 and Table 3 (see Section 4.2) was also
applied to the other measurements. The corresponding cross sections and relevant experimental
characteristics of the ion beams interacting with valine are summarized in Table 4. Average
values of the initial column density, N0, and of the thickness, Tk, are obtained from analysis of
the 716 cm−1 (Aν = 3.37 × 10−18 cm/molec) and the 948 cm−1 (Aν = 1.04 × 10−18 cm/molec) bands;
σd

ap is determined by the average behavior of several bands.
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Table 4. Relevant characteristics of the four irradiations: beam energy, electronic and nuclear stopping
powers for valine, initial absorbances for the 716 and 948 cm−1 bands, initial column density, initial
sample thickness, maximum beam penetration (range) and measured apparent destruction cross section.

Ion Beam H+ He+ N+ S15+

Energy (MeV) 1.5 1.5 1.5 230
Se (keV µm−1) 26.7 252 998 1690
Sn (keV µm−1) 0.0187 0.256 7.84 1.03

Sp 716 cm−1 (cm−1) 1.82 0.903 0.20 0.688
Sp 948 cm−1 (cm−1) 0.173 0.345 0.0849 0.151

Valine sample

N0 (1017

molec/cm2)
8.12 6.56 1.61 4.00

Tk (µm) 2.4 0.96 0.23 0.58
Range (µm) 35 5.8 2.4 97

σd
ap (10−14 cm2) 26 ± 16 5.4 ± 2.1 11 ± 4 34 ± 4

3. Discussion

As fluence increases, three evident characteristics can be seen in the spectra presented in Figures 1
and 2: (i) the overall spectrum shape remains approximately the same, (ii) the spectral resolution
deteriorates, and (iii) there is an exponential decrease of absorbance.

In general spectrum shapes are preserved during irradiation, evidence that the absorbance
decrease on fluence is quite uniform over the analyzed spectrum range. Comparing the spectrum of
the virgin sample with the one obtained at F = 1.4 × 1015 ions/cm2 for H+ ions, small differences can be
recognized: in the irradiated sample spectrum, peaks are larger and peak/baseline ratio is lower. The
shoulder at ~3200 cm−1 visible in the virgin sample spectrum disappears at F = 1.4 × 1015 ions/cm2.
The same occurs for the 2109 cm−1 band, which is clearly seen in the former but is well reduced in the
latter. Features visible around 2300 cm−1 are due to CO2 contamination outside the chamber, but inside
the spectrometer. Figures 3–5 and 9, drawn in a semi-log plot, show that the trend of the integrated
absorbance decrease is exponential. Discrepancies from this function are due to compaction (at low
doses) and overlapping with daughter molecule bands (mainly at high fluences). With different ion
beams, for already compacted samples and for pure precursor bands, slopes for distinct bands are
systematically different from each other. Since this fact happens for precursor bands that do not overlap
with product ones, it strongly suggests that A-values are not constant during irradiation. We propose
that A-values have a weak exponential dependence on fluence, which has to be taken into account due
to the exponential decrease of the precursor concentration and, consequently, due to the exponential
increase of the concentration of products.

Literature data on amino acid radiolysis by MeV ions are poor. Two similar works on glycine
bombarded by MeV H+ are available: Gerakines et al., 2012 and Pilling et al., 2013 [16,17]. In the
former, for glycine at 140 K irradiated by 0.8 MeV H+, destruction cross section was determined to be
0.12 × 10−14 cm2; it is expected that at 300 K this value be slightly higher. In the latter, for glycine at
300 K irradiated by 1.0 MeV H+, the cross sections 0.1 to 0.5 × 10−14 cm2 were determined for β-Gly
and 2 to 3 × 10−14 cm2 for α-Gly, respectively; cross sections for α-Gly are higher, but they may be
affected by compaction, a process better understood nowadays. These results are in good agreement
with the values 0.14 to 0.42 × 10−14 cm2 obtained for valine in the current work for 1.5 MeV H+.

3.1. Dependence of Cross Sections on the Electronic Stopping Power

The dissociation of a molecule in a highly excited electronic state is very likely and therefore the
dependence of its destruction cross section on the electronic stopping power Se is expected. Figure 11
depicts the evolution of Se with the projectile energy for the four beams used. A pertinent question
is whether this dependence is linear or not, revealing if dose is the relevant quantity in degradation
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by radiolysis. This analysis may be performed dividing absorbance values by Se and comparing the
normalized integrated absorbance evolution with fluence for the different ion beams.
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Figure 12a shows how the integrated absorbance of the 948 cm−1 band varies with fluence for
each irradiation; all data are divided by the initial integrated absorbance, S0, which means that they
are normalized to unity for the virgin sample. The exponential decrease is evident for the four
measurements. It is also clear that the higher the stopping power the steeper the absorbance decrease.
In order to compensate this effect, absorbance is plotted as a function of absorbed dose, D, defined as
the projectile energy, deposited in a given volume of the sample, divided by the mass in that volume:
D = Se F/ρ, where ρ is mass density. Figure 12b presents the same data exhibited in Figure 12a but
now as a function of D. The span in the evolution due to the different beams is strongly reduced:
except for the He beam, data fluctuate around the dashed line, corresponding to the average function
S/S0 = exp(−σd

ap F) = exp(−D/Dmean), where Dmean = Se/(ρ σd
ap) is the mean dose to destroy valine.

For instance, for the 1.5 MeV N+ beam, <σd
ap>= (11 ± 4) 10−14 cm2, Dmean = 6.9 × 1019 keV/g =

1.1 × 107 Gy.
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As discussed before, radiolysis and sputtering are supposed to have the same dependence on
fluence and cannot be (easily) determined individually: what is experimentally determined by this
methodology is the sum of the two effects, namely the apparent destruction cross section of valine. This
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quantity, σd
ap, is displayed in Figure 13. The current measurements indicate that σd

ap is approximately
proportional to the electronic stopping power:

σd
ap = a (Se)n (1)

where the best fitting yields a = 1.8 ×10−20 cm2.936/keV0.936 and n = 0.936; σd
ap and Se are expressed

in cm2 and keV/µm, respectively. This result is equivalent to the statement that the destruction cross
section and the sputtering yield of valine are approximately proportional to the deposited dose in
the material.
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particles. Although neutral particles are dominant in the induced desorption, the measured cross
section corresponds to radiolysis, that is, only to the destruction cross section. Indeed, the sputtering
yield (of ion species) reflects the evolution of the valine concentration on the sample surface which is
ruled by its radiolysis. Therefore, the radiolysis cross section for the 90 MeV 127I14+ beam shown in
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3.2. Astrophysical Implications

The assumption that Equation (1) holds for the destruction of solid valine by all cosmic rays
regardless of their energy allows evaluating its absolute destruction rate. For each cosmic ray
constituent, j, the corresponding partial destruction rate is:

R j =

∞∫

0

dΦ j

dE
(E)σap

d, j(E)dE (2)
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where E is the kinetic energy of species j,Φj(E) is its flux density and σd,j(E) its apparent destruction cross
section given by Equation (1); for the current calculations, we have considered a = 1.0 × 10−20 cm3/keV
and n = 1.0. Shen et al. [37] proposed a model in which the galactic cosmic ray (GCR) flux densities
present the analytical expression:

dΦ j

dE
(E) = C j

E0.3

(E + E0)
3 (3)

where E is the GCR energy per nucleon, E0 is a parameter considered here as equal to 400 MeV, and Cj
is determined from the GCR abundances. For the current calculations, we considered abundances and
fluxes presented in Table 1 and Figure 2 of ref. Shen et al. [37]; the fluxes are multiplied by 2π sr, for
taking into account the isotropic GCR incidence on a spot located in a flat surface. The flux density
dependence on E/m (Equation (3)) is presented in Figure 14a and the destruction rate dependence on
E/m (Equation (2)) is shown in Figure 14b. The dominant effect of H and He ions at low GCR energy
(and of Fe ions at high energy) is evident. The integral in Equation (2) was performed from 10 keV up
to 10 GeV/u. Table 5 presents the Cj values (integrated over 2π sr) used, the Rj results for j = H. He, C,
O, Ne and Fe, as well as the respective partial half-lives, defined as ln(2)/Rj, the total destruction rate
and total half-life.

The valine radiolysis and sputtering by GCR are ruled by their iron constituents. The half-life of
valine in the ISM (InterStellar Medium) is estimated to be about one million years. Therefore, since no
IR (infrared) signal of valine has been detected yet, we would like to encourage observations of valine
rotational features by radio spectroscopy.
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j Cj Ions cm−2 s−1 MeV−1.7 Rj (10−16 s−1) Rj (Ma−1) τ1/2 = ln(2)/Rj (Ma)

H 5.96 × 105 7.1 0.022 31
He 4.11 × 104 7.5 0.024 29
C 1.79 × 103 8.8 0.028 25
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4. Materials and Methods

4.1. Ion Beam Irradiation of Valine

Irradiations using 1.5 MeV H+, He+, and N+ ion beams were performed at PUC-Rio and those
with 230 MeV S15+ projectiles were carried out at GANIL. Pilling et al. [17] and Vignoli Muniz et al. [30]
published detailed descriptions of the experimental set-ups, respectively. Chamber pressure was
lower than 10−6 mbar. Samples were irradiated at room temperature (~300 K) and effects for lower
temperature (40–300 K) on shape and integrated absorbance of valine vibrational bands were reported
recently by da Costa and da Silveira [33].

Samples were prepared as follows: d-Valine (99.5% of purity, delivered by Sigma Aldrich, São
Paulo, Brazil) was dissolved in a solution of water (40% v/v) and ethanol (60% v/v). The mixture was
shaken in ultrasound machine up to a complete and homogeneous solution has been obtained. For the
experiments at the Van de Graaff Laboratory, this solution was sprayed onto a ZnSe window, a 2 mm
thick and 13 mm diameter disk. For the GANIL experiment, drops of this solution were deposited onto
the ZnSe window. Substrate and solution were heated at 100 ◦C for enhancing the solvent evaporation.
Sample thicknesses, Tk, were determined from Tk = S ln(10) M/ρ NA Aν, where S is the integrated
absorbance of a given band, Aν is its A-value (band strength), ln(10) = 2.303, M = 117.15 g/mol the
valine molecular weight, ρ = 1.32 g/cm3 the valine mass density and NA the Avogadro number. Two
bands have been used for this calculation: the one at 948 cm−1 with Aν = 1.04 × 10−18 cm/molec, and
the one at 716 cm−1 with Aν = 3.37 × 10−18 cm/molec. The results agree within 50% for several samples.

At the Van de Graaff Laboratory, the samples were kept inside the analytical chamber on a stainless
steel sample-holder at room temperature (pressure below 10−6 mbar). Ion beam fluence was determined
from current measurements via two nanoampere meters connected to a beam collimator and to a
Faraday cup, respectively; both electrodes were biased to +90 V, for minimizing secondary electron
emission. Infrared spectra were acquired in transmission mode by a JASCO FTIR-4100 spectrometer.
The 4000–600 cm−1spectral region was inspected by averaging 70 scans with 2.0 cm−1 resolution.
Absorbances were measured by integrating areas after subtracting a linear background defined within
the band limits. At GANIL, the Casimir chamber was installed at the SME irradiation beamline. This
is a dedicated beamline for sample irradiation with homogeneous irradiation field (xy-scanning of the
ion beam) and permanent control of the beam flux, which was about 1 × 109 cm−2·s−1 for MeV S15+

projectiles. The residual pressure was about 2 × 10−6 mbar; FTIR acquisition was done by a Nicolet
Magna 550 spectrometer over the 4000–600 cm−1 range with 1-cm−1 resolution.

The observed CO2 bands are produced by molecules outside the chamber and do not interfere
with the valine radiolysis. The ion beam electronic (Se) and nuclear (Sn) stopping powers for valine
were determined through the software SRIM [38]; Se >> Sn for all used ion beams, ion–atom collisions
occurred in the electronic energy loss regime.

4.2. Cross Sections from Modelling of Fluence Dependent Absorption

Determination of molecular destruction and formation cross sections requires monitoring
abundance rates of molecular species. This can be done by infrared spectroscopy, using the
Beer–Lambert law, N = ln10 S/Aν, which connects the integrated absorbance S with the molecular
column density N for each substance in the sample—provided that the A-value parameter, Aν, is known.
A major concern is that this parameter varies with the chemical environment of the molecule, which in
turn depends on temperature, solid state phase (crystallization/amorphization) and relative abundance
of molecular constituents of the sample, quantities that change with irradiation.

Common models describing the dependence of integrated absorbance on projectile fluence
consider that S(F) variation is due to sputtering (ejection of valine or fragments), radiolysis (chemical
reactions) and—sometimes—by beam induced phase transition (molecular rearrangement in the
sample, such as crystallization, amorphization, and compaction). Since molecular rearrangement
processes are accomplished faster than the sample destruction, data analysis may be separated in two
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parts: a first one, when absorption changes by the rearrangement and by other processes, and a second
one, when only sputtering and radiolysis proceed. Since the compaction process does not alter the
column density N of a molecular film (although its thickness may vary), absorbance changes due
to A-value variations are considered in the current model to avoid misinterpretation of destruction
cross sections. Inside the material (where there is no sputtering), the decrease rate of the precursor
concentration is proportional to the concentration itself and, therefore, this concentration decreases as
exp(−σd F) with fluence. Accordingly, at the material surface, the precursor sputtering yield, Y, also
decreases exponentially for the same reason: the radiolysis dictates the reduction of the precursor
concentration (Sundqvist et al. [25]).

Infrared spectroscopy in transmission mode measures the precursor column density as a function
of fluence. Hereby, radiolysis and sputtering effects are simultaneously monitored:

dN
dF

= −σdN −Y (4)

Considering the precursor sputtering yield Y = Y0 (C/C0) ≈ Y0 (N/N0), where Y0, C0 and N0

are the sputtering yield, the concentration at surface and the column density of the virgin sample.
For fluences that are not too high, Equation (4) can be rewritten as:

dN
dF
≈ −σdN −Y0

N
N0
≡ −σap

d N (5)

with the solution:
N(F) ≈ N0 exp

(
−σap

d F) (6)

Equation (6) shows that the apparent destruction cross section σap
d = σd + Y0/N0 is the quantity

actually determined in FTIR measurements [29]. This experimental inability should not be regarded as
a methodological deficiency. Rather, it reveals that the laboratorial simulation mimics correctly the
combined effect of molecular dissociation and molecular sputtering that occurs when swift heavy ions
impinge on a material surface in space.

In order to describe Equation (6) in terms of absorbance, the Beer–Lambert law is applied:
N(F) = ln10 S(F)/Av(F) and, N0 = ln10 Sp/Av(0):

S(F)
Sp

=
Av(F)
Av(0)

exp
(
−σap

d F
)

(7)

where Sp is the “porous” initial absorbance, that is, the absorbance for the fresh sample as prepared.
The ratio Av(0)/Av(F) describes compaction effects, and also explains why the different precursor
bands do not evolve proportionally to each other as fluence increases. For compaction, it was found
empirically that [39,40]:

Av(F)
Av(0)

=
1− ζ exp(−σcF)

1− ζ (8)

where ζ = (S0–Sp)/S0 is the relative porosity, understood as a (beam-dependent) parameter able to
quantify the effect of porosity on the absorbance evolution of a given band. S0 is interpreted as being
the initial integrated absorbance of a compacted sample; for non-compac ted materials, this value
is obtained by extrapolating the integrated absorbance decay to F = 0, but using absorbances for an
already compacted sample. Equation (8) takes into account the infrared spectrum change of a porous
sample when it suffers compaction either by irradiation or by annealing (before irradiation); each band
shows this absorbance change differently, reason why each band has its own ζ for a specific ion beam.
The parameter σc is called compaction cross section; for σc F << 1, Equation (8) writes Av(F)/Av(0) ~ 1
+ (ζ/1−ζ) σcF, another way of seeing that absorbance may increase or decrease with fluence depending
whether ζ is positive or negative, respectively.
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Independently of compaction or other phase changes, Av(F) may also have a dependence on
fluence due to the persistent increase of daughter molecules in the sample. Since concentrations vary
exponentially, it is reasonable to assume in first order approximation that Av

j(F) = Av
j(0) exp(−∆σj F)

for each vibrational band j. In this case, Equation (7) writes, excluding compaction:

S j(F)

Sp, j
=

Av
j(F)

Av j(0)
exp

(
−σap

d, j F
)
= exp

(
−
(
σ

ap
d, j + ∆σ j

)
F
)

(9)

The prediction is that absorbances decrease exponentially but not with the same σd
ap for all bands;

the dispersion is nevertheless small, once ∆σj << σd,j
ap. Again, comparison among different systems

should be made with caution, comparing cross sections for the same band or mean values.

5. Conclusions

Thin films of D-valine were irradiated by four MeV ion beams. Compaction, radiolysis
and sputtering processes were analyzed by FTIR spectroscopy at room temperature. The main
conclusions are:

1. Compaction effects are seen via absorption modification, which means band strength modification.
This process is due to the destruction of pores and to phase changes in the solid sample.

2. The chemical effects of the irradiation by distinct ion beams on valine are similar except for
their molecular destruction rates (or destruction cross sections), which vary according to the
deposited dose.

3. The elimination of valine molecules from the irradiated sample proceeds by radiolysis and by
sputtering. Radiolysis imposes that the sample column density decreases exponentially with
beam fluence. Another consequence is that the precursor concentration on the sample surface
varies also exponentially and, in turn, the precursor sputtering yield decreases accordingly.

4. Strong evidence that the sputtering yield decays exponentially during irradiation is given by
mass spectrometry measurements. Indeed, Salehpour et al. [23] found this behavior for valine
bombarded by 127I14+ ions. Furthermore, Ferreira-Rodrigues et al. reported similar results
analyzing the sample surface by TOF-252Cf–PDMS for glycine radiolysis [22]. FTIR spectroscopy
determines the loss rate of precursors: the technique cannot distinguish those sputtered from those
dissociated. Accordingly, the apparent destruction cross section, σd

ap, is measured: it quantifies
the combined effect of both processes. It is found that σd

ap is approximately proportional to the
electronic stopping power and, therefore, to the absorbed dose. This is an unexpected finding,
since for condensed gases the literature indicates σd

ap proportional to Se
n, where n ~ 3/2 [28].

5. At the end of irradiation, valine was destroyed and their bands vanished. The still visible bands
are due to valine’s daughter molecules. Structural attributions are attempted.

6. Band strengths evolve with fluence but not linearly; moreover, some A-values are more sensitive
to fluence than others. This feature does not depend on the processing ion and is attributed to
compaction and to the increase of product concentrations.

7. Concerning Astrophysics, using theoretical GCR flux distribution, the solid valine half-life is
predicted to be about one million years. Recent work estimated solid adenine half-life to be
10 ± 8 million years (Vignoli Muniz et al. [30]). These results suggest that the search for valine by
radio astronomy should be envisaged.

8. Concerning Astrobiology, 1.1 × 107 Gy is the mean dose to destroy solid valine. This is a huge
value for Biology standards. For human beings, 50 Gy is a typical lethal dose.

9. Concerning radiotherapy, the current results, obtained for valine, are actually typical for amino
acids in general and even for biological material. Stopping powers are calculated for ion-atom
interactions and biological materials are mostly formed by carbon, oxygen, nitrogen and
hydrogen—the same atoms of the molecular structure of valine; biological material mass densities
are close to 1 g/cm3, so that penetration depths are similar to valine. Therefore, the findings of
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this work may be a useful contribution for the understanding of microscopic processes in the
damage of biological targets, and in particular, radiation protection and ion beam therapy.
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Abstract: Nowadays, the irradiation methodology in proton therapy is switching from the use of
passively scattered beams to active pencil beams due to the possibility of more conformal dose
distributions. The dose rates of active pencil beams are much higher than those of passive beams.
The purpose of this study was to investigate whether there is any difference in the biological
effectiveness of these passive and active irradiation modes. The beam qualities of double scattering
and pencil beam scanning were measured dosimetrically and simulated using the Monte Carlo code.
Using the medulloblastoma cell line DAOY, we performed an in vitro comparison of the two modes
in two positions along the dose–deposition curve plateau and inside the Bragg peak. We followed
the clonogenic cell survival, apoptosis, micronuclei, and γH2AX assays as biological endpoints.
The Monte Carlo simulations did not reveal any difference between the beam qualities of the two
modes. Furthermore, we did not observe any statistically significant difference between the two
modes in the in vitro comparison of any of the examined biological endpoints. Our results do not
show any biologically relevant differences related to the different dose rates of passive and active
proton beams.

Keywords: proton therapy; pencil beam scanning; double scattering; cell survival

1. Introduction

The clinical advantages of a proton beam were firstly suggested by Wilson in 1946 in his paper on
the radiological use of high-energy protons [1]. Since the implementation of protons in cancer treatment
in 1954 [2], an increased interest in proton therapy has been observed worldwide. The most important
advantage of protons compared to high-energy photons, depositing their energy exponentially after
a maximum located couple of centimeters inside the patient’s body, is that protons deposit most of
their energy in a precisely defined depth of the patient’s body given by their initial kinetic energy.
Their depth–dose distribution is called the Bragg curve, with a maximum known as the Bragg peak.

The first step in proton therapy is the generation of protons (hydrogen ionization) and their
acceleration inside a particle accelerator, typically a cyclotron or a synchrotron. For treatment purposes,
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the beam needs to be spread longitudinally by superimposing beams of different energies and weights.
To obtain a lower energy than the fixed energy coming out of the cyclotron, an adjustable amount of
material must be placed into the beam path. This can be carried out by a degrader inserted right after
the beam extraction or by placing a stack with a variable number of plates (range shifter), a plate with
ripples (ridge filter), or a rotating wheel with an azimuthally changing thickness (range modulation
wheel) inside the nozzle in the irradiation room. In the case of synchrotron, the energy is adjusted in
the accelerator and therefore there is no need for any additional devices. This longitudinally spread
proton beam is known as the Spread-Out Bragg Peak (SOBP) [3].

Along with the longitudinal spread, the beam has to be spread also laterally, which can be achieved
by passive or active modes. Examples of passive modes are Single or Double Scattering (SiS or DS),
while an example of an active mode is Pencil Beam Scanning (PBS). For the passive modes, the beam
passes through the scatters (one or two, SiS or DS, respectively) and is subsequently spread in the
lateral direction. Active modes are based on the use of scanning magnets, which redirect the narrow
proton beam to several positions according to the treatment plan. The dose is then delivered to each
layer of the volume spot by spot [3].

Currently, there is an increased interest in the use of active beam modes for proton therapy due
to the possibility of delivering more conformal dose distributions to patients. Another advantage
of the active irradiation modes is the production of lower levels of secondary-induced radiation,
mostly neutrons produced by the proton beam interacting with the components of the technological
constructions or patient-specific devices, such as collimators or compensators, which are not used in
the case of the active modes [4,5]. Thus, the growing interest in active beams is not surprising, and the
issue of the comparison of passive and active modes is very topical.

The majority of biological studies on proton beams were performed using passive modes.
The proton beam profiles can be adjusted to be almost identical, regardless of the mode used. However,
Monte Carlo simulations on patients have shown considerably increased dose-averaged linear energy
transfer (LETd) values at the distal fall-off of the proton beams in the case of the active beams compared
to the passive beams, which can affect the biological response of tissues situated in this position during
proton therapy [6]. Moreover, the dose rates of the active proton beams are several orders of magnitude
higher than a few Gy/min for the passively scattered beams. Generally, high and ultrahigh dose rates
are associated with reduced biological damage, which can be explained by oxygen depletion and
radical recombination [7–9].

On the other hand, in more recent studies dealing with various dose rates of photon radiation,
a decreasing cell survival has been found in AG01522 cells, unlike in more radioresistant DU145 cells,
which stayed unaffected by the increasing dose rate [10]. More efficient cell killing with higher dose per
pulse using 10 MV X-rays has been reported in the case of glioblastoma cell lines (T98G, U87-MG) [11].
Furthermore, studies on FLASH radiotherapy using ultrahigh dose rates of above 40 Gy/s confirmed
an increase in the differential response in normal and tumor tissues [12–14].

For protons, Iwata et al. have found almost identical values of relative biological effectiveness
(RBE) in SOBPs formed by passive and active irradiation modes [15], and a comparison of a continuous
beam with an ultra-high dose rated beam (10 MGy/s) produced by laser acceleration displayed only a
statistically insignificant increase in the relative RBE in the latter case [16]. However, the irradiation
of HLE cells by active proton beams caused a decrease in DNA synthesis, unlike the irradiation by
passive beam [17]. It has also been observed that the delivery of higher doses per pulse can reduce cell
survival due to an increase in the DNA damage, mostly in the yield of double-strand breaks (DSB) [18].
Other studies suggest that the higher dose rates can induce modifications of proteins, fatty acids,
and cell organelles in the cytoplasm, which can lead to cell death [19–21].

The aim of the present study was to compare the influence on the biological response on different
dose rates associated with the PBS (active) and DS (passive) modes at the Proton Therapy Center
Czech (PTC). PTC is equipped with an isochronous cyclotron Proteus-235 (Ion Beam Applications, IBA,
Belgium), which accelerates protons to an energy of 230 MeV. The comparison was held to investigate
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several biological endpoints after irradiation in two different positions in Bragg curves with similar
dosimetric properties in both irradiation modes. The beam properties were simulated using the Monte
Carlo code to reveal possible differences in the beam qualities.

2. Results

2.1. Monte Carlo Simulations

The LETd values for protons, electrons, positrons, deuterons, tritons, helions, and alphas as well
as the LETd values of all these particles together for the two modes (PBS, DS) and the two positions
(Position 1 and Position 2) are given in Table 1. Furthermore, in Tables 2 and 3, information about the
neutron production for the two modes and the two positions is provided. In Figure 1, the calculated
neutron spectra and the radiation weighting factors (wR) according to the Publication 103 of the
International Commission on Radiological Protection (ICRP) [22] are shown.

Table 1. The dose-averaged linear energy transfer (LETd) values for the two modes and the two positions.

LETd (keV/µm)

Position 1 Position 2

PBS DS PBS DS

Protons 0.45 0.45 3.17 3.43

Electrons 0.28 0.28 0.19 0.19

Positrons 0.19 0.19 0.18 0.18

Deuterons 5.74 5.57 8.68 7.40

Tritons 7.54 8.27 8.08 11.16

Helions 32.00 32.80 59.73 42.79

Alphas 51.79 51.76 102.58 103.00

All particles 0.44 0.44 3.11 3.34

Table 2. Summarized neutron production at Position 1 and their categorization according to the ICRP
103 report [22].

E (MeV) No. PBS (-) No. DS (-) No. PBS (%) No. DS (%)

≤1 4.36 × 108 6.20 × 108 1.00 × 102 1.00 × 102

1–50 2.61 × 101 3.74 × 101 5.99 × 10−6 6.03 × 10−6

≥50 6.81 × 100 7.70 × 100 1.56 × 10−6 1.24 × 10−6

All energies 4.36 × 108 6.20 × 108 1.00 × 102 1.00 × 102

Table 3. Summarized neutron production at Position 2 and their categorization according to the ICRP
103 report [22].

E (MeV) No. PBS (-) No. DS (-) No. PBS (%) No. DS (%)

≤1 2.94 × 108 2.63 × 108 1.00 × 102 1.00 × 102

1–50 1.33 × 102 1.21 × 102 4.52 × 10−5 4.61 × 10−5

≥50 2.67 × 101 2.44 × 101 9.09 × 10−6 9.27 × 10−6

All energies 2.94 × 108 2.63 × 108 1.00 × 102 1.00 × 102

2.2. Cell Survival

The parameters of the Linear-Quadratic (LQ) model and the cell survival data from the proton
irradiations and those from the irradiation by a 60Co source are presented in Table 4 and Figure 2.
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Figure 1. The normalized neutron spectra (the total number of neutrons is taken as 100%, as is shown
in Tables 2 and 3) and the representation of the radiation weighting factors (wR) according to the ICRP
Publication 103 [22].

Figure 2. Clonogenic cell survival data of cells irradiated by Pencil Beam Scanning (PBS) and Double
Scattering (DS) proton modes in the two irradiation positions (1—plateau, 2—Bragg peak) and by a
60Co gamma source. Up: a comparison of the two positions for each of the modes. Down: a comparison
of the two modes for each of the positions. Points correspond to the experimental averages, with their
standard deviations and lines corresponding to the LQ model fit. The asterisk (*) corresponds to t-tests
lower than 0.05.
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Table 4. The parameters of the Linear-Quadratic (LQ) model (α, β), their standard errors (σα, σβ),
and the correlation parameter R2.

Data Set α (Gy−1) σα (Gy−1) β (Gy−2) σβ (Gy−2) R2

60Co 0.17 3.25 × 10−2 0.03 9.99 × 10−3 0.99

PBS1 0.26 1.13 × 10−3 0.05 2.77 × 10−2 1.00

PBS2 0.20 3.95 × 10−4 0.11 1.27 × 10−2 1.00

DS1 0.13 2.87 × 10−2 0.06 9.49 × 10−3 1.00

DS2 0.12 1.21 × 10−2 0.10 4.99 × 10−3 1.00

2.3. Apoptosis

The percentages of total apoptotic cells for the three different periods of time post irradiation
after deducting the percentages of apoptosis in the control samples are shown in Figure 3. The total
apoptosis includes cells (Caspase 3/7-positive) undergoing both early and late apoptosis.

Figure 3. The percentage of Caspase 3/7-positive cells undergoing apoptosis (total apoptosis = early +

late) determined for the two modes and two positions at three different periods of time post irradiation.
No statistically significant differences have been found using the t-test.

2.4. Micronuclei Assay

The average percentages with their standard deviations of binuclear cells (BNC) containing
micronuclei (MN) are shown on the upper side of Figure 4 for both modes and both positions in the
Bragg peak. On the lower side of Figure 4, the micronuclei frequencies are given.
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Figure 4. The percentage of binuclear cells (BNC) containing micronuclei (MN) from the total number
of BNC and the micronuclei frequencies for the two modes and the two positions in the proton beam
for doses of 3 and 5 Gy. No statistically significant differences have been found using the t-test.

2.5. γ H2AX Assay

The average number of γH2AX foci two hours after the irradiation is shown in Figure 5.

Figure 5. The average numbers of γH2AX foci per nucleus with their standard deviations compared
for the two modes and the two positions in the proton beam path; measured two hours post irradiation
by dose 1 Gy. No statistically significant differences have been found using the t-test.

3. Discussion

The comparison of the two modes of proton beam irradiation has been performed using the
medulloblastoma cell line DAOY and several selected biology endpoints. The DAOY cell line has been
selected as a representative brain/cerebellum tumor highly relevant from the clinical point of view.
The inclusion of another cell line in the study would be important to obtain more general results, but
on the other hand would further decrease the statistical relevance of our results, since we have used the
maximum beam time available. All the irradiations and sample processing have been repeated in two
independent experiments. The independent runs have been realized with a time separation of several
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months to exclude unpredictable effects of the cell culturing or accelerator performance. Cryopreserved
cells have been defrosted and cultured to comparable low passages prior to experimental processing in
each run, and several sample replicates for each dose/time point and the irradiation method have been
used. Although we are not able to extend further the present study for more independent experimental
repeats or different cell lines, we believe our manuscript presents relevant knowledge when it is
interpreted in combination with other studies.

In Table 1, the simulated LETd values for protons, electrons, positrons, deuterons, tritons, helions,
and alphas as well as the LETd values for all the particles together for the two modes (PBS, DS)
and two positions (Position 1 and Position 2) are presented. The LETd values do not manifest any
significant differences between the two modes. The same can be stated for neutrons. A summary of
the neutron production along the primary beam path is given in Tables 2 and 3. In the first position,
a higher number of neutrons is produced. While looking at Figure 1, we can observe that almost all
the produced neutrons are located in a region where the wR, according to the ICRP 103, is equal to
2.5. This means that the produced neutrons from both modes in both positions are biologically almost
identical, with not a very high biological relevance. We thus believe that we can consider the beam
qualities of both modes to be the same, and possible biological differences between the two modes
must be assigned to the different dose rates. From the information provided by IBA staff about the
current from the cyclotron, the beam line efficiency, and other beam parameters, we could calculate
that the dose rate in the PBS mode is about 4000 times higher than that in the DS mode.

The data fitted by the LQ model have revealed statistically significant differences in cell survival
between the two positions for each mode (Figure 2 upper side, Table 4). However, no statistically
significant differences have been found between the two modes, despite the fact that a slightly lower
survival for the PBS mode is detectable in both irradiation positions (Figure 2 lower side, Table 4).
Using the α and β parameters estimated from the LQ model fit, the RBE values in comparison to 60Co
have been estimated for both modes and both positions at the 50% cell survival level. The RBE50%

for PBS1 was found to be equal to 1.34 ± 0.16; for PBS2 it was 1.48 ± 0.20, for DS1 it was 1.05 ± 0.16,
and for DS2 it was 1.26 ± 0.16.

The apoptosis level and the number of BNC containing MN have been found to be almost identical
for the two modes. In terms of micronuclei frequencies and the 5-Gy-dose point, the frequencies
are higher for the peak position in comparison to the proximal position for both modes, which is in
agreement with the expected more complex DNA damage at the peak position (see [23]). The micronuclei
frequencies appear to be almost the same for the 3-Gy-dose point and slightly higher for PBS for
the 5-Gy-dose point, but no statistically significant differences have been found using the t-test in
both cases.

Our results suggest that the in vitro biological effectiveness of PBS in comparison to DS is almost
identical for doses above 1 Gy, even if the two modes have very different dose rates. This statement is
based on the Monte Carlo simulations of the beams used for the biological study and on the results
from all the studied biological endpoints (cell survival, apoptosis, γH2AX, and micronuclei assay).
The combination of the MN test and γH2AX assay allowed us to sensitively monitor the effects of both
lower and higher doses in parallel. While γH2AX is currently the most sensitive method to detect
DSBs, the micronucleus test is much less sensitive and is inaccurate at low doses. As different doses
and experimental approaches revealed the same trends, our results suggest that the radiation dose in
the range studied does not influence the results, so we can jointly interpret our results irrespective of
the dose.

Our results are in agreement with a previously published study examining the differences in the
PBS and DS in SOBP [15], where not only the dose rate, but also other effects can play a role in the
biological comparison of the two modes. Since we used almost monoenergetic beams, our results show
that the dose rate does not play any significant role in the in vitro biological effectiveness of protons
(including secondary particles) in a dose range relevant for the proton therapy of cancer.
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4. Materials and Methods

4.1. Cell Culture

The used human medulloblastoma cells DAOY (ATCC® HTB-186™, Manassas, VA, USA) were
originally derived from a tumor in the posterior fossa of a four-year old male. The adherent DAOY cell
line exhibited a doubling time of 24 h and a plating efficiency of 30%.

The cells were grown in Improved Minimum Essential Medium (GIBCO, Gaithersburg, MD,
USA) supplied with 10% fetal bovine serum (BIOSERA, Nuaille, France), 100 U/mL of penicillin,
and 0.1 mg/mL of streptomycin (Sigma-Aldrich, St. Louis, MO, USA) in T25 culture flasks (TPP Techno
Plastic Products AG, Trasadingen, Switzerland) placed in an incubator with a 5% CO2 atmosphere and
a temperature of 37 ◦C. Non-synchronized cell populations were used for the irradiations to mimic the
situation in the patients’ tissues better.

4.2. Proton Beam Description and Monte Carlo Simulations

The proton irradiations were performed using the PBS and DS modes at the PTC using depth–dose
curves that were as similar as possible and had narrow energy spectra. We chose to use narrow energy
spectra to achieve well-defined beams and maximal dose rates in both modes (in case of PBS, the goal
was to irradiate the whole sample at once without the need to switch energies and thus to combine the
total dose from more energy layers. Switching between energies would reduce the dose rate).

At first, the range of the DS mode was set to 23.9 g/cm2 and the modulation to 1.5 g/cm2,
where modulation corresponds to the distance between the proximal and distal 90% dose on the
percentage depth dose curve (PDD). The chosen modulation is the smallest and the chosen range is the
highest available in clinics at PTC (there is a limitation in the combinations of range and modulation.
It is not possible to use any range and any modulation, but the combination has to be selected from
predefined options). No collimators or compensators at the nozzle exit were used to mitigate the low
beam contamination by secondary particles.

The selection of the high range allowed us to choose a high-energy beam for the PBS mode
(190.6 MeV) and thus to obtain a wide Bragg peak, ensuring the reduced influence of potential sample
positioning uncertainties. The PBS energy has been selected in order to ensure that both modes had
the same range. The PDDs for both modes are shown in Figure 6.

Figure 6. The percentage depth–dose curves for the selected beam energies for PBS and DS. The grey
vertical lines symbolize the two irradiation positions of the cell cultures.

Monte Carlo simulations have been performed to clarify especially secondary particle properties
along the primary beam (in water phantom). The Monte Carlo code Fluka v. 2011.2x.6 [24,25] has been
used for the estimation of the LET spectra of protons, light ions, electrons, and positrons, as well as the
energy spectra of neutrons. All the simulations have been executed for the two modes in the simplified
geometry of the treatment nozzles of these modalities.
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The treatment nozzles, the water phantom, as well as the source term (e.g., proton beam) have
been described by the appropriate tools of Fluka code. Firstly, the depth–dose distributions of the
dose deposited in the water phantom for both modalities were simulated and compared with the
experimental ones. The second step consisted of estimating the LET spectra of the charged particles and
energy spectra of neutrons in sample irradiation positions along the beam path in the water phantom.

4.3. Analysis of the Monte Carlo Simulations

From the Monte Carlo simulations, we have obtained numbers of charged particles with a specific
LET value. The dose-averaged LET (LETd) values were calculated from the raw data of the simulations
using the following equation:

LETd =

∑
i

(
ˆ

LETi·Di

)

∑
i Di

(1)

where LETd is the calculated dose-averaged LET in the specific position of the Bragg peak,
ˆ

LETi is the
LET value, and Di corresponds to the proportion of particles with this LET value in the specific position.

In addition to the charged particles, the production of neutrons was also simulated. Since neutrons
are uncharged particles, they do not have LET values. However, it was possible to generate the energy
spectra of neutrons in each position of interest for each mode. Due to the fact that neutrons have,
based on their energies, different biological consequences, they were further categorized based on the
ICRP Publication 103 [22] to gain a better understanding of their biological consequences.

4.4. Cell Sample Irradiations

All the irradiations and sample processing were repeated twice (two independent experiments).
The irradiations took place in two different positions along the Bragg curves, corresponding to 2 cm
(Position 1) and 23.6 cm (Position 2) in water adjusted using water-equivalent RW3 and PMMA plates.
These positions have been selected so that one of the series of samples has been in the plateau region
and the second one in the peak. In the figures and tables in this paper, the two irradiation positions are
marked as PBS1 and PBS2 or DS1 and DS2, respectively. The PBS and DS stand for the used mode,
while 1 stands for the plateau (Position 1) and 2 for the peak position (Position 2).

The same doses were applied at each position and for each mode (DS, PBS), which means that
the irradiations were executed in four parts (DS1, DS2, PBS1, PBS2). From Figure 6, it is evident
that the PDD differs in the two modes and that the peak for DS mode is wider than that for PBS.
The proximal position (Position 1, Figure 6) was implemented in the study to decrease the possibility
of false positive results that could have been obtained from the measurements in the peak region,
where small positioning uncertainties could have led to misleading results. Another advantage of
analyzing two positions is the difference in the beam quality, which should be reflected in their different
biological effects.

The doses for PBS have been established in the treatment planning system XiO by ELEKTA using
plans with a spot spacing of 4 mm. The irradiation maps were constructed to enable the irradiation by
1, 3, and 5 Gy in the plateau and the peak region. The doses have been verified by a PPC05 ionization
chamber (IBA Dosimetry GmbH, Schwarzenbruck, Germany) at the cell sample irradiation positions.

As for the DS mode, the dose calibration and verification were performed using the same PPC05
ionization chamber to obtain the number of monitor units needed for each dose applied. The irradiation
maps were created for both positions to get doses of 1, 3, and 5 Gy. The beam homogeneity was verified
using the 2D LYNX detector (IBA Dosimetry GmbH, Schwarzenbruck, Germany) for all the created
irradiation maps for both modes.

The irradiations were carried out in the gantry rooms of PTC, which provided the possibility of
irradiating the samples through the irradiation table. This enabled us to place the samples horizontally,
without the need to fill them completely with medium and thus to lower the stress of the cells.
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As for the cell survival, the micronuclei assay and the apoptosis assay the cells were irradiated in
T25 flasks. In case of the γH2AX assay, the irradiation was performed in glass bottom dishes (SPL
Life Sciences Co., Ltd., Pocheon-si, Korea). The cells were irradiated by doses of 1, 3, and 5 Gy for the
cell survival and apoptosis assays. The samples for the γH2AX assay were irradiated by 1 Gy only to
obtain a reasonable number of foci per cell for analysis (about 25–35 double-strand breaks, DSB, per cell
nucleus [26]). In the case of the micronuclei assay, the cells were irradiated by doses of 3 and 5 Gy to
obtain a number of micronuclei sufficiently higher than the micronuclei level of the control samples.

The second set of samples was irradiated by doses of 1, 2, 3, 4, and 5 Gy using a 60Co γ-ray
source at the Authorized Metrology Center of the Nuclear Physics Institute of the Czech Academy of
Sciences (Prague, Czech Republic) to get reference cell survival curves. Due to the horizontal beam
orientation, the cells were irradiated in a vertical position in T25 flasks fully filled with medium to
avoid beam inhomogeneities and back scattering. The cell irradiations took place in a water depth
of 5 cm ensured by a special holder inside a water tank placed at a source-surface distance of 75 cm.
The irradiation field was restricted to an area of 10 × 10 cm2 by a primary and secondary collimator.
The dose calibration measurements were performed in exactly the same geometry by a cylindrical
PTW 30,013 ionization chamber (PTW, Freiburg, Germany). The dose rate was recalculated each time
according to the irradiation date (around 0.01 Gy/s at the irradiation position), and the applied doses
were achieved by increasing the time of irradiation according to the actual dose rate. The maximal
positioning error was 2 mm, which corresponds to a dose uncertainty of less than 2% (calculated from
the depth–dose curve obtained in the same geometry).

4.5. Post-Irradiation Sample Processing and Data Analysis

4.5.1. Clonogenic Cell Survival Assay

Immediately after the irradiation, the cells were harvested (0.05% Trypsin by GIBCO or BIOSERA)
and counted by the MUSE cell analyzer (EMD Millipore, Burlington, MA, USA) using the Muse Count
and Viability Assay Kit (Merck Millipore-MCH100102), following the manufacturer’s instructions.
The cells were then reseeded into 6-well plates for a clonogenic cell survival analysis. The seeded cell
number was established according to the expected cell survival given by the delivered dose. The colonies
formed nine days after irradiation were fixed and colored using crystal violet (Sigma-Aldrich, St. Louis,
MO, USA) diluted in 95% methanol.

The number of colonies in each well was counted manually, and the averages and standard
deviations were calculated from every 6-well plate. Since there were two experimental runs, the averages
and standard deviations were established from both runs for further processing. The survival data were
fitted by the Linear-Quadratic (LQ) model [27] using the least square fitting procedure in the GraphPad
Prism software (Version 7.0 for Windows, GraphPad Software, La Jolla, CA, USA, www.graphpad.com).

A statistical analysis of the data was performed as follows. To estimate if the variance of the two
associated data sets was significantly different, the F-test from the one-way ANOVA was used. In cases
where the F-value was lower than 0.05, the data sets were recognized to have different variances.
According to the result of the F-test, the two tailed Student’s t-test with the same or different variance
was used to estimate the statistical significance of the difference between the evaluated datasets.
The data were considered to be significantly different if the p-value from the t-test was lower than 0.05,
as visualized in the graphs using an asterisk (*). The same statistical analysis was performed for the
other biological endpoints as well.

4.5.2. Apoptosis Measurement

The cell medium was replaced immediately after the irradiation with a fresh one. The level
of apoptosis was established in samples 24, 48, and 96 h post irradiation based on the activation of
Caspase 3/7 using the MUSE™ Caspase-3/7 Kit (Millipore-MCH100108) according to the manufacturer’s
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instructions. Duplicates were prepared for each examined situation. Since there were two experimental
runs, the averages and standard deviations were then established from the two runs.

4.5.3. Micronuclei Assay

The irradiated cells were reseeded at a 30% confluence in dishes with glass coverslips. Twenty-four
hous later, cytochalasin B (Sigma-Aldrich, St. Louis, MO, USA) in a concentration of 1 µg/mL of
media was added. After another 24 h, the cells were fixed with 4% paraformaldehyde and stained
by 4,6-diamidine-2-phenylindole dihydrochloride (DAPI) (Sigma-Aldrich, St. Louis, MO, USA).
The images were captured at the CZ-OPENSCREEN center (Institute of Molecular Genetics of the
CAS, Prague, Czech Republic) by the Operetta High-Content Imaging System (Version HH12940101,
PerkinElmer, Waltham, MA, USA) at 40× magnification using the Harmony software (Version 4.1,
PerkinElmer, Waltham, MA, USA).

A minimum of 50 fields per slide were analyzed using in-house software following the criteria of
the HUMN project [28] written in PYTHON. The binuclear cells (BNC) containing micronuclei (MN)
and the total number of MN were scored. The MN frequencies were calculated as the total number
of MN divided by the total number of BNC in each sample. Duplicates were prepared for each dose
point. The averages and standard deviations were established from the two experimental runs.

4.5.4. γ H2AX Assay

DSBs are the most serious lesions induced in the DNA molecule by ionizing radiation [29].
DSBs contribute mostly to cell death and/or mutagenesis. The detection of γH2AX foci and/or other
DSB repair foci currently represents the most sensitive method for their scoring [30,31].

Briefly, the cells were grown and irradiated in dishes with glass coverslips and fixed two hours
post irradiation by 4% paraformaldehyde for 10 min at room temperature. The cells were permeabilized
using 0.1% Triton X-100. Consequently, they were treated by 5% bovine serum albumin (BSA) solution
(Sigma-Aldrich, St. Louis, MO, USA) before being incubated with the primary antibodies. The primary
mouse anti-H2AX antibody (Millipore) diluted in 1% BSA was added and the cells were incubated
overnight at 4 ◦C. On the next day, the samples were washed three times in 0.1% BSA and the staining
was visualized by goat anti-mouse IgG ALEXA Fluor 488-conjugated secondary antibody (Invitrogen,
Carlsbad, CA, USA) diluted in 1% BSA. After a repeated washing with 0.1% BSA, the nuclei were
stained with DAPI.

For this “screening” analysis with large numbers of analyzed cells, the time point of two hours
post irradiation was selected as a result of a compromise. The maximum number of foci is found in
irradiated cells 15–30 min post irradiation [25,32]; however, after the two hours the number of foci is
still high enough to allow statistically relevant comparisons with lower time expenses required for
focus counting.

The images were captured at the CZ-OPENSCREEN center (Institute of Molecular Genetics of the
CAS) by the Operetta High-Content Imaging System (Version HH12940101, PerkinElmer, Waltham, MA,
USA) at 40×magnification using the Harmony software (Version 4.1, PerkinElmer, Waltham, MA, USA).
A minimum of 100 fields per slide were analyzed by the Columbus image analysis software (Version
2.7.1, PerkinElmer, Waltham, MA, USA), which enables the detection and counting of fluorescently
stained γH2AX foci in the DAPI-stained nuclei of cells. Duplicates were prepared for each time point.
The averages and standard deviations were established from the two experimental runs.

5. Conclusions

Our results demonstrate that the dose rate does not significantly influence the biological
effectiveness of clinical proton beams (including the effect of secondary particles produced) for
doses of above 1 Gy. We have found that the PBS and DS modes in proton therapy can be considered
as mutually equivalent concerning the biological responses of irradiated cells.
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Abstract: (1) Background: Cancer ion therapy is constantly growing thanks to its increased precision
and, for heavy ions, its increased biological effectiveness (RBE) with respect to conventional photon
therapy. The complex dependence of RBE on many factors demands biophysical modeling. Up to now,
only the Local Effect Model (LEM), the Microdosimetric Kinetic Model (MKM), and the “mixed-beam”
model are used in clinics. (2) Methods: In this work, the BIANCA biophysical model, after extensive
benchmarking in vitro, was applied to develop a database predicting cell survival for different ions,
energies, and doses. Following interface with the FLUKA Monte Carlo transport code, for the first
time, BIANCA was benchmarked against in vivo data obtained by C-ion or proton irradiation of the
rat spinal cord. The latter is a well-established model for CNS (central nervous system) late effects,
which, in turn, are the main dose-limiting factors for head-and-neck tumors. Furthermore, these data
have been considered to validate the LEM version applied in clinics. (3) Results: Although further
benchmarking is desirable, the agreement between simulations and data suggests that BIANCA can
predict RBE for C-ion or proton treatment of head-and-neck tumors. In particular, the agreement
with proton data may be relevant if the current assumption of a constant proton RBE of 1.1 is revised.
(4) Conclusions: This work provides the basis for future benchmarking against patient data, as well
as the development of other databases for specific tumor types and/or normal tissues.

Keywords: head-and-neck tumors; ion beam radiotherapy; relative biological effectiveness (RBE);
RBE models; carbon ions; protons; Monte Carlo simulations

1. Introduction

Cancer ion beam therapy is spreading more and more worldwide, with more than 220,000 patients
treated and more than 100 facilities in operation by the end of 2019. While most patients have been
irradiated with protons, about 28,000 have been treated with C-ions (www.ptcog.ch).

Due to the high dose localization in the Spread-Out Bragg Peak (SOBP) region, radiotherapy
treatments with charged particles like protons or carbon ions are characterized by a highly conformal dose
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distribution in the tumor. Furthermore, heavy ions like carbon possess a higher biological effectiveness
within the SOBP. This is thought to be due to a higher level of DNA damage clustering e.g., [1–3], which
is less likely to be repaired. This is an advantage especially for patients with radioresistant tumors, like
head-and-neck tumors [4].

As a consequence, the RBE variation along the beam needs to be known as precisely as possible.
This is especially true if the dose is delivered by an active beam scanning technique as employed at
CNAO in Pavia (Italy) and HIT in Heidelberg (Germany) because the RBE has to be predicted for each
point in the treatment field.

The RBE is a complex quantity depending not only on radiation quality (that is, particle type
and Linear Energy Transfer, or LET), but also on the considered effect level and thus fractional
dose: in general, higher survival levels imply higher RBE values, and vice versa. In addition, more
radioresistant cells, which in general have a lower α/β ratio, tend to show higher RBE values with
respect to more radiosensitive cells, which are characterized by a higher α/β ratio.

Therefore, predicting RBE for heavy ions requires appropriate models. Currently, only three
models are applied in clinics: the Local Effect Model (LEM) in Europe and Shanghai (China) e.g., [5,6],
the Microdosimetric Kinetic Model (MKM) e.g., [7,8] and the “mixed-beam” model e.g., [9] in Japan.
The LEM was first applied to tumors of the skull base, considering late reactions of the central nervous
system (CNS) as the main endpoint; indeed, late effects in the CNS are the main dose-limiting factor
for head-and-neck tumors. Since data on CNS radiation tolerance in patients are scarce, animal studies
are necessary.

Although absolute dose values obtained in such studies may not be directly transferable to patient
cases, relative values such as the RBE and its dependence on treatment parameters may be more
applicable [10]. The rat spinal cord is known as a well-established model to investigate CNS late
effects [11], and it has been applied to measure RBE values for C-ion therapy e.g., [10,12–14] and
protons [15]. These are the main in vivo data that have been used to benchmark the clinically employed
LEM version (LEM I), but also the more recent version LEM IV [6].

In the present work, the BIANCA (BIophysical ANalysis of Cell death and chromosome
Aberrations) biophysical model, after extensive in vitro validation e.g., [16–18], was applied to establish
a radiobiological database (i.e., alpha and beta cell survival parameters as a function of particle type
and energy). The model was then tested against the available rat spinal cord data for carbon ion and
proton irradiations [15]. Using the FLUKA Monte Carlo transport code [19–22], which is used at HIT
in Heidelberg (Germany) and CNAO in Pavia (Italy) for treatment plan verification/re-calculation,
the RBE is predicted for the experimental settings and compared to experimental data.

2. Results

2.1. RBE-LET Relationship

Figure 1 reports the RBE-LET relationship calculated by BIANCA for chordoma cell survival
following irradiation with different monochromatic carbon beams at 1 Gy Carbon dose, which is of
interest for the entrance channel in a typical therapeutic fraction, and 2 Gy Carbon dose, of interest for
the SOBP. The calculations were performed as explained in Section 4.2. Although a monochromatic
irradiation is different from the mixed-field scenario that is typically used in patients, these plots
can be useful for interpreting the results that will be subsequently shown. Both at 1 Gy and 2 Gy,
the RBE shows a steep increase up to a maximum LET, followed by a moderate decrease in the so-called
“overkilling” region. As expected, the RBE at 1 Gy is higher than that at 2 Gy.
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keV/μm). The animals were irradiated with 1, 2, 6, or 18 fractions, and RBE values with respect to 15 
MV photons ranged from 1.33–1.44 (plateau) or 1.77–5.04 (peak). Further details on the experimental 
study can be found in [10,23], whereas the methods adopted to perform the calculations are 
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Figure 1. Relative biological effectiveness–Linear Energy Transfer (RBE-LET) relationship calculated by
BIANCA for chordoma cell survival following irradiation with monochromatic carbon beams at 1 Gy
(upper curve) or 2 Gy (lower curve) Carbon dose.

2.2. Carbon Ions: Dose Dependence

In Figure 2, RBE values calculated in the present work by BIANCA are compared with rat spinal
cord experimental data [10,23]. In these experiments, the spinal cord of the animals was positioned
either in the entrance plateau of a 270 MeV/u beam (dose-averaged LET: 13 keV/µm), or in the middle of
a homogeneous 1-cm SOBP of a 140 MeV/u beam (dose-averaged LET: 125 ± 25 keV/µm). The animals
were irradiated with 1, 2, 6, or 18 fractions, and RBE values with respect to 15 MV photons ranged
from 1.33–1.44 (plateau) or 1.77–5.04 (peak). Further details on the experimental study can be found
in [10,23], whereas the methods adopted to perform the calculations are described in Section 4.2
(RBE prediction by BIANCA for monochromatic beams) and 4.3 (interface between BIANCA and
FLUKA to predict RBE for mixed fields).
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2.3. Carbon Ions: LET Dependence

BIANCA calculations, performed as described in Sections 4.2 and 4.3, were additionally compared
to more recent data [12–14], where the spinal cord was located at six positions of a 6-cm SOBP (LET
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values: 16, 21, 36, 45, 66 and 99 keV/µm). The animals were irradiated either by a single fraction [12,14],
or by two fractions [13]. RBE values relative to 15 MV photons were obtained.

In Figure 3a,b, the predictions of BIANCA are compared with these experimental data. Both for
the single fraction and for the split dose (i.e., two-fraction) case, the predicted slope is smaller than for the
experimental data. As a consequence, the RBE at lower LET is slightly overestimated, while at higher
LET the RBE is underestimated, especially for split-doses.
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3. Discussion

Following interface with the FLUKA Monte Carlo transport code (as described in Section 4.3),
for the first time the BIANCA biophysical model, described in Section 4.1, was benchmarked against
in vivo data, obtained by C-ion or proton irradiation of the rat spinal cord. The C-ion data are those
that have been used in the past to validate the LEM version currently used in clinics. More specifically,
two C-ion experiments were considered: in the first one, the RBE dose-dependence was investigated
by locating the animals in the entrance plateau or in the middle of a 1-cm SOBP, whereas in the second
one, the LET-dependence was analyzed by irradiating the rat spinal cord at six positions of a 6-cm
SOBP, with LET values in the range 16–99 keV/µm. In the LET experiment, the animals were irradiated
either by a single fraction, or by two fractions.

Concerning the dose-dependence study, in the entrance plateau (Figure 2, lower line) the simulations
show a very good agreement with the data, both qualitatively and quantitatively. This suggests that
BIANCA may be applied for the evaluation of late side effects in the CNS. Concerning the SOBP (Figure 2,
upper line), the simulations reproduce well the trend of the RBE dose-dependence. Quantitatively,
however, there is a tendency to underestimate the data, although the degree of underestimation
decreases with increasing dose. This suggests that BIANCA may underestimate the beam effectiveness
in the distal SOBP region, where the LET is highest. It is worth mentioning that in the experimental
study reported in [10] only the photon doses referred to measurements, whereas the carbon doses
were predicted by the TPS. In a subsequent work [12], the authors found that the measured doses
were lower than the TPS doses by a factor up to about 10%. This may imply that the discrepancy
between simulations and data might be smaller than the one shown in Figure 2, since the data points
reported in Figure 2 should be shifted towards lower doses. However, this is not automatic because
the corresponding RBE values would increase as well. In addition to the experimental data, also
LEM predictions are reported in [10]. According to the authors, in the peak, LEM shows a systematic
underestimation of the experimental values by about 25%, whereas, in the plateau, LEM shows a
(slight) RBE decrease with increasing the dose. As a consequence, LEM overestimates the point at the
lowest dose (3.45 Gy) and underestimates that at the highest dose (17.1 Gy), both by about 20% [10].

In the LET-dependence study (Figure 3), the RBE at lower LET is slightly overestimated, while at
higher LET the RBE is underestimated, especially for split-doses. The overestimation at the lower LET
values may seem in contrast with the results of the dose-dependence investigation, where BIANCA
shows a very good agreement with the data at low LET. However, it has to be taken into account
that a comparison between these two scenarios is problematic as the two beam configurations result
in different RBE predictions, which are then compared with data of two independent experiments.
Furthermore, the two sets of experimental data use two different dose ranges (i.e., about 15–27 Gy for
the LET study, 1–17 Gy for the dose study), and the LET validation is done only for relatively high doses.
This suggests that the overestimation shown by BIANCA at the lower LET values might be only related
to these very high doses, whereas at therapeutic doses, like those considered in the dose-dependence
study, BIANCA agrees very well with the data. Concerning the higher LET values, this work shows
that at high doses, like those used in the single fraction experiment (Figure 3a), BIANCA agrees well
with the data, whereas at lower (fractional) doses, down to therapeutic values like those reported
in the left region of Figure 2, BIANCA tends to underestimate the beam effectiveness, although the
underestimation factor might be smaller than that shown by Figure 2, as already mentioned above.
In the future, we will investigate whether this underestimation at high LET also holds for patient cases.

Concerning possible comparisons with LEM, while BIANCA tends to overestimate the data at low
LET and to underestimate them at high LET, the LEM clinical version, also called LEM I, underestimates
the data for all considered LET values; comparisons between LEM I and these data can be found
in [13]. However, from a quantitative point of view, the relative discrepancy between calculations
and data tends to be lower for BIANCA than for LEM I. More specifically, BIANCA shows a higher
discrepancy with the data only at the lowest LET (16 keV/µm), where the discrepancy is about 13%
(single fraction) or 14% (two fractions), whereas the LEM I discrepancy is 9% (1 fx) or 5% (2 fx). On the
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contrary, for all other five LET values the discrepancy found in this work with BIANCA is lower than
that reported in [13] for LEM I. For instance, at mid-SOBP (45 keV/µm) the BIANCA discrepancy is 0%
(1 fx) or 4% (2 fx), whereas that of LEM I is 19% (1 fx) or 18% (2 fx); in the distal end (99 keV/µm), these
numbers become 8% (1 fx) or 15% (2 fx) for BIANCA, to be compared with 29% (1 fx) or 28% (2 fx) for
LEM I. In [13], comparisons between the experimental data and the subsequent LEM IV version are
also reported. Although at the moment LEM IV is not used in C-ion clinical practice, it may be worth
mentioning that only at 99 keV/µm (both 1 fx and 2 fx) and 66 keV/µm (2 fx) LEM IV shows a smaller
discrepancy with the data with respect to BIANCA, whereas for all other cases the reverse holds.

The C-ion study was then extended to protons, comparing BIANCA simulations with RBE data
for the rat spinal cord obtained by locating the animals at four different depth positions of a 6-cm
proton SOBP, and performing the irradiations either by a single or by a split dose [15]. Qualitatively,
the simulations reproduced well the RBE increase with LET, and thus, with depth. The quantitative
agreement with the single fraction data was also very good, since the simulation outcomes were
always within the experimental error bars. While the simulation of the split-dose experiment revealed
similar results as the single-fraction study, the experimental data tend to be lower than that of the
single-fraction data, and thus also lower than the split-dose simulations. However, according to
the authors, the split-dose experimental results should rather be regarded as a confirmation of the
single-dose study. While one would expect that the split-dose RBE is not lower than the single-fraction
RBE, the difference (up to 5–7%) is in the limit of the biological experimental accuracy [15]. Overall,
the comparison with the proton data suggests that BIANCA may be used to predict late effects in the
CNS not only for C-ions but also for protons. This may be important if it is decided that the current
approach based on a constant RBE of 1.1 needs to be revised in the future.

4. Materials and Methods

4.1. The BIANCA Model: Assumptions, Parameters and Structure

The radiobiological simulations performed in this work were based on the BIANCA biophysical
model, which predicts chromosome damage and cell death by different radiation types. BIANCA,
which is implemented as a Monte Carlo simulation code, is based on the following main assumptions:
i) ionizing radiation can induce “critical lesions” (CLs) of the DNA, where a CL is defined as a lesion that
breaks the chromatin giving rise to two independent chromosome fragments; ii) distance-dependent
mis-rejoining of such fragments, or fragment un-rejoining, produces chromosomal aberrations;
iii) certain aberration categories (that is dicentrics, rings, and large deletions, where “large” means
visible when chromatin is condensed) lead to clonogenic cell death.

Since these assumptions have been discussed in detail in previous works e.g., [27,28], only a few
key issues will be addressed here. In particular, the CL yield (i.e., mean number of critical lesions per
unit dose and per unit DNA mass) is an adjustable parameter of the model, because the features of
the critical DNA lesions leading to chromosomal aberrations and cell death are still an open question.
The value of this parameter is strongly influenced by radiation quality (that is particle type and energy),
although it also depends on the characteristics of the target cell. In general, the yield of CLs yield
increases with LET (excluding very high LET values, where an overkill effect may occur) as well as
with the cell radiosensitivity. As in our previous work, the dependence of the rejoining probability
on the (initial) fragment-end distance was modeled by a step function; the threshold distance was
fixed to the average distance between the centers of two adjacent chromosome territories. Although
according to recent works an exponentially-decreasing function may be better for modeling of some
specific intra-chromosome aberration types [29,30], a step function has been shown to be adequate to
model the main aspects of cell death [16–18,27,31,32]. As in previous works, we assumed that each
chromosome fragment has a certain probability, f, to remain un-rejoined, even when possible “partners”
are available within the threshold distance. In BIANCA, f is the second, and last, adjustable parameter.
The assumed link between chromosomal aberrations and cell death arises from experimental studies
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showing a one-to-one relationship between the logarithm of the cell surviving fraction and the average
number of dicentrics, rings, and deletions per cell that were scored in metaphase e.g., [33,34].

As described previously e.g., [16,27,35], the main input information for running a simulation with
BIANCA consist of the radiation type (photons, light ions or heavy ions), the yield of CLs and the
f value, the shape of the cell nucleus (that can be either spherical or cylindrical) and its size, as well
as the treatment parameters LET and absorbed dose. While for photon irradiation the CLs induced
at a given dose are uniformly distributed within the cell nucleus, for light ions like protons and
α-particles they are placed along (parallel) straight lines representing the various primary particles
traversing the nucleus. In case of irradiation by heavy ions like Carbon, each CL induced by a given
primary ion has a 0.5 probability to be placed along the primary-ion path, and a 0.5 probability to be
created at a certain radial distance with respect to the primary ion path, to take into account the effects
of high-energy secondary electrons, or “delta rays”. This 0.5 value derives from the consideration
that 50% of the total energy deposition derives by interactions mainly occurring within the particle
track core, whereas the remaining 50% derives from ionizations induced by secondary electrons,
mainly occurring in the “penumbra” [36]. Afterwards, BIANCA identifies the chromosomes and the
chromosome-arms that have been hit by each CL, simulates the end-joining process of the various
chromosome fragments, and reproduces the scoring of dicentrics, rings, and deletions that are visible
in metaphase (also called “lethal aberrations”). A cell without any lethal aberration is scored as a
surviving cell, otherwise it is counted as a dead cell. For each considered dose level, the process
is repeated until one obtains the desired statistical significance. The repetition for different dose
levels allows for simulating a dose-response curve for lethal aberrations, and thus for cell survival.
Further details on the irradiation procedure can be found in [18], whereas a detailed description of the
simulation of interphase chromosome territories and arm domains is reported in [29,30].

4.2. Construction of a Radiobiological Database and RBE Prediction

As mentioned in Section 4.1, in BIANCA the CL yield depends not only on radiation quality but
also on the target cell characteristics. Therefore, in principle, the CL yield for a given radiation quality
should be separately adjusted for each cell line. However, we have recently developed an approach
to predict the ion-survival of the cell line of interest starting from the ion-survival of a reference cell
line, as well as the photon response of both lines [16]. According to this approach, the CL yield (mean
number of CLs per unit length of the primary-ion path, expressed as CL/µm) to be used as an input to
predict the survival of the cell line of interest for a given radiation quality, can be derived as follows:

CL
µm

=

(
CL
µm

)

re f
·


(

CL
Gy·cell

)/( CL
Gy·cell

)

re f


·

Vre f

V
(1)

In Equation (1), (CL/µm)ref is the CL yield used for the reference cell line irradiated with the same
radiation quality, whereas (CL·Gy−1·cell−1) and (CL·Gy−1·cell−1)ref are the CL yields (mean number
of CLs per unit dose and per cell) used to simulate photon irradiation of the cell line of interest and
the reference cell line, respectively. Finally, Vref and V represent the nucleus volume of the reference
cell line and the cell line of interest, respectively. In a previous study, V79 cells have been chosen as a
reference, and V79 cell survival curves have been simulated for a wide range of particle types and LET
values. Afterwards, the aforementioned formula has been successfully applied to predict the survival
of CHO cells irradiated by two opposing fields of C-ions or protons at HIT [18].

In the present work, we used the approach described above to derive a radiobiological database
for chordoma patients, both for the tumor and for the adjacent normal tissue. Like in previous works,
the cell nucleus was modeled by a cylinder with 6-µm height and 6-µm radius. Since chordoma is a
rare tumor and basically no radiobiological data were available when LEM was introduced clinically,
the LEM authors decided to use αX = 0.10 Gy−1 and βX = 0.05 Gy−2, leading to a reasonable αX/βX

ratio of 2 Gy. Nowadays, additional data are available, both for in vitro [37,38] and for in vivo [39]
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settings. In particular, Henderson and co-workers irradiated chordoma patients (with a tumor volume
of about 100 cm3) with a total dose D = 35 Gy and a fractional dose d = 7 Gy getting a TCP (Tumor
Control Probability) of about 60%, and they estimated an αX/βX ratio of 2.45 Gy:

TCP = exp[−N·exp(−αXD − βXDd)] (2)

N was calculated assuming a cell density of 107 cells/cm3, as reported in the literature [40,41].
From this calculation, we obtained αX = 0.159 and βX = 0.065, which appears to be a reasonable
estimation for photon irradiation of chordoma in vivo. Importantly, the αX/βX ratio of 2.45 Gy is
still consistent with the value αX/βX=2 Gy adopted in clinical LEM applications to minimize normal
tissue damage.

Afterwards, we adjusted the CL yield to reproduce this photon survival curve by our simulations,
and we included this (photon) CL yield in Equation (1) to obtain ion CL yields. This allowed us to
derive the CL yields to predict cell survival for many different particle types and energies. Finally,
fitting of each of these survival curves by the Linear-Quadratic model S(D) = exp(−αD− βD2) was
performed to produce a radiobiological database, i.e., a table of alpha and beta coefficients as a function
of particle type and energy.

The corresponding RBE values were calculated based on the LQ-model as follows e.g., [42]:

RBE = 2βi

[
−αX +

√
α2

X − 4βX ln S
]
/2βX

[
−αi +

√
α2

i − 4βi ln S
]

(3)

In Equation (3), αX and βX are the photon coefficients, αi and βi are the ion coefficients (at a given
ion energy, and thus LET), and S is the considered survival level.

4.3. Interface between BIANCA and the FLUKA Monte Carlo Transport Code

Analogous to our previous work on in vitro irradiation of CHO cells by two opposing beams [18],
the radiobiological table obtained as described in Section 4.2 was used by the FLUKA Monte Carlo
transport code (version 2020.0, www.fluka.org).

More specifically, FLUKA calculated the necessary information (that is particle type and energy,
and absorbed dose) based on a voxel-by-voxel approach: when a certain amount of energy was
absorbed in a voxel due to a given particle type of given energy (and thus LET), FLUKA used the
corresponding αi and βi values from the radiobiological table and calculated the respective values for
the mixed beam conditions based on the TDRA (Theory of Dual Radiation Action) [43] as described
in [42], i.e.,

α =

∑n
i=1 αiDi∑n

i=1 Di
(4)

√
β =

∑n
i=1

√
βiDi∑n

i=1 Di
(5)

Here, Di is the absorbed dose (in the considered voxel) due to the i-th particle calculated by
FLUKA, αi and βi are the corresponding radiobiological parameters provided by BIANCA, and α and β

are their values under mixed-beam conditions. The corresponding cell survival fraction, RBE-weighted
dose (DRBE) and RBE were then calculated as follows:

− ln S = αD + βD2 (6)

DRBE =
[√
α2

X − 4βX ln S
]
/2βX (7)

RBE =
DRBE

D
(8)

In Equations (7) and (8), αX and βX are the photon parameters provided by BIANCA.
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5. Conclusions

Based on the BIANCA biophysical model, a radiobiological database was constructed to predict
RBE values for head-and-neck tumor irradiation with C-ions or protons. Establishing an interface
with the FLUKA Monte Carlo transport code, this allowed benchmarking BIANCA against in vivo
data for the first time. The RBE values predicted by BIANCA were in line with experimental RBE
values obtained by irradiating the rat spinal cord at different depth positions along C-ion or proton
SOBPs. Although further benchmarking is also necessary to investigate whether this approach can
be extended to patient cases, this work suggests that BIANCA may be applied to predict RBE values
of normal CNS tissue response in carbon ion or proton treatments. The agreement with the proton
data may be especially relevant if the current assumption of a constant proton RBE of 1.1 is revised in
the future. Further experimental in vivo data at lower fractional doses, comparable to those used for
patient treatment, are needed.
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Abstract: Vascular targeting with pro-thrombotic antibody-conjugates is a promising biological
treatment for brain arteriovenous malformations (bAVMs). However, targeted drug delivery relies on
the identification of unique or overexpressed markers on the surface of a target cell. In the absence of
inherent biological markers, stereotactic radiosurgery may be used to prime induction of site-specific
and targetable molecular changes on the endothelial surface. To investigate lumen-accessible,
endothelial targets induced by radiation, we combined Gamma knife surgery in an AVM animal model
with in vivo biotin-labeling and comparative proteomics. Two proteins, αB-crystallin (CRYAB)—a
small heat shock protein that normally acts as an intracellular chaperone to misfolded proteins—and
activated leukocyte cell adhesion molecule CD166, were further validated for endothelial surface
expression after irradiation. Immunostaining of endothelial cells in vitro and rat AVM tissue ex vivo
confirmed de novo induction of CRYAB following irradiation (20 Gy). Western analysis demonstrated
that CRYAB accumulated intracellularly as a 20 kDa monomer, but, at the cell surface, a novel 65 kDa
protein was observed, suggesting radiation stimulates translocation of an atypical CRYAB isoform.
In contrast, CD166 had relatively high expression in non-irradiated cells, localized predominantly
to the lateral surfaces. Radiation increased CD166 surface exposure by inducing translocation from
intercellular junctions to the apical surface without significantly altering total protein levels. These
findings reinforce the dynamic molecular changes induced by radiation exposure, particularly at
the cell surface, and support further investigation of radiation as a priming mechanism and these
molecules as putative targets for focused drug delivery in irradiated tissue.

Keywords: brain arteriovenous malformation; endothelial cells; ionizing radiation; proteomics;
stereotactic radiosurgery; vascular targeting
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1. Introduction

Brain arteriovenous malformations (AVMs) are vascular abnormalities characterized by direct
artery to vein connections that shunt high-flow blood across the brain [1]. They are a significant cause of
intracerebral hemorrhage, disability and death, in children and young adults [2]. Traditional approaches
to AVM treatment include surgical removal, endovascular embolization, or radiosurgery, however, all
have limitations and, currently, approximately one third of AVM patients remain untreatable. We have
proposed that vascular targeting may be useful as an alternative treatment approach for brain AVMs.
Vascular targeting was first described in cancer therapy to deliver thrombotic agents for tumor vessel
destruction that capitalizes on the inherent molecular differences between tumor endothelium and
normal, healthy endothelium that can be used to target agents selectively to the site of disease [3,4].
To date, no inherent, discriminatory vascular markers have been identified on human AVMs, hence
we proposed that a combination of focused radiosurgical priming and vascular targeting may be
an effective approach for AVM cure [5–11]. Radiation has previously been used to enhance target
expression on tumor vasculature [12,13].

We recently utilized a technique of biotin-labeling to specifically tag and enrich endothelial
surface proteins using a modified biotin that is impermeable to the cell membrane. Streptavidin
enrichment of the biotinylated surface proteins prior to mass spectrometry and proteomic analysis
allowed us to examine the surface proteome of irradiated endothelial cells in vitro and in vivo in order
to discover putative molecular targets [5,14]. Several typically intracellular proteins that undergo an
unconventional surface translocation in response to radiation were identified using this approach.
The mechanisms and biological functions of these translocations remain unclear, but these findings
contribute to our understanding of radiation effects on the vasculature, and, further, provide a set of
novel radiation biomarkers for further investigation as putative target molecules for drug delivery.
In this report, we performed further proteomic screening of radiation-stimulated surface molecules
in an AVM animal model [15,16] and chose two proteins for additional examination and validation:
activated leukocyte adhesion molecule (ALCAM or CD166) and αB-crystallin (CRYAB).

CD166 is a membrane glycoprotein of the immunoglobulin family that forms adhesive intercellular
complexes in epithelial or endothelial layers, but also plays a role in transendothelial monocyte
migration [17,18]. It has previously been investigated as a putative target in prostate cancer but
has not previously been explored in any context as a radiation marker [19]. In contrast, CRYAB is
a member of the small heat shock family of proteins that can act as an intracellular chaperone to
misfolded proteins in response to a variety of stresses, including radiation [20,21], but can also play a
protective role when excreted in exosomes [22]. Here, we further characterized the association of these
targets with the luminal endothelial surface after radiation. Our findings support the observation
that radiation drives both canonical and non-canonical transport pathways regulating subcellular
protein localization and that focused radiosurgery may be a source of “neo-antigens” suitable for
ligand-directed vascular targeting.

2. Results

2.1. LC-MS/MS and SWATH Analysis

Using a previously established method, we treated a rat model of AVM with Gamma Knife surgery
and used in vivo biotin-labeling with a membrane-impermeable form of biotin to specifically label the
luminal surface proteins [5]. Proteins were then extracted from the AVM tissue and the biotin-tagged
proteins enriched by streptavidin pull-down. Due to the limiting protein amounts, LC-MS/MS was
performed on enriched extracts from pooled samples (n = 4) at each time point. This enabled detection
of 280 proteins, which were used to form a spectral library for SWATH-MS analysis and the quantitative
comparisons of irradiated and non-irradiated AVM extracts [23]. Proteins were sorted in order of
highest to lowest fold-change for day 21, and the corresponding fold-change values for day 3 and day 7
were assembled alongside (Table S1). Due to the need to pool samples, analysis focused on proteins
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that demonstrated a consistent fold-change of at least 1.4 across all three time points to increase the
confidence in each (Table 1), rather than assessing those with the highest total expression at a single
time point. The presence of the mitochondrial protein PDCE2 (pyruvate dehydrogenase complex
subunit E2) in the surface extracts was consistent with our previous findings [5], further validating
the utility of this method, however, this was not further examined in this study. Suitable commercial
antibodies were not available for the two solute carrier proteins. Hence, CD166 and CRYAB were
selected for further study to validate their regulation at the cell surface in response to radiation.

Table 1. Proteins from the proteomic datasets that increased in response to radiation at all time points.

Uniprot Accession
Number|

Protein Symbol

Fold-Change at Time Point (Days) Protein Name/Alternate Name
3 7 21

O35112|CD166 3.5 1.4 4.0 Activated leukocyte cell adhesion molecule (ALCAM)
Q09073|ADT2 1.8 1.4 2.7 ADP/ATP translocase 2 (SLC25a5)
B0BNL4|HRG1 1.6 8.1 1.6 Heme responsive gene 1 (SLC48a1)
P23928|CRYAB 2.0 1.5 1.6 αB-crystallin/heat shock protein β5 (HSPB5)

P08461|ODP2 2.5 2.7 1.6 Dihydrolipoamide S-acetyltransferase (DLAT) or pyruvate
dehydrogenase complex subunit E2 (PDCE2)

2.2. Radiation Stimulates Up-Regulation of CRYAB, but not CD166 Expression, in the Vascular Endothelium

Total levels of CRYAB and CD166 expression were examined in the vascular wall of the model
AVM using immunostaining of ex vivo sections of rat AVM vessels taken 3 days after sham or Gamma
Knife treatment (Figure 1). CD166 was localized specifically to the endothelium of both small and large
vessels, co-localizing with the CD31 endothelial marker (Figure 1a). High basal levels of expression
were observed for CD166 in the endothelium of both non-irradiated and irradiated vessels. There
was no significant increase observed in response to Gamma Knife treatment. In contrast, CRYAB was
absent at the endothelium in non-irradiated AVMs but, in response to radiation, there was a consistent
and significant increase in the intensity of endothelial CRYAB staining (2-fold, p < 0.05) (Figure 1b,c).

2.3. Radiation Alters Subcellular Localization of CD166 and CRYAB

We further investigated the effect of radiation on CD166 and CRYAB expression using cultured
brain microvascular endothelial cells to gain a better understanding of subcellular localization. Cells
were examined after irradiation or sham treatment over a period of 6 days by fixing briefly in
para-formaldehyde without permeation, to examine surface expression by immunostaining and
fluorescence microscopy (Figure 2). Cells that remained adherent after radiation progressively
developed a characteristic senescent morphology and phenotype, including flattening and enlargement,
as previously described and characterized in this cell type [14]. Consistent with the in vivo findings,
CD166 was present on non-irradiated cells, where it localized predominantly at the intercellular
junctions between cells (Figure 2). In response to radiation, CD166 translocated from the intercellular
junctions and accumulated in small immune-positive puncta across the surface of the enlarged,
senescent cells.
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Figure 1. Immunohistochemical localization of CD166 and CRYAB in rat arteriovenous 
malformations (AVM). The surgically created AVM was excised 3 days after Gamma Knife or sham 
treatment and frozen for cryosectioning. Representative images of immunostained AVM vessels in 
the central nidus stained with antibodies targeting CD166 (a) or CRYAB (b). Target protein (AF647, 
red); CD166 sections were co-stained with endothelial marker CD31 (AF488, green); CRYAB sections 
show elevated background autofluorescence (green, 488 nm em) to outline the vessel wall; nuclei 
were stained with DAPI (blue). Original magnification, 200×. Asterisk indicates vessel lumen. (c) 
Mean intensity of fluorescence for CRYAB-stained sections, sham control (C) or irradiated (IR). Data 
represent mean fluorescence intensity ± SEM of CRYAB-stained sections from three independent 
animals per treatment group. Unpaired Student’s t-test, * p < 0.05. 
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fluorescence microscopy (Figure 2). Cells that remained adherent after radiation progressively 
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Figure 1. Immunohistochemical localization of CD166 and CRYAB in rat arteriovenous malformations
(AVM). The surgically created AVM was excised 3 days after Gamma Knife or sham treatment and frozen
for cryosectioning. Representative images of immunostained AVM vessels in the central nidus stained
with antibodies targeting CD166 (a) or CRYAB (b). Target protein (AF647, red); CD166 sections were
co-stained with endothelial marker CD31 (AF488, green); CRYAB sections show elevated background
autofluorescence (green, 488 nm em) to outline the vessel wall; nuclei were stained with DAPI (blue).
Original magnification, 200×. Asterisk indicates vessel lumen. (c) Mean intensity of fluorescence for
CRYAB-stained sections, sham control (C) or irradiated (IR). Data represent mean fluorescence intensity
± SEM of CRYAB-stained sections from three independent animals per treatment group. Unpaired
Student’s t-test, * p < 0.05.
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Figure 2. Immunofluorescent localization of target proteins in brain microvascular endothelial cells. 
Microvascular bEnd.3 cells were exposed to ionizing radiation (20 Gy) or sham treatment in 8-well 
chamber slides and immunostaining performed after 2 or 6 days on fixed (2% PFA, 5 min) but 
non-permeabilized cells. Representative immunofluorescent images of bEnd.3 cells probed with 
anti-CD166 or anti-CRYAB antibodies. Irradiated cells were typically senescent, showing a 
considerably enlarged, hypertrophic cell type with multi-lobed or fragmented nuclei. Target protein 
(AF647, red); wheat germ agglutinin surface marker (AF488, green); nuclei were stained with DAPI 
(blue). Original magnification, 200× or 400×, as indicted. 

For CRYAB, expression was scarcely detected in the population of non-irradiated endothelial 
cells (0.5% ± 0.2% were CRYAB-positive at day 2; 0.6% ± 0.2% CRYAB-positive at day 6), but after 
irradiation the number of CRYAB-positive cells increased significantly (21.1% ± 9.2% by day 2; 30.8% 
± 2.5% by day 6; p < 0.001, n = 3) (Figure 2). This de novo induction of CRYAB in response to radiation 
was consistent with the immunostaining of AVM tissue sections and demonstrated surface exposure 
occurring in a sub-population of the senescent-like cells that became enlarged and hypertrophic. 

 
 

Figure 2. Immunofluorescent localization of target proteins in brain microvascular endothelial cells.
Microvascular bEnd.3 cells were exposed to ionizing radiation (20 Gy) or sham treatment in 8-well
chamber slides and immunostaining performed after 2 or 6 days on fixed (2% PFA, 5 min) but
non-permeabilized cells. Representative immunofluorescent images of bEnd.3 cells probed with
anti-CD166 or anti-CRYAB antibodies. Irradiated cells were typically senescent, showing a considerably
enlarged, hypertrophic cell type with multi-lobed or fragmented nuclei. Target protein (AF647, red);
wheat germ agglutinin surface marker (AF488, green); nuclei were stained with DAPI (blue). Original
magnification, 200× or 400×, as indicted.

For CRYAB, expression was scarcely detected in the population of non-irradiated endothelial cells
(0.5% ± 0.2% were CRYAB-positive at day 2; 0.6% ± 0.2% CRYAB-positive at day 6), but after irradiation
the number of CRYAB-positive cells increased significantly (21.1% ± 9.2% by day 2; 30.8% ± 2.5%
by day 6; p < 0.001, n = 3) (Figure 2). This de novo induction of CRYAB in response to radiation
was consistent with the immunostaining of AVM tissue sections and demonstrated surface exposure
occurring in a sub-population of the senescent-like cells that became enlarged and hypertrophic.
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2.4. Radiation Increases CD166 and CRYAB Expression at the Apical Surface

To assess CD166 and CRYAB expression changes more quantitatively, Western analysis was used to
compare total protein levels in whole cell lysates taken from brain endothelial cells with biotin-tagged,
streptavidin-enriched extracts that represent only the cell surface fraction.

In whole cell lysates, significant basal levels of CD166 protein (105−110 kDa) were evident in
non-irradiated cells, consistent with previous findings; radiation had minimal effects on total protein
levels in the first 6 days (Figure 3a,b). In contrast, very low basal levels of CRYAB monomer (20 kDa)
were detectable in whole cell extracts from non-irradiated cells but this increased significantly in
response to radiation in a time-dependent manner (Figure 3a,b). These patterns of expression were
consistent with those demonstrated by immunostaining.
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day 6 time point post-irradiation or sham, with subsequent streptavidin-enrichment of biotinylated 
proteins prior to Western blotting. Proteins in the biotin-tagged extracts (biotin-bound or “BB” 
extract) from non-irradiated and irradiated cell cultures were compared to the total protein input 
before streptavidin enrichment (IN), and the protein output remaining after removal of 
streptavidin-enriched, biotin-tagged surface proteins (OUT) (Figure 4a–e). In the biotin-bound 
extracts, a very different pattern of expression was observed between non-irradiated and irradiated 
extracts for each target relative to that observed in whole cell extracts. Consistent with the pattern of 

Figure 3. Time course of radiation-stimulated target protein expression in vitro. Representative Western
immunoblots probed for CD166 and CRYAB expression in whole cell lysates (15 µg) extracted 1−6 days
after sham or radiation treatment (20 Gy) of bEnd.3 cells by linear accelerator (a). Western blot images
were quantitated using Image J and intensity, compared to respective day 1, non-irradiated controls
for each blot. GAPDH was used to ensure equal loading (b). Data represent mean ± SEM of three
independent experiments. Two-way ANOVA with Sidak’s multiple comparison test, * p < 0.05.

Relative quantitation of surface expression was investigated by biotin-tagging proteins at the
day 6 time point post-irradiation or sham, with subsequent streptavidin-enrichment of biotinylated
proteins prior to Western blotting. Proteins in the biotin-tagged extracts (biotin-bound or “BB” extract)
from non-irradiated and irradiated cell cultures were compared to the total protein input before
streptavidin enrichment (IN), and the protein output remaining after removal of streptavidin-enriched,
biotin-tagged surface proteins (OUT) (Figure 4a–e). In the biotin-bound extracts, a very different pattern
of expression was observed between non-irradiated and irradiated extracts for each target relative to
that observed in whole cell extracts. Consistent with the pattern of CD166 immunostaining, a significant
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level of CD166 expression was apparent at the surface, even in the non-irradiated, biotin-tagged
extracts, however, expression increased 2-fold (p < 0.05) in irradiated cells in the biotin-enriched,
surface fractions (Figure 4a,e). For CRYAB, whole cell extracts demonstrated the presence of strong
bands consistent with the predicted size of the monomeric CRYAB protein (20 kDa) and there was
significant induction in response to radiation (Figure 4b,e). A second weak band was also detected,
with an approximate molecular weight of 60 kDa. However, the intensity of this band did not change
with radiation treatment. In the streptavidin-enriched extracts, the 20 kDa and 60 kDa bands were
completely absent, suggesting these proteins were intracellular and not present at the cell surface.
Instead, a third protein band of approximately 65 kDa was repeatedly identified in the irradiated
extracts (n = 3). This third band was not present in the INPUT samples representing total protein,
suggesting the surface-localized form represents only a small fraction of the total protein pool. This
band was not evident in non-irradiated extracts but increased approximately 2-fold (p < 0.05) in
response to radiation (Figure 4e). These findings suggest that radiation induces a small pool of atypical
CRYAB that is able to translocate to the cell surface.
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immunoblot images of fractionated extracts from biotin-labeled bEnd.3 cells before and after streptavidin
enrichment. Membranes were probed for CD166 (a), CRYAB (b), or PDCE2 (c). Representative
coomassie-stained SDS-PAGE gel showing protein loadings (d). IN, total cell extract prior to streptavidin
enrichment, 15 µg loaded; B-B, biotin-bound fraction, 30 µg loaded; OUT, non-biotinylated fraction
eluted after streptavidin binding, 15 µg loaded; C, control; IR irradiated. Images are representative
of 3−5 independent experiments. (e) Proteins in biotin-bound extracts were quantitated using Image
J. Band intensities in irradiated samples were compared to band intensities in non-irradiated control
samples for each blot. Paired Student’s t-test, * p < 0.05, *** p < 0.001.

As a positive control, the same protein extracts were analyzed for PDCE2 expression. PDCE2
is a mitochondrial protein we previously validated as undergoing an atypical surface translocation
in response to radiation [5]. No band was evident in the non-irradiated, biotin-labelled extracts, but
a strong band was induced approximately 4-fold (p < 0.001) in the irradiated, biotin-tagged protein
extract (Figure 4c,e), in line with our earlier findings.
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3. Discussion

The ability of stereotactic radiosurgery to deliver a highly focused dose of radiation to a designated
region provides a potential priming mechanism for the induction of novel biomarkers. Radiation
is known to induce a myriad of cellular and molecular changes, depending on dose and cell type.
Studying changes that occur specifically at the cell surface increases our understanding of how
radiation-damaged cells may interact with their local environment after exposure, but could also
provide a pool of targets for ligand or antibody-directed drug delivery in pathologies amenable to
stereotactic radiosurgery, such as brain AVMs.

For target discovery, we employed a combined approach of surface protein biotinylation with
proteomic analysis, as we require target localization specifically at the luminal endothelial surface.
Using this approach, we previously identified and validated several novel proteins that demonstrate
non-canonical surface translocations in response to radiation [5,14]. Here, we extended our proteomic
discovery approach and identified and validated two additional proteins for their endothelial expression
and surface translocation in response to radiation.

CD166 demonstrated a mean 3-fold increase in response to radiation in the proteomic datasets,
but was also of interest as it has previously been investigated as a vascular target in prostate cancer
and an internalizing, single-chain variable fragment (scFV) antibody to CD166 developed [19]. Using
Western blotting, we observed a steady level of expression of the CD166 protein in non-irradiated
cells both in vitro and in vivo that did not change significantly in response to radiation, although
there was a small increase over time in both irradiated and non-irradiated cells, most likely due to
ongoing adjustments in cell confluence and the nature of cell–cell contacts. However, there was a
significant increase in the fraction at the apical surface that could be identified after biotin-labeling and
enrichment. Most notably, a significant redistribution of CD166 across the apical surface of the enlarged
senescent cells was observed using immunofluorescence, consistent with this finding. This effect of
radiation on CD166 was quite different to those observed for other inflammatory adhesion molecules,
such as intercellular adhesion molecule 1 (ICAM-1) and vascular cell adhesion molecule 1 (VCAM-1),
where surface exposure was regulated primarily at the level of transcription [7]. Like ICAM-1 and
VCAM-1, CD166 can play a role at the apical surface in transendothelial monocyte migration but is
primarily localized on epithelial and endothelial cells at intercellular junctions, forming an adhesive
complex between cells that helps to maintain tissue architecture [18]. Thus, radiation-induced changes
to CD166 localization may contribute to the pro-inflammatory milieu by increasing monocyte binding,
as well as extravasation through disrupted junctions. As a molecular target, further experiments are
required to assess whether the level of induction in response to radiation can overcome the relatively
high basal levels of exposure of CD166 on the vasculature to give the necessary specificity required
for drug delivery, but the results suggest that radiosurgery could potentially be investigated in other
contexts, such as prostate cancer, for further enhancement of CD166 expression and improved targeting
specificity [12].

CRYAB was chosen for further investigation in this study, due to its presence in all three proteomic
datasets analyzed here with the animal model, but also because independent biotinylation and
proteomic studies in cultured cells showed a 7-fold (p < 0.001) increase in surface expression after
radiation, although it was not independently validated at the time [14]. CRYAB is a member of
the small heat shock family of proteins that acts as a molecular chaperone to misfolded proteins,
maintaining them in large soluble aggregates. It is well-known to be up-regulated in neurodegenerative
proteinopathies such as Alzheimer’s disease and Parkinson’s disease [24] and has been identified as
a candidate autoantigen in multiple sclerosis [22,25]. CRYAB is up-regulated in response to various
stresses, including radiation, and plays a role in cellular survival and radioresistance [20,21,26]. In the
vasculature, CRYAB is expressed in a subset of human tumor vessels, but not in normal capillaries,
and is thought to assist tumor angiogenesis as it promotes survival [27,28]. In accordance with the
literature, we observed negligible CRYAB expression in the normal vasculature but demonstrated a
significant induction at the endothelium in response to radiation. Western blotting demonstrated that
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the majority of the protein appeared to remain intracellular, however, a novel 65 kDa immunopositive
band was detectable in the biotin-labeled fraction, that was consistently identified in three independent
experiments. The absence of this band in the whole cell extracts suggests this form of CRYAB may
represent a very small proportion of the total CRYAB pool, but its presence only in response to radiation
suggests a potentially unique radiation target.

It is unclear at this time what form of CRYAB this band may represent or whether it has a
unique function. CRYAB is typically cytoplasmic but can translocate to the mitochondria during
heat shock, where it acts as an inhibitor of apoptosis [27], and there is evidence for its secretion in
exosomes in certain cell types [26,29,30]. Cubedo et al., identified the presence of both monomeric
(20 kDa) and oligomeric (36 and 50 kDa) CRYAB forms in ischemic cardiomyoctes but found only
the larger oligomeric forms could be isolated in the insoluble membrane fraction associated with
exosomal translocation and secretion [26]. Fujii et al., demonstrated that very high doses ( > 1000 Gy)
of gamma radiation delivered directly to α-crystallin could induce cross-linking and molecular weight
modifications [31]. While this dose is far higher than the one used in the current study, the relatively
small fraction of modified CRYAB could fit with the hypothesis that radiation produces a cross-linked
multimeric form, but further investigation is required to fully analyze the nature of this isoform and its
uniqueness in the vasculature for targeting.

As per our previous study, the proteomic aspect of this study was limited by the necessity to
combine multiple animal AVM extracts into one for analysis at each time point, given the unanticipated
low level of proteins that were obtained after enrichment [5]. This was not ideal, and future experiments
of this nature would be advised to increase animal numbers in anticipation of this. However, we
consider it a viable discovery approach, assuming downstream validation is performed as for any
“omics” approach. The advantage of the present study was the availability of data from multiple
time points, in lieu of animal replicates, which gave us greater confidence in the preliminary “hits” as
potential targets. Inclusion of a non-AVM vessel extraction would also have been of value to assess
basal levels of protein relative to the sham AVM and irradiated AVM samples, as the surgical creation
of the AVM may also have altered basal levels of protein expression. Despite this, considering that
this is our third proteomic study to independently identify the mitochondrial protein PDCE2 as a
radiation-stimulated surface protein [5,14], this further supports the approach as a consistent and
valid method for investigation of the surface proteome. Validation of other identified proteins in the
proteomic datasets may be of interest to clarify any functional role in radiation injury or potential utility
for vascular targeting. Further assessment of these molecules with respect to their internalization or
maintenance at the cell surface would also be of value for assessing potential downstream applications.
For vascular targeting with thrombin conjugates, prolonged surface exposure is desirable to allow
contact with blood components for coagulation; in contrast, internalization and lysosomal activation is
useful for cancer targeting.

Future studies will use in vivo imaging approaches to further investigate CD166, CRYAB and
PDCE2 biodistribution at the AVM vascular wall, however the current findings support the observations
that radiation drives multiple non-canonical transport pathways regulating subcellular protein
localization and luminal exposure of non-classical surface proteins and that further investigation of
the transport mechanisms and functional outcomes of translocation is warranted. In addition, the
findings support our hypothesis that focused radiosurgery may be a source of “neo-antigens”, suitable
for ligand-directed vascular targeting in AVMs.

4. Materials and Methods

4.1. Animal Model and Gamma Knife Surgery (GKS)

All experiments involving animals were approved by the Macquarie University Animal Care and
Ethics Committee (Sydney, Australia) under approval numbers 2014/013 (1 April 2014) and 2014/053
(1 January 2015). Animal experiments were performed in accordance with committee guidelines and
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the Australian Code of Practice for the Care and Use of Animals for Scientific Purposes. The rat AVM
model is formed in Sprague–Dawley rats by surgically anastomosing the rostral end of the left jugular
vein to the center of the left common carotid artery, as has been described in detail previously [5,15,16].
The arteriovenous fistula and the arterialized veins (of the model AVM) are irradiated six weeks after
creation in anesthetized animals using a single-fraction stereotactic radiosurgical dose, which delivers
a minimum of 20 Gy to the margin of the defined AVM, to a peak value of 40 Gy at the center. This
was administered using a Leksell Gamma Knife Perfexion (Elekta Instruments, Stockholm, Sweden) at
Macquarie University Hospital (Sydney, Australia), as described previously [5,15]. Sham-irradiated
animals were treated identically but did not receive any radiation.

4.2. Tissue Biotinylation and Proteomic Analysis

A cohort of 24 animals with AVM creation (n = 12 sham, n = 12 GKS) were used for in vivo
biotin-labeling of luminal surface proteins. In vivo biotinylation with membrane-impermeable EZ-link
Sulfo-NHS-LC Biotin (Thermoscientific, Waltham, MA, USA), and subsequent decellularization and
protein extraction, was performed as described previously [5]; however, for this study the concentration
of sodium dodecyl sulphate in the extraction buffer was reduced 10-fold from 1% to 0.1% to reduce
carryover and interference in downstream mass spectrometry. Biotin labeling was performed either at
day 3 (n = 8), day 7 (n = 8) or day 21 (n = 8) post-irradiation or sham treatment (n = 4 per treatment
group, per time point). However, as initial extracts obtained from single AVM tissues contained only
limited amounts of protein, it was necessary to pool the four available tissue samples per treatment
group and time point to increase the detection limit. Enrichment of the biotin-bound proteins in the
final six pooled samples with Streptavidin–Sepharose HP (GE Healthcare, Pittsburgh, PA, USA) and
downstream proteomic sample analysis, using data-dependent and SWATH LC/MS/MS procedures [32],
was as described [5,14].

4.3. Cell Culture and Western Analysis

Cultured mouse brain microvascular endothelial cells (bEnd.3; ATCC CRL-2299) were irradiated
by linear accelerator (Elekta Synergy, Crawley, UK) (20 Gy) at Macquarie University Hospital
(Sydney, Australia), as previously described [5,14]. At designated time points, cells were immunostained
to examine protein localization, or whole cell lysates were extracted for western analysis of total protein
content [5,14]. Alternatively, bEnd.3 cells were biotinylated in vitro and whole cell extracts subjected
to streptavidin-enrichment of surface-accessible proteins before SDS-PAGE and Western analysis as
per published methods [5,14].

4.4. Immunohistochemistry and Immunocytochemistry

A second cohort of rats received AVM creation surgery and irradiation (n = 3) or treatment (n = 3)
as described above but without biotinylation. At 3 days post-irradiation or sham treatment, these
animals were perfused with 500 mL phosphate-buffered saline (PBS, pH 7.4) and the excised AVM
tissue snap frozen in OCT freezing compound (ProSciTech, Thuringowa Central, Australia) and used
for immunohistochemistry. Cryosections (10 µm) of non-biotinylated AVM tissues were fixed with
4% paraformaldehyde for 20 min and processed as described previously [5]. Immunocytochemistry
was performed on irradiated bEnd.3 cells fixed with 4% paraformaldehyde for 5 min without cell
permeabilization to enable assessment of surface localization [5,14].

Antibodies against CRYAB (mouse monoclonal, ab13496, Abcam, Cambridge, MA, USA),
and CD166 (goat polyclonal, PA5-47083, Thermo Fisher Scientific) were used with species-specific
AlexaFluor647-conjugated secondary antibodies (Life Technologies, Grand Island, NY, USA). Ex vivo
sections stained with CD166 were co-stained with anti-CD31 mouse monoclonal antibody (#550025
PECAM-1; BD Biosciences, San Jose, CA, USA) and species-specific AlexaFluor488-conjugated
secondary antibody (Life Technologies) to visualize the endothelium. Control sections incubated with
rabbit IgG (Santa Cruz Biotechnologies, Dallas, TX, USA) or mouse IgG (BD Biosciences) showed no
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reactivity. Antibodies against PDCE2 (rabbit polyclonal, sc-32925, Santa Cruz Biotechnologies) were
used as a positive control in Western analyses. For immunofluorescence, cells were co-stained with
an AF488-labelled lectin, wheat germ agglutinin (Life Technologies), to highlight cell surface area.
Nuclei were counterstained with 4′,6-diamidino-2-phenylindole dihydrochloride (DAPI, 5 µg/mL, Life
Technologies). Digital images were captured under fixed parameters using a Zeiss microscope with
AxioCam HRc camera and Zen 2012 software (Carl Zeiss Microscopy, Jena, Germany).

4.5. Statistical Analysis

All statistical analyses were performed with Prism version 7.02 (GraphPad Software, La Jolla, CA,
USA). For Western blotting, a two-sided, paired Student’s t-test was used to compare relative protein
expression between biotin-enriched extracts; multiple comparisons were performed using two-way
ANOVA with Sidak’s post-hoc analysis. Two-sided, unpaired Student’s t-tests were used to compare
immunostaining data. Data are shown as mean ± SEM. Statistical significance was set at p < 0.05.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/23/
5830/s1.
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Abstract: Glioblastoma Multiforme (GBM) is the most common of malignant gliomas in adults
with an exiguous life expectancy. Standard treatments are not curative and the resistance to both
chemotherapy and conventional radiotherapy (RT) plans is the main cause of GBM care failures.
Proton therapy (PT) shows a ballistic precision and a higher dose conformity than conventional
RT. In this study we investigated the radiosensitive effects of a new targeted compound, SRC
inhibitor, named Si306, in combination with PT on the U87 glioblastoma cell line. Clonogenic survival
assay, dose modifying factor calculation and linear-quadratic model were performed to evaluate
radiosensitizing effects mediated by combination of the Si306 with PT. Gene expression profiling by
microarray was also conducted after PT treatments alone or combined, to identify gene signatures
as biomarkers of response to treatments. Our results indicate that the Si306 compound exhibits
a radiosensitizing action on the U87 cells causing a synergic cytotoxic effect with PT. In addition,
microarray data confirm the SRC role as the main Si306 target and highlights new genes modulated
by the combined action of Si306 and PT. We suggest, the Si306 as a new candidate to treat GBM in
combination with PT, overcoming resistance to conventional treatments.

Keywords: glioblastoma multiforme; proton therapy; combined treatments; gene signatures
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1. Introduction

Glioblastoma multiforme (GBM) is a central nervous system tumor classified as grade IV
of high-grade malignant gliomas (HGG), according to the World Health Organization (WHO)
guidelines [1]. GBM belongs to the group of diffuse astrocytic and oligodendroglial tumor, joining
oligodendrocytomas, ependymomas, and mixed gliomas, under the glioma classification [2]. According
to the ASTRO guidelines statements, the current standard care for GBM is surgical resection to the
feasible extent, followed by conventional radiotherapy (RT) of 60 Gy delivered by fractions of 2 Gy,
up to seven weeks. Moreover, chemotherapy is concurrent to RT with daily temozolomide (TMZ)
administration [3–5]. These treatment modalities are not currently curative and the resistance to both
chemotherapy and RT plans is the main cause of GBM care failures (the median survival time is
14.6 months) [6]. Moreover, the percentage of relapses and side effects post TMZ and RT treatments is
more than 90% [7]. More precisely, even if the application of TMZ has significantly improved clinical
GBM outcomes, cases of drug resistance related to the activity of the enzyme methyl guanine methyl
transferase (MGMT) have been observed [8]. The hypermethylation of its promoter, is indeed associated
with a better survival rate in patients receiving TMZ with or without RT [9]. In addition, the dose
release onto healthy brain tissue or surrounding organs at risk during irradiation may, substantially,
contribute to late tissue toxicities, such as radionecrosis and neurocognitive dysfunction, because of
their limited dose tolerance.

In recent years, different dose fractionation schedules have been improved to have a better
prognosis, avoiding the large side effect even in case of focal re-irradiation of recurrences. In this
scenario, proton therapy (PT) could be used as a successful strategy for GBM treatment, being able to
regulate the balance between tumor control and the normal tissue tolerance [10–14]. In particular, when
heavy particles cross the tissues, they deposit a minimal radiation dose on their track to the tumor.
The depth-dose distribution, described by the Bragg peak trend, gradually increases as a function
of the depth. So, the so-called spread-out Bragg peak (SOBP) lead to a complete irradiation of the
target volume and a more conformal dose distribution, sparing the surrounding healthy tissues from
damage [15,16]. This specific dose distribution curve represents a key topic for GBM tumor treatments
in which the sparing of healthy tissue is a key factor for the patient’s quality of life. Therefore, there is a
robust scientific rationale motivating the need to enlarge studies that guide towards new clinical trials
for PT combined with targeted therapy rather than conventional RT with photons or electrons [17,18].

Today, in the context of personalized medicine, prognostic and predictive molecular biomarkers
are useful to select cancer therapeutic planning [19,20]. A critical point in RT success is the prediction
of cancer radiosensitivity. At the molecular level, the idea that genes may behave as biomarkers of
a disease response represents the base for the development of gene signatures, to predict response
to cancer radiation treatments [21]. Several genes have been shown to be responsive to radiation
exposure and thanks to the use of high-throughput technologies, such as gene expression profiling
(GEP) by microarray, radiosensitivity assays have been developed with gene signatures predicting
radioresponse in many cancer types, including GBM [22]. However, the response to radiation is highly
cell-line dependent and some specific genes and pathways may be linked both to tumor subtypes and
dose delivered [23–25].

Actually, few published studies have evaluated the effectiveness of radiosensitizing agents
combined with PT in GBM and none of them consider genes and response pathways induced by
RT. Most studies have demonstrated that different genetic pathways and molecular features can
provide reliable prognostic biomarkers, overlooking the treatment responses and predictive outcomes.
However, according to WHO guidelines, IDH1/IDH2 gene status distinguishes a more radioresistant
tumor type (primary GBM, IDH-wild type) from a more sensitive one (secondary GBM, IDH-mutant).
IDH mutation is correlated with epigenetic modifications of the MGMT gene and assumes a prognostic
value together with other biomarkers such as, the presence of LOH 10q, epidermal growth factor
receptor (EGFR) amplification, p16INK4a deletion, TP53 mutation, PTEN mutation, and the co-deletion
of 1p/19q [26–28].
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Based on this evidence, a large group of molecularly targeted agents have been designed, but none
of them seem to overcome tumor radioresistance [29]. Previous studies support an involvement of the
SRC-family protein kinases in the irradiation induction of radioresistance mechanisms. SRC protein
is a non-receptor tyrosine kinase that interacts with many intracellular proteins involved in GBM
carcinogenesis and progression. In addition, in vitro and in vivo studies confirmed the correlation
between SRC activity and GBM carcinogenesis. [30].

In this work we analyzed the GEP on the U87 MG human glioblastoma cell line after treatment
with PT alone or in combination with a new targeted compound, named Si306 (Lead Discovery Siena,
Siena, Italy), inhibiting SRC proteins. The Si306 molecule is a new TKI, chosen among the family of
pyrazolo[3,4-d] pyrimidines, that exhibited the ability to specifically bind the ATP site of SRC protein,
making it inactive. Furthermore, previous in vitro and in vivo studies have shown that the Si306
determines a significant reduction of the β-PDGFR active phosphorylated form and a greater loss of
the migratory ability in GBM cells stimulated by Epidermal Growth Factor (EGF). In addition, the
antiproliferative effect of Si306 has been tested in association with conventional RT treatments both
in vitro and in vivo [31].

Here, in order to clarify the Si306 activity in GBM cells exposed to PT, we firstly evaluated
radiosensitive effects of different amounts of the Si306 compound on the U87 cell line in combination
with PT exposed at the doses of 1, 2, 3, 4, 10, and 21 Gy. Clonogenic assay and dose modifying factor
(DMF) calculations were performed. We also analyzed the U87 cell radiosensitivity by applying the
radiobiological linear-quadratic (LQ) model and calculated the α, β, and αβ ratio, commonly used to
predict radiosensitivity of normal and tumor cells [32].

In addition, at molecular level we selected 2 and 10 Gy of proton radiation doses combined with
the Si306 to evaluate GEP induced responses, by using whole genome cDNA microarray. We described
networks and specific gene signatures of response to both treatments, highlighting for the first time,
the cell pathways induced by Si306.

2. Results

2.1. IC50 Determination

In order to evaluate cytotoxicity ability of Si306 in term of concentration that determined the 50%
of growth inhibition (IC50), U87 cells were incubated with Si306 at increasing concentrations of 0.1, 1.0,
10, and 100 µM for 24, 48, and 72 h under normal cell culture conditions. Cell numbers and viability
were evaluated and the IC50 values calculated at each time points (Table 1).

Table 1. IC50 values calculated after 24, 48, and 72 h of treatment with Si306 on U87 glioblastoma
cell line.

IC50 IC50 IC50

24 h 48 h 72 h
17.3 µM 6.8 µM 1.98 µM

2.2. Cell Radiosensitization Following Combined Treatments with Protons and Si306

To evaluate the radiosensitizing ability of Si306 compound, we investigated the combined effects
of this molecule on U87 cells exposed to different proton doses (1, 2, 3, 4, 10, and 21 Gy). Surviving
fraction values, obtained by clonogenic assay, after irradiation with protons alone or after pretreatment
with 10 and 20 µM Si306, are shown in Table 2. These surviving fraction (SF) values were plotted to
obtain dose-response curves with the exception of the 10 Gy and 21 Gy doses because of the lack of LQ
model validity at high doses (Figure 1). We then calculated the DMF, which represents the relative
reduction of dose to be delivered following a combined treatment with Si306 to get the isoeffect of
SF = 0.5 compared to radiation treatment without modification. The DMF values were 1.09 (10 µM of
Si306) and 1.21 (20 µM of Si306), showing a radiosensitive effect at both concentrations (Table 3).
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Table 2. Surviving fraction (SF) values of U87 cells after irradiation with only protons and after
combined treatments with 10 and 20 µM of Si306.

Dose (Gy) SF (Only Protons) SF (Protons + 10 µM Si306) SF (Protons + 20 µM Si306)

0 1.000 ± 0.185 1.000 ± 0.121 1.000 ± 0.127
1 0.756 ± 0.126 0.722 ± 0.107 0.694 ± 0.104
2 0.516 ± 0.066 0.509 ± 0.088 0.474 ± 0.078
3 0.409 ± 0.069 0.342 ± 0.057 0.305 ± 0.051
4 0.257 ± 0.050 0.239 ± 0.050 0.216 ± 0.044

10 0.109 ± 0.022 0.072 ± 0.018 0.064 ± 0.018
21 0.056 ± 0.015 0.039 ± 0.009 0.035 ± 0.012

Figure 1. Cell survival curves of U87 cells. Cells treated with protons only (black line), protons plus 10
µM of Si306 (red line), and protons plus 20 µM of Si306 (blue line).

Table 3. Dose modifying factor (DMF) values calculated as isoeffective dose at surviving fraction of 0.5.

Treatment SF 50% (Gy) DMF

Protons 2.22 1
Protons + 10 µM Si306 2.03 1.09
Protons + 20 µM Si306 1.84 1.21

2.3. LQ Model

We calculated LQ parameters α and β of U87 cells, which provided information about the intrinsic
cell radiosensitivity. Together with αβ ratio they have a pivotal role for a reliable estimation of radiation
response, although most of the studies reported a large heterogeneity in LQ parameters and limited
data is published about PT [33,34]. The U87 fitted survival curve, generated after only protons
administration, gives us the values of 0.292 Gy-1 for α and of 0.010 Gy−2 for β, that result in an αβ ratio
of 28.6 Gy (Table 4).

Table 4. Values of the α and β parameters estimated by fitting the cell survival to the linear-quadratic
(LQ) model.

Treatment α (Gy-1) β (Gy-2) α/β (Gy)

Proton 0.292 ± 0.036 0.010 ± 0.003 28.6
Proton + 10 µM Si306 0.322 ± 0.011 0.010 ± 0.003 32.2
Proton + 20 µM Si306 0.372 ± 0.018 0.004 ± 0.001 93.0
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The higher αβ ratio showed, when the Si306 is added, especially at higher concentrations, determines
a more linear cell survival as reasonably expected and demonstrates the molecule radiosensitivity role.
Moreover, the shape variations at the origin of survival curves are linked with the DMF values. Other
points are evident for the relationship between the LQ parameters and survival curve. Si306 affects
substantially the linear component (α), whereas the quadratic component (β) is slightly decreased
at higher concentrations. These results can be interpreted according to the LQ model, in which the
cell death is lead, in our case, to the greater accumulation of lethal lesions. The use of Si306, both
at concentrations of 10 and 20 µM, combined with PT contributes to sensitize GBM cells to protons
exposure with an increase in cell killing.

2.4. Gene Expression Profiles (GEP) Experiments

As a second aim of this work, here we have reported GEP data obtained applying a Two-Color
cDNA Microarray-Based Gene Expression Analysis (Agilent technologies) on U87 cells exposed to PT,
with or without 10 µM Si306 compound. Comparative differential gene-expression analysis revealed
that multiple deregulated genes (DEG) were significantly altered, by 2-fold or greater according to the
specific experimental configuration reported as follows.

In addition, as described by several authors and also by our group [35,36], we have studied GEP
lists, using PubMatrix, a tool for multiplex literature mining, in order to confirm our assumptions
and to test their involvement in selected queries, radiation related, to draw assumptions described in
the “Discussion” section. In this way, lists of terms, such as gene names, were assigned to a genetic,
biological, or clinical relevance in a flexible systematic fashion in order to confirm our hypothesis,
highlighting the involvement of known and lesser known genes able to drive cell radiation responses
(Table S1).

2.4.1. GEP Induced by Proton Irradiation in U87 Glioblastoma Cells

Firstly, we analyzed the gene expression changes uniquely induced by protons irradiation with 2
and 10 Gy of IR doses. It should be remembered that 2 Gy is the daily dose delivered in fractionated
RT treatments, so it is a dose of clinical interest, while 10 Gy represents a high dose of interest for
comparisons with high-dose GEP studies of our research group [36].

In particular, U87 cell line treated with 2 Gy changed the expression levels of 936 genes (215 down
regulated and 721 up regulated). On the other hand, 1018 DEGs were selected in U87 cells treated with
10 Gy and, among these, 251 were down regulated while 767 up regulated (Table 5).

Table 5. Number of genes significantly deregulated by 2-fold or greater in all the configuration
modalities assayed in this work.

Configuration Number of Genes Down Up

U87 2 Gy versus U87 n.t 936 215 721
U87 10 Gy versus U87 n.t 1018 767 251

U87 +Si306 + 2 Gy versus U87 2 Gy 1419 563 856
U87 + Si306 + 10 Gy versus U87 10 Gy 969 353 616

Deregulated transcripts obtained were grouped by using the DAVID tool [37,38] according to
pathway analysis and the top-five molecular pathways selected are reported in Table 6. The analysis
on DEGs induced by PT treatment with 2 Gy revealed the involvement of a set of factors controlling
cellular processes, such as Hippo signaling pathway, cAMP signaling pathway, antigen processing and
presentation, Wnt signaling pathway, and cell adhesion molecules (CAMs).
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Table 6. Top-five statistically relevant pathways activated in U87 cells exposed to proton therapy (PT).

Pathway Name Genes
Count % p Value Genes

2
G

y

1 Hippo signaling
pathway 19 0.016 0.000255

WNT5A, DVL3, WNT10A, NF2, FZD3, TCF7L2, LLGL1,
LATS2, TP73, DVL1, CTNNB1, PPP1CA, CCND3,

CSNK1E, CCND2, DLG4, PARD6G, WNT6, BMP8B

2 cAMP signaling
pathway 18 0.015 0.012333

FXYD2, HCN2, VAV3, MAP2K2, GRIN1, GRIN2A,
ATP1A4, VIPR2, ADORA1, AKT1, ATP2B2, PPP1CA,
GRIN2D, ABCC4, CALML6, HCN4, PIK3R3, HTR1D

3 Antigen processing and
presentation 9 0.007 0.026474 CIITA, KLRC2, HLA-A, NFYC, HLA-C, HSPA1A,

HLA-B, CTSB, HLA-E

4 Wnt signaling pathway 13 0.011 0.029905
WNT5A, WNT10A, DVL3, FZD3, TCF7L2, DVL1,

CTNNB1, SFRP1, CCND3, CSNK1E, CCND2, NFATC2,
WNT6

5 Cell adhesion molecules
(CAMs) 13 0.011 0.036193 PVR, LRRC4, ITGAL, CD276, HLA-A, HLA-C, HLA-B,

HLA-E, SDC4, NRCAM, SDC1, ITGB8, CLDN1

10
G

y

1 PI3K-Akt signaling
pathway 31 0.025 0.000968

CSH1, PHLPP1, FGF7, PGF, KITLG, RPS6KB2, BCL2L1,
GNG8, AKT1, COL6A5, COL6A3, TEK, COL6A2,

COL6A1, PRKAA2, INSR, GHR, AKT2, FN1, TNXB,
PKN2, HSP90B1, CDKN1A, EIF4E, CCND3, GNB2,

CCND2, ITGA5, VEGFA, MDM2, LAMC2

2 p53 signaling pathway 11 0.008 0.001175 PPM1D, CDKN1A, CCND3, CCND2, BBC3, BAX,
MDM2, FAS, GADD45B, SESN1, TP73

3 Proteoglycans in cancer 21 0.017 0.001320
ERBB2, RPS6KB2, IGF2, FLNC, FLNA, PXN, CTNNB1,
AKT1, WNT7B, SDC1, PPP1CA, CDKN1A, MAPK12,

ITGA5, VEGFA, MDM2, FAS, MSN, WNT6, FN1, AKT2

4 Hippo signaling
pathway 15 0.012 0.012836

NF2, TEAD1, TCF7L2, LATS2, TP73, DVL1, CTNNB1,
WNT7B, PPP1CA, CCND3, BBC3, CCND2, PARD6G,

WNT6, BMP8B

5 cAMP signaling
pathway 18 0.014 0.013410

FXYD2, HCN2, VAV3, GRIN1, HTR4, ATP1A4, VIPR2,
ADORA1, AKT1, ATP2B2, FOS, PPP1CA, SSTR1,

GRIN2D, HTR6, ABCC4, HCN4, AKT2

C
om

m
on

be
tw

ee
n

2
an

d
10

G
y 1 Hippo signaling

pathway 12 0.018 0.001636 PPP1CA, CCND3, NF2, CCND2, PARD6G, WNT6,
TCF7L2, BMP8B, LATS2, TP73, CTNNB1, DVL1

2 cAMP signaling
pathway 13 0.019 0.004726

HCN2, FXYD2, VAV3, GRIN1, ATP1A4, VIPR2,
ADORA1, AKT1, ATP2B2, PPP1CA, GRIN2D, ABCC4,

HCN4

3 Proteoglycans in cancer 12 0.018 0.013466 AKT1, PPP1CA, SDC1, MAPK12, ERBB2, IGF2, MSN,
FLNC, WNT6, FLNA, PXN, CTNNB1

4
Neuroactive

ligand-receptor
interaction

14 0.021 0.025160
CSH1, PRLHR, GRIN1, DRD4, ADORA1, VIPR2,

NTSR2, CRHR2, CHRM3, GALR3, GRIN2D, GALR2,
UTS2R, CHRNA1

5 Antigen processing and
presentation 6 0.009 0.044750 NFYC, HLA-C, HSPA1A, HLA-B, CTSB, HLA-E

On the other hand, U87 glioblastoma cells exposed to 10 Gy of proton irradiation activate
specific cell pathways as displayed in Table 6: PI3K-Akt signaling pathway, p53 signaling pathway,
proteoglycans in cancer, Hippo signaling pathway, and cAMP signaling pathway. Finally, the GEP
lists were analyzed by Venn diagrams in order to identify the overlapping deregulated genes (537
DEGs), between the two configurations of 2 and 10 Gy assayed (Figure 2A). Some genes were
specifically deregulated following the dose provided, showing a dose-dependent transcriptional
response. Moreover, cells respond to radiation treatment also in a common manner with activation of
common genes and pathways, as displayed in Table 6 and listed as follows: Hippo signaling pathway;
cAMP signaling pathway; proteoglycans in cancer; neuroactive ligand-receptor interaction; and antigen
processing and presentation. Except for the neuroactive ligand-receptor interaction pathway, formed
overall by molecules driving neuronal cell signaling, the involvement of these cellular processes in U87
cells proton exposed, has described above.
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Figure 2. Venn diagrams showing the number of unique and shared differentially expressed genes
after exposure to: (A) PT and (B) Si306 + PT combined treatments.

2.4.2. GEP Induced by Si306 and Proton Combined Treatments in U87 Glioblastoma Cells

In a second step, we have evaluated the effect on GEPs after a combined administration of 10 µM
Si306 compound and PT using the doses of 2 and 10 Gy, hereafter named as follows: U87 Si306 + 2 Gy
and U87 Si306 + 10 Gy, which were analyzed in comparison to the respective samples treated with PT
alone (U87 2 Gy and U87 10 Gy). We selected a large amount of deregulated genes, caused by the Si306
compound addition to PT treatment: 1419 DEGs (563 down and 856 up regulated) in U87 Si306 + 2
Gy, while 969 DEGs (353 down and 616 up regulated) changed their expression levels in U87 Si306 +

10 Gy (Table 5). Thus, also for these experimental configurations, up and down regulated transcripts
were grouped according to their involvement in specific biological pathways using DAVID tool [38].
The top-five statistically relevant molecular pathways of deregulated gene datasets are reported in
Table 7. In particular, the Si306 + 2 Gy combined treatments deregulated the expression levels of genes
controlling: Phagosome, antigen processing and presentation, cell adhesion molecules, inflammatory
disease, and calcium signaling pathway.

Some of the above described pathways were also deregulated in U87 cells exposed to Si306 +

10 Gy and following reported and listed in Table 7: Proteoglycans in cancer, leukocyte transendothelial
migration, phagosome, cell adhesion molecules, and autoimmune disease. Three out of the five
pathways selected in U87 Si306 + 10 Gy (proteoglycans in cancer, phagosome, and cell adhesion
molecules), were also deregulated in the other configurations analyzed, underling once again their
interesting role in U87 cells response to radiation and/or to the Si306 molecule.

Finally, the Venn diagram shown in Figure 2B displays 552 deregulated common genes between
the two configurations: U87 Si306 + 2 Gy and U87 Si306 + 10 Gy. The top-five statistically relevant
pathways selected by DAVID tool using the 552 common gene list, are displayed in Table 7, and
following listed: Autoimmune disease, antigen processing and presentation, proteoglycans in cancer,
apoptosis, and inflammatory bowel disease.
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Table 7. Top-five Statistically relevant pathways activated in U87 cells pretreated with Si306 and
exposed to PT.

Pathway Name Genes
Count % p Value Genes

2
G

y

1 Phagosome 23 0.013 0.00014

HLA-DQB1, NOS1, HLA-DRB1, MRC2, HLA-A,
HLA-C, HLA-B, ITGB3, SFTPA1, HLA-E, CLEC4M,

FCAR, CD209, COMP, TUBAL3, HLA-DPA1, SCARB1,
HLA-DPB1, HLA-DOA, TUBB1, ATP6V0D2, TUBB4A,

HLA-DRA

2 Antigen processing and
presentation 15 0.009 0.00017

CIITA, HLA-DQB1, HLA-DRB1, HLA-A, HLA-C,
HSPA1A, HLA-B, HLA-E, CD74, KIR3DL3, HSPA6,

HLA-DPA1, HLA-DPB1, HLA-DOA, HLA-DRA

3 Cell adhesion molecules
(CAMs) 21 0.012 0.00036

PVR, HLA-DQB1, HLA-DRB1, SELL, CLDN5, HLA-A,
NLGN1, CTLA4, HLA-C, HLA-B, HLA-E, CLDN15,

ALCAM, NCAM2, SDC1, CD2, MADCAM1,
HLA-DPA1, HLA-DPB1, HLA-DOA, HLA-DRA

4 Inflammatory bowel
disease (IBD) 13 0.007 0.00041

HLA-DQB1, HLA-DRB1, TBX21, RORC, STAT1,
STAT3, IL12RB2, IL17A, IL1B, HLA-DPA1, HLA-DPB1,

HLA-DOA, HLA-DRA

5 Calcium signaling
pathway 19 0.011 0.02473

ORAI2, PTGER1, NOS1, ERBB4, TNNC1, ERBB3,
ERBB2, STIM2, OXTR, EDNRA, ATP2B2, P2RX1,

CHRM3, LTB4R2, GRPR, CHRNA7, CALML6, PLCB2,
CACNA1B

10
G

y

1 Proteoglycans in cancer 22 0.019 0.000094

NANOG, ERBB4, ROCK2, HCLS1, ERBB2, FASLG,
IGF2, FZD3, HGF, DCN, ITGB3, MMP2, PXN, KDR,

CTNNB1, SMO, MAPK13, HPSE, PLCG2, HSPB2,
PRKACA, TWIST1

2
Leukocyte

transendothelial
migration

12 0.010 0.01064 ITGAL, ROCK2, MAPK13, PLCG2, CLDN5, CTNND1,
MYLPF, RAPGEF3, JAM2, MMP2, PXN, CTNNB1

3 Phagosome 14 0.012 0.01214
HLA-DQB1, HLA-DRB1, SFTPA1, ITGB3, COLEC11,

TUBA8, CD36, FCGR2B, PIKFYVE, TUBAL3,
HLA-DPA1, HLA-DPB1, TUBB1, TUBB4A

4 Cell adhesion molecules
(CAMs) 12 0.010 0.03671

HLA-DQB1, NRCAM, ITGAL, HLA-DRB1, CLDN5,
NLGN1, CTLA4, HLA-DPA1, HLA-DPB1, JAM2, SELE,

PDCD1LG2

5 Autoimmune disease 6 0.005 0.06648 HLA-DQB1, HLA-DRB1, CTLA4, FASLG, HLA-DPA1,
HLA-DPB1

C
om

m
on

be
tw

ee
n

2
an

d
10

G
y

1 Autoimmune disease 6 0.009 0.00768 HLA-DQB1, HLA-DRB1, CTLA4, FASLG, HLA-DPA1,
HLA-DPB1

2 Antigen processing and
presentation 6 0.009 0.03468 HLA-DQB1, HLA-DRB1, KIR3DL3, HLA-DPA1,

HLA-DPB1, CD74

3 Proteoglycans in cancer 10 0.015 0.04961 ERBB4, MAPK13, ERBB2, FASLG, FZD3, HGF, ITGB3,
MMP2, KDR, TWIST1

4 Apoptosis 5 0.007 0.06011 DFFB, CYCS, CASP8, FASLG, IL3RA

5 Inflammatory bowel
disease (IBD) 5 0.007 0.06604 HLA-DQB1, HLA-DRB1, TBX21, HLA-DPA1,

HLA-DPB1

3. Discussion

The first purpose of this study was to evaluate the radiosensitizing effects mediated by combination
of the new compound, the Si306 targeting SRC proteins, with PT on the U87 human glioblastoma cell
line. The IC50 evaluation showed that this cell line is sensitive to treatment with the Si306 compound.
Based on the IC50 values, we tested the radiosensitizing effect of Si306, used at concentrations of 10
and 20 µM, in combination with proton irradiation at increasing doses of 1,2, 3, 4, 10, and 21 Gy, in
order to generate dose/response curves for the dose configurations tested.

The radiosensitizing effect was evaluated by calculating the DMF, obtained at the SF of 50%,
in order to highlight the combined treatment capacity of enhancing tumor cells killing in respect of
irradiation only [39]. Our data show that pretreatment with Si306 at both concentrations leads to a
synergic cytotoxic effect with PT on the U87 cell line, further suggesting this compound as a new
possible candidate to treat GBM in combination with PT. Indeed, the possibility to use drug/IR combined
treatments, permits to increase the tumor control probability (TCP) even for radioresistant tumors, such
as GBM. In addition, we also analyzed the U87 cell radiosensitivity by applying the radiobiological
LQ model calculating the α, β parameters, and αβ ratio, which predict the radiosensitivity of normal
and tumor cells [32]. The LQ model is considered to be the best-fitting model to describe cell survival
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and, therefore, is of great interest in radiation oncology to highlight the link existing between the
α
β ratio and the following RT-induced tissue reactions [34,40,41]. The αβ ratio obtained on U87 cell
line is in line with the αβ ratio calculated for a population of glioma cells reported by Barazzuol et al.,
who used a mathematical model to extract radiobiological information from clinical GBM patients
data [42]. In addition, our results showed a higher αβ ratio by using combined treatments of Si306
and protons. Therefore, we speculate that the clinical effect of using combined treatments of PT/Si306
administration, with an optimized Si306 pharmacological quantity for the patients, could be translated
into the possibility of modifying the PT schedule treatment. Thus, all of this gains an efficacy in TCP,
by using a more tolerable fractionated PT treatment plan and a reduced total dose delivered to the
tumor [43,44].

As a second aim of this work, we carried out a transcriptomic study in order to define gene
signatures as biomarkers of treatment response. GEP by whole genome cDNA microarray was firstly
performed to analyze the gene expression changes uniquely induced by proton irradiation with 2
and 10 Gy of IR doses, which represent two clinical doses of interest and also for comparison with
high-dose GEP studies of our research group [23,24,36,45].

In particular, the treatment of U87 with 2 Gy revealed that a large number of genes were
deregulated and involved in the regulation of specific cellular processes (Table 6). One of the activated
pathways was the Hippo signaling pathway, an emerging growth control and tumor suppressor
pathway that regulates cell proliferation and stem cell functions; the hyperactivation of its downstream
effectors (such as TAZ protein, up regulated in U87 2 Gy with a fold change of 1,89) contributes to the
development of cancer including GBM, suggesting that pharmacological inhibition of these factors
may be an effective anticancer strategy [46,47]. In turn, in GBM cells Yang et al. recently reported
that the Hippo transducer TAZ promotes cell proliferation and tumor formation through the EGFR
pathway [48]. In addition, Hippo and Wnt signaling, up regulated in U87 2 Gy cells, reciprocally
regulate each other’s activity through a variety of mechanisms that needs to be better clarified in
GBM cells [49]. As known, Wnt/β-catenin signaling plays important roles in maintaining the stemness
of cancer stem cells in various cancer types and in promoting cellular invasiveness. Multimodality
in vivo and in vitro studies revealed a key role of Wnt activation in GBM radiation resistance. In turn,
literature data report a pivotal role of the Wnt/β-catenin signaling pathway in IR-induced invasion
of U87 GBM cells, indicating that β-catenin is a potential therapeutic target for overcoming evasive
radioresistance [50,51].

In U87 2 Gy the involvement of cAMP signaling pathway was also observed. Existing evidence
suggests that intracellular cAMP level and signaling may affect the survival of cancer cells, including
resistant cancer cells to standard chemotherapeutic drugs. Suppression of the cAMP pathway is a
common feature across different cancers including GBM. [52,53]. In addition, IR is known to be able to
activate the transcription of genes, through the presence of cAMP responsive elements (CREs) in their
promoters, in order to guide cell response and survival after radiation exposure [54].

Moreover, the activation of antigen processing and presentation pathway after proton exposure
with dose of 2 Gy in GBM cells is sustained by an up regulation of genes belonging to the human
leukocyte antigen (HLA) class family (probably activated by β-catenin), factors involved in antigen
presentation. As reported by Ghosh et al., HLA genes increasing level, often caused by a hypoxic
tumor microenvironment, is associated with evasion of immune responses in cancer cells [55]. Finally,
an overall activation of several cell adhesion molecules was highlighted in U87 2 Gy cells, involved in
the activation of inflammation process and in the regulation of cancer invasiveness.

On the other hand, U87 cells exposed to 10 Gy of proton irradiation activate specific cell pathways,
including the phosphatidylinositol-3-kinase (PI3K)-protein kinase B (Akt) signaling pathway (Table 6).
As known, the PI3K/AKT pathway is commonly activated in cancer initiation and progression,
including GBM, as it regulates different processes, such as proliferation, apoptosis, and migration [56],
therefore representing a key target for cancer therapeutics. Moreover, the activation of TP53 pathway
was observed in U87 10 Gy and driven by TP53 gene that was significantly altered by 1.77-fold. As
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described, TP53, exerts a crucial role following IR-induced DNA damage because it is able to cause cell
cycle arrest, DNA repair, and apoptosis processes. Moreover, the influence of TP53 status on DNA
damage repair after cell irradiation has been studied in several malignancies and also reported by
our group in breast cancer cells after a high dose of electron irradiation [45,57]. Finally, in U87 10
Gy, an activation of proteoglycan signaling was observed. Proteoglycans are known to have many
roles in tumor progression and are the main extracellular matrix (ECM) components of normal brain
tissue, playing an important role in brain development; an overproduction of different molecules of
this family were found in GBM cells [58,59].

Interestingly, in U87 10 Gy Hippo and cAMP signaling pathways were activated, as above
described in U87 2 Gy configuration, underling once again the important role of these processes in
GBM cells after proton exposure.

In a second step, we evaluated the GEPs induced by Si306 molecule in U87 cells irradiated with 2
and 10 Gy of proton doses and we selected a large number of deregulated genes, grouped according to
their involvement in specific biological pathways (Table 7). In particular, in U87 Si306 + 2 Gy combined
treatments a deregulated expression level of genes controlling phagosome was observed.

In GBM an intensive autophagic activity regulated by several signaling pathways was
described [60]. As recently reported by Yasui et al., an altered autophagic flux was described
in GBM cell lines exposed to 10 Gy of γ-rays. Our data also confirms this trend after proton exposure.
These altered fluxes represent a useful biomarker of metabolic stress induced by IR and provide a
metabolic context for radiation sensitization [61]. Here the Si306 radiosensitization effect seems to act
by stressing this molecular mechanism. In addition, in U87 Si306 + 2 Gy configuration the involvement
of antigen processing and presentation and cell adhesion molecules pathways were observed, similarly
to that shown in U87 cells proton treated with only 2 Gy. Therefore, the Si306 treatment seems to cause
an overall down regulation of HLA molecules (up regulated in U87 2 Gy), suggesting the activation of
immune surveillance escaping mechanism induced by Si306 [55,62].

The latest two pathways deregulated in U87 Si306 + 2 Gy were linked to inflammation and
calcium signaling. As known, the inflammation process is often activated in cell exposed to radiation,
affecting cell fate by the activation of key transcription factors (TFs), such as NF-KB and STATs (i.e.,
STAT1 and STAT3) [63]. Interestingly, the combined Si306 + 2 Gy treatment induced a down regulation
of STAT1 and STAT3 proteins. Thus, we speculate that this inhibition could promote radiation
sensitivity decreasing angiogenesis and cell survival as hypothesized in other malignancies by several
authors [64,65]. Indeed, a number of studies confirm that selective inhibitors of these proinflammatory
pathways driven by STAT TFs, could be combined to conventional radiation or chemotherapy to
increase their effectiveness [66,67].

On the other hand, the combined treatment with Si306 and 2 Gy PT seem to affect survival/death
balance by modulating the intracellular calcium levels, a mechanism known to be involved in regulating
IR-induced cell cycle arrest, apoptosis, and chromatin structure modifications [45,68,69].

Some of these pathways were also deregulated in U87 cells exposed to Si306 + 10 Gy, such as:
Proteoglycans in cancer, leukocyte transendothelial migration, phagosome, cell adhesion molecules,
and autoimmune disease. Three of the five pathways (proteoglycans in cancer, phagosome, and cell
adhesion molecules), were also deregulated in the other configurations analyzed, suggesting once
again their important role in U87 cells in response to radiation and/or to Si306 molecule. The other two
selected pathways in U87 Si306 + 10 Gy (i.e., leukocyte transendothelial migration and autoimmune
disease), highlight the involvement of a complex immunological response induced by IR, as known
from the literature, and by the Si306 compound addition, as observed in this study.

Finally, we reported the number of overlapping deregulated genes between the two configurations
of the combined treatments, such as U87 Si306 + 2 Gy and U87 Si306 + 10 Gy (Figure 2B). The top-five
statistically relevant pathways selected and displayed in Table 7, were previously described.

Summarizing, our GEP results show that combined treatments on U87 cells can activate multiple
signal transduction pathways described, to our knowledge, for the first time, to be new targets of
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Si306. Finally, considering that the main target of Si306 is the tyrosine kinase SRC, we analyzed the
known cellular target downstream to this transducer, in order to better clarify its role as molecular
radiosensitizing. Thus, we observed that the combined treatment Si306 + protons (with 2 and 10 Gy)
in U87 cells, is able to inhibit several signal transduction pathways, normally regulated by SRC as
shown in Figure 3.

Figure 3. The figure displays the main targets of Si306 compound observed. The arrows define an
activation and the T bars the inhibition. Red arrows define gene upregulation and green arrows
gene downregulation.

In particular, the STAT1, STAT3, c-MYC, and Cyclin D1 genes, which are able to control the cell
cycle, were downregulated in our analysis. Cell survival was negatively regulated by the downstream
PI3K, AKT, and mTOR downregulation and by the BAD upregulation. In addition, Si306 is able to
cause a partial inhibition of cell proliferation, downregulating RAS and RAF gene expression. However,
the MAPK and FOS genes were not targets of Si306, so these factors (up regulated in our data), were
probably activated by other cellular pathways. Finally, Si306 is also able to negatively regulate cell
motility, through the downregulation of the paxilin gene.

These data confirm the SRC role as a main target of Si306 compound and highlight the
transcriptional events occurring downstream of SRC inhibition by the combined treatments. The SRC
blockage observed after Si306 and PT combined treatments seems to increase the single treatments
effectiveness, thus promoting a radiosensitizing effect.

Today, very little data is available regarding the combination of molecularly targeted drugs and
PT. Indeed, many studies debate about chemotherapeutic agents combined with high-linear energy
transfer (LET) particle beams or protons for GBM treatment, overlooking the clinical perspective of
target therapy [70,71].

The results obtained from this work have highlighted the radiosensitizing capacity of the Si306
targeted compound on U87 GBM cell line, acting in tandem with PT. Taking into account previously
in vivo pharmacokinetic data, demonstrating that Si306 was able to reach the brain, overcoming the
hurdle represented by the blood–brain barrier [31], this compound can be considered a new candidate
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for combined treatments of GBM. In addition, our GEP results confirm the important role of SRC as
the main Si306 target and highlight new genes and pathways modulated by the combined action of
Si306 and PT, which can be further explored as new radiosensitizing therapeutic targets in GBM.

4. Materials and Methods

4.1. Proton Irradiation Configuration and Cell Irradiation

The proton beam irradiation was performed at the CATANA (Centro di Adroterapia ed
Applicazioni Nucleari Avanzate) facility of INFN-LNS (Catania, Italy) [72], using 62 MeV of proton
beams accelerated by a cyclotron superconducting. The beamline is composed of several passive
elements optimized for the clinical application: Scattering foils to spread the beam laterally, collimators
to define beam profile in accordance to the tumor shape, and monitoring chambers to measure the dose
delivered [73]. In order to irradiate the entire 25 cm2 (T25) standard tissue culture flasks, a motorized
system for biological samples irradiation was used. Radiochromic film detectors were adopted to check
the delivered dose and the lateral dose distribution during each irradiation. The dosimetric system was
calibrated under reference conditions according to the International Atomic Energy Agency Technical
Reports Series No. 398 “Absorbed Dose Determination in External Beam Radiotherapy” [74].

For combined treatments with Si306, U87 irradiations were carried out using six dose values of 1,
2, 3, 4, 10, and 21 Gy. Cell irradiations were conducted placing the cell at the middle spread-out Bragg
peak, to simulate a clinical condition, with a dose rate of 15 Gy/min.

4.2. Cell Culture and IC50 Determination

In vitro experiments were carried out using the U87 MG human glioblastoma cell line. Cells were
purchased from European Collection of Authenticated Cell Cultures (ECACC, Public Health England,
Porton Down Salisbury, UK) and cultured as previously described [31]. Cells were maintained in an
exponentially growing culture condition in an incubator at 37 ◦C in a humidified atmosphere (95% air
and 5% CO2) and were routinely sub-cultured in T25 standard tissue culture flasks.

To calculate IC50 (drug concentration that determined the 50% of growth inhibition), 2.5 × 104

U87 cells were plated in 12-well plates and incubated with Si306 dissolved in DMSO at increasing
concentrations (0.1, 1.0, 10, and 100 µM) for 24, 48, and 72 h under normal cell culture conditions.
Cell numbers and viability were evaluated using Z2 Coulter Counter (Beckman Coulter, Indianapolis,
United States). IC50 was calculated by GraphPad Prism 6.0 software (GraphPad Software, San Diego,
CA, USA) using the best fitting sigmoid curve.

4.3. Clonogenic Survival Assay

Forty-eight hours before irradiations U87 cells were seeded in T25 flasks and the day after were
incubated with the concentrations of 10 and 20 µM of Si306, chosen on the base of IC50 results, for
24 h prior to radiation treatment. Cells were irradiated at subconfluence. Combined effects of Si306
and protons were evaluated by clonogenic survival assay, performed as previously described [45,57].
Briefly, after irradiation, U87 cells were detached, counted by hemocytometer and seeded into a
six-well plate in triplicate at a density of 50–2000 cells per well, by plating an increasing cell quantity
according to the dose delivered raising, in order to assay the SF. Colonies were allowed to grow under
normal cell culture conditions for two weeks and then were fixed with 50% methanol and stained 0.5%
crystal violet (both from Sigma-Aldrich, St. Louis, MO, USA). Colonies with more than 50 cells were
counted manually under Olympus CK30 phase-contrast microscope (Olympus, Tokyo, Japan) and
also automatically with a computer-assisted methodology [75]. The calculation of SFs in U87 cells
irradiated with protons and pre-treated with Si306 were determined taking into consideration the
plating efficiency (PE) for all treatment modalities based on three independent experiments.

306



Int. J. Mol. Sci. 2019, 20, 4745

4.4. The Linear-Quadratic Model

The linear-quadratic model, introduced by Kellerer and Rossi in the 1970s [32], is the most widely
used model in RT, in which a lethal event is supposed to be caused by one hit due to one particle track
(the linear component αD) or two particle tracks (the quadratic component βD2).

The clonogenic survival data were analyzed by means of non-linear regression, which utilizes a
multi-parameter equation for curves, whose form is: S(D)/S(0)=e (-αD-βDˆ2), so we get α[Gy-1] e β[Gy-2]
with their own standard deviation.

4.5. Dose Modifying Factor Calculation

The parameter dose modifying factor was calculated in order to evaluate synergistic effect of
protons combined with Si306 compound. This value, as the best measure of treatment effectiveness,
was calculated at the SF of 50% and represents the relative dose of irradiation required to obtain the
isoeffect of SF = 0.5 with radiation treatment alone in respect of combined treatments with a defined
concentration of Si306 [39].

The SF data versus dose were plotted with the reported quadratic equation: y = a + bx + cx2

where y is ln(SF) and x is the dose, considering the positive solution. The experimental samples
(pretreated with 10 or 20 µM of Si306 and proton irradiated) were normalized to coefficient a of the
previous equation in order to start the survival curves from the same origin. The results were achieved
with the software OriginPro 8.

The SF values take into account two errors: The first was derived from the equation y = a+ bx+ cx2

and was calculated using error propagation; the second was derived from ratio normalization, but
negligible compared to first one.

4.6. Whole Genome cDNA Microarray Expression Analysis

To study molecular pathways and cell networks activated at transcriptional level in U87 cells
exposed to PT, with or without Si306 compound, we performed gene expression experiments by cDNA
microarray. In particular, in this work we analyzed GEP of the following configurations: (i) U87 2 Gy
versus U87 untreated cells; (ii) U87 10 Gy versus U87 untreated cells; (iii) U87 2 Gy + 10 µM Si306
versus U87 2 Gy; and iv) U87 10 Gy + 10 µM Si306 versus U87 10 Gy.

RNA extraction and analyses were performed as previously described [45,57]. Microarray
experiments conducted by using the protocol Two-Color Microarray-Based Gene Expression Analysis
(Agilent Technologies, Santa Clara, CA, USA), statistical analyzes carried out with GeneSpring GX
10.0.2 software (Agilent Technologies), and pathway analysis conducted by using DAVID database,
were performed as previously described [76].

The data showed in this work were deposited in the Gene Expression Omnibus (GEO) database
(NCBI) [38] and are available by using the GEO Series accession number: GSE127989.

5. Conclusions

The data here described, supported by DMF calculation and LQ model analyses, indicate that a
new compound, the Si306 targeting SRC protein, exerts a radiosensitizing action on the U87 MG cell
line causing a synergic cytotoxic effect when combined with PT. This compound can be considered
a new possible candidate to treat GBM in combination with PT. In addition, we provide for the first
time a description of GEPs induced by Si306 and PT combined treatments, highlighting the modulated
cellular networks and confirming the important role of SRC as the main target of the compound.
Taking together our encouraging data suggest the use of Si306 compound in targeted therapies in
tandem with PT, to obtain a more successful treatment modality in GBM disease.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/19/
4745/s1.
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Abstract: FLASH radiotherapy is the delivery of ultra-high dose rate radiation several orders of
magnitude higher than what is currently used in conventional clinical radiotherapy, and has the
potential to revolutionize the future of cancer treatment. FLASH radiotherapy induces a phenomenon
known as the FLASH effect, whereby the ultra-high dose rate radiation reduces the normal tissue
toxicities commonly associated with conventional radiotherapy, while still maintaining local tumor
control. The underlying mechanism(s) responsible for the FLASH effect are yet to be fully elucidated,
but a prominent role for oxygen tension and reactive oxygen species production is the most current
valid hypothesis. The FLASH effect has been confirmed in many studies in recent years, both in vitro
and in vivo, with even the first patient with T-cell cutaneous lymphoma being treated using FLASH
radiotherapy. However, most of the studies into FLASH radiotherapy have used electron beams
that have low tissue penetration, which presents a limitation for translation into clinical practice.
A promising alternate FLASH delivery method is via proton beam therapy, as the dose can be
deposited deeper within the tissue. However, studies into FLASH protons are currently sparse.
This review will summarize FLASH radiotherapy research conducted to date and the current theories
explaining the FLASH effect, with an emphasis on the future potential for FLASH proton beam therapy.

Keywords: FLASH; ionizing radiation; proton beam therapy; radiotherapy; radiobiology

1. Introduction

Radiotherapy using X-rays (photons) is a main treatment strategy employed to combat human
tumors, with ~50% of all cancer patients receiving radiotherapy. However, the major drawback
of radiotherapy treatment is that in order to deliver a lethal dose to cancerous cells, short- and
long-term adverse side-effects are evident due to the irradiation of the surrounding normal healthy
tissues that can severely impact the health and quality of life of the cancer patient [1–3]. This occurs
because radiotherapy uses an external radiation beam where the dose decreases exponentially but
which can deposit energy within a certain depth of the patient tissue [4]. Therefore, in the cases of
deep-seated tumors, the healthy normal tissue in front of the tumor receives a large dose of ionizing
radiation relative to the tumor. Furthermore, it is possible that healthy normal tissue located behind
the tumor can receive an exit dose of radiation if the beam passes through the tumor. This can
present significant challenges to sensitive tissues and organs at risk, such as the brain and spinal cord.
Advancements in modern radiotherapy deliverance and imaging techniques such as image-guided
radiotherapy, intensity-modulated radiotherapy, and volumetric modulated arc therapy, along with
targeted combinatorial drug therapies and immunotherapy, have increased the therapeutic index of
radiotherapy [5–10]. Furthermore, the increased use of proton beam therapy (PBT) which displays a
lower entrance dose compared to conventional radiotherapy and where the majority of the radiation
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dose can be specifically targeted at the tumor, can also limit the unnecessary irradiation of surrounding
normal tissues leading to reduced adverse side-effects [11]. Despite this, many tumors remain
intrinsically radioresistant and therefore further discovery and research into novel treatment strategies
is critical to maximize the tumor-killing effect of radiotherapy, while simultaneously minimizing the
toxic impact to surrounding normal tissues.

Excitingly, a recent series of research studies examining “FLASH” irradiation, a term first coined
in 2014 by Favaudon et al. and the Vozenin group in Lausanne, has demonstrated that it possesses a
normal tissue sparing capability while maintaining tumor cytotoxicity when compared to conventional
radiotherapy in several in vivo models [12–15]. FLASH irradiation is the deliverance of dose at
ultra-high dose rates (>40 Gy/s) that are several orders of magnitude higher than conventional dose
rates (~5 Gy/min) that are used clinically. The normal tissue sparing phenotype is consequently
a phenomenon called the “FLASH effect”. Despite the spike in FLASH interest in recent years,
the advantages of using ultra-high dose rate radiotherapy and the FLASH effect was originally reported
as far back as 1960–1970, although further investigations were largely halted due to logistical difficulties
translating the findings into clinical practice [16,17]. However, with the improvements in modern-day
technology and a greater understanding of radiobiology, FLASH is demonstrating potential as a key
tool in the future of clinical radiotherapy. Before this can happen though, it is critical that the underlying
biological mechanisms and optimal beam delivery parameters are realized, as these currently remain
largely uncovered.

2. The FLASH Effect

2.1. Normal Tissue Sparing

The FLASH effect is defined as the decrease in radiation-induced normal tissue toxicities with
dose delivery at ultra-high dose rates (FLASH), compared to conventional dose rates used clinically.
The FLASH effect has now been observed in several in vitro cellular models, and multiple in vivo animal
models (summarized in Table 1). The earliest report of the FLASH effect was described in 1966 where it
was discovered that mice irradiated at ultra-high dose rates had a greater survival than those irradiated
at conventional dose rates [17]. A renewed interest in FLASH peaked more recently in 2014 in which
C57BL/6J mice were comparatively treated with 17 Gy of either FLASH dose rates (60 Gy/s, 4.5 MeV
electrons) or conventional dose rates (0.03 Gy/s, γ-rays or 4.5 MeV electrons) and the presence of lung
fibrogenesis was investigated [12]. Here, mice were observed for up to 36 weeks following bilateral
thorax irradiation and for the conventional dose-rate-treated mice, pulmonary fibrosis developed as
early as 8 weeks and progressively worsened up to 36 weeks. By contrast, mice treated with 17 Gy
FLASH dose rates were relatively free of pulmonary fibrosis, and doses of 30 Gy FLASH irradiation
were required to induce significant fibrosis which was seen with 17 Gy at conventional dose rates [12].
In addition to the lungs, the FLASH effect has also been investigated and confirmed in several other
organs using mouse models, including brain, skin and gut [13,18–21].

Recent data investigating the neurocognitive development of juvenile (3-week old) mice showed
a radioprotective FLASH effect following 8 Gy whole brain irradiation with ultra-high FLASH dose
rates (4.4 × 106 Gy/s, 6 MeV electrons) when compared to conventional dose rates (0.077 Gy/s, 6 MeV
electrons) [22]. Mice were subjected to several neurocognitive tests following irradiation and in
all cases the performance of the FLASH-irradiated animals was indistinguishable from the control
group, whereas conventional irradiation caused a significant detriment. It was suggested that the
neurocognitive benefits of FLASH irradiation was due to a preservation of the neurogenic niche
and neurogenesis in the FLASH treated mice, with conventional dose-rate-irradiated mice showing
considerably lower levels of immature and mature neurons four months post-irradiation. Furthermore,
the long-term benefits of FLASH on pituitary function was also investigated and it was found that 8 Gy
conventional dose-rate-irradiated mice had a two-fold reduction in levels of plasma growth hormone
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levels one-week post-treatment compared to the non-irradiated controls, whereas no significant
decrease was observed in the FLASH-irradiated animals [22].

Table 1. Evidence of normal tissue sparing from FLASH irradiation.

Model (Site of
Irradiation) Assay/Endpoint Dose

(Gy)
Dose Rate

(Gy/s)
Radiation

Source Reference

Mice (WBI) 1 Memory tests, neurogenesis 10 >100 Electron [13]

Mice (WBI) 1 Neurocognitive tests, mature/immature
neurons, growth hormone levels 8 4.4 × 106 Electron [22]

Mice (WBI) 1 Neurocognitive tests, dendritic spine
density, microglial activation, inflammation 30 200/300 Electron [20]

Mice (WBI) 1 Neurocognitive tests, neuroinflammation,
neuronal morphology 10 >100 Electron [23]

Mice (WBI) 1 Neurocognitive tests, hippocampal cell
division, astrogliosis 10 37 X-ray [21]

Mice (thorax) Survival, dermatitis, breathing function,
lung pathology 15/17.5/20 40 Proton [24]

Mice (thorax) Lung fibrosis, skin dermatitis, survival 15/17.5/20 40 Proton [25]

Mice (thorax) Lung fibrosis, TGF-β signaling, apoptosis 17 40–60 Electron [12]

Mice (thorax)
Cellular proliferation, pro-inflammatory

gene expression, DNA damage
(53BP1/γH2AX foci), senescence

17 40–60 Electron [26]

Mice
(abdomen) Survival 10–22 70–210 Electron [19]

Mice
(abdomen)

Survival, stool production, crypt cell
regeneration, apoptosis, DNA damage 12–16 216 Electron [18]

Mice
(abdomen) Intestinal crypt cell proliferation 15 Gy 78 Proton [27]

Mice (local
intestinal) Fibrosis 18 Gy 78 Proton [27]

Mini-pig (skin) Skin toxicity/injury 22–34 300 Electron [14]

Zebrafish
Embryo Morphology 8 >100 Electron [23]

1 WBI refers to whole brain irradiation.

Aside from mice, the FLASH effect has also been confirmed in mini-pigs and cats, higher
animal models that are more similar to humans [14]. Pig skin irradiated at the same time with
either FLASH (300 Gy/s) or conventional dose-rate (0.083 Gy/s) radiation were used to comparatively
investigate the difference in cutaneous lesions formed. The experiment was performed by irradiating
multiple 26 mm diameter circular patches on the skin of a single mini-pig with single doses ranging
from 22–34 Gy. Over the course of 48 weeks, the clinical pathologies following skin irradiation
including, depilation/destruction of hair follicles, fibronecrosis, epithelial ulceration, and inflammation,
were observed with the conventional dose-rate treatments. However, the results observed following
FLASH remained comparable to that of non-irradiated skin, showing only minor depilation and
pigmentation and therefore starkly different to conventional dose rates. Furthermore, it was suggested
that the dose modifying factor was >1.36 for FLASH compared to conventional dose rates using the
absence of late stage necrosis at 9 months as an endpoint, whereby similar results were obtained for
34 Gy FLASH and 25 Gy at conventional dose rates [28].

2.2. Tumor Control

An important attribute of FLASH that has been reported in only a limited number of studies, is
the ability to generate a similar anti-tumor response as the equivalent conventional dose-rate radiation
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(summarized in Table 2). This potentially means that larger doses could be administered to radioresistant
tumors using FLASH radiotherapy due to the increased therapeutic index. For example, in breast
(HBCx-12A) and head and neck cancer (Hep-2) xenograft models, FLASH was found to be as efficient
at controlling tumor growth as conventional radiotherapy [12]. In parallel, an orthotopic lung tumor
model using luciferase-positive TC-1 cells injected into C57BL/6J mice, revealed no observed difference
in anti-tumor efficiency when mice were exposed to either FLASH or conventional radiotherapy. In a
subsequent dose-escalation experiment, it was observed that at 8–9 weeks post-irradiation, only 20%
of 15 Gy conventional dose-rate radiotherapy treated mice were tumor free, whereas 70% of the 28 Gy
FLASH treated mice were free of tumors. Furthermore, the conventional radiotherapy treated mice
displayed inflammatory and fibrotic remodeling, whereas the FLASH treated mice did not [12].

Table 2. Evidence of tumor control from FLASH irradiation.

Model Assay/Endpoint Dose
(Gy)

Dose Rate
(Gy/s)

Radiation
Source Reference

Mice, HBCx-12A, and Hep-2 human xenografts
(local) Tumor growth 17–25 60 Electron [12]

Mice, orthotopic engrafted lung carcinoma
luciferase+ TC-1 cells

(thorax)
Tumor growth 15–28 60 Electron [12]

Mice, ID8 syngeneic ovarian cancer
(thorax)

Tumor
number/weight 14 216 Electron [18]

Mice, orthotopic engrafted Lewis lung carcinoma
(thorax) Tumor size 18 40 Proton [29]

Mice, pancreatic MH641905 flank tumor Tumor growth 12/15 78 Proton [27]

Cat, nasal planum SCC
(local) Tumor growth 25–41 130–390 Electron [14]

Human, CD30+ T-cell cutaneous lymphoma Tumor response 15 167 Electron [15]

In the same study described above investigating mini-pig skin, the impact of FLASH electrons
on six cats with advanced squamous cell carcinoma of the nasal planum were examined, although
conventional dose rates were not comparatively used [14]. Each of the six cats were given a single
individual dose ranging from 25–41 Gy, and it was reported that the cats responded very well, with only
mild dermatitis/mucositis observed and no late stage toxicities. In terms of the tumor, 5 of the 6 cats
achieved complete remission by 16 months, with one cat experiencing a local recurrence at 21 months.
Although the images presented within this study are striking, and the overall results are promising, it is
limited by the lack of a control using conventional dose-rate radiotherapy, so comparisons analyzing
the anti-tumor control of FLASH versus conventional dose rates was not reported.

Interestingly, the first patient to be treated with FLASH radiotherapy has been performed at the
Lausanne University Hospital [15]. The patient was a 75-year old male that presented with CD30+

T-cell cutaneous lymphoma that he was diagnosed with in 1999, and over the course of a ten-year period
(2008–2018), the patient had received localized radiotherapy that generally controlled the lymphoma
but he experienced severed acute toxicity to the surrounding skin. For the FLASH treatment, the 3.5 cm
tumor was treated with a 15 Gy total dose delivered over 10 × 1 µs pulses (≥106 Gy/s, 1.5 Gy per pulse)
with a total treatment time of 90 ms. Initial tumor shrinkage began after 10 days, and a complete
tumor response was achieved at 36 days that was preserved for 5 months. In terms of toxicity to
the surrounding skin, redness, mild epithelitis and edema (grade 1) was observed at 10–12 days
post-irradiation with a maximal reaction at 3 weeks, which was deemed mild and healed much quicker
compared to the patients previous localized radiotherapy treatments. Although this report shows
promising data demonstrating the feasibility of FLASH radiotherapy in the clinic, as well as the
observed FLASH effect and positive patient outcome, FLASH is not yet ready to be fully translated for
cancer patient treatment. Larger patient trials comparing conventional dose-rate radiotherapy with
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FLASH still need to be performed, along with investigations into the appropriate radiation sources
and equipment that can treat tumors other than superficial skin tumors.

3. Mechanisms Contributing to the FLASH Effect

3.1. Oxygen Depletion

The exact biochemical mechanisms that result in the FLASH effect are yet to be fully elucidated,
although the current theory gaining the most ground implicates oxygen as a critical molecule in the
biological response to FLASH irradiation [30]. Generally in response to ionizing radiation, indirect
DNA damage occurs through the radiolysis of water and subsequent generation of reactive oxygen
species (ROS), such as hydroxyl radicals, that attack the DNA [31]. It is estimated that for low linear
energy transfer (LET) radiation, such as photons and electrons, 60–70% of the DNA damage induced is
through generation of ROS whereas 30–40% is via direct interaction of the radiation with DNA [32,33].
The oxygen fixation hypothesis suggests that if this indirect DNA damage is a result of reaction with
a free radical (e.g., hydroxyl radical), the damage is fixed due to the presence of molecular oxygen
through the formation of a more damaging peroxyl radical [34]. Indeed, this is a major contributor as
to why hypoxic tumors are more radioresistant than well-oxygenated tumors that display an oxygen
enhancement ratio of ~2–3 [35,36]. In terms of FLASH, the oxygen depletion hypothesis suggests that
the ultra-high dose rate modulates the immediate radiochemical events that occur in the irradiated
tissue [37]. In this short exposure time frame, local oxygen is depleted faster than reoxygenation can
occur, leading to a transient state of radiation-induced hypoxia, and therefore radioresistance and
protection of the normal tissues to the FLASH irradiation [38].

The relationship between increasing dose rates and the oxygen depletion hypothesis was realized
in early bacterial studies, whereby irradiation at ultra-high doses produced a survival curve indicative
of those irradiated in an anaerobic (hypoxic) environment [39–42]. A subsequent study also suggested
oxygen depletion as the reason why there was resistance in the tails of mice irradiated at high dose
rates to epithelial necrosis [43]. However, in vitro evidence using mammalian cell lines to observe the
FLASH effect have been lacking, with mixed reports as to whether this phenomenon was observed or
not [16,44–48]. This can be explained, in part, due to FLASH studies using cells cultured in atmospheric
oxygen concentrations (~20%), whereas the normal tissue sparring observed in vivo is generally at
physiological oxygen tensions from 3–7%. This means that the FLASH doses used in these in vitro
studies were not sufficient enough to significantly reduce the oxygen tension [28,49,50]. In support
of this, a recent study using prostate cancer cells irradiated at 600 Gy/s (10 MeV electrons) showed
significant survival versus conventional dose-rate irradiation (14 Gy/min) at oxygen concentrations of
1.6%, 2.7% and 4.4%, but no significant difference was seen at higher oxygen concentrations of 8.3%
and 20% [45]. The oxygen depletion hypothesis does raise an important issue whether FLASH can
be translated clinically. This is because for tumors that contain a heterogonous population of cells
at different oxygen concentrations, the FLASH effect may be therapeutically detrimental by actually
increasing tumor radioresistance. Therefore, the role of oxygen tension and the impact on FLASH
radiotherapy must be explored in more detail experimentally.

3.2. ROS

Other oxygen-related products, including ROS and free radicals, have been theorized to have
an altered biochemistry between normal tissue and tumors, thus contributing to the FLASH effect.
In an experiment conducted using zebrafish embryos following conventional dose rate (0.1 Gy/s)
or FLASH (1 pulse of 1.8 × 10−6 s) electron irradiation, it was concluded that FLASH led to less of
an effect on zebrafish morphology 5 days post-fertilization due to a lower production in ROS [23].
However, if the zebrafish were incubated with the ROS scavengers, amifostine, or N-acetyl-cysteine
1 h prior to irradiation with conventional or FLASH radiotherapy, body length measurements 5 days
post-fertilization revealed no significant difference between the FLASH or conventional radiotherapy
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treated zebrafish. Overall, this study demonstrated that FLASH offers radioresistance in normal
tissue due to reduced ROS levels. Differences in redox chemistry and free radical production have
recently been used to explain the contrasting biological effects between normal and cancer tissue
following FLASH [33]. It has been hypothesized that due to normal cells having lower pro-oxidant
burdens during normal redox metabolism and an increased ability to sequester labile iron compared to
cancerous cells, normal cells can more effectively reduce the levels of free radicals and hydroperoxides
generated from peroxidation chain reaction and Fenton type chain reactions following FLASH, therefore
increasing the oxidative burden in cancer cells [33].

3.3. Immune Response

The inflammatory and immune responses have also been suggested as underlying mechanisms
that contribute to the FLASH effect. Transforming growth factor beta (TGF-β), an important
pro-inflammatory cytokine, has particularly been implicated to alter the effects of FLASH compared
to conventional dose-rate radiotherapy. In an in vitro study using proton irradiation, the induction
of TGF-β levels in human lung fibroblasts were significantly reduced following 20 Gy FLASH
(1000 Gy/s) versus conventional dose rates (0.2 Gy/s) [47]. For the FLASH dose rate, a ~1.8-fold
induction in TGF-β levels was observed 24 h post-irradiation, while a ~6.5-fold increase was
observed following conventional dose rates, suggesting that FLASH may have the potential to
reduce radiation-induced chronic inflammation. A reduction in TGF-β signaling was also previously
reported for FLASH-irradiated mice versus conventional dose rates [12]. In support of a shifting balance
from a pro-inflammatory towards an anti-inflammatory phenotype, a study investigating whole brain
irradiation of C57BL/6J mice showed a reduction in hippocampal pro-inflammatory cytokine levels
following FLASH compared to conventional dose-rate irradiation [20]. It was reported that at 10 weeks
post-irradiation, there was a statistically significant increase in five out of ten cytokines tested following
conventional dose rates, whereas FLASH generated an increase in only three cytokines.

In general, the role of TGF-β and its associated signaling pathway is known to be involved in the
anti-tumor immune response following conventional radiotherapy, although the precise effects are still
debated [51]. One study has reported that TGF-β is key to the radioresistance of tumor infiltrating
T-cells [52], while others suggest TGF-β signaling suppresses the immune system and promotes
cancer progression, pushing the need for the use of TGF-β pathway inhibitors [53]. Consequently,
the alterations observed in TGF-β signaling and immune system activation following FLASH irradiation
need to be carefully considered for clinical translation of FLASH, especially when radiotherapy is
combined with immunotherapy. It has also been suggested that FLASH may offer an improved
immune response due to the fast exposure time leading to less irradiation of circulating immune cells,
although this effect may be reduced for fractionated FLASH radiotherapy [54]. Finally, it has been
reported that proton irradiation of mice at FLASH dose rates showed an increased T-lymphocyte
recruitment into the tumor microenvironment compared to conventional dose rates, further supporting
the notation that changes in the immune response may contribute to the FLASH effect [29].

4. The Potential for FLASH Proton-Beam Therapy

Although in the simplest terms FLASH is the use of radiation dose rates multiple orders
of magnitude higher than conventional dose rates, several other factors need to be taken into
consideration to elicit the FLASH effect. Along with dose rate, these factors include total dose
delivered, pulse rate/duration/width/number and total delivery time. Another important parameter
is the irradiation source, with many of the current FLASH investigations using electron linear
accelerators [12,14,15,55,56]. However, these experimental electron beams are currently limited to
treatment of superficial cancers and intraoperative radiation therapy due to the low tissue penetration
and limited field size of these beams (~4–20 MeV) [8]. On the other hand, clinical PBT offers a much
greater tissue penetration and allow the irradiation of more deep-seated tumors. The significant
advantage of PBT over conventional photon radiotherapy is that the majority of the beam energy is
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deposited in a narrow range called the Bragg peak following a low entrance dose (Figure 1), allowing
the precise targeting of the tumor volume while sparing normal healthy tissue and organs at risk [11].
As a result, there has been an increase in the clinical use of PBT with ~150,000 cancer patients being
treated to date. However, there are still significant biological uncertainties following proton irradiation
largely due to the increases in LET at and around the Bragg peak, leading to changes in the DNA
damage spectrum and increases in the radiobiological effectiveness [11]. Radiobiological research has
also been impeded by the lack of accessible proton facilities for in vitro and in vivo experimentation.
Despite this, the promise of proton FLASH has been invested in by multiple companies such as Varian,
IBA and Mevion who are funding both the development of FLASH PBT machinery and research [57].
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Studies Investigating FLASH Protons

Current research on FLASH protons conducted in vitro and in vivo has revealed mixed information
as to whether the FLASH effect was induced or not. In general, in vitro studies investigating FLASH
protons have produced a lack of positive results observing the FLASH effect, particularly in terms of
acute endpoints, such as clonogenic survival, γH2AX foci formation and cell cycle arrest. Data from
such studies has been recently reviewed, and only one of ten studies demonstrated evidence of a
FLASH effect [58]. Interestingly, though, all these studies were performed at aerobic oxygen levels
(21%) and it is likely that this is the major reason for the absence of the FLASH effect. It is therefore
clear that in order to investigate the FLASH effect in vitro with protons, experiments at varying oxygen
tensions need to be performed, similar to those performed with electrons [45,50]. Regarding the one
study reporting positive results in vitro, this was conducted using normal human lung fibroblasts
(IMR90) and comparing conventional dose rate (0.05 Gy/s) and FLASH (100 or 1000 Gy/s) proton
irradiation (4.5 MeV). It was observed that the increasing dose rate reduced the number of prematurely
senescent cells (measured using β-galactosidase positive cells) and also reduced the induction of TGF-β
expression, suggesting a long-term role of the FLASH effect particularly on chronic inflammation [47].
However, the difference in proton dose rate was concluded to have little effect on acute biological
outcomes, including clonogenic survival and γH2AX foci formation. In fact, there was an indication of
decreased clonogenic survival at both the FLASH dose rates compared to the conventional dose rate,
albeit the data was not statistically significant. Interestingly, significantly less γH2AX foci formation
was observed only following 20 Gy of 1000 Gy/s FLASH compared to 100 Gy/s FLASH and the
conventional dose rates, potentially suggesting a role for reduced yields of double strand breaks (DSBs)
and an altered DNA repair capacity following FLASH protons but only at very high doses [47]. It is
worth noting that changes in the DNA damage response following FLASH in general are surprisingly
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understudied considering this is a major factor in radiobiology. Indeed, impacts on endpoints such as
cell cycle progression, chromosomal aberrations, ROS levels, as well as DNA damage signaling and
DNA damage foci relating to DSB formation following FLASH could be key to further understanding
the underlying mechanisms that cause the FLASH effect. Another important consideration, which has
not been investigated up to now, is whether the FLASH effect is still observed with increasing LET at
and around the Bragg peak, and whether the profile of DSBs and complex DNA damage induced is
altered [11]. We have recently demonstrated that complex DNA damage, containing multiple DNA
lesions including oxidative DNA base damage and DNA single strand breaks within close proximity
(1–2 helical turns of the DNA), along with DSBs, are a critical factor in radiation-induced cell killing
and which triggers a specific cellular DNA damage response [59,60]. Therefore, it is important to
determine the DNA damage profile with FLASH protons at higher LET.

Regarding in vivo studies, one report has investigated morphological changes in zebrafish embryos
with either conventional dose rates (5 Gy/min) or FLASH (100 Gy/s) [61] but could not replicate FLASH
sparing with protons that was previously observed with electrons [23]. A possible reason for not
observing the FLASH effect was suggested due to the proton-beam pulse characteristics that delivered a
lower maximum dose rate per pulse. Micro-pulse dose rates delivered by the cyclotron were ~103 Gy/s,
whereas electron macro-pulse dose rates have been reported as ~107 Gy/s. Furthermore, the zebrafish
embryos in this study were irradiated at a later developmental stage post-fertilization compared to the
previous electron-focused study (~24 hpf vs. 4 hpf), potentially making the zebrafish less sensitive to
FLASH PBT irradiation and contributing to the lack of an observed FLASH effect. However in general,
more recent in vivo studies investigating FLASH PBT have yielded much more positive findings by
observing the FLASH effect, and associated tumor control compared to using conventional dose
rates (summarized in Table 3). In an innovative study, a clinical 230 MeV proton accelerator using
double-scattered protons under CT guidance was designed to deliver FLASH dose rates of 60–100 Gy/s
and conventional dose rates of 0.5–1 Gy/s [27]. Here, 8–10-week-old C57BL/6J mice were subjected to
whole abdominal irradiation with 15 Gy of either FLASH (78 Gy/s) or conventional dose-rate (0.9 Gy/s)
protons and intestinal segments were harvested 3.5 days post-irradiation. It was found that FLASH
significantly reduced the loss of proliferating intestinal crypt cells versus conventional dose-rate
radiotherapy. In addition, mice irradiated with 18 Gy protons focused on the intestines and harvested
8 weeks post-irradiation, revealed that conventional dose-rate-irradiated mice had considerably
increased fibrosis compared to the FLASH-irradiated mice. The degree of fibrosis following FLASH
PBT treatment was actually comparable to that of unirradiated mice. Finally, MH641905 pancreatic
tumor cells injected into the mice to generate flank tumors were irradiated with 12 or 18 Gy FLASH
alongside conventional dose-rate irradiation, and no significant difference between tumor growth delay
was observed between the treatments. Therefore, these results demonstrate normal tissue sparring
along with effective tumor control with FLASH PBT, at least for gastrointestinal tumors [27].

Several other mouse model studies have shown the benefits of FLASH PBT. In the first, whole thorax
irradiation (15–20 Gy) was delivered to C57BL/6J mice using FLASH (40 Gy/s) or conventional (1 Gy/s)
dose rates, and responses analyzed at 8–34 weeks post-irradiation [25]. FLASH tissue sparring was
observed through a 30% reduction in lung fibrosis, reduced skin dermatitis, and improved overall
survival in the FLASH PBT treated mice. In addition, genome-wide microarray analysis was performed
in order to uncover the underlying mechanisms involved in the FLASH effect, with this demonstrating
that DNA repair, inflammation, and the immune response as the major pathways differentially
regulated between the two PBT dose rates. In a related study, the whole thorax region of C57BL/6J
mice were irradiated with 15–20 Gy using a clinical pencil-beam scanning PBT system with either
FLASH (40 Gy/s) or conventional dose-rate protons (0.5 Gy/s), and the mice analyzed at 8–36 weeks
post-irradiation. Surprisingly, gender-specific differences were observed with only the female mice
cohort showing improved outcomes following FLASH [24]. Nevertheless, these mice displayed better
breathing function, reduced dermatitis, altered lung pathology, and greater overall survival with
FLASH radiotherapy compared to using conventional dose rates. Finally, a study injected Lewis
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lung carcinoma (LLC) cells into the left lung of C57BL/6J mice and the whole lungs were irradiated
with an 18 Gy dose of protons delivered using a clinical pencil-beam scanning PBT system at either
FLASH or conventional dose rates. Tumor sizes were measured 7 days post-irradiation by imaging,
and then at 10 days post-irradiation when the mice were sacrificed. Remarkably, it was observed
that the lung tumors in the FLASH PBT irradiated mice were significantly smaller in comparison to
conventional dose rates, suggesting in this case that FLASH protons have an increased tumor control
capability compared to protons used at conventional dose rates [29]. Nevertheless, additional and
more comprehensive in vivo studies examining FLASH PBT using the appropriate tumor models need
to be conducted.

Table 3. Summary of outcomes in in vivo studies comparing FLASH and conventional dose-rate PBT.

Model Dose (Gy)
FLASH

Dose-Rate
(Gy/s)

Outcome Reference

Zebrafish embryo 0–43 100 No survival difference [61]

Mice (thorax) 15/17.5/20 40 Normal tissue protection with FLASH [24]

Mice (thorax) 15/17.5/20 40 Normal tissue protection with FLASH [25]

Mice (abdomen) 15 78 Normal tissue protection with FLASH [27]

Mice (local intestinal) 18 78 Normal tissue protection with FLASH [27]

Mice, orthotopic engrafted
Lewis lung carcinoma (thorax) 18 40 Improved tumor control with FLASH,

increased T-lymphocyte tumor infiltration [29]

Mice, pancreatic MH641905
flank tumor 12/15 78 No difference in tumor control [27]

Mice, FaDu head, and neck
squamous cell carcinoma

transplantation
17.4 >109 No difference in tumor control [62]

5. Conclusions

FLASH radiotherapy is an exciting new treatment strategy that has the potential to change the
future of clinical cancer treatment. The use of ultra-high dose rates several orders of magnitude
higher than conventional dose rates generates a phenomenon known as the “FLASH effect”, through
which sparing of normal healthy tissue is observed, while maintaining equivalent tumor control
properties compared to conventional dose-rate radiotherapy. Current radiotherapy regimes are limited
by the tolerance of surrounding normal tissues to radiation-induced toxicities, meaning that some
radioresistant tumors may not receive the required dose of radiation for the treatment to be effective.
However, FLASH radiotherapy has the potential to overcome this and allow an increased radiation dose
delivered to tumors while keeping the toxicity to surrounding healthy tissues low. Remarkably, the first
patient with CD30+ T-cell cutaneous lymphoma has recently been treated using FLASH radiotherapy.
It is clear that oxygen plays a key role in the underlying biological mechanism resulting in the FLASH
effect. In fact, multiple studies have found that the ultra-high dose rate radiation is able to deplete
local oxygen and induce a short-lived protective hypoxic environment within the normal healthy
tissues that increases radioresistance. Furthermore, theories have suggested changes in ROS and
redox chemistry between normal and tumor cells following FLASH dose rates. Although the oxygen
depletion hypothesis is the most popular current explanation for the FLASH effect, other phenomena
may play an important role, including the immune response and tumor microenvironment that require
further examination. Despite this, an area that has been surprisingly understudied is whether there
are any differences in the DNA damage profile (e.g., actual numbers and ratios of DNA base damage,
DNA single strand breaks and DSBs) and the subsequent DNA damage response following FLASH
irradiation (photons/electrons and PBT), in comparison to conventional dose rates. Therefore, future
studies should focus on quantifying the levels and persistence of particularly DSBs and complex
DNA damage (measured directly or using DNA damage foci) that are the key drivers contributing
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to the therapeutic effect of radiotherapy, in the appropriate 3D in vitro (spheroids/organoids) and/or
in vivo models. Additionally, the DNA repair pathways responsive to FLASH-induced DNA damage,
particularly non-homologous end-joining or homologous recombination involved in DSB repair, should
be monitored. It is important to consider both the FLASH effect on sparing of normal cells/tissues,
but also its impact in tumor cell killing, as well as appreciation of the oxygen levels at which the
experiments are conducted. Nevertheless, it is likely that a myriad of biological changes are observed
following FLASH irradiation.

Although the FLASH effect in theory appears revolutionary, translation into the clinic is still
difficult at this early stage. This is because several factors contribute to the FLASH effect, including total
dose, pulse rate, pulse duration, pulse width, pulse number, and total delivery time. Based on in vitro
and in vivo reported data, doses upwards of tens of Gy are required to induce FLASH radioprotection,
which can be too high to treat a significant number of patients clinically. Furthermore, questions arise
as to whether a fractionation regime for FLASH to deliver higher doses will be able to induce a FLASH
effect. Another question that needs to be answered is which source of radiation is best to deliver
FLASH radiotherapy. Much of the current data has used electron sources, however this is currently
limited to treatment of superficial cancers or intraoperative radiation therapy. PBT may offer the best
solution to be able to treat some deep-seated tumors, and there are several high-energy clinical PBT
facilities already in place that can be modified to generate FLASH dose rates [63]. Furthermore, several
innovative set-ups are already being tested using modified clinically available PBT beams [27,64].
However, implementation of FLASH PBT still has its technical limitations. To deliver protons to a large
tumor volume, the proton beam must be scattered which may cause particle loss and decrease the
total dose delivered. Pencil-beam scanning enables the delivery of ultra-high dose rates per individual
spot, however the time taken to perform this is extended, therefore reducing the total dose rate which
may not be enough to induce the FLASH effect [37]. Furthermore, research output using protons has
produced largely mixed results, and it is also still unknown how the increasing LET at and around the
Bragg peak will impact on the FLASH effect. Therefore, significantly more research into FLASH PBT is
required, particularly investigations at physiological oxygen concentrations, for this to be potentially
translated into the clinic for the benefit of cancer patients.
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Abstract: Early embryonic cells are sensitive to genotoxic stressors such as ionizing radiation.
However, sensitivity to these stressors varies depending on the embryonic stage. Recently,
the sensitivity and response to ionizing radiation were found to differ during the preimplantation
period. The cellular and molecular mechanisms underlying the change during this period are
beginning to be elucidated. In this review, we focus on the changes in radio-sensitivity and responses
to ionizing radiation during the early developmental stages of the preimplantation (before gastrulation)
period in mammals, Xenopus, and fish. Furthermore, we discuss the underlying cellular and molecular
mechanisms and the similarities and differences between species.
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1. Introduction

Since the discovery of X-ray radiation by Röntgen in 1895, ionizing radiation has been used
extensively in medical applications and in crystallography. However, after its discovery, there were
increasing studies indicating that ionizing radiation could be very harmful to living organisms. We now
have a basic understanding of how ionizing radiation affects animal cells and know that not all cells
show the same sensitivity to radiation [1].

Ionizing radiation induces DNA lesions directly or indirectly by formation of hydroxyl free
radicals. The type of induced DNA lesions are double strand breaks (DSBs) and single strand breaks
(SSBs) as well as cluster of DNA lesions, i.e., two or more individual lesions within one or two helical
turns of the DNA [1–4]. Both DSBs and clusters of DNA lesions are considered significantly damaging
for all cell type. DNA breaks by irradiation typically raise the cellular responses beginning by detection
of DNA damages and the cell cycle arrest. The inefficient repair of DNA lesions is widely considered a
critical initiation event for mutagenesis, genomic instability and cell death.

Bergonie–Tribondeau’s law states that the radio-sensitivity of a tissue is directly proportional
to the number of undifferentiated cells in the tissue, their mitotic activity, and the length of time
that they spend in proliferation. This fundamental law of radiation biology also applies to embryos
during development. Early-stage embryos are often extremely sensitive to the effects of ionizing
radiation [5,6]. Although embryos are generally very sensitive to radiation, sensitivity varies across
different stages of embryonic development. Russell and Russell (1954) concisely reviewed the effects of
radiation in human and rodent embryos and fetuses [1,7] and showed that there are three different
periods of differential radiation sensitivity during mouse and human development: preimplantation,
organogenesis, and fetus. Each period can be identified by the morphological effects associated with
exposure to radiation. Embryos irradiated during the preimplantation period, namely, the period
before implantation, follow an “all-or-none” rule: some irradiated embryos grow perfectly normally
if they survive the gestation period, but others die or fail to implant. Embryos irradiated during
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organogenesis, during which the major organs develop, show the most distinctive phenotypes that
include abnormal head formation and temporary small body size. Depending on the dosage of
irradiation, some cases show microcephaly and mental retardation. The fetus period is marked by
growth, and exposure to ionizing radiation during this period causes permanent growth retardation in
mice and rats. In humans, some fetuses exposed to irradiation have shown mental retardation.

Recently, the specific cellular and molecular mechanisms underlying the response to ionizing
radiation during the preimplantation period have been analyzed [8–11] and may explain the differences
in sensitivity and response to ionizing radiation between each developmental period. Given that
there are detailed reviews about the mechanisms of the response to ionizing radiation during the
organogenesis and fetus periods [12–14], we will focus on the variation in sensitivity and response to
radiation during the preimplantation (before gastrulation) period and discuss the underlying cellular
and molecular mechanisms in this review. Embryos of this period have totipotency and the lack
of cellular responses is closely related to this characteristic. It is also important to note here that
temporal differences among species exist in what cellular mechanisms responds to ionizing radiation.
Reviewing the cellular mechanisms during this period of each model organism shed lights on the
critical mechanisms of totipotency or pluripotency.

2. Overview of the Effects of Radiation in Early Development

Different species have different responses to radiation during the preimplantation period (before
gastrulation). We chose mammals, xenopus, and fish as model organisms since there are a relatively
higher number of previous studies available for this period. We will discuss the stage-specific effects of
each species separately.

2.1. Mammals

The knowledge of the effects of radiation during the preimplantation stage primarily stems from
mice experiments. In mammals, radiation during this period is typically lethal [5]. Only certain
strains of mice exhibit abnormalities, which are described below. The highest sensitivity is seen 2–6 h
post-fertilization (hpf) during the early pronuclear stage [15], and embryos become more resistant
during the S phase of the first cell cycle [16,17]. Sensitivity decreases rapidly over the days following
this period [17–19]. The LD50 of this period changes from 1.5 Gy (immediately following sperm
entry) to 0.3 Gy (4–6 hpf), and then gradually increases to approximately 3.5 Gy by the 5th day post
fertilization (dpf). However, sensitivity seems to fluctuate, presumably depending on the timing of
irradiation relative to the stage of the cell cycle [16–20]. Malformations caused by ionizing radiation are
observed in the ‘Heiligenberger Stamm’ (HLG) and CF1 mouse strains [5]. In these strains, embryos
irradiated during the preimplantation stage show gastroschisis, exencephaly, and polydactyly [21,22].

2.2. Xenopus

Although few experiments have been performed in Xenopus, or in amphibians at all, at the early
stage prior to gastrulation, the most significant effect of irradiation on Xenopus embryos is lethality,
similar to that in mice. However, compared to mice, Xenopus embryos are more resistant to ionizing
radiation and some embryos show abnormalities. Hamilton [23] described Xenopus embryos irradiated
40 min after fertilization (the stage of pronuclei fusion, before the 2-cell stage) with 2.39–56.36 Gy.
The survival rates of embryos to stage 28 (tailbud, 32.5 hpf) after being irradiated with 6.94, 11.95,
19.12, or 23.9 Gy were 80%, 89.7%, 62.7%, and 43.4%, respectively, while the average survival rate
was 94.6% for control embryos. Although the LD50 at stage 28 was 25.5 Gy, many surviving embryos
showed abnormalities, and it is possible that they will die at a later stage. Abnormalities included
developmental delays, small heads, and short axes. Similar trends were observed when Xenopus
embryos were irradiated at stage 9 (blastula, 7 hpf) with 6–24 Gy [24]. Survival rates at stage 29/30
(tailbud, 35 hpf) were 65%, 58%, 61%, and 45% when irradiated with 6, 12, 18, and 24 Gy, respectively,
compared to control embryos with 81% survival. At stage 44 (tadpole, 92 hpf), the survival rate
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decreased to 52.1%, 8.8%, 1.2%, and 0%, respectively, compared to control embryos with 79% survival.
Only 6.4% of the embryos irradiated with 6 Gy survived to stage 47 (tadpole) while all embryos
irradiated with higher doses (12, 18, and 24 Gy) demonstrated 100% fatality at this stage. Although these
results should be interpreted with caution because these experiments were performed independently,
exposure to ionizing radiation appears to be lethal for Xenopus embryos. This is particularly true
for embryos subjected to high doses of radiation that exhibit abnormalities including developmental
delays, short axes, lordosis, and microcephaly [24], eventually resulting in death at later stages.

2.3. Fish

Fish embryos are more resistant to ionizing radiation than mice. In zebrafish, the highest sensitivity
is observed 4-cell to 64-cell stage (1–2 hpf) [8,25], and the LD50 is 5–10 Gy. The effects of radiation on fish
embryos include lethality and abnormality. Zebrafish embryos irradiated at 2 hpf with 5 Gy showed
100% body shape abnormality at 24 hpf, embryos irradiated at 4 hpf (blastula) with 5 or 10 Gy showed
31% and 100% body shape abnormality, respectively, and embryos irradiated at 6 hpf (gastrula) with
5 or 10 Gy showed 2.7% and 57.2% body shape abnormality, respectively. The primary abnormality
observed at 24 hpf (pharyngula period) was a short axis phenotype [8]. Regarding low dose irradiation,
Miyachi et al. [26] reported that irradiation with 0.025 Gy at 3.5 hpf (blastula) accelerated hatching time
without affecting body length. Similarly, zebrafish embryos irradiated from 3 hpf to 20 dpf with a low
dose (1 mGy/day) were resistant to starvation and showed accelerated hatching times. It is difficult to
interpret these results in the absence of further morphological and cellular analyses.

In medaka Oryzias latipes, the day of fertilization is the most sensitive with respect to hatchability.
Sensitivity decreases at 1 dpf, increases slightly at 2 dpf, and then gradually decreases as development
progresses [27,28]. Abnormalities were also observed in embryos irradiated at 32-cell stage (5 hpf),
germ-ring (30 hpf), beginning of blood circulation (80 hpf), and enlargement of tail (6 dpf). It appears
that irradiation at earlier stages requires a smaller dose to induce abnormalities [27]. With respect to
lethality, medaka are resistant to radiation. Hyodo-Taguchi and Egami [29] showed that the survival
time of irradiated embryos steadily decreased as the radiation dose increased. However, high doses of
radiation were required to shorten the survival time, and the age of the fish with the use of such doses
was not relevant. For example, medaka embryos at 8–12 hpf (morulae) irradiated with 20, 40, or 80 Gy
survived for approximately 15.3, 10.9, and 5.8 days, respectively, compared to control embryos that
survived for 26.6 days. Medaka irradiated at the 1-year adult stage with 20, 40, or 80 Gy survived for
27.5, 12.3, and 12.0 days, respectively, compared to 29.6 days in control groups.

3. Cellular and Molecular Mechanisms Underlying Stage-Specific Effects

DNA damage is known to be the most significant threat for living organisms. A total of 1 Gy of
radiation induces DNA lesions, including as many as 40 double strand breaks (DSBs) and 1000 single
strand breaks (SSBs). DSBs are considered significantly damaging for all cell types. Embryonic
cells are constantly dividing and embryos at the preimplantation (before gastrulation) stage are
particularly active with rapid cell cycles. The events of the cell cycle are regulated by successive
waves of cyclin/cyclin-dependent kinase (CDK) and ubiquitin ligase activity. Upon detection of DNA
breaks caused by irradiation, cellular responses begin by recruiting the Mre11-Rad50-Nbs1 complex
and ataxia-telangiectasia mutated kinase (ATM) to the site of DSBs [16,17]. ATM accumulation at
the site of the DSB activates Chk1/Chk2, then auto-activates TP53. Activated TP53 upregulates p21
mRNA and P21/WAF1 protein levels [30–32]. P21 is also a CDK inhibitor; therefore, accumulation of
P21/WAF1 causes cell cycle arrest, known as a cell cycle checkpoint, and promotes DNA repair [33–36].
ATM is primarily responsible for the DSB response whereas ataxia-telangiectasia and Rad3-related
(ATR) is responsible for the SSB response. During the cell cycle, cells do not normally arrest at
any point. There are two major checkpoints, namely, G1/S and G2/M, that can trigger cell cycle
arrest [1,37,38]. If DNA repair fails and DNA remains damaged, embryonic cells progress to cell
death [30,33]. Divergent responses to irradiation among species or developmental stages are primarily
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caused by the differences in the ability of these cellular or molecular mechanisms controlling DNA
repair and the cell cycle. Specifically, cell cycle checkpoints, DNA repair capability, and the ability to
undergo apoptosis are crucial in determining the effects of irradiation. Embryos at the preimplantation
(before gastrulation) stage are often limited DNA damage responses. We will describe the status of
these mechanisms in each organism during the preimplantation stage and discuss possible explanations
of the morphological outcomes and genome integrity.

3.1. Mammals

As described above, the highest sensitivity to ionizing radiation occurs at the pronuclear stage
in mammals. It is very rare that irradiated embryos show malformations, and these phenotypes are
restricted to certain strains. Rather, most irradiated embryos die at or before the implantation stage.
There is no midblastula transition (MBT) during mammalian development although this process occurs
in many other phyla. The MBT is a timepoint of dramatic developmental changes, including slowing
of the cell cycle, asynchronized cell divisions, and initiation of major zygotic transcription. In mouse
embryos, cellular responses during early development differ from somatic cells in their cell cycle
checkpoints and transcription ability. Transcription begins with minor activation before the 2-cell stage,
followed by major activation at the 2-cell stage, which is extremely early compared to that in other
organisms. This is a clear advantage for maintaining genome integrity during early development;
however, it may be a disadvantage for the rapid development that is presumed to be important for
many organisms.

3.1.1. Cell Cycle Checkpoints

As described above, changes in the sensitivity to ionizing radiation correlate with the stages of
the cell cycle. This trend has also been reported in other cell types [37,38]. Generally, the most sensitive
phase of the cell cycle to irradiation is during mitosis and in G2. Cells are less sensitive in G1 and the
least sensitive during the latter part of the S phase. Early embryos are well known to have no or very
short G1 phases. In the early mouse embryo, the G1/S checkpoint is defective [39–42], but embryos
retain the ability to undergo G2/M cell cycle arrest at the one- or two-cell stage [43]. Mouse embryonic
stem cells (mESCs) also lack a G1 checkpoint in response to DNA damage. After irradiation, the p53
protein is phosphorylated and accumulates in the nucleus [9,44,45]. This accumulation of activated
p53 induces upregulation of the cell cycle inhibitor p21 mRNA. However, if the levels of P21 protein
are insufficient [9,44,45], the cell cycle checkpoint will fail. Human embryonic stem cells (hESCs) do
not display a G1/S checkpoint in response to any form of DNA damage, including that induced by
ionizing radiation [46,47]. Similar to hESCs, induced pluripotent stem cells (iPSCs) also appear to lack
a radiation-induced G1 checkpoint and instead arrest in the G2 phase of the cell cycle [47].

3.1.2. DNA Repair Capacity

DNA repair capacity has primarily been investigated using mESCs or hESCs (reviewed in [48,49]).
There are two major repair pathways for DSBs. One is homologous recombination (HR), a high-fidelity
repair system that relies on homologous regions of the sister chromatid. The other is non-homologous
end joining (NHEJ), an error-prone system that simply joins broken DNA ends. Tichy et al. [50]
demonstrated that HR-related proteins (RAD51, RAD52, and RAD54) and NHEJ-related proteins
(Ku70/Ku80) are upregulated in mESCs compared to mouse embryonic fibroblasts. When mESCs
were functionally tested for the preferred pathway of DSB repair, the high-fidelity HR pathway was
predominantly utilized [50,51]. Moreover, the kinetics of the repair system in mESCs are efficient
compared to that in NIH3T3 cells [52]. hESCs also have efficient DSB repair that is largely HR-mediated;
however, hESCs rely on ATR, rather than ATM, for regulating DSB repair, and this relationship is
dynamically changed as cells differentiate [53]. In addition, it was demonstrated that repair at a targeted
DSB is relatively highly precise in hESCs compared to human somatic cells or murine embryonic stem
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cells, while differentiating hESCs harboring the targeted reporter into astrocytes reduces both the
efficiency and precision of repair [54].

3.1.3. Apoptosis

An apoptotic response to irradiation arises in two-cell stage mouse embryos [55]. This suggests that
embryonic cells with damaged chromosomes quickly become apoptotic from an early developmental
stage. Several studies have shown that embryonic cells are hypersensitive to DNA damaging agents.
For example, treatment with the topoisomerase II inhibitor etoposide causes cell death in mESCs at
a dose 10 times lower than that in 3T3 cells [50,56]. Similarly, massive cell death was induced when
mESCs were treated with ultraviolet irradiation or methylating agents [57,58]. He et al. [10] reported
that p53 and p73 play critical roles in apoptosis, as opposed to cell cycle arrest, after DNA damage.
hESCs and iPSCs also appear to be very sensitive to DNA damaging agents, such as ionizing radiation,
and undergo caspase 3-dependent apoptosis after exposure to such agents [46,47,59].

3.1.4. Genome Integrity

Although the G2 checkpoint prevents the segregation of damaged chromosomes during M phase,
several reports have described damaged chromosomes remaining after irradiation. After 0.4 Gy
irradiation, 20.6% of embryos irradiated at the 1-cell stage were found to have chromosomal
abnormalities, which was significantly higher than in irradiated sperm (2.9%) or irradiated unfertilized
eggs (11.0%) [60]. In addition to structural chromosomal aberrations, chromosome loss was also
observed regardless of the cell cycle phase [61]. Most chromosomal damage was expressed at later
developmental stages after the embryonic cells had undergone several cell cycles after irradiation [61,62].
This genomic instability caused by irradiation in early embryos may be partially owing to the lack of a
G1/S checkpoint.

Although Atm or Chk2 are dispensable for embryonic development [63,64], embryos lacking Atr
or Chk1 die shortly after implantation and exhibit high degrees of chromosomal fragmentation [65–68].
Furthermore, embryos lacking many DNA repair-related genes, such as Rad50 or Nbs1, show embryonic
lethality [69,70]. These data strongly suggest that DNA repair machinery and cell cycle regulation
correlate with genome integrity.

3.2. Xenopus

Xenopus embryo seem to be highly sensitive to ionizing radiation at the tadpole stage in terms of
lethality. Irradiated Xenopus embryos exhibit lethality and malformation. During Xenopus development,
embryos undergo a major transition called the MBT. At the MBT, the cell cycle begins to slow, the
G1 phase of cell the cycle is lengthened, the zygotic genome is transcriptionally activated, and
asynchronous cell division begins.

3.2.1. Cell Cycle Checkpoints

Cellular responses to ionizing radiation differ before and after MBT. In Xenopus laevis embryos,
irradiation during early developmental stages (before MBT; stage 8, 7 hpf) leads to apoptosis of all
embryonic cells [71]. In later stages (after MBT), cells develop the ability to induce cell cycle arrest to
prevent apoptosis in the embryos [71]. In several studies, double-stranded DNA have been injected
into embryos to mimic DSBs. These data revealed that the ATM/ATR-mediated pathway stimulates
Chk1-dependent degradation of Cdc25A in pre-MBT embryos to result in negative regulation of CDK
activity [72]. Lysates from embryos treated with double-stranded DNA ends revealed that of Cdc25C
was phosphorylated by Chk1 in response to DNA damage [73–75]. This treatment not only mimics
DSBs in early embryos but also changes the DNA-to-cytoplasmic ratio. The DNA-to-cytoplasmic
ratio is an important factor controlling the onset of MBT. Titration of double-stranded DNA and/or
co-injection with vector DNA revealed that the activation of Chk1 correlates with an appropriate
total DNA-to-cytoplasmic ratio. Amodeo et al. [76] reported that a reduction of histone H3 protein in
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embryos induced premature transcriptional activation and cell cycle lengthening in Xenopus embryos.
The addition of histone H3/H4 shortened post-MBT cell cycles. This suggests that the MBT is regulated
by a DNA-based titration against free histones in the cytoplasm. From these experiments, it was
demonstrated that pre-MBT Xenopus embryos are able to activate a DNA damage response; however,
DNA damage response signaling is blocked at some steps, most likely at the detection of DNA
damage [73,77].

3.2.2. DNA Repair Capacity

There are insufficient studies to compare HR and NHEJ kinetics in early Xenopus embryos.
Anderson et al. [71] stated that pre- and post-MBT Xenopus embryos appear to have a similar DNA
repair capacity.

3.2.3. Apoptosis

Apoptosis only occurs after the onset of gastrulation in Xenopus embryos [78]. Embryos exposed
to ionizing radiation before MBT undergo apoptosis at the time of gastrulation. There are no studies
directly comparing survival rates between embryos irradiated before and after MBT. From a comparison
of the data from Hamilton [23] and Ijiri [24], it cannot be suggested that the changes at MBT correlate
with the difference in survival rate, although this might be biased by the difference in dose and timing
of scoring. It is possible that if embryos were scored at an earlier stage, immediately after gastrulation
when apoptosis occurs, cellular differences might have been observed. Alternatively, lethality of the
whole embryo does not necessarily correlate with apoptosis in individual cells.

3.2.4. Genome Integrity

Surprisingly, there is insufficient knowledge of genome integrity in Xenopus embryos following
irradiation or DNA damage. Irradiation of embryos before MBT results in apoptosis at gastrulation,
and irradiation after MBT causes cell cycle arrest, presumably due to repair DNA damage. This can
explain why embryos die at later stages rather than at the time of DNA damage. Xenopus embryos
show abnormalities at a high frequency after irradiation. More information regarding the capabilities of
DNA repair in early embryos is needed to explain and evaluate these results. Specifically, a comparison
with mammalian embryonic cells and their usage of DSB repair machinery would provide considerable
insights into the unique mechanisms operating in Xenopus embryos to maintain their genome integrity.

3.3. Fish

The highest sensitivity to irradiation in fish embryos occurs immediately after fertilization in
zebrafish or 1 dpf (late gastrula to early neurula stage) in medaka. The phenotype of irradiated
embryos is typically abnormality rather than lethality in fish. Fish are generally thought to have
an MBT; however, medaka were recently found not to have an MBT [79]. In medaka embryos, cell
division becomes asynchronous and asymmetric DNA cleavage occurs before the blastula stage and
zygotic transcription is extensively activated at the cleavage stage. This is in contrast to the findings of
Aizawa et al. [80] who showed that zygotic genome activation and presumably MBT begins at stage 11
(late blastula stage) based on the expression of expressed sequence tag markers. Additional analysis is
needed to draw a complete picture of medaka development; for example, neither study analyzed cell
cycle checkpoints.

3.3.1. Cell Cycle Checkpoints

Similar to Xenopus, the transition to somatic adaptive responses occurs during MBT (3 hpf, blastula)
in zebrafish embryos. During zebrafish development, cell cycle arrest does not occur prior to MBT [8].
Upregulation of p21 mRNA, but not P21 protein accumulation, was observed in embryos irradiated
before MBT. This is the same result as in mESC and is probably the reason underlying the lack of
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cell cycle arrest. γH2AX foci were observed only in 4 hpf or older embryos, although p21 mRNA
was upregulated, suggesting that the DNA damage response occurred to some extent before MBT [8].
Abnormalities occur more frequently in younger zebrafish embryos. Even though cell cycle arrest and
P21 accumulation are observed in embryos irradiated at 4 and 6 hpf, P21 accumulation is only delayed
in the 4 hpf group. This could indicate inferior function of the cellular response at this stage. Treatment
with a topoisomerase I inhibitor after MBT, but not before MBT, has been shown to cause cell cycle
arrest in zebrafish embryos [81,82].

3.3.2. DNA Repair Capacity

HR and NHEJ activity have been observed in the early developmental stages of zebrafish
(reviewed in [83,84]). HR has also been observed in zebrafish embryonic stem cells [85]. Sussman [86]
demonstrated that zebrafish embryos have a much higher DNA repair capability for DNA damage
from UV irradiation compared to that by human lymphoblast cells. In medaka, DNA lesions caused
by gamma-irradiation were repaired within 2 h, and the level of DSBs decreased until reaching the
control level within 30 min after irradiation [87,88].

3.3.3. Apoptosis

Zebrafish embryos do not undergo apoptosis until the mid-gastrulation stage [81,89].
Ikegami et al. [81,82] showed that embryos treated with a topoisomerase I inhibitor before MBT
do not show apoptosis immediately; however, cells eventually become apoptotic at the late gastrulation
stage. Zebrafish embryos irradiated at 2 hpf with 10 Gy undergo cell division until the mid-gastrula
stage and cells abruptly initiate apoptosis during late gastrulation [90].

3.3.4. Genome Integrity

Zebrafish embryos treated with a topoisomerase I inhibitor both before and after MBT show
distinctive fragmented chromosomes. Earlier treatment more rapidly results in a severe phenotype [82].
Irradiation of zebrafish embryos before MBT also caused similarly fragmented chromosomes (Honjo,
unpublished observation). These observations suggest that cell cycle checkpoints are a key factor
for preserving genome integrity. Lindelman et al. [11] reported that exposing zebrafish embryos to
radiation for 3 h beginning at 2.5 hpf (256-cell stage) induced locus-specific changes in the enrichment
of histone modifications. Similar results were observed when Atlantic salmon embryos were exposed
to radiation from the 1-cell stage to the early gastrula stage [11]. To assess whether this change affects
chromatin structure or organization, additional experiments must be carried out. Before MBT, zebrafish
embryos lack cell cycle checkpoints and the ability to undergo apoptosis. This likely causes the most
sensitized period to DNA damage. After MBT, zebrafish embryos become quite resistant to irradiation
through more strict cell cycle checkpoints, likely together with a high DNA repair capability and
regenerative potential. There is insufficient information regarding cell cycle checkpoints in early
medaka embryos, and it is challenging to analyze the mechanisms activated after DNA damage in
early-stage medaka embryos. Even if medaka embryos do not undergo MBT, the onset of transcription
and apoptotic ability appear to occur later than that in mammalian embryos. This may explain why the
phenotype caused by irradiation is more similar to that of Xenopus and zebrafish than that of mammals.

4. Perspectives

During early development, embryos inactivate some cellular mechanisms to maintain totipotency
or pluripotency, making them extremely sensitive to genotoxic stress. We discussed the morphological
effects of ionizing radiation and the resulting cellular responses in several species (also see
Supplementary Table S1). Each species has divergent cellular mechanisms and responses. Mammals
are quite different from Xenopus and fish in several points. First, mammals show a much higher
sensitivity, with an LD50 as low as 0.3 Gy in mouse embryos, whereas LD50 is 25.5 Gy or between 5
and 10 Gy in Xenopus and zebrafish, respectively. Second, generally, no malformations are observed
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in mouse embryos irradiated at the preimplantation stage, whereas malformations are frequently
observed in Xenopus and zebrafish. Currently, we have no explanation as to why Xenopus and fish are
more resistant to ionizing radiation than mammals. One possible explanation could be the differences
in their cellular mechanisms of early embryogenesis. In mammals, many mechanisms, such as G2/M
checkpoints, zygotic genome activation, and apoptosis, start at the 2-cell stage. This is relatively
early considering that those mechanisms do not occur until MBT or the gastrula stage in Xenopus
and zebrafish. These mechanisms might prevent malformed embryos by forcing damaged cells to
quickly undergo apoptosis. Another possible explanation is the capability of DNA repair. Certain
mouse strains that exhibit malformation rather than lethality seem to have reduced DNA repair
activity. DNA repair capability is an important factor for recovering from the DNA damage induced by
ionizing radiation. Together with the prolonged period of suspended cellular mechanisms, DNA repair
capabilities or mechanisms in Xenopus and fish differ from those of mammals. The selection of DNA
repair machinery, either HR or NHEJ, might also make a difference. Mouse or human embryos appear
preferentially utilize HR over NHEJ. This enables precise DNA repair, although it might take more
time than NHEJ. There have been no studies identifying the preferential use of either repair pathway in
Xenopus or fish embryos. If NHEJ is utilized more frequently than in mammalian embryos, this might
explain the higher occurrence of abnormalities and later lethality. Increasing data have shown that
genomic reprogramming occurs immediately after fertilization and epigenetic marks are dramatically
reset and/or re-modified on the maternal and paternal genomes. This process is a consequence of
reprogramming and is strongly associated with genome integrity in many organisms. These epigenetic
marks are also affected by genotoxic stressors such as radiation. The effects of epigenetic marks on the
response to genotoxic stressors during early embryo stages are still unknown.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/21/11/
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Abstract: The present system of radiation protection assumes that exposure at low doses and/or low
dose-rates leads to health risks linearly related to the dose. They are evaluated by a combination of
epidemiological data and radiobiological models. The latter imply that radiation induces deleterious
effects via genetic mutation caused by DNA damage with a linear dose-dependence. This picture is
challenged by the observation of radiation-induced epigenetic effects (changes in gene expression
without altering the DNA sequence) and of non-linear responses, such as non-targeted and adaptive
responses, that in turn can be controlled by gene expression networks. Here, we review important
aspects of the biological response to ionizing radiation in which epigenetic mechanisms are, or could
be, involved, focusing on the possible implications to the low dose issue in radiation protection.
We examine in particular radiation-induced cancer, non-cancer diseases and transgenerational
(hereditary) effects. We conclude that more realistic models of radiation-induced cancer should
include epigenetic contribution, particularly in the initiation and progression phases, while the impact
on hereditary risk evaluation is expected to be low. Epigenetic effects are also relevant in the dispute
about possible “beneficial” effects at low dose and/or low dose-rate exposures, including those given
by the natural background radiation.

Keywords: ionizing radiation; radiation biology; radiation protection; health effects; epigenetics; low
dose radiation; DNA methylation; non-targeted effects

1. Introduction

There is increasing interest in assessing the robustness of the present system of radiation protection
at low doses and/or low dose-rates, typical of those exposures encountered in the workplace, in the
environment and in diagnostic medicine (also irradiation of normal tissues in radiotherapy may fall in
this type of exposure).

Quantitative evaluation of health risks at these levels of exposure is currently obtained by a
combination of epidemiological and radiobiological data and models. Even though no comprehensive
and “universal” model of radiation action on living systems, i.e., a model capable of describing
all aspects at the different scale involved (molecular, cellular, tissue, organ, organisms), has been
developed yet, nevertheless, radiobiology research, after just over a century of existence, has provided
a wealth of information on biological response to ionizing radiation. Some important general notions
are currently used by international bodies, such as the United Nations Scientific Committee on the
Effects of Atomic Radiation (UNSCEAR) and the International Commission on Radiological Protection
(ICRP), to extrapolate to low doses and low dose rates the health risk derived from epidemiological
data at higher acute doses. These notions are essentially the harmful mutagenic potential of ionizing
radiation and its linear dose-dependence at low levels of exposure [1,2]. In particular, the fundamental
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role of radiation-induced DNA damage in the induction of mutations and chromosome aberrations
is currently assumed to provide a framework for the analysis of risks at low radiation doses and
low dose-rate exposures [2,3]. Additionally, for the induction of cancer and heritable disease at low
doses/low dose-rates, the use of a linear relationship between increments of dose and increased risk is
considered a scientifically plausible assumption, even if uncertainties regarding this judgement are
recognized [1,2,4,5].

However, non-linear radiobiological responses that can be relevant at low level exposures have
been observed for many years, such as the so-called “non-targeted effects” (NTEs), and the (radio)
adaptive response (AR). Moreover, it is now well established that ionizing radiation, besides genetic
mutations, may also cause epigenetic alterations. In effect, epigenetic events are known to regulate
gene activity and expression not only during development and differentiation, but also in response to
environmental stimuli, such as ionizing radiation [6,7]. Interestingly, there is evidence that NTEs and
AR are inter-related and even more interesting is the possibility that epigenetic mechanisms may have
a role in them.

Evidence that such biological phenomena do not fit the classical paradigm of radiobiology,
on which the internationally agreed system of radiation protection is currently based [1], has led to
much discussion on if and how this paradigm should be modified [8–10].

Some excellent reviews have been reported on the historical and methodological aspects of
radiobiology paradigm evolution [11] and on the effects of ionizing radiation on DNA methylation [12].
The present review encompasses many important aspects of the biological response to ionizing
radiation in which epigenetic mechanisms are shown to be, or could likely be, involved with a focus
on the possible implications in health risk assessment at low doses, a key issue in radiation protection.

2. The Role of Radiation Biology in Radiation Protection

2.1. The Current Paradigm of Radiation Biology

Ionizing radiation is capable of inducing a wide spectrum of DNA alterations, such as: base damage,
sugar damage, single strand breaks (SSBs), double strand breaks (DSBs), DNA–DNA and DNA–protein
cross-links. Clustered DNA lesions (defined as two or more lesions within one or two helical
turns of DNA), such as complex DSBs and non-DSB clustered lesions [13] are considered to be
the most biologically relevant form of radiation-induced DNA damage [14–18]. They are expected
to be less readily repaired as compared to other radiation-induced damage and to endogenous or
metabolism-related cellular damage. Indeed, ionizing radiation is uniquely very efficient at inducing
clustered DNA lesions [19]. At low doses, even the passage of a single particle can produce clustered
DNA lesions [15,17,20].

The frequency and degree of clustering of DNA damage depend on radiation quality [21].
There is evidence that clustered DNA damage, such as multiple DSB as well as non-DSB lesions close
together [22] is the most challenging to repair and that the proportion of clustered damage increases
with Linear Energy Transfer (LET), reaching ~70% or more for high-LET radiation (see the review
in [23]).

High-LET charged particles typically induce complex chromosome aberrations [24,25] (defined as
those aberrations involving three or more breaks in two or more chromosomes [26], although they can
also be observed less frequently after exposure to γ-rays. In particular, high-LET heavy ions induce a
high fraction of complex-type exchanges, and possibly unique chromosome rearrangements [27,28].

Un-repaired or mis-repaired DNA lesions cause changes in the DNA sequence, i.e., (genetic)
mutations, that in turn are considered as the main event leading to deleterious biological effects,
resulting, even at low doses, in an increase in both the probability of developing cancers and the rates
of hereditary diseases naturally occurring in the population [2].

The association of genetic mutation to detrimental effects dates back to 1926 with Muller’s
discovery of mutagenic effects of X-rays or γ-rays on the fruit fly Drosophila melanogaster, although they
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were observed after high doses [29]. Muller, who for this discovery was awarded the 1946 Nobel Prize
in medicine and physiology, became convinced that the vast majority of mutations were deleterious
and consequently that exposure to radiation should be strictly controlled.

Indeed, it is now generally assumed that a vast majority of mutations are neutral or detrimental,
as in many cases gene mutation is a process which burdens the population with a load of harmful
genes. On the other hand, mutations may occur that, despite their rarity, increase the fitness of
the biological system. However, considering the low likelihood of these favorable mutation events,
radiation-induced mutations in humans, even at low doses, are generally assumed to be detrimental
for radiation protection purposes [30].

A schematic and rationalized picture of the radiobiological knowledge for radiation protection
purposes can be summarized by the following statements, forming what is sometimes referred to as
the “conventional paradigm of radiobiology” [8], still considered as an useful reference framework:

(i) The DNA damage in directly exposed cells is the main event for biological effects;
(ii) the DNA damage occurs during, or very shortly after, irradiation of the nuclei in targeted cells;
(iii) the potential for biological consequences can be expressed within one or two cell generations;
(iv) at low doses, the biological effect is in direct proportion to the energy deposited in nuclear DNA.

The present internationally agreed system for radiation protection has used this paradigm,
although with many simplifications and assumptions [1]. It forms the rational basis for assuming a
linear relationship between risk and dose in radiation protection, known as the “Linear No-Threshold”
(LNT) assumption.

2.2. Challenges to the Current Paradigm

Awareness is presently growing that a number of observations challenges the conventional
paradigm, based on the target theory of radiation-induced effects. The most relevant are the occurrence
of: (i) radiation induced epigenetic effects, i.e., changes in gene expression, for example through
alteration of DNA and chromatin organization without altering DNA sequence; (ii) non-linear responses,
such as non-targeted effects, i.e., effects observed in cells not directly traversed by radiation (bystander
effects, BE) or occurring in the genome of the progeny of irradiated or bystander cells (genomic
instability, GI), and (radio)adaptive responses (AR); all these NTEs can be described as the expression
of inter- or intra-cellular signaling and are deemed to be particularly relevant to cell response to
low doses.

3. Ionizing Radiation Induces Epigenetic Changes

3.1. The Main Epigenetic Modifications

By the second half of the last century, it was recognized that DNA by itself does not determine all
characteristics of an organism, including the human one. The role emerged of those characteristics
that crucially determine which genes are expressed in each cell type (“epigenetic” traits). The term
“epigenetics” was coined in 1942 but its contemporary usage is quite recent, and for some years it has
been used with variable meanings [31]. The modern definition of epigenetics is “the study of mitotically
and/or meiotically heritable changes in gene function that cannot be explained by changes in DNA
sequence” and the epigenetic trait (epigenome) of an organism is intended as the “stably heritable
phenotype resulting from changes in a chromosome without alterations in the DNA sequence” [32].

Epigenetic events are known to regulate gene activity and expression during development and
differentiation. In particular, epigenetic mechanisms regulate the gene expression in our body’s cells to
create all the different cell types, although they have the same genome. However, they also affect gene
expression in response to environmental stimuli, including ionizing radiation (see the reviews in [6,7,33]).
Epigenetics is thus considered to be a bridge between genotype and phenotype. Genetic mechanisms,
such as mutations, are heritable, but not very susceptible to, or driven by, environmental influence
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(even if mutations can be induced by the environmental radiation, they are relatively rare events).
At the other extreme, there are the metabolic pathways, responsive to environmental changes through
interactions of chemical agents or other stressors with proteins involved in gene expression, that are
not heritable. Epigenetic modifications, instead, are susceptible to environmental change and heritable
at the same time. An interesting aspect is that they can persist after the stressor is removed, but they
can also be reversible [34]. The main epigenetic changes currently considered are DNA methylation,
histone modification, and modulation of non-coding RNAs (ncRNAs) (Figure 1) [35].Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 5 of 35 
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Figure 1. Epigenetic mechanisms involve different levels of gene expression (transcriptional,
post-transcriptional, and post-translational). Only a small fraction of the human genome (2% or even
less) accounts for protein-coding genes while the majority is associated with non-coding sequences,
notably non-coding RNA genes. Of the non-coding DNA, only the regulatory part, giving rise
to non-coding RNAs, is considered here. Epigenetic mechanisms can involve both protein-coding
and non-coding RNA genes, with interplay between DNA methylation, histone modification and
miRNA expression.

DNA methylation, i.e., the addition of methyl groups to the DNA. In mammals, DNA methylation
is mostly at CpG sites to give 5-methylcytosine (5-mC). These sites are concentrated in specific regions
called CpG islands, i.e., DNA sequences with high level of CpG sites (typically 300–3000 bp with
C + G content > 50%), sometimes located consecutively. In humans, CpG islands occupy about 70% of
human gene promoter regions [36]. In transcriptionally active regions of the genome, GpC islands are
normally hypomethylated, allowing that gene to be expressed. Therefore, the methylation of CpG sites
is a critical factor affecting gene transcription because of its ability to directly silence gene expression.
DNA methylation was one of the first identified and the most widely studied epigenetic alteration [37].
It is now a consolidated notion that hypermethylation of genomic DNA is linked to transcriptional
silencing and hypomethylation to chromosomal instability [38,39]. DNA methylation is considered a
heritable epigenetic mark since methylation modifications that regulate gene expression are usually
heritable in mitotically dividing cells. In contrast, it shows dynamic changes during development
and cell differentiation, even if some methylation patterns may be retained as a form of epigenetic
memory [40]. In mammals, DNA methylation patterns are maintained or established by a family of
enzymes, the DNA methyltransferases (DNMTs), notably DNMT1 (maintenance methylation) and
DNMT3 (de novo methylation), while other proteins can achieve active de-methylation ([38] and
refs therein).
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Histone modifications, including, inter alia, acetylation, methylation, phosphorylation and
ubiquitination. For years, histones were regarded as merely structural proteins, but now they
are recognized to control the organization of chromatin and hence transcriptional responses [41].
Post-translational modifications on histones can change gene transcription by changing DNA
accessibility, but also by recruiting other proteins. Histone acetylation, the first epigenetic modification
shown to be connected with biological activity [42], neutralizes histone positive charges and reduces
its interaction with the negatively charged DNA, thereby inducing chromatin structure relaxation and
a marked increase in gene expression. On the contrary, histone methylation does not alter the charge
of the modified residue and can either repress or activate transcription depending on the methylation
site [43].

Modulation of non-coding RNAs (ncRNAs). Among these RNAs, much attention has been paid
to microRNAs (miRNAs), which are small RNA molecules (usually 21–23 nucleotides) discovered
in 1993 [44]. Countless microRNAs have been discovered and described in the past years [45,46].
They play an important role in animals and plants in regulating gene expression by transiently inhibiting
the translation of a messenger RNA molecule or by inducing its degradation [47,48]. In addition,
long non-coding (lnc) RNA molecules may have an epigenetic role [49], since they bind to the transcripts
in the nucleus as they emerge from the DNA. miRNAs are involved in multiple biological processes,
including cell proliferation, differentiation, and programmed cell death. Since the dysregulation of
these processes is a hallmark of cancer, miRNAs can be viewed as important contributors to the
pathogenesis of cancer, including initiation and progression [50,51]. They are estimated to regulate the
expression of up to 60% of the human protein coding genes [52,53] by means of mRNA degradation or
translational repression, acting through a multitude of interconnecting regulatory pathways [51,54–56].

3.2. Radiation-Induced Changes in DNA Methylation

Early findings obtained at the end of the 1980s indicate that exposure to 60Co γ-radiation causes
a dose-dependent decrease in DNA methylation, in terms of levels of 5-mC, in several cultured cell
lines [57]. Since then, considerably amount of research carried out both in vitro and in vivo showed
that X- or γ-rays can change the DNA methylation pattern (see the reviews in [12] and [58]).

Studies on cultured human cells showed that low-LET radiation induces DNA hypomethylation
that displayed different profiles in radioresistant and radiosensitive cultured human cells [59,60].
Animal studies, in particular on rodent models, indicated that low-LET radiation induces global
DNA hypomethylation that is not ubiquitous among different tissues and cells [61], that occurs in a
dose-dependent, sex-, and tissue-specific manner [62,63], and that can be persistent [64,65].

Overall, these data indicate that low-LET radiation exposure results in global DNA
hypomethylation. However, it is important to identify whether or not hypomethylation is uniformly
distributed throughout the genome, and whether there is also specific locus hypermethylation, which is
known to be associated with inactive chromatin state and in most cases with repressed gene expression
activity [66–68]. It should be considered that the majority of the eukaryotic genome is composed
of repetitive elements (REs), while only less than 2% is occupied by protein-coding genes [69].
Non-coding REs, in particular the so-called transposable elements (TE), provide a rich source of gene
regulation. Their hypomethylation, especially in the regions called “Long Interspersed Nucleotide
Element 1” (LINE-1), has been observed in virtually all human cancers and is frequently associated with
a poor prognosis [70]. Loss of DNA methylation in the TEs enhances transcriptional activity so that
reactivation of TEs potentially leads to GI [58,71–74], considered as a major hallmark of many cancer
([75] and refs therein). Many lines of evidence clearly demonstrate that alterations in methylation and
expression of TEs are caused by exposure to environmental stressors, many of which are carcinogens
or suspected carcinogens so that it has been proposed that TEs can serve as biomarkers of exposure
to environmental stressors [72]. However, hypermethylation of TEs has also been detected in some
in vitro experiments, suggesting that alterations in the methylation status of TEs is tissue-, dose-,
and radiation quality-dependent (see [72] for a review).
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Specific-gene hypermethylation often involves normally unmethylated CpG islands, and can be
associated with transcriptional silencing of the corresponding gene. If it is a suppressor gene, its loss
of function may be a key event contributing to the oncogenic process [76–79]. In effect, some studies
demonstrated significant DNA hypermethylation of tumor-suppressor genes in workers exposed
to ionizing radiation [80,81]. Also, gene-specific DNA methylation changes was found in human
breast cancer cells irradiated with X-rays [82]. Interestingly, this differential methylation changes
correlate with already known biological responses to radiation, such as those on cell cycle, DNA repair,
and apoptosis.

3.3. Radiation-Induced Histone Modifications

Cell exposure to ionizing radiation results in a wide variety of histone modifications. A well-known
radiation-induced histone modification is phosphorylation of histone H2AX, which is crucially
important for the repair of DNA double strand breaks and for the maintenance of genome stability.
Phosphorylation of this histone at serine 139 (γ-H2AX) is an early cellular response to ionizing radiation
and is used as a measure of DSBs [83,84].

In an in vivo murine model, low-dose X-ray irradiation resulted in decreased tri-methylation of
histone H4 in the thymus accompanied by an overall reduction in chromatin compactness, a significant
increase in global DNA hypomethylation as well as an accumulation of DNA damage, and was
associated to a reduced expression of DNMTs [85]. Similar histone modifications were found in human
breast cancers [86]. These findings demonstrate that radiation-induced changes in DNA methylation
and histone modifications result in overall GI (see [43] for a review).

Furthermore, it has been shown that chromatin modification by histone acetylation is also crucial
for DNA repair [87], and that chromatin acetylation is involved in several important steps such as
chromatin remodelling and tagging of DSBs, activation of repair regulators, cell cycle regulation,
and apoptosis [88].

3.4. Radiation-Induced Modulation of Non-Coding RNA Expression

Another type of epigenetic radiation-induced modification involves ncRNAs, in particular
miRNAs that have specific roles in the regulation of gene expression. Since their discovery in
1993 [44], miRNAs have emerged as important modulators in many cellular pathways, including cell
proliferation, differentiation, and programmed cell death, and the roles of specific miRNAs have begun
to be elucidated.

A number of studies have examined the general and specific effects of miRNA perturbation in
different cell types exposed to low-LET ionizing radiation (see [89] for a review). miRNAs have been
shown to be involved in the response of irradiated cultured human cells [90]. In particular, it was
shown that ionizing radiation affects miRNA levels in human endothelial cells [91]. Overall, these
studies revealed that the expression levels of several miRNAs change significantly upon irradiation
and indicated a specific role of various miRNAs on cellular radiosensitivity [92]. miRNAs have
also shown to have a fundamental role in several radiation-induced cell signaling events, such as
those involving cell cycle arrest and cell death (reviewed in [93]). Many studies demonstrated that
miRNA expression levels change in response to radiation, and that certain miRNAs alter radiation
sensitivity, suggesting they are good potential targets for enhancing the efficacy of cancer radiation
therapy [89,94–97]. Expression levels of a variety of miRNAs after low-LET ionizing radiation were
reviewed and listed in [98].

3.5. Radiation Quality May Affect Epigenetic Changes

Most research on the impact of radiation exposure on the epigenome has focused on the effects of
low-LET X- or γ-rays. In contrast, few studies have assessed the effects of high-LET radiation on the
epigenome. Increased interest in the mechanisms underlying biological effects of high-LET radiation
was triggered quite recently by the investigation on the health risk posed by the space radiation
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during manned space missions and to the introduction of high-LET radiation into clinical practice
(hadrontherapy). Comparison between epigenetic effects induced by low- and high-LET radiation
was addressed in particular by Morgan’s group [58,90]. It is expected that high-LET radiation has the
potential for unique effects on the epigenome, given the unique characteristics of its track structure.
Indeed, there are now a number of studies showing that exposure to high-LET radiation can result
in lasting changes in the total levels of DNA methylation and in the miRNA expression that may be
different from those induced by equivalent doses of low-LET radiation [58,90,99–102].

Some of these studies focused on the effect of high energy and charge (HZE) particles, such as
high energy Fe-ions (usually 600–1000 MeV/u, LET 180–150 keV/µm), as they are representative of the
most detrimental component of space radiation associated to health risks encountered by astronauts
in deep space [103,104]. Comparison between X-ray and high-LET Fe-ions exposures of cultured
cells showed that Fe-ions elicited more chromosomal damage and cell killing than X-rays do [90].
Global DNA methylation was affected in a different way, as hypermethylation was found in cultured
cells 16–20 doublings after exposure to protons and high-LET Fe-ions in contrast to hypomethylation
for cells exposed to X-rays [58,101]. Global DNA hypermethylation was also confirmed after exposure
to Fe-ions in a mouse model [100]. Interestingly, high energy protons of relatively low-LET gave an
effect similar to that caused by high-LET Fe-ions, suggesting that epigenetic responses to radiation
may be based on radiation quality rather than LET [58].

A possible explanation for the difference between sparsely and densely ionizing radiation comes
from the possible difference in oxidative stress [58] or from the observations [102] that stable DNA
methylation can result at the sites of DNA break repair [105], likely produced with higher yield by
densely ionizing radiation.

However, after exposure to high-LET Fe-ions, TE hypomethylation was detected in the same
cultured cells that displayed global hypermethylation [58]. In vivo experiments performed on mouse
models irradiated with Fe-ions showed a complex picture: hypo- or hyper-methylation in TEs depended
on the organ analyzed and on the observation time (see [12] for a review). It was also clarified that DNA
hypermethylation of LINE-1 elements found in the lungs of mice irradiated with Fe-ions depended on
their evolutionary age [106].

Presently, little information is available on the effect of high-LET radiation on methylation at specific
genes. In vitro experiments showed hyper- or hypo-methylation or no changes at promoters of specific
loci that are used as biomarkers for the early detection of carcinogenesis [12,58,90,99]. The observed
differences are likely related to differences in cell types, doses/dose rates, time of observation, or assay
used. In a mouse model irradiated with Fe-ions, an increase in 5-mC content was reported that,
however, was not associated with increased DNA methylation in a panel of tumor-suppressor genes
frequently hypermethylated and inactivated in lung cancer [100]. Some information has come from
human data on exposed workers (as reviewed in [12]). Significant DNA hypermethylation of the
cyclin-dependent kinase CDKN2A, and of the DNA methyltransferase MGMT genes was found in
the sputum of uranium miners exposed to radon [80]. This analysis was also proposed to predict
lung cancer. Another study found high levels of p16 hypermethylation in lung adenocarcinomas from
plutonium-exposed workers at the Russian nuclear plant MAYAK [107]. However, these results should
be regarded as qualitative, since it is not easy to quantify the high-LET exposure in these cases.

Dependence on radiation quality was also found for effects on miRNA expression. In cultured
cells, Fe-ions irradiation caused a lower incidence of alteration of miRNA expression levels than X-rays
do [90], a quite surprising result given the higher effectiveness of Fe-ions for chromosomal damage
and cell killing. Irradiation with high energy protons, γ-rays, or Fe-ions in mouse blood resulted in a
radiation type- and dose-specific modifications of a panel of 31 miRNAs [108], so that the extent of
miRNA expression signatures derived from mouse blood was proposed as a biomarker for exposure to
high-energy protons [109].
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4. Basic Mechanisms of Radiation-Induced Epigenetic Changes

It is well known that ionizing radiation can cause DNA lesions by direct deposition of energy in
the DNA as well as by the indirect action of reactive chemical species formed near the DNA [15,110]
and that the spectrum of lesions depends on radiation quality [17,18]. Indirect DNA damage from
water free radicals is the most frequent mechanism for low-LET radiation, while direct DNA damage
is predominant for high-LET radiation [111,112]. These radicals are formed through the radiolysis of
water, the hydroxyl radicals being considered the most damaging among them. In aerobic conditions,
these free radicals are converted to reactive oxygen species (ROS) that include free radicals as well as
non-free radicals. Organic radicals are also formed, giving rise to peroxyl radicals (strong oxidizing
species) and hydroperoxydes (see e.g., [113]). Ionizing radiation can also generate reactive nitrogen
species (RNS) through the upregulation of several enzymes, including inducible nitric oxide synthase.
Nitric oxide reacts with superoxide radical, generating peroxynitrite, a strong oxidant radical [43].
The yield and spatial distribution of ROS and RNS are strongly modulated by radiation quality as a
consequence of the specific track structure of each quality [113]. ROS and RNS can attack DNA resulting
in several alterations, including DNA breaks, base damage and destruction of sugars. These lesions,
if unrepaired or mis-repaired, may lead to genetic mutations in surviving cells. In this context,
particularly relevant are the DNA clustered lesions [22], since they appear to be “highly resistant” to
faithful repair (see the review in [23]).

The mechanisms by which ROS are generated by ionizing radiation were studied in some detail
in fibroblasts, where it was shown that ROS can be directly generated by radiation exposure and
indirectly through the damage of mitochondria. This leads to the activation of the signaling pathway,
which sustains an increase in ROS levels by increasing oxidase expression, thereby setting up a cycle of
high oxidative stress, i.e., excess of ROS/RNS not compensated by the scavenging mechanisms of the
cell [114].

Besides the mutagenic action of ROS and RNS, there is also evidence that oxidative stress
has a fundamental role in epigenetic modifications [115–117]. Oxidative stress can modify the
epigenome by multiple mechanisms, the most important of which involve oxidation of DNA bases
and/or mitochondria-mediated changes, with the main target being the CpG sites, especially in the
CpG islands.

Among the mechanisms leading to global DNA de-methylation/hypomethylation, an important
one is the oxidation of 5 mC to 5-hydroxymethylcytosine (5 hmC), which serves as an intermediate in
active DNA demethylation [118,119]. In addition, oxidation of guanine to 8-Oxo-2′-deoxyguanosine
(8-oxo-dG) can create mismatches via pairing with A, thus leading to G > T transversion. In addition,
8-oxo-dG can also affect dC methylation by interfering with the ability of DNA to function as a substrate
for the DNMTs, inhibiting DNA methylation at nearby C bases [120]. A complete understanding of the
effect of 8-oxo-dG is still a matter of study, since it may alter gene expression in multiple ways [121].

Mitochondria also appear to have an important role in radiation-induced global DNA
hypomethylation. Dysfunction of mitochondria can affect epigenetic regulation [122]. Mitochondria
constitute a major intracellular source of reactive species, as they generate almost 90% of the total
number of cellular ROS [123]. High intra-mitochondrial ROS level can damage the mitochondrial DNA,
causing global DNA hypomethylation, by decreasing the activity of DNMTs and these changes are
transmitted to the progeny of the irradiated cells [124]. These observations suggest that mitochondrial
dysfunction can cause oxidative DNA damage and contributes to an altered epigenetic landscape to
perpetuate radiation-induced instability [125].

In addition to hypomethylation, ROS can also induce site-specific hypermethylation by different
mechanisms, such as catalysis of DNA methylation or upregulation of DNMTs levels, thereby leading
to gene silencing [126] (Figure 2).
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Figure 2. Simplified representation of the role of reactive oxygen species (ROS) and reactive nitrogen
species (RNS) in the epigenetic response (DNA methylation) to ionizing radiation. Ionizing radiation can
cause DNA lesions by direct deposition of energy in the DNA as well as by the indirect action of reactive
chemical species formed near the DNA. Indirect DNA damage arises from free radicals formed through
the radiolysis of water molecules. In aerobic conditions, these free radicals are converted to reactive
oxygen species (ROS). Ionizing radiation can also generate reactive nitrogen species (RNS) through
the upregulation of several enzymes. The yield and spatial distribution of ROS and RNS are strongly
modulated by radiation quality because of the specific track structure of each quality [113]. ROS and
RNS can attack DNA, resulting in several alterations that, if unrepaired or mis-repaired, may lead
to genetic mutations in surviving cells. In addition, they can drive various epigenetic modifications
through several mechanisms. It was demonstrated, especially in fibroblasts [114], that ROS can be
directly generated by radiation exposure and indirectly through the radiation damage of mitochondria,
leading to the activation of signaling pathways, which in turn sustains an increase in ROS levels.
Oxidative stress results when excess of ROS/RNS are not compensated by the scavenging mechanisms of
the cell. DNA hypomethylation can be achieved by oxidation of guanine to 8-OHdG that inhibits DNA
methylation at nearby cytosine bases, and by hydroxylation of 5 mC to 5 hmC that causes active DNA
demethylation processes. ROS can also induce site-specific DNA hypermethylation by up-regulation
of expression of DNMTs or by acting as catalysts of DNA methylation [126]. Oxidative stress can
influence the epigenetic landscape of the cell on other levels, such as by histone modifications and
miRNA expression (not shown here).

Oxidative stress also contributes to epigenetic changes by altering the action of ncRNAs,
in particular miRNA. However, the interactions between ROS metabolism and miRNA levels appear
to be complex. There is evidence that miRNAs are critical regulators of the cellular stress response and
thus are responsive to ROS, some of them being themselves able to regulate ROS levels ([127], and refs
therein). Analysis of ROS-mediated miRNA expression patterns revealed that the gene locations for
epigenetic changes correspond to fragile sites known to be targets of oxidative damage [43].

It is important to note that research on radiation-induced epigenetic mechanisms was initially
addressed to DNA methylation as a process capable of modulating gene expression by changing
chromatin organization, and subsequently integrated with the roles of histone modifications and
changes in miRNA expression as they would act independently. However, there is accumulating
evidence of interactions between these different types of epigenetic changes.

Histone modifications can regulate the DNA methylation [128,129]. DNA methylation and histone
methylation are tied together in a reinforcing loop [130–134]. Cross-talks between DNA methylation
and histone modification were shown at specific gene loci and are present in eukaryotic organisms,
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although they vary widely, in fungi, plants and animals [135]. DNA methylation can also be regulated
by miRNAs targeting DNMTs or critical methylation-related proteins, whereas DNA methylation
regulates miRNA expression via hypermethylation or hypomethylation of the promoter-associated
CpG islands, thereby achieving a sort of mutual regulation [136,137].

In summary, it appears that radiation-induced oxidative stress is an important player in shaping
the epigenetic landscape of the entire genome [127], that is a result of a cross-link between DNA
methylation, histone modification and ncRNA (in particular miRNA) expression [137,138].

Interestingly, it appears that the production of oxidizing species that are responsible for inducing
DNA damage via indirect effects can also have a role in the damage repair processes via epigenetic
changes that enable DNA accessibility to repair enzymes. For example, this can be accomplished
through histone modification or replacing canonical histones with histone variants, thereby inducing
the needed changes in chromatin structure and dynamics [139].

5. Epigenetic Changes Have a Role in Radiation-Induced NTE and AR

In the last three decades, a wealth of investigations have been carried out on NTE, namely
BE and GI, discovered between the end of 1980 and the beginning of the 1990s [140–146], and on
radiation-induced AR, discovered even earlier [147], that are phenomena that do not fit into the
conventional paradigm.

Radiation-induced GI is an encompassing term which is used to describe the acquisition of an
increased rate of alterations within the genome, manifested in the unexposed progeny of irradiated
cells [145,146] (Figure 3). Radiation-induced BE describes the ability of cells affected by radiation to
convey manifestations of damage to other cells not directly targeted [141,148]. Abscopal, or out-of-field,
effects, defined in radiotherapy as radiation-induced effects observed outside the irradiated volume,
are currently considered as a special type of BE [149]. Abscopal effects were seen in rodents, such as
the induction of profound epigenetic dysregulation in spleen tissue after localized cranial radiation
exposure [150], and the increased induction of malignancy in the shielded head (specifically in the
brain) of radio-sensitive mice after exposure of the remainder of the body to X-rays [151].

These phenomena challenge the concepts on which the conventional paradigm of radiation biology
is based and are potentially relevant for radiation risk assessment, especially at low doses [149,152,153].
They have been seen in many in vitro and in vivo experiments, including experiments with blood
samples from irradiated humans [145,146,152].

There is evidence that all these phenomena are inter-related and that they may share some common
mechanistic pathways (see, e.g., [153–155]). For example, the radiation-induced intercellular signaling
cascades, including cytokine production, nitric oxide production and persistent free radical production
have the potential to mediate both GI and BE. Indeed, GI was observed in the progeny of unirradiated
neighbors of irradiated cells [156].

Most NTE have been observed in vitro, but they can also be relevant in vivo, even if the question
remains whether the non-targeted effects demonstrated in vitro can be extrapolated to in vivo situations.
In vitro experiments have provided some important insights into the nature of these effects, but in spite
of extensive research, their mechanisms remain to be completely understood. An intriguing observation
is that, even if NTE and AR have been observed in a variety of cell and tissue types, biological end-points
and radiation qualities [152,157–159], they have not been universally observed [153,160–162].

Epigenetic mechanisms, encompassing DNA methylation, histone modification,
and RNA-associated gene silencing, have been shown to be plausible mediators of the mentioned
effects. These inter-relationships have stimulated much interest, especially for their possible impact in
the risk assessment at low radiation doses and have been the subject of a number of studies [73,90,163].
It is worth noting here that in its latest recommendations, ICRP classifies GI and BE as epigenetic
responses to radiation [1].
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Figure 3. Schematic description of two possible ways for radiation-induced damage propagation in the
progeny of irradiated cells: (A) according to the conventional paradigm of radiobiology, damage is
induced during, or shortly after, irradiation, and clonally propagates to the progeny; (B) by genomic
instability, a non-clonal effects that is observed as new mutations and/or new chromosomal damage in
the unirradiated progeny of the irradiated cell.

Indeed, there are many lines of evidence that epigenetic mechanisms have a potential role in GI.
An early observation was made on micronuclei induction in cultured cells irradiated with different
fluences of alpha-particles, indicating that the target for GI is larger than the cell nucleus [164]. It was
shown that GI can occur without the need for genetic alterations as an initiating or perpetuating
factor [165,166]. Cells irradiated with low to medium doses exhibited a much larger proportion of GI
than mutations from targeted effects, suggesting that instability might arise, rather than from a genetic
mutation, through epigenetic mechanisms [152].

All the above observations give support to the idea that epigenetic alterations could be a
mechanism of GI induction [167]. Indeed, experimental evidence points to a causal relationship
between GI in the exposed animals and the radiation-induced global DNA hypomethylation (see
the review in [168]). The fundamental role of DNA methylation in the transmission of GI is clearly
demonstrated in embryonic stem cells since the disruption of specific DNMT genes completely
eliminates the transmission of GI. Interestingly, this inactivation also protects neighboring cells from
indirect induction of GI [169].

A recent review highlighted the link between radiation-induced ROS, DNA hypomethylation and
GI and/or AR [170]. Moreover, it has been reported that mitochondrial-derived reactive species can not
only cause oxidative DNA damage but also directly affect aberrant changes in 5 mC levels, suggesting
a link between radiation-induced genomic instability, epigenetic mechanisms and mitochondrial
dysfunction [125].

There is some evidence that, besides DNA methylation, miRNA may also have a role in
radiation-induced BE and GI. Concerning BE, an experiment conducted in vivo showed that partial
exposure of a mouse body induced a significant upregulation of a specific miRNA in distant
lead-shielded liver tissue [150]. Various bystander end-points, such as apoptosis, cell cycle deregulation,
and DNA hypomethylation, are shown to be mediated by the altered expression of miRNAs, even if they
do not appear to be the primary bystander signaling molecules in the formation of bystander-induced
DNA strand breaks [163]. Concerning GI, upregulation of miRNAs was found in directly exposed
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male mice, leading to hypomethylation of the exposed animals as well as of their unexposed offspring,
demonstrating the possibility that they may play a role in the transgenerational epigenetic inheritance
of GI [171].

Information about the possible role of epigenetic mechanisms in the AR to ionizing radiation
is scarce. AR can be regarded as a quite general phenomenon of biological response as it has been
observed in cells, tissues and organisms using various indicators of biological damage after exposure to
ionizing radiation and to other stressors. Although in the literature there are a plethora of descriptions
about the adapting conditions, and DNA repair and antioxidative mechanisms are among the best
described pathways involved in it, the mechanisms underlying AR remain poorly understood [172].
Both intracellular and intercellular signaling (the latter being mainly related to BE) can account
for the occurrence of AR. Enhanced efficiency of DSB repair through homologous recombination
and a significant increase in gene expression of antioxidant enzymes appear to play a predominant
role in the adaptive response (see the review in [9]). An interesting AR model has been developed
accordingly [173].

However, the processes by which increasing in DNA repair efficiency and in antioxidant levels
would be accomplished by exposure to the priming dose are not clear. It has been proposed that,
in order to adapt the gene expression program to the stress situation, and to achieve proper functioning
of DNA repair processes, epigenetic processes are involved, notably transient protein acetylation [88].
Furthermore, data on endothelial cells suggest that the radiation-induced changes in miRNAs expression
modulate the intrinsic radiosensitivity of these cells in subsequent irradiations [91]. A recent review
pointed to the radiation-induced oxidative stress as the source of various processes connected to
AR [170], which is consistent with the occurrence of epigenetic mechanisms.

6. Epigenetics in Radiation Risk Assessment

6.1. Radiation-Induced Cancer

There is large consensus on the fact that cancer, in general, is a disease that results from both genetic
and epigenetic changes and several studies pointed to the description of cancer as due to a dysregulated
epigenome allowing cellular growth advantage at the expense of the host, with mechanisms involving
both genetic mutations and epigenetic modification4s [174,175]. This notion applies not only to solid
cancers but also to leukemia, in particular to myeloid leukemia [176]. Dramatic changes in DNA
methylation are common in cancer and are considered as an early event in many of them [177,178].
DNA methylation changes appear to be even more frequent events than genetic mutations [179,180].
The global loss of DNA methylation at CpG dinucleotides was the first epigenetic abnormality identified
in cancer cells [177,181]. Loss of genome-wide methylation, especially in repetitive elements [77],
promotes GI, considered as a major hallmark of cancer [182,183]. For its part, gene hypermethylation,
often involving normally unmethylated CpG islands, can be associated with their transcriptional
silencing and, if they are suppressor genes, their loss of function may be a key event contributing to the
oncogenic process [78,79]. For example, the silencing of the BRCA1 gene by promoter hypermethylation
occurs in primary breast and ovarian carcinomas, supporting a role for this tumor suppressor gene in
sporadic breast and ovarian tumorigenesis [184]. It has been evaluated that more than 300 genes and
gene products are epigenetically altered in various human cancers [185] and a meta-analysis of the
altered genes in colorectal cancer reinforces their involvement in tumorigenesis [186].

Additionally, in radiation-induced cancers, a role for tumor suppressor gene hypermethylation has
been demonstrated. Silencing of suppressor genes was detected in murine models of radiation-induced
lymphoma, in lung tumors of rats induced by exposure to Pu-239, and in human lung adenocarcinoma
occurring in workers of the Russian MAYAK plutonium plant ([33,81] and references therein).
Interestingly, a study focused on lung carcinoma in radiation-exposed MAYAK workers compared to
non-worker controls showed that methylation at one gene (coding for a tumor suppressor protein)
occurred more often in carcinomas found in exposed workers than in non-worker controls, with a
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dose-dependent prevalence [107]. Aberrant hypermethylation was observed in an appreciable
fraction of patients with renal cell carcinomas living in radiocontaminated areas after the Chernobyl
accident [187]. Significant DNA hypermethylation of tumor suppressor genes was detected in workers
exposed to radon in uranium mines, even without detectable cancers [80].

The findings described above indicate that radiation exposure, although normally thought to be
pathogenic through DNA damage such as deletions and point mutations [188], may also elevate the
cancer risk through epigenetic alteration, resulting in GI increase and/or specific silencing of tumor
suppressor genes.

While research in cancer epigenetics was initially focused on DNA methylation abnormalities,
particularly on CpG island promoter methylation [189], other players have eventually emerged, a not
unexpected result given that probably about 40% of human genes do not contain CpG islands in their
promoters [190]. Indeed, besides aberrant DNA methylation, which is one of the most well studied
epigenetic changes in cancer cells, it was found that histone modifications and chromatin remodeling
are also involved in cancer [191,192].

Next-generation sequencing revealed that more than 50% of human cancers harbor mutations
in enzymes that are involved in chromatin organization. [193]. Importantly, aberrant activity of
histone-modifying factors may promote cancer development by mis-regulating chromatin structure
and activity [194], as frequently found in human leukemias [195].

In recent years, there has been tremendous and growing interest in investigating the role of
dysregulation of ncRNAs, notably miRNAs, in normal cellular functions as well as in disease processes.
Indeed, less than 2% of the entire human genome encodes proteins, while the majority of it (at least
75%) encodes ncRNAs [69]. There is now emerging evidence that these RNAs are involved in the
development and progression of leukemia and cancer [196–198].

Alterations in miRNA expression may occur following exposure to several stress-inducing
anticancer agents including ionizing radiation, etoposide, and hydrogen peroxide (H2O2).
Dysregulation of a family of miRNA was found in Ptch1 ± mice that are highly susceptible to
radiation-induced medulloblastoma [199].

These findings are consistent with the general notion that typically, miRNAs involved in
radiation tumorigenesis are dysregulated, and this dysregulation is believed to alter the expression
of protein-coding mRNA, thereby favoring uncontrolled tumor cell growth, in some cases by
decreasing tumor suppressor expression [200]. miRNA-related epigenetic changes have been
proposed to be the “missing link” between radiation exposure, radiation-induced genomic instability,
and radiation-induced carcinogenesis [90].

It should be noted that most of the investigations focusing on the relationship between
radiation-induced cancer and miRNA changes were obtained using rodent models, while relatively
fewer studies have been performed on human cancers. An interesting finding of one of these few
is the upregulation of a specific miRNA in breast cancer tissue samples derived from Chernobyl
radiation-exposed female clean-up workers [201].

While the occurrence is well established of a relationship between radiation-induced cancers and
epigenetic changes, the question can be posed whether these changes are the cause of cell transformation,
or rather the consequence of it. Indeed, it is now accepted that epigenetic abnormalities along with
genetic alterations are involved in the initiation and progression of cancer [189,202]. For example, it was
found that in rat mammary cells, the frequency of initiation (the first step in oncogenesis) induced by
γ-rays was much higher than specific locus mutations [203–205], and that the observed frequency of
radiation-induced GI is considerably higher than that observed for gene mutations at a similar dose,
suggesting that the latter is highly unlikely to be the initiating mechanism for GI [145,146,188].

It has also been suggested that a crucial role in such steps is played by epigenetically disrupted
stem/progenitor cells [205], a hypothesis consistent with the importance that is now given to cancer
stem cells in cancer development and perpetuation [206].
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Epigenetic considerations also affect individual susceptibility to radiation-induced cancer.
Assessment of individual variability in cancer risk is a key area to address for radiation protection. It is
recognized that differences in radiation sensitivity between individuals, or groups, may relate to gender,
age at exposure, state of health, genetic and epigenetic make-up, lifestyle, and age attained [207].

6.2. Transgenerational Effects

The heritable change in gene expression that is induced by a previous stimulus, such as ionizing
radiation, is often described as epigenetic memory. Epigenetic memory is a sort of “footprint” that
maintains gene expression states through cell generations without changes in DNA sequence and in
the absence of the initial stimulus. Epigenetic memory can be considered over different time scales:
cellular and transcriptional memory (mitotically heritable) and transgenerational memory (meiotically
heritable) (see, e.g., [208]). In this paper, “transgenerational epigenetic effects” are intended as those
effects which arise in the offspring of the irradiated organism and that are not due to the inheritance of
DNA mutations through the parental germline, according to the current use in radiation protection
issues [209]. Epigenetic variation induced by environmental factors contributes to the phenotypic
plasticity and adaptive capacity of various species. The molecular basis of cellular memory is a
fascinating topic that has been addressed during the last few decades [40].

In many cases, epigenetic changes have been proven to be stable and can lead to transgenerational
heritable changes. In plants and in some animals, such as nematodes, transgenerational epigenetic
inheritance is well-documented and relatively common [210]. Many examples have been reported for
transgenerational epigenetic effects in which environmental exposures, including ionizing radiation,
lead to heritable phenotypic changes that pass through male, female and sometimes both germlines
(reviewed in [211]). In mammals, epigenetic patterns are largely erased and then remodeled during
germ cell development and early embryonic development (epigenetic reprogramming) [212,213].

The first evidence for a radiation-induced transgenerational effect was reported in 1976 by Luning
et al. [214], who showed elevated rates of dominant lethal mutations following intraperitonial injection
of male mice with a plutonium salt solution. Afterwards, animal models demonstrated that effects of
the parental radiation exposure are transmitted through the germline to the progeny of the irradiated
parent [145,146,215].

Radiation-induced transgenerational effects may involve radiation-induced genome instability.
Indeed, in vitro data have shown that ionizing radiation can induce genomic instability that can
manifest in the progeny of the irradiated cells for many divisions [145] and transgenerational induction
of chromosomal instability has also been documented in vivo, notably in irradiated rodents [2,146,216].

Immediately relevant questions are whether the effects are common or rare, and whether they
are long-lasting or transient. Indeed, in several species, transgenerational effects have been detected
in many generations after the parents were exposed to ionizing radiation, (see the review in [168].
Recent results on vertebrates (zebrafish) show that ionizing radiation-related effects in offspring can
be linked to DNA methylation changes, many of which could be associated to pathways involved
in cancers and apoptosis, that partly can persist over generations. It has also been suggested that
monitoring DNA methylation could serve as a biomarker to provide an indication of ancestral exposure
to ionizing radiation [217].

A question especially relevant for radiation protection purposes is whether transgenerational
radiation effects occurs in humans. While animal studies show such effects, their occurrence is
highly controversial in humans. A high risk of leukemia and birth defects has been reported in the
children of fathers who had been exposed to radionuclides in the nuclear reprocessing plants [218]
and an increase in minisatellite mutations was found in offspring of various groups living close to the
Chernobyl site, to nuclear test sites in Kazakhstan and to the Techa-river region [219–221]. However,
these findings were not supported by studies in the children of atomic bomb survivors in Hiroshima
and Nagasaki [222]. A review published in 2013 of these and other available data concluded that
“studies of disease in the offspring of irradiated humans have not so far identified any effects on health,
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possibly in part a result of lack of statistical power”, and that transgenerational effects of radiation, if any,
“may be restricted to relatively short times post-exposure, when in humans conception is likely to be
rare” [209]. A subsequent review [223] also considered more recent results from a long-term monitoring
by Russian Federation of the children of residents exposed to radionuclides after the Chernobyl
accident, which showed an increased prevalence of malignant neoplasms, especially childhood cancer,
and other disorders. Based on these findings and on the consideration that the negative results of
gene mutations in Hiroshima and Nagasaki might be caused by erroneous methodology, these authors
concluded that radiation-induced persistent accumulation of genomic instability may cause various
disorders in a further generation in humans [223]. Research has been undertaken using plant and
animal systems to understand the mechanisms governing the epigenetic transgenerational effects in
organisms exposed chronically to low- doses in Chernobyl and in Fukushima areas [224]. The results
so far obtained from laboratory and field studies confirm that DNA methylation might be the key to
transfer the response to ionizing radiation from one generation to the next, but more in depth studies
are needed, involving other epigenetic mechanisms such as histone modifications and microRNAs,
linked to responses at higher levels of biological complexity [225].

If transgenerational effects of radiation were to be demonstrated to apply to humans, it may have
implications in radiation protection when estimating the hereditary risks (i.e., the risk of induction
of genetic diseases expressed in future generations) of ionizing radiation in human populations.
According to the current risk assessment system, they are quantified as the harmful genetic effects
on the descendants of those exposed, resulting from the induction of germline mutations and their
transmission over generations [1]. This implies that mutation induction in directly exposed cells is
regarded as the cause of this risk for humans. Since epidemiological studies have not provided clear
evidence of heritable effects of radiation exposure in humans, current estimates for radiation hereditary
risk are derived from measured germline mutation frequencies in mice [226]. The underlying rationale
is that “experimental studies in plants and animals have demonstrated that radiation can induce
hereditary effects, and humans are unlikely to be an exception in this regard” [227]. However, if the
results of animal and cellular studies on epigenetic transgenerational destabilization of the genome do
apply to human populations, then the hereditary risk could be greater than currently predicted. In this
case, the question remains about the magnitude and significance of such an effect in the perspective of
radiation protection.

6.3. Non Cancer Effects

Manifestations of health effects other than cancer and hereditary diseases have been well known
after medium/high doses of ionizing radiation. Within months of Roentgen’s discovery of X-rays,
severe adverse effects were reported, such as eye and skin injuries. They were historically termed as
“deterministic” effects in contrast to the stochastic cancer and hereditary effects, and later referred to as
“tissue reactions” [228]. In general, tissue reactions to high/moderate doses are thought to arise mainly
as a consequence of cell killing or functional inactivation, but other non-cytotoxic effects, such as
disturbances in molecular cell signaling, also play a crucial role in determining tissue response to
radiation. For radiation protection purposes, it is currently assumed that they show a “practical”
threshold, defined as the dose required to lead to 1% excess incidence [228], at doses that are well
above the levels of exposure typically encountered in the public environment, at work or in diagnostic
medical uses of ionizing radiation. Recent results from epidemiological and experimental studies
indicate possible increased risks for circulatory diseases, cognitive/neurological effects, and cataracts,
not only at high doses but also at doses around 500 mGy and, possibly, even lower. In this section,
we will give a glimpse of the role of epigenetics in radiation-induced cognitive and cardiovascular
effects and cataract.
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6.3.1. Possible Epigenetic Role in Radiation-Induced Cognitive Effects

Clinicians have known for decades that patients subjected to cranial radiotherapy for the control
of brain malignancies develop severe and progressive cognitive deficits (see, e.g., [229]). Indeed,
many studies of childhood cancer survivors (mainly of leukemia) documented cognitive impairment
associated with high-dose (40–50 Gy) cranial irradiation [230]. Quite surprisingly, cognitive impairment
was observed in a Swedish group treated for hemangioma in infancy with much lower doses, expressed
as a ~50% reduction in high school attendance associated with 100 mGy exposure [231]. In utero exposed
Japanese atomic bomb survivor data also suggest cognitive impairment at high dose, but no cognitive
impairment can be demonstrated in the 0–100 mGy dose range [232,233]. However, the obvious
differences in the age-at-exposure values (infancy vs. in utero) make it difficult to draw any meaningful
comparison between the two studies [234].

Investigations showing cognitive/behavioral deficits caused by charged particles (relevant for
protection against space radiation) in rodent models were carried out to understand the possible
limitation to human exploration of our solar system [235,236]. Interestingly, in rats a correlation was
recently found between behavioral changes and epigenomic remodeling in the hippocampus [237] and
between adverse effects on cognition of space relevant irradiation and epigenetic aberrations consisting
in increased levels of the DNA methylating enzymes [238].

6.3.2. Possible Epigenetic Role in Radiation-Induced Cardiovascular Effects

Circulatory disease has been recognized as an important late effect of radiation exposure after the
evidence arising from radiotherapeutic experience and epidemiological studies following nuclear and
other radiation activities [226]. ICRP has classified circulatory disease as a tissue reaction (a generalized
definition of the deterministic effects), with a threshold dose of 0.5 Gy [228]. Several studies addressed
the candidate biological mechanisms for the circulatory disease effects of radiation At radiotherapeutic
doses > 5 Gy, the cell-killing effect on capillaries and endothelial cells plausibly explains effects on the
heart and other parts of the circulatory system [239]. At lower doses (0.5–5 Gy), in humans and in
in vivo and in vitro experiments, many inflammatory markers are upregulated long after exposure
to radiation, while for doses less than about 0.5 Gy, the balance shifts toward anti-inflammatory
effects [240,241]. The involvement of epigenetics, namely demethylation of a gene involved in aging
endothelial cells, has been reported as one of the several events that contribute to the eventual
development of atherosclerotic plaques after a dose of 10 Gy [242]. Changes in DNA methylation
of repetitive elements in the heart tissue have also been observed after the irradiation of mice with
0.1 Gy of protons and 0.5 Gy of 56Fe-ions, which are charged particles relevant to space radiation.
These changes are dynamic and may vary depending on the time after irradiation, going from early
global and repetitive elements-associated DNA hypomethylation to late DNA hypermethylation [243].

6.3.3. Possible Epigenetic Role in Radiation-Induced Cataract

Cataract is a progressive opacification of the crystalline lens of the eye which can determine
a decrease in central vision, and is very common in the elderly [244]. It is due to a cumulative
physiological response to toxic environmental factors leading to an excessive generation of ROS in
the lens epithelium cells and in the superficial lens fiber cells, as well as in the aqueous humor [245].
The main effect of ionizing radiation on the eyes is the onset of posterior cortical and subcapsular
cataracts [246], while there is little evidence that nuclear cataracts are radiation-induced [234].

In 2012, ICRP indicated a value of approximately 500 mGy as the threshold for cataract induction
by low-LET radiation for acute and fractionated/protracted exposure [228]. This is a value lower by a
factor of 10 than that deduced in earlier studies.

Even if it remains unknown exactly how ionizing radiation exposure contributes to
opacification [247], epigenetic mechanisms, mainly DNA methylation, have been shown to play an
important role in the pathophysiology of numerous ocular diseases [248]. For example, a decreased level
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ofα-crystallin expression in age-related nuclear cataract has been shown, linked to the hypermethylation
of the CpG islands in a specific gene promoter [249].

6.4. Epigenetics and the Low Dose/Dose Rate Issue

One of the main issues in radiation protection is the assessment of health risks of exposures to
ionizing radiation at low doses and/or low dose rates, since these are the levels typically encountered
in the workplace, in the environment and in diagnostic medicine, i.e., in exposures with a potential
impact in our everyday life [250–252]. At these levels, the standard epidemiological approaches cannot
give reliable information, so that an integration between epidemiological data and radiobiological
studies is required to solve this issue [253].

The term “low dose” has several different interpretations in different contexts. In terms of
microdosimetry, it is an absorbed dose such that a single cell or nucleus is very unlikely to be traversed
by more than one track, so that the number of affected cells is proportional to the absorbed dose.
Since the definition of “unlikely” is subjective, a conservative definition [254] is based on a mean
number of 0.2 tracks per cell (or per cell nucleus), meaning that less than 2% of the cells will be subject
to traversals by more than one radiation track. This would correspond to a dose of only 0.2 mGy
of low-LET radiation [255]. In radiation protection, it is assumed that a low dose is ≤ 100 mGy for
acute exposure to low-LET radiation [1,2], corresponding to levels above which no firm evidence
exists of increased cancer risks in humans from epidemiological data for sparsely ionizing radiation,
and that a low dose-rate is ≤ 5 mGy per hour [256]. More recently, in the framework of the European
platform on low dose effects, these are assumed as those where there remains substantial uncertainty
on the magnitude of health risk, i.e., ≤100 mGy for low LET radiations when considering cancer risks,
and ≤ 500 mGy when considering non-cancer diseases, and low dose rates are assumed as those
≤ 6 mGy/h [253].

While there is little information about the health effects from chronic exposure to low dose-rate
radiation, radiobiological studies demonstrated that radiation, when delivered at a slow continuous
rate or by fractionation, may have strikingly different effects compared to the same dose delivered
acutely. Many data have been collected showing that the biological responses to high and low doses
of radiation are not only quantitatively, but also qualitatively, different. For example, the cellular
response to DSB induction is substantially different for low compared to high doses, in that low doses
are insufficient to induce an efficient DSB repair in vitro [257,258]. Importantly, differences in gene
expression profiles have been found, and gene expression changes were established as an early indicator
of cellular responses to low-dose radiation in a human myeloid tumor cell line [259]. Subsequently,
many other data were accumulated for a variety of biological systems [260–262], including human
tissue models [263] and human tissue irradiated in vivo, where, however, a considerable individual
variability in radiation response was observed [264].

Biological effects usually classified as “beneficial” have been shown after low doses of irradiation;
not surprisingly, they are often related to epigenetic mechanisms. In vivo mammalian studies have
shown that low doses (up to around 100 mGy) reduce the incidence of spontaneous cancers in mice [265];
other “beneficial” effects, in terms of positive phenotypic changes associated to DNA hypermethylation,
have been observed in the offspring of mice when they were irradiated with low doses during early
gestation [266]. The study suggested that epigenetic alterations may be the memory system that results
in “hormesis” after low doses of ionizing radiation, i.e., in a stimulation that induces a beneficial effect.
There have been accumulated many data on hormesis and AR after low dose exposure both in vitro
and in vivo [251], and there are several lines of evidence that epigenetic mechanisms can be involved
in hormesis-like and life-extending responses in model organisms [267]. It has been shown that chronic
low-dose radiation exposure is a more potent inducer of epigenetic effects than acute exposure [268].
Specific gene modulations were observed as a result of chronic low-LET irradiation of mice at low
doses [269]. A role of DNA hypermethylation was suggested to be involved in adaptive response
induced by chronic low-dose γ-irradiation of human B lymphoblast cells [270].
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Both laboratory and field studies have demonstrated changes in overall DNA methylation in
organisms exposed chronically to ionizing radiation. An interesting conclusion is that, generally,
an elevated chronic level of ionizing radiation induced hypermethylation or methylation pattern
changes which could be taken as a response to induce DNA stability [225].

A peculiar aspect of low dose and low dose-rate exposure is that related to the ionizing radiation
background. Life has evolved on Earth for about 4 billion years in the presence of the natural
background of ionizing radiation, even if it was not always the same as today. Without it, life on Earth
could not have existed or would not exist in the present form.

Today, the annual dose due to natural background on average approaches 1 mSv, with cosmic
contributions slightly less than the terrestrial one [271]. For human organisms, there is also an internal
exposure due to inhalation (mainly radon) and ingestion of naturally occurring radionuclides (K-40
and others) that adds to the mentioned external exposure, so that the total average annual dose is
evaluated to be 2.4 mSv [271]. The Sv is the unit of equivalent dose, only applicable to stochastic effects,
obtained by multiplying the unit of absorbed dose, Gy, by appropriate weighing factors to take into
account the quality of radiation and the type of exposure; in the special case of uniform total-body
exposure to low-LET radiation, 1 Sv = 1 Gy.

Despite the fact that the natural radiation background is presently extremely small, nevertheless
it may be significant enough for living organisms to sense it and respond to it, keeping memory of this
exposure. Changes in cell properties have been shown in bacterial, protozoan and mammalian cells
cultured in low radiation environments such as those offered by underground laboratories [272–278].
Further experiments with a more complex organism, the fruit fly, indicated that reduction in
radiation background significantly affected the fly lifespan and female fertility [279,280]. Overall,
these experiments suggest that very low levels of chronic exposure, such as the natural background, may
trigger defense mechanisms without genetic change, therefore by epigenetic mechanisms [278–280],
an explanation that finds support in the already reviewed epigenetic origins of low-dose radiation
responses, such as AR and NTE.

7. Concluding Remarks and Perspectives

7.1. Epigenetics Is Needed in Radiobiology Paradigms

Epigenetics is one of the fastest-growing areas of biological sciences, moving to the forefront of
biomedical research, and also radiobiology could benefit from knowledge and control of epigenetic
mechanisms. However, the involvement of epigenetic mechanisms in the biological response to
ionizing radiation has not been studied as extensively as in other fields [11].

In contrast to conventional paradigms, the emerging picture of the cell response to ionizing
radiation speaks in favor of a complex response to a variety of radiation-induced signals with
perturbations at the cellular and supracellular levels, where epigenetic changes have become
increasingly recognized as important aspects besides the genetic ones (Figure 4). Genetic and epigenetic
mechanisms appear to have their common origin in radiation-induced ROS/RNS. This complex response
is also the basis for the observed non-linear phenomena.

Knowledge about the basic radiobiological mechanisms is not only relevant to radiation biology,
but it can also have a great impact on related applied science, notably in radiation protection. Indeed,
it is essential for developing realistic models to guide extrapolations of epidemiological data on exposed
human populations, so as to estimate risks at low doses and low dose-rates for both low- and high-LET
radiation, and also to identify the factors determining individual radiosensitivity/susceptibility.
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Figure 4. Schematic representation of the cell response to ionizing radiation, where alterations in gene
products are due to both genetic and epigenetic mechanisms. These mechanisms share a common
pathway originating from ROS production triggered by water radiolysis but, in addition, genetic
changes can also be induced by DNA damaged via the direct action of radiation. Unbalanced ROS/RNS
production results in oxidative stress with the involvement of mitochondria (not shown here).

7.2. Implications in Radiation-Induced Cancer

The implication of epigenetic effects in radiation-induced cancer has not yet received much
attention in developing mechanistic models of radiation action to be used for radiation protection
purposes. It is interesting to note that, for example, ICRP [3] assumes that cancer development is
best described as a multistep process originating from single cells that have sustained mutations
through DNA damage and that, either directly or following the accumulation of additional mutations
or epigenetic changes, such cells gain growth advantages and progress to a proliferative and ultimately
malignant tumor. However, in partial contrast to this statement, radiation is then judged to act
most commonly by inducing initiating mutations in proto-oncogenes or in tumor suppressor genes,
an assumption that may overlook the contribution from epigenetic mechanisms. Since epigenetic
changes have become increasingly recognized as important factors contributing to cancer development,
models of radiation-induced carcinogenesis should be developed to estimate radiation risk with the
incorporation of both genetic and epigenetic effects.

Moreover, epigenetic mechanisms may also have an impact on individual susceptibility to
radiation-induced cancer. They may determine differences between individuals, or groups, and such
differences, if significant, raise the ethical and policy question as to whether some individuals or groups
are inadequately protected by the present system and regulations [253]. Therefore, research is required
to clarify the role of epigenetic traits in order to settle this issue.

7.3. Implications in Radiation-Induced Hereditary Effects

Do transgenerational epigenetic effects impact human phenotypic variation and disease risk?
To answer this question, it is necessary to resolve the discrepancies between human and animal/cellular
data, so as to reach a consistent picture of this kind of effects. While clarifying this aspect will give
insights about the mechanisms of this mode of inheritance, it is expected to have only a limited impact
on radiation protection.
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Indeed, it must be considered that in the current risk assessment, hereditary risks are only a minor
contribution (about 4%) of the total detriment due to stochastic effects caused by ionizing radiation
exposure, the major contribution being represented by cancer induction in the irradiated person, i.e.,
by somatic effects [1]. Therefore, a possible further contribution of transgenerational genome instability
to the increase in mutation rates in the offspring of irradiated parents is likely not to affect the present
radiation protection practice much, while it could be of great interest for improving our knowledge in
radiation biology.

It is interesting to note that a relatively new problem would be represented by radiation
therapy-related consequences. Although modern cancer radiotherapy has led to increased patient
survival rates, the threat posed to the progeny of radiation-treated parents should be re-evaluated due
to possible transgenerational carcinogenesis.

7.4. Implications in Radiation-Induced Non-Cancer Effects

In spite of the longstanding awareness of non-cancer somatic effects after medium/high doses
of ionizing radiation, their induction after low/moderate doses is a relatively recent issue so that
knowledge on their underlying biological mechanisms is poor [228]. It has been proposed that the
mechanisms relevant to those effects in this range are likely different from those relevant at higher
doses [240,281].

The possibility of a stochastic nature of these effects without dose thresholds raises a wide range
of questions and may have important implications for radiation protection [253]. It is expected that
epigenetic mechanisms are relevant to the future development of mechanistic models of radio-induced
non-cancer diseases and, possibly, to the development of relevant markers in exposed individuals.

7.5. Low-Level Exposures: Detrimental or Beneficial?

In this review, many lines of evidence are described supporting the notion that cellular response to
low dose of radiation are controlled, at least in part, by gene expression networks, and that epigenetic
mechanisms are involved in adaptive response and in hormesis-like responses. While most of this
information has been obtained in in vitro or ex vivo systems, it appears likely that adaptive epigenetic
rearrangements can occur in human organisms, not only during early developmental stages but also
throughout adulthood, improving their functional ability [267]. These effects have been attributed to
the induction of the adaptive-response genes due to a long-lasting epigenetic memory in response to
various kinds of mild stress [282].

While epidemiological data do not provide firm evidence for detrimental health effects below
100 mGy of low-LET radiation, human cellular responses to low doses of radiation that are typical
of certain occupational activities or diagnostic radiography were often shown to harbor lower
levels of chromosomal damage than that occurring spontaneously at the basal level ([283] and refs
therein, [284] and refs therein). These considerations give some support to the assumption, based on
studies with in vitro and animal models, that low-dose radiation has beneficial effects [285] and
to the belief that LNT assumption (which implies proportionality between dose and health risk)
is not valid at low doses or, at least, that it has not been proven to be true [284,286]. However,
translating epigenetic-mediated cellular mechanisms, such as adaptive response, to the level of the
human organism is not straightforward. Whether stimulation of cell defense mechanisms by low-level
exposures is beneficial or deleterious in terms of health effects on human organism is not a trivial
question. Although this stimulation is evocative of a positive reaction, it could not be the case if,
for example, cells damaged by protracted exposures escape apoptosis, a situation that could enhance
tumor promotion by increasing the probability of the survival of cells with accumulating damage
or mutation [260]. Settling this controversy needs deeper insights of those radiobiological genetic
and epigenetic mechanisms that dominate at low doses and at the same time are relevant to health
effects on humans. In particular, there is a large consensus about the need for developing and using
well-validated animal and human cellular/tissue models of radiation carcinogenesis [253].
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Understanding the role of natural radiation background on living organisms is also essential
to complete this scenario, given that it provides the biological background on which the response
to man-made exposures overlap, and that this background shows large geographical variations [2].
It is expected that controlled long-term experiments with various model organisms, conducted in
underground laboratories where conditions with extremely reduced background radiation are realized,
can provide this basic information and, at the same time, can increase our knowledge about the role
played by the natural radiation in life’s evolution.

Clearly, the decision whether the current LNT extrapolation of health risk estimates to low doses
is still appropriate or whether a new paradigm has to be developed to provide more realistic protection
against low radiation doses has significant social and economic implications.

Therefore, it is not surprising that quite often, the controversy is implicitly driven by considerations
that are not strictly scientific but nevertheless can have a great impact on radiation protection practice.
One of these considerations is that the LNT assumption makes the present system quite well manageable
since a given dose can be a direct index of health risk and different doses received by an individual
in different time periods can be summed up to evaluate the overall risk. On the other hand, no real
alternative model based on recent scientific achievements has yet been proposed, likely because of the
complex picture that has emerged for the biological response at low doses. However, these achievements
suggest some general considerations useful in radiation protection practice such as, for example,
that summing up many small doses to get an indication of the total health risk is unreasonable from
the biological point of view, both at the individual and at the population level. This should be taken
into account at least in performing the process called “optimization of the protection”, which is
one of the three fundamental principles of radiation protection, so as to extend to this aspect the
conclusion already expressed by the ICRP that the “collective effective dose is not intended as a tool for
epidemiological studies, and it is inappropriate to use it in risk projections” [1], a reasonable conclusion
when taking into account that the collective dose may be made of a sum of a large number of small
individual doses.
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UNSCEAR United Nations Scientific Committee on the Effects of Atomic Radiation
ICRP International Commission on Radiological Protection
UNEP United Nations Environment Programme
DSB Double strand break
LET Linear energy transfer
LNT Linear No-Threshold
NTE Non-targeted effects
AR Adaptive response
BE Bystander effect
GI Genomic instability
C, G Cytosine, Guanine
CpG 5′—C—phosphate—G—3′
DNMT DNA methyltransferase
ncRNA Non-coding RNA
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lncRNA Long non-coding RNA
miRNA Micro RNA
ROS Reactive oxygen species
RNS Reactive nitrogen species
TE Transposable element
LINE-1 Long interspersed nucleotide element 1
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Abstract: Low-temperature treatments (i.e., hypothermia) may be one way of regulating
environmental radiation damage in living systems. With this in mind, hibernation under hypothermic
conditions has been proposed as a useful approach for long-term human space flight. However,
the underlying mechanisms of hypothermia-induced radioresistance are as yet undetermined, and
the conventional risk assessment of radiation exposure during hibernation remains insufficient for
estimating the effects of chronic exposure to galactic cosmic rays (GCRs). To promote scientific
discussions on the application of hibernation in space travel, this literature review provides an
overview of the progress to date in the interdisciplinary research field of radiation biology and
hypothermia and addresses possible issues related to hypothermic treatments as countermeasures
against GCRs. At present, there are concerns about the potential effects of chronic radiation exposure
on neurological disorders, carcinogenesis, ischemia heat failures, and infertility in astronauts; these
require further study. These concerns may be resolved by comparing and integrating data gleaned
from experimental and epidemiological studies.

Keywords: environmental radiation; hibernation; HIF-1; hypothermia; hypoxia; radioresistance;
ROS; space travel

1. Introduction

Since Wilhelm Röntgen’s discovery of X-rays in 1895 and Henri Becquerel’s discovery of
radioactivity in 1896, countless studies have aimed to understand the characteristics of ionizing
radiation (IR) and its effects on biological systems. Generally speaking, radiation is a double-edged
sword: On the one hand, it has become an essential diagnostic and treatment tool in modern medicine;
on the other hand, its carcinogenic properties are well-known. Radiation can induce a broad spectrum
of DNA lesions, including single- and double-strand DNA breaks, damage to nucleotide bases, and
cross-linking; further, exposure to radiation can seriously damage biological systems by triggering cell
death or inducing mutations that lead to radiation-induced cancers [1]. The first radiation-related solid
cancer was reported in 1902; it appeared in an ulcerated area of the skin. The first case of leukemia
was documented in radiation workers in 1911 [2]. Almost immediately, animal model systems were
applied to study the effects of radiation on what we now know as DNA. In 1927, Hermann Muller
demonstrated that X-rays can cause mutations in fruit flies at a frequency with an approximately linear
correlation with its dose [3]. According to monographs by the International Agency for Research
on Cancer (IARC) [4], all types of IR have been classified as ‘Group 1’. This category is used to
describe situations where there is sufficient evidence to expect carcinogenicity in humans. Thus, proper
protection from IR is of importance for both human and non-human species.
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Jacobi [5] was the first to develop the “effective dose” concept in 1975. Since then, it has since been
used by the International Commission on Radiological Protection (ICRP) as a key measurement when
assessing the risks of radiation exposure’s stochastic effects (e.g., hereditary effects and carcinogenesis)
and dose exposure limits [6]. IR deposits energy directly into any matter being irradiated. The quantity
used to express this energy is the absorbed dose; this is a quantified physical dose that is dependent on
both the level of incidental radiation and the irradiated object’s absorption properties. The International
System of Units (SI) has adopted the gray (Gy) as the unit for measuring absorbed doses. A ‘gray’ is
defined as one joule of energy absorbed per kilogram of matter. As a physical quantity, an absorbed
dose alone is not a satisfactory indicator of biological response, as responses may be driven by many
accompanying factors. To accommodate the consideration of stochastic radiological risks, the ICRP
and the International Commission on Radiation Units and Measurements devised the dose quantity’s
equivalent dose and the effective dose. These are used to estimate the biological effectiveness of a given
absorbed dose. The SI unit for an effective dose is the sievert (Sv), which currently represents, among
the entire population, a 5.5% probability of developing cancer [6]. An ‘effective dose’ refers to the type
of radiation and the characteristics of each organ or tissue that has been irradiated, since different
organs have different levels of radiation sensitivity [7]. We know that the average annual effective
dose from background radiation is around 3 mSv, while the typical effective doses of nuclear medical
and radiology examinations are as follows: Standard radiographic examinations (approximately
0.01–10 mSv), most nuclear medicine procedures (0.3–20 mSv), computed tomographic examinations
(2–20 mSv), and interventional radiological procedures (5–70 mSv) [8].

Low-temperature treatments (i.e., hypothermia) seem to be a promising means of regulating
environmental radiation biological effects, although the underlying mechanisms of the approach remain
unclear. It is well known that the hibernation of heterothermic, and the cooling of poikilothermic,
animals in cold environments provides them with temporary protection against the acute effects of
radiation [9]. Several studies over the past few decades have sought to explain the interactions of
IR and temperature in animals, and there is evidence that hypothermia does provide at least some
radioprotective effect. Some early studies showed that hypothermia in living organisms, such as fish
(Carassius carassius) [10], frogs (Rana pipiens) [11], marmots (Marmota monax) [12], CF1 strain mice [13],
T strain mice [14,15], rats [16], and ground squirrels (Citellus tridecemlineatus) [17,18], following
total-body irradiation prolongs their survival. Furthermore, the radiosensitivity of certain organs
in vivo and cells in vitro has been studied, such as the testes [19], spleen [20], ovaries [21], and the
hemopoietic system [22]. All of these works were related to the acute effects of radiation.

In 1961, Bloch and colleagues were the first to prove that the irradiation of high-grade cerebral
astrocytoma (glioblastoma multiforme) under conditions of mild whole-body hypothermia (rectal
temperature maintained at 31–32 ◦C) led to an increase in radiosensitivity [23,24]. That same
year, Joseph Weiss indicated the possibility that hypothermic treatments could increase a
tumor’s radiosensitivity while decreasing the sensitivity of the normal tissues surrounding it [25].
The development of a system for evaluating localized hypothermia’s radioprotective effects is important
for potential clinical applications [26]. A ground-breaking clinical study from 2017 showed the
significant radioprotective effect associated with the use of localized hypothermia (15 ◦C) when
accompanied by a single large dose of radiation aimed at mitigating a rectal obstruction and/or
bleeding [27]. When used in tandem, whole-body and local hypothermic treatments have shown great
promise for protecting normal tissue functions.

While it is known that hypothermia can have a protective effect against acute radiation injuries
in living systems, it could also be useful for radiological protection in the future. This article aims to
review recent progress in studies on the effect of hypothermia on environmental radiation damage in
biomolecules, cells, and living systems. In the coming era of space travel, if hypothermia is shown to
be capable of providing a radioprotective effect, hibernation could be an effective solution for those
engaged in long-term missions. Here, from the point of view of radiological protection, we also discuss
the possible impact of hypothermia on the future of space exploration.
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2. Environmental Radiation Damage in Living Systems

The quality and quantity of DNA damage is assessed in terms of the radiation type and
dose [28]. For example, high and low linear energy transfer (LET) radiation induce different
spectra and qualities/complexity of DNA lesions, because of the differences in radiation track
structures [29]. This also has an effect on the dose delivered to each cell by individual tracks at
low doses, which is radiation quality dependent. Higher LET radiation delivers an increased dose per
track. More specifically, in cases of low-dose exposure, such as environmental radiation, radiation’s
energy deposition is localized along its track, which leads to a non-uniform distribution of exposed or
unexposed cells in irradiated tissues [30,31]. For this reason, there are possible interactions between
the irradiated and non-irradiated cells and the dynamics of those cells in the tissues that are involved
in environmental radiation-induced biological responses at the whole-tissue level [32].

The “radiation-induced bystander effects (RIBEs)” refer to radiation-induced responses that are
observed in cells that did not directly receive a radiation dose but did receive signals from nearby or
neighboring irradiated cells. They behave as though they have been exposed, showing sister chromatid
exchanges (SCEs) [33], chromosomal instability [34], micronuclei formations [35], gene mutations [36],
and apoptosis [35,37]. In 1992, Nagasawa and Little first reported on RIBEs. They observed SCEs in
~30% of immortalized Chinese hamster ovary cells when only 1% of the population were calculated to
be traversed through the nucleus by an a-particle following irradiation. Although most studies on
bystander responses have reported cell damage in the non-irradiated cells, there are some reports
on bystander-mediated adaptive responses [38]. Due to the complexity of these responses and the
variety of positive and negative cellular endpoints, there is still controversy [39]. These responses are
mediated either through gap junctions or via soluble factors released by irradiated cells.

In 1909, Köhler was the first to report on clinical observations of a tissue-sparing response during
grid radiotherapy, wherein spatially fractionated radiation was delivered using a grid-like pattern of
beams [40]. In 1995, a notable “tissue-sparing effect (TSE)” was reported in rat brain tissues during a
study of microbeam radiotherapy (MRT) [41] performed at the National Synchrotron Light Source,
at Brookhaven National Laboratory in Upton, New York. Since then, an MRT-related TSE has been
confirmed in a variety of species and tissue types [40–47]. The TSE is the phenomenon by which
normal tissues tolerate single exposures to narrow planes of synchrotron-generated X-rays up to
several hundred Gy [48]. The TSE of spatial-fractionated radiation indicates significant implications
for both clinical applications and the improvement of risk assessments for exposure to non-uniform
radiation, such as environmental radiation.

Intercellular responses could be involved in non-targeted effects, including RIBEs and TSEs,
in response to spatially fractionated radiation fields [49]. Furthermore, to achieve tissue homeostasis,
cell competition is essential as a cell fitness-sensing mechanism. This is seen across an array of
species, from insects to mammals. The process eliminates cells that, while viable, are less fit than
their neighbors [50]. Damaged cells induced by spatially fractionated radiation are removed by the
neighboring cells through cell competition, resulting in the prevention of a pathological state, such as
carcinogenesis, at the tissue level [51]. After the complete clearance of radiation-induced damaged
cells, tissue regeneration generally occurs for the purpose of maintaining normal tissue functions,
namely homeostasis. Somatic stem cells migrate from the intact to the defective parts and regenerate
the structure and function of the tissue via their proliferation and differentiation [52,53]. Such tissue
homeostasis mechanisms could be involved in radiation-induced biological responses at the tissue
level. However, there is little knowledge of this to date.

3. Mechanisms of the Effect of Hypothermia-Induced Radioprotection

Hypothermia is a condition that results from the drop in the core body temperature to a level at or
below 35 ◦C. It develops when a body’s rate of heat production is exceeded by its rate of heat loss [54].
Physiological and environmental stresses that induce behavioral hypothermia include dehydration,
hypercapnia, and anemia [55]. Given the marked effect that body temperature has on oxygen uptake
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in resting animals, hypothermia is beneficial in these conditions, as it reduces the demand for oxygen,
decreases evaporative water loss (in amphibians), protects the brain’s metabolic status and function,
and decreases xenobiotic compounds’ toxicity. In short, hypothermia elicits hypoxia.

It has long been known that the amount of available oxygen in tissues plays an important
role in determining these tissues’ IR sensitivity; this is referred to as the “oxygen effect” [56,57].
In 1953, Louis Gray and his colleagues hypothesized that tumors are generally more anoxic than their
surrounding normal tissues. As a result, since they are anoxic, tumors are found at a low position
on the oxygen-radiosensitivity curve, when compared with normal well-vascularized tissues [56].
In fact, hypoxia can lead to an up to three-fold increase in radioresistance [58]. Furthermore, cellular
antioxidants have shown a significant decrease of radiosensitivity, such as glutathione [59]. Thus,
when discussing the effects of hypothermia on radiosensitivity, the degree of tissue oxygenation must
be considered. In 1960, Joseph Weiss used aerobic cultures from HeLa cells, the first immortal human
cell line, to demonstrate that there is no difference in radiosensitivity when cultures are irradiated at
1 and 37 ◦C [60]. He also revealed that no histological differences were detected between the spleens
of mice irradiated under hypoxic hypothermic conditions [20] and those irradiated while hypoxic at
a normal body temperature [61]. This indicates that hypothermia’s effect on irradiated mammalian
cells and tissues is dependent on oxygen levels. From this, we can infer that the observed increase in
radiosensitivity is mainly the result of concomitant hypoxia.

In clinical practice, hypoxia is a hallmark of solid tumors and a major obstacle to the effectiveness
of radiotherapies, which kill cancer cells through the generation of reactive oxygen species (ROS) [62].
Several radiobiological studies have shown that hypoxic cells are resistant to ROS insults because
of the shortage of ROS substrate oxygen. Further, and paradoxically, there is evidence that ROS
are produced more in hypoxic than in normoxic cells and serve as signaling molecules that render
cells adaptive to hypoxia. In 1995, Gregg Semenza’s research group discovered hypoxia-inducible
factor (HIF-1) [63], which is involved in these hypoxic responses and regulates several genes in
ROS homeostasis [64]. HIF-1 consists of an inducible alpha subunit (HIF-1α) and a constitutively
expressed beta subunit (HIF-1β) [65]. Under normoxic conditions, the lysine and proline residues on
HIF-1α’s oxygen-dependent degradation domain are hydroxylated, and the modified HIF-1α interacts
with the Von Hippel-Lindau E3 ubiquitin ligase complex. This is followed by degradation via the
ubiquitin proteasome pathway [66]. However, as previously described by Ridder and colleagues [67],
hypoxia induces the accumulation of HIF-1α through the prevention of protein degradation, or by the
upregulation of gene expression via ROS-mediated pathways. Then, as a result of increased HIF-1α,
HIF-1 is activated and regulates more than 100 genes, conferring radioresistance by acting on multiple
mechanisms at different levels. In addition, hypoxia- and radiation-induced ROS could trigger a
feedback loop that favors the generation of antioxidants. In this way, the combination of hypoxia, ROS,
and HIF-1 signaling demonstrates its important role in hypothermia-induced radioresistance for both
tumors and normal tissues.

In non-uniform radiation fields, such as environmental radiation exposures, radiation-hit cells
and non-hit cells co-exist. Regarding this, in vitro experimental configurations containing in-field
and out-of-field cells have been established, showing that intercellular communications from cells
in-field to cells out-of-field reduces the survival of out-of-field cells using a 50% in-field and 50%
out-of-field (half-field) irradiation [68]. Under hypoxic conditions, while in-field responses were
oxygen dependent, out-of-field effects were observed to be independent of oxygen, with similar or
greater cell killing [69]. This highlighted the need for further understanding of intercellular signaling
under hypoxic conditions.

There are other possible mechanisms for eliciting hypothermia-induced radioprotection.
For example, when enzymes are exposed to IR at low temperatures, there is a progressive decrease
in radiation sensitivity; namely, greater levels of enzymatic activity after the same dose of radiation
delivered at a low temperature compared to room temperature [70]. Furthermore, cold-inducible RNA
binding protein (CIRP), which responds to mild cold shock, assists cells in adapting to hypothermic
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conditions by stabilizing specific mRNAs and facilitating their translation. CIRP protects cells from
ultraviolet radiation and hypoxia-induced senescence processes [71]; however, these radioprotective
effects for maintaining cellular activity require further study and investigation.

4. Impairment of Radiation Damage Repair under Hypothermic Conditions

In 1966, Egami and Etoh applied lethal acute or fractionated exposures of radiation to fish
(Oryzias latipes) at 23 and 11 ◦C [72]. At a water temperature of 23 ◦C, the delivery of a lethal dose of
40 Gy into two fractions, separated by a three-day interval, helped many fish to survive the 30-day
experimental period; by contrast, at a lower water temperature, 11 ◦C, the overall response to the
fractionated dose was the same as to the whole dose delivered at once. This indicates that, at low
temperatures, the efforts to repair radiation damage injuries are ineffective; thus, a fractional dose does
not help to reduce the radiation damage [73].

Poikilothermic animals are good experimental subjects for studies on the influence of low
temperature on radiation sensitivity. According to a 1982 report by the United Nations Scientific
Committee on the Effects of Atomic Radiation (UNSCEAR), tissue repair/regeneration and recovery
from radiation injury in self-renewing tissues in fish are considerably inhibited when kept at suboptimal
temperatures [74]. In cases of chronic radiation exposure, radiation damage accumulates without repair
in fish in cold environments, such as Arctic winters. In contrast, those fish in warmer environments,
which are continuously able to repair some of their radiation-induced damage, demonstrate lower levels
of radiation damage from chronic exposure [9]. The impairment of radiation damage repair capacities
may be involved in other living systems, including those of homoiothermic animals. In addition,
other endpoints, specifically non-cancer outcomes, such as neurological disorders and ischemic heart
disease, could benefit from further investigation.

The radiation-induced effects in genotoxicity under hypothermic conditions are yet to be
determined. In recent years, Baird and colleagues showed that hypothermia (13 ◦C) postpones
DNA damage repair in irradiated BJ-hTERT cells and protects against cell death [75]. By contrast,
a series of studies investigating hypothermia-induced DNA damage in human peripheral blood
lymphocytes [76–80] has suggested the possibility of DNA repair promotion that leads to a
reduced transformation of DNA damage to chromosomal aberrations. Therefore, to our knowledge,
hypothermia-induced modulations of DNA damage repair in vitro remain controversial.

5. Possible Issues Related to Human Space Exploration and the Induction of Hibernation

In 1961, Yuri Gagarin was the first human to journey to outer space. Since then, the technology
associated with space travel and exploration has advanced significantly. As future missions explore
realms beyond low-Earth orbit (LEO) and outside the protection zone of the Earth’s magnetic shielding,
the nature of the radiation exposure that astronauts encounter will include higher levels of exposure [81].
While travelling outside LEO, every cell in an astronaut’s body will be traversed by proton or electron
rays every few days, and by high atomic number and energy (HZE) ion-charged particles every few
months [82]. Shielding may be able to reduce their exposure to galactic cosmic rays (GCRs), including
HZE particles, but the technique is not likely to resolve the problem entirely [83]. From the viewpoint
of radiation micro-dosimetry, for GCR exposures, the energy deposition of radiation is localized along
its track. This results in a spatially fractionated distribution of exposed or unexposed cells in the
irradiated tissue. For this reason, the detection of the temporospatial dose’s distribution could be of
scientific importance, allowing for more accurate individual risk assessments of exposure associated
with environmental radiation.

The concept of the effective dose does not yield an individual-specific dose but instead uses a
reference person for a given exposure situation. Furthermore, effective doses do not take into account
the genomic diversity of individuals’ radiosensitivity, so it is not an appropriate means for estimating
individuals’ radiation-induced health risks among the general population. In fact, as explained in
ICRP Publication 103, the effective dose is a risk-adjusted quantity for the control of exposure; it was
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never intended to serve as a measure of risk [6]. This dose is calculated using reference phantoms for
the purpose of enabling the summation of doses from all radiation exposures for comparisons with
limits, constraints, and reference levels (set at the same quantity), and for the optimization of protection.
Implicit in its use is the central assumption of a linear non-threshold dose–response relationship
between dose and risk; it is a reasonable assumption for protection purposes but has not been proven
for low doses [84]. A single set of tissue-weighting factors is used in the calculation of the effective dose,
despite previously recognized differences in the age and sex dependence of the relative contributions
of cancer types to the overall detriment and, crucially, in the overall magnitude of cancer detriment.

Risk assessment and proper GCR protection are essential for humans’ long-term activities in
space [85]. In the US, the National Aeronautics and Space Administration (NASA) bases its safety
standards on the acute exposure levels recorded among Japanese atomic bomb survivors [86], but this
ultimately seems to be an insufficient approach, as the survivors’ acute irradiation scenario differs
from the chronic exposure to GCRs that astronauts on a two- or three-year mission to Mars would
encounter [87]. In addition, physiological factors, such as age, sex, and DNA repair-deficiency,
are clearly important in estimating the biological effects induced by exposure to radiation. In fact,
NASA has developed a risk-based approach to radiation exposure limits that accounts for individual
factors (e.g., age, gender, and smoking history) and uses them when assessing the uncertainties related
to risk estimates [88]. However, many more epidemiological studies are still needed; the Million Person
Study of Low-Dose Health Effects (MPS) [89], for example, can contribute to our understanding of
the health effects of chronic exposure. The MPS’ large study size, approximately one million subjects,
makes it capable of providing more precise estimates of lifetime risks of radiation and may indicate
reasonable approaches for addressing specific issues of interest to not only NASA but also ICRP,
UNSCEAR, and other organizations concerned with radiological protection.

The idea of hibernation has been proposed as a possible approach for use in human space travel.
Recently, a procedure to induce a metabolic state known as “synthetic torpor” in non-hibernating
mammals was successfully developed; this could be an efficient means of conserving resources,
reducing the incidence of mental disorders related with long-term missions and mitigating or preventing
radiation-induced acute effects [90]. However, GCR-induced long-term or chronic health risks for
humans, such as cancer, heart failure, and dementia, during hibernation or synthetic torpor are
still unclear. In addition, environmental radiation damage on reproductive potential remains to be
determined. An epidemiological study from 2013 examined 83 healthcare workers who had been
exposed to radiation at work. The study shed light on the effects of this exposure on spermatozoa,
noting changes in their motility characteristics, global hypermethylation, increased incidences of
morphological abnormalities in sperm, and sperm DNA fragmentation [91]. Such epidemiological
investigation is of importance to provide new insights into environmental radiation risks on human
fertility [92]. If a hypothermic state can induce an impairment of the radiation-induced damage
repair response, hibernating astronauts might be more vulnerable to the chronic effects of radiation,
compared to those allowed to travel under optimum-temperature sleeping conditions. At present,
there is a lack of experimental studies on the combination of chronic radiation exposure and
hypothermia. Taken together, current concerns about the possible effects of chronic radiation
exposure on carcinogenesis, neurological disorders, ischemic heat failures, and infertility for astronauts
require further elucidation that may be resolved by comparing and integrating observed data from
epidemiological and experimental studies, as well as biophysical models and computational approaches.

6. Conclusions

This literature review offers a summary of the historical progress in the interdisciplinary research
field of radiobiology and hypothermia. As shown in Figure 1, conventional hypothermia appears to be
a double-edged sword: On the one hand, it protects organisms against the acute effects of radiation via
a hypoxic response; on the other hand, it can lead to impaired radiation damage repair capabilities.
Long-term or chronic radiation-induced health risks, including carcinogenesis, neurological disorders,
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ischemic heart disease, and sterility under hypothermic conditions, are still controversial; nevertheless,
it is important for humans’ long-term activities in space.

Figure 1. Overview of radiation-induced effects in cells in hypothermic conditions. Hypothermia
treatments protect organisms from the effects of acute radiation via a hypoxic response. Additionally,
it can induce the impairment of radiation damage repair responses.

To establish a personalized risk assessment for environmental radiation exposures, we should
consider the tissue-level responses induced by heterogenous tempo-spatial radiation exposure as
well as individual differences in radiation sensitivity. In addition, further investigations are required
to provide novel insights into our understanding of the temperature regulation of environmental
radiation damage in living systems, as this will be of increasing importance in the coming era of
space exploration. Consequently, it will be of importance to monitor not only the total dose but also
the tempo-spatial distribution as well as the temperature in the circumstances of the irradiation for
risk assessment.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

Abbreviations

IR Ionizing radiation
IARC International Agency for Research on Cancer
UV Ultraviolet radiation
ICRP International Commission on Radiological Protection
SI International System of Units
Gy Gray
Sv Sievert
LET Linear energy transfer
RIBE Radiation induced bystander effect
SCE Sister chromatid exchanges
TSE Tissue-sparing effect
MRT Microbeam radiotherapy
ROS Reactive oxygen species
HIF Hypoxia inducible factor
CIRP Cold-inducible RNA binding protein
UNSCEAR United Nations Scientific Committee on the Effects of Atomic Radiation
LEO Low-Earth orbit
HZE High atomic number and energy
GCR Galactic cosmic ray
NASA National Aeronautics and Space Administration
MPS Million Person Study of Low-Dose Health Effects
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