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Photonics has often been defined as the key technology of the 21st century. In recent
decades, the overall trend of research and development (R&D) towards the miniaturization
of devices and systems, pushed by the tremendous development of microelectronics, has led
to continuous development of micro/nanophotonic devices. They have huge potential for
low-cost, scalable production, as well as the integration of high-density components. Their
evolution would enable advanced applications to emerge not only in optical processing
and computing, but also in metrology, single-molecule sensing, imaging, microscopy,
mid-infrared photonics, terahertz generation, microwave photonics, and biomedicine.

Many research centers worldwide are working on projects related to advances in
micro/nanophotonic devices. Although it is challenging to define the borders of such a
research area, it is certainly true that a significant number of scientific projects have been or
are being carried out in Europe, often in collaboration with colleagues from abroad. The
growth of such projects has certainly been facilitated by the multi-year programs funded by
the European Commission; among the successful examples of cooperation projects at the
European level, one can mention the regional photonics clusters, corresponding to national
technology platforms, and the European Technology Platform Photonics21.

By examining the scientific production in the areas of microphotonics and nanopho-
tonics, one can see (perhaps with some surprise) that the publications listed under the
topic “microphotonics” are 20 times fewer (≈550) than those appearing under the topic
“nanophotonics” (≈11,050), according to the Clarivate Web of Science™. If we refer, for
the sake of simplicity, to the sole area of nanophotonics, and we filter the results on the
basis of the authors’ country of residence (as indicated in each publication), the result is
that 3778 publications, i.e., over 34% of the total, are authored by at least one scientist from
one of the 28 countries of the European Community, plus Switzerland and the UK. The
image in Figure 1 gives a graphical representation of the larger geographical contributions;
it also makes the importance of the collaboration with abroad countries, such as USA and
China, evident.

The present Special Issue (SI) of Micromachines, entitled “Micro/Nanophotonic De-
vices in Europe”, represents a weak effort to shed some light on the ongoing researches
and the achieved results in the European laboratories. Although it is far from an ex-
haustive overview, this Special Issue presents a few examples of the potentiality of mi-
cro/nanophotonics devices in a relatively wide spectrum of applications.

In the first group of papers, three reviews are proposed, aiming to highlight the state
of the art of integrated photonics and its applications in optical communications and optical
processing.
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Silicon photonics is currently a commercially established and yet fast-growing tech-
nology for communication systems. To monitor the status of fabrication processes and
characterize the performance of photonic circuits after production, wafer-scale testing is an
essential technology in a semiconductor production line. Various techniques can be used to
couple the optical signal from optical fibers to photonic chips, such as prism coupling, butt
coupling, end-fire coupling, and grating coupling. However, these techniques allow for the
performance of the entire circuit to be measured during wafer-scale testing, although it is
not possible to test any subsystems or individual devices on the photonic chips. Therefore,
in order to routinely test some key sensitive subsystems and individual devices on the pho-
tonic chips at the wafer scale, erasable grating couplers and directional couplers are highly
desirable. Germanium (Ge) ion implantation into silicon waveguides induces lattice defects
in the silicon, which can eventually change the crystal silicon into amorphous silicon and
increase the refractive index from 3.48 to 3.96. A subsequent annealing process, using either
an external laser or integrated thermal heaters, can partially or completely remove these
lattice defects and gradually change the amorphous silicon back into its crystalline form,
therefore reducing the material’s refractive index. Keeping in mind this change in optical
properties, various erasable photonic devices which can be used to implement a flexible
and commercially viable wafer-scale testing method for a silicon photonics fabrication line
were reviewed in the paper by Yu and others [1]. In addition, Ge ion implantation and
annealing were also demonstrated to enable post-fabrication trimming of ring resonators
and Mach–Zehnder interferometers (MZIs). Finally, a proof of principle of nonvolatile pro-
grammable photonic circuits with the Ge implantation technology was also implemented.
It is certain that, based on the refractive index change associated with the aforementioned
Ge ion implantation and annealing, the flow of an optical signal within the photonic circuit
can be switched or rerouted using erasable directional couplers or trimmable MZIs [1].

The combination of integrated optics technologies with nonlinear photonics, which
has led to the growth of nonlinear integrated photonics, has also opened the way for
groundbreaking new devices and applications. In this Special Issue, two companion review
papers, dedicated to nonlinear photonics and aimed at offering a broad overview, are
proposed [2,3]. In the former, the main physical processes involved in nonlinear photonics
applications are introduced, starting from traditional second-order and third-order phenom-
ena and progressing to ultrafast ones (self- and cross-phase modulation, supercontinuum
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generation, and optical solitons). The applications, on the other hand, were made possible
by the availability of suitable materials with high nonlinear coefficients, and/or by the
design of guided-wave structures, which can enhance the materials’ nonlinear properties.
A summary of the most common nonlinear materials was also presented, together with
a discussion of the innovative ones. Silicon and related materials, such as SiN, a-Si, and
SiC; glasses, such as silica, high-index glass, and chalcogenide ones; III–V semiconductors;
lithium niobate; and, more recently, investigated materials such as tantalum pentoxide
and vanadium dioxide were discussed, and their pros and cons were pointed out. Lastly,
two-dimensional layered materials and zero-index media were also introduced [2]. The
latter review aimed at describing the development of integrated photonics, which began
with centimeter-long circuits, progressed through microphotonics, and finally arrived at
nanophotonics. The first step, from the centimeter to micrometer scale, was motivated
by the wish to investigate light behavior and its interaction with micro-objects on the
microscale. The key challenges were reducing the sizes of optical devices and improving
their performances. The main goal was to develop a reliable platform for dense integration.
The second step, from micro to nano, was motivated by the demand that, in the near future,
it is expected for devices to control light in very thin nanoscale layers or in nanoparticles
of nonlinear material. Various waveguide structures, fabrication processes, and integra-
tion platforms were discussed. Finally, a brief, and certainly not exhaustive, overview of
nonlinear photonics devices was given; for simplicity, the examples were classified into
three groups, each characterized by a common goal, even if quite broad: all-optical digital
devices, devices for all-optical processing, and nonlinear light sources [3].

Nanophotonics is an attractive field of recent development. In the second group of
papers, two contributions were proposed: the first related to metamaterials and the second
related to dielectric nanostructures. These are among the most promising approaches for
nanophotonics devices.

Toroidal multipoles are a class of fundamental electromagnetic excitations that comple-
ment the more familiar electric and magnetic multipole families. Recently, metamaterials
have provided fertile ground for the observation of toroidal dipole and higher-order mul-
tipoles through the ability to judiciously shape the meta-atom/meta-molecule geometry
in the unit cell. In the referenced paper [4], a conductive meta-atom of toroidal topology
was studied both theoretically and experimentally, demonstrating a sharp and highly con-
trollable resonant response. Simulations were performed both for a free-space periodic
metasurface and a pair of meta-atoms inserted within a rectangular metallic waveguide. A
quasi-dark state (almost non-radiating) with controllable radiative coupling was supported,
allowing for the linewidth (quality factor) and lineshape of the supported resonance to be
tuned via the appropriate geometric parameters. The structure was fabricated with a 3D
printer and coated with silver paste. Importantly, the structure was planar, consisted of a
single metallization layer, and did not require a substrate when neighboring meta-atoms
were touching, resulting in a practical, thin, and potentially low-loss system. Measurements
were performed in the 5 GHz regime with a vector network analyzer, and a good agreement
with the simulations was demonstrated.

Plasmon-based devices operating at an optical and near-infrared frequency have been
demonstrated to reach extraordinary field confinement capabilities, with localized mode
volumes of only down to a few nanometers. Although such levels of energy localization
are substantially unattainable with dielectrics, it is possible to operate subwavelength
field confinement by employing high-refractive index materials with proper patterning,
e.g., photonic crystals and metasurfaces. In the last 20 years, optical surface modes, i.e.,
optical modes strongly confined at the truncation interface of planar dielectric multilayers
(called Bloch surface waves (BSWs)), on flat and patterned dielectric multilayers have been
investigated in many frameworks. In another paper [5], BSWs, as a viable alternative to
plasmonic platforms allowing for easy wavelength and polarization manipulation and
reduced absorption losses, are investigated. A computational study on the transverse
localization of BSWs by means of quasi-flat Fabry–Perot microcavities, which have the
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advantage of being fully exposed toward the outer environment, was proposed. These
structures are constituted by defected periodic corrugations of a dielectric multilayer top
surface. The dispersion and spatial distribution of the cavity mode of BSWs were studied.
In addition, the hybridization of BSWs with an A exciton in a 2D flake of tungsten disul-
fide (WS2) was also addressed. WS2 monolayers display a narrow and intense excitonic
resonance at 2.03 eV that is well suited to promoting mode hybridization with BSWs. A
strong coupling, involving not only propagating BSWs, but also localized BSWs, namely,
band-edge and cavity modes, was pointed out.

The recent developments in biophotonics have pushed the application of photonic
devices towards microscopy and imaging. The third group of papers [6–8] can be placed in
this frame.

Long-focusing range beams (LFRB), also known as quasi-Bessel beams, are appealing
due to their non-diffractive properties. Their use in various important applications, such as
in optical manipulation, high-resolution lithography, and microscopy, can be enhanced if
the focal spot has a submicron full width at half maximum (FWHM) diameter. Another
desirable feature when working with LFRBs is the possibility to tune the light distribution
without moving parts in the experimental set-up. A possible solution can be obtained
through forming LFRBs by exploiting bilayers composed of weakly absorbing film and
thicker layers possessing thermo-optical properties. The working principle is based on
the phase change of an input Gaussian beam induced in the latter film via the thermo-
optical effect, while the heating power is produced by the optical absorption of the former
film. The phase-modified beam is transformed by an objective into a long focus with a
submicron diameter. A difficult challenge is the fabrication of ultrathin thin absorbers
with (1) high flat spectral transmission, (2) sufficient absorption in the Vis–NIR spectral
region, (3) high and uniform heat conduction, and (4) high chemical and structural stability.
In this context, particular attention is focused on the emerging 2D materials, thanks to
their intrinsic characteristic of low effective thickness and interesting optical properties for
photonics applications. The theoretical and experimental characterizations of an elastomeric
polydimethylsiloxane/single-layer graphene (PDMS/SLG) axicon-like tunable device,
which is able to generate diffraction-resistant submicrometric spots, were reported in [6].
The results demonstrated that in spite of its low absorption, the SLG can significantly raise
its temperature and even deliver moderate optical pump powers by heating the PDMS
sufficiently to push its temperature close to the tolerance limit (~470 K) and generating a
remarkable refractive index gradient. The proposed thermo-optical device can, thus, be
useful for the simple and cheap improvement of the spatial resolution on long focus lines.

Traditionally, in carrying out macro tensile tests, the strain components are measured
by means of a strain gauge attached to the sample. Of course, for miniaturized specimens,
these instrumentation devices may not be suitable due to the reduced sample size. A
non-contact optical technique can be more suitable and more conveniently used for ac-
cessing full-field strains over the target region. For this purpose, several white-light and
interferometric optical methods have been proposed in the literature. Among them, the
Digital Image Correlation (DIC) has the merit to allow one to measure full-field kinematic
quantities by tracking unique features of images taken at different deformation stages. The
DIC technique uses a camera-lens optical setup, and it allows for variable sensitivity and
resolution in strain measurements. Reference [7] described how the digital image correla-
tion (DIC) technique may be coupled with mechanical tests to quantify the deformation of
a material across the central region of interest for both macro and miniaturized specimens.
The development of equipment dedicated to performing uniaxial, tensile–compression
tests on miniaturized metallic specimens was presented. The experimental equipment,
called MSTD (miniaturized specimen tester device), permitted the testing of specimens
on a miniaturized scale, thus opening up a broad field of applications, one of them being
compressive loading tests, as the equipment has the advantage of overcoming buckling
effects. In addition to uniaxial tensile, compression, and cyclic tests, it is also possible and
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expected that equipment will adapt to other fundamental tests for metallic sheets, such as
shear and ductile damage tests.

Non-contact current surface texture analysis techniques include coherence scanning
interferometry, confocal microscopy, and scanning laser microscopy. A drawback of the
currently employed surface texture analysis techniques is their inability to capture the full
surface of a sample, thus leaving users restricted to being able to analyze only a limited
area. A unique solution to the aforementioned drawback may be found in electrically
tunable lenses (ETL), which possess the ability to alter their optical power in response to
an electric signal. This feature allows such systems not only to image the areas of interest,
but also to obtain spatial depth perception. The mechanism of ETL is achieved via two
main approaches: local variations in the refractive index, which include liquid crystals,
and controlling the shape of the lens with two main techniques that use electrowetting and
shape-changing polymers. A low-cost, non-destructive, ETL-based imaging system for the
3D surface characterization of materials was described in reference [8]. The system was
based on a polymer-based liquid ETL. The tuning of the voltage and feeding of the ETL
enables the adjustment of the ETL focal power. Images were captured via a camera attached
to the ETL system. The system as then employed to measure the amplitude, spatial, hybrid,
and volume surface texture parameters of a model material (pharmaceutical dosage form),
and these were validated against the parameters obtained using optical profilometry.

One of the most important and significant area of applications for photonics devices
is sensors and actuators. The fourth group of papers [9–11] is related to this field of
applications.

Optical fiber sensors have provided effective sensing devices for decades. A wide
variety of configurations have been successfully reported, according to the development
of optical fiber fabrication techniques. Single-mode–multimode–single-mode (SMS) fiber
structures have received significant attention in the last years due to their unique spectral
features, high sensitivity, easy fabrication, and potential low cost. The general sensing prin-
ciple of an SMS fiber sensor is based on the self-imaging effect in a multimode waveguide,
i.e., multimode interference. In this framework, a new and attractive approach is to consider
specialty fibers. An interesting example is given by square-core fibers, which produce an op-
tical beam with uniform intensity over the core area, because the shape of the core promotes
mode mixing as light propagates through the fiber. In one of the papers included in this
Special Issue [9], the sensing performance of a simple multimode-interference-based fiber
sensor, containing a square-core fiber 30 cm in length, was investigated for temperature
and strain measurement. In addition, a comparison to other specialty fibers, which were
mostly circular core shapes, was also presented. The experimental results demonstrated
that this fiber sensor was able to exhibit great potential for applications in strain-insensitive
temperature measurement.

The conversion of light into mechanical work has been a hot topic for many years. This
approach is of great interest because actuators can be temporally, spatially, and remotely
controlled by light, which can be beneficial in various applications. One of the most
investigated photo-responsive liquid crystalline molecules is Azobenzene, which can be
used as a molecular engine in photo-mobile materials. The use of azobenzene molecules
embedded as moieties in liquid crystal elastomers yields photo-mobile materials that
efficiently convert light into mechanical output. In reference [10], the thermo/mechanical
phenomena, regulating the actuation of three LC mixtures consisting of 100% azobenzene
moieties, were investigated. The nematic temperature of the LC elastomers was measured
and the PMPs were carefully characterized for their bending and speed capabilities. The
results demonstrated that the nematic temperature of the LC mixture was greatly influenced
by the ratio of the linear and cross-linker monomer; when their ratio was in favor of the
linear monomer, the PMPs bent more and the process was faster compared to the other
mixtures. Finally, it was shown that the thermal effects did not play a predominant role in
the movement of the film, and that such material could be useful for designing polarization-
selective switches.
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Quartz-enhanced photoacoustic spectroscopy (QEPAS) is a well-known technique
used for the detection of specific trace gases in complex mixtures. The high performances
in terms of selectivity and sensitivity allow for the exploitation of this technique in a wide
range of applications. In QEPAS, acoustic waves are generated between the prongs of a
quartz tuning fork (QTF) by the absorption of modulated light from the gas molecules via
non-radiative relaxation processes. QTFs are employed as piezoelectric-sensitive elements
to transduce pressure waves in an electric signal. These quartz resonators are characterized
by a good immunity to environmental acoustic noise due to their high quality factors (Q)
and compact dimensions. Due to the sharp resonance, external noise sources outside of
the resonator’s small bandwidth (~4 Hz at atmospheric pressure) do not influence the QTF
signal. Suitable front-end electronics must be designed to read out the signal generated by
the QTF and to optimize the signal-to-noise ratio (SNR), as well as the minimum detection
limit of the gas concentration. A theoretical study of the SNR trend in a voltage-mode read-
out of QTFs was presented [11], mainly focusing on the effects of (i) the noise contributions
of both the QTF-equivalent resistor and the input bias resistor RL of the preamplifier; (ii)
the operating frequency; and (iii) the bandwidth (BW) of the lock-in amplifier low-pass
filter. As a result of the study, general guidelines for the choice of resistor RL and the
most suitable operating frequency for the QEPAS system implementing the voltage-mode
read-out of QTFs was derived. Furthermore, the proposed analysis allows for the study of
the noise contributions at different bandwidths to optimize the acquisition time of QEPAS
measurements.
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Abstract: Germanium (Ge) ion implantation into silicon waveguides will induce lattice defects in
the silicon, which can eventually change the crystal silicon into amorphous silicon and increase the
refractive index from 3.48 to 3.96. A subsequent annealing process, either by using an external laser
or integrated thermal heaters can partially or completely remove those lattice defects and gradually
change the amorphous silicon back into the crystalline form and, therefore, reduce the material’s
refractive index. Utilising this change in optical properties, we successfully demonstrated various
erasable photonic devices. Those devices can be used to implement a flexible and commercially
viable wafer-scale testing method for a silicon photonics fabrication line, which is a key technology to
reduce the cost and increase the yield in production. In addition, Ge ion implantation and annealing
are also demonstrated to enable post-fabrication trimming of ring resonators and Mach–Zehnder
interferometers and to implement nonvolatile programmable photonic circuits.

Keywords: silicon photonics; optical waveguide; Ge ion implantation; annealing; wafer-scale testing;
post-fabrication trimming; programmable photonic circuits

1. Introduction

Silicon photonics is currently a commercially established and yet fast-growing technol-
ogy for communication systems. It has also started to play a significant role in many other
applications, including chemical and biomedical sensing, LiDAR application in driving
assistance systems, and in applications for building quantum networks. The integration
with III–V light source materials such as indium phosphide through bonding has also been
reported to solve the lack of intrinsic light emission within the silicon platform [1–9].

To monitor the status of fabrication processes and characterise the performance of
photonic circuits after production, wafer-scale testing is an essential technology in a semi-
conductor production line [10,11]. However, testing the silicon photonics devices optically
at wafer scales is nontrivial. Various techniques can be used to couple the optical signal
from optical fibres to photonic chips, such as prism coupling, butt coupling, end-fire cou-
pling, and grating coupling [12–15]. Among them, grating couplers provide an effective
coupling technique that can couple between integrated waveguides and the out-of-plane
fibres at the wafer scale without dicing the photonic chips [16,17]. However, grating cou-
plers are normally only used as the input/output for the whole photonic circuit. Therefore,
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apart from measuring the performance of the entire circuit during wafer-scale testing, it
is not possible to test any subsystems or individual devices on the photonic chips. Once
a problem within the circuits, such as a fabrication error, occurs, early identification and
analysis can bring huge cost savings. Therefore, it is desirable to routinely test some key
sensitive subsystems or individual devices on the photonic chips, at a wafer scale. Erasable
grating couplers and directional couplers are, therefore, proposed for such applications,
based on germanium (Ge) ion implantation and annealing technologies [18,19].

With current semiconductor fabrication technology, the uniformity of the fabrication
processes for some silicon photonics devices, such as ring resonators and Mach–Zehnder
interferometers (MZIs), exhibits variability. The optical phase error induced by the variation
in waveguide dimensions across the chip will significantly change the device performance.
This is one of the major factors affecting the yield of final silicon photonic modules in
production [20,21]. For example, the resonant wavelength and Q factor of ring resonators
will be affected by variations in the fabrication process [22,23]. The transmission of MZI
mainly depends on the phase difference between the two arms, and this will also suffer
from the variations in the fabrication process [24,25].

Silicon photonic modulators and filters have benefited from the resonance proper-
ties of ring resonators. However, this structure is extremely susceptible to fabrication
variations [26]. Several methods have been investigated to tune the resonant wavelength
of optical ring resonators. Electron beam and laser irradiation are two techniques that
have been used for trimming, with each utilising a different process to realise a refractive
index change [27]. Inducing strain and compaction into an oxide cladding by e-beam
can change the effective index of the optical mode in the devices [28,29]. The polymethyl
methacrylate cladding allows the resonant wavelength of ring resonators to be trimmed
after irradiation by ultraviolet light [30]. Post-fabrication trimming can also be realised
by introducing photosensitive materials onto the waveguide surface and subsequently
exposing them to lasers [31]. The optical properties of the waveguide can also be shifted
by depositing and partial etching of a thin SiN film on top of devices [32]. Laser-induced
lattice damage can also change the refractive index of silicon waveguides and can provide a
shift in resonant wavelength [33]. In this study, we demonstrated that Ge ion implantation
and annealing can be applied for post-fabrication trimming [34–37], with some unique
advantages over other techniques, such as a large change in refractive index change and
easy implementation.

In addition to the applications of wafer-scale testing and post-fabrication device
trimming, we also implemented a proof of principle of nonvolatile programmable photonic
circuits with the Ge implantation technology [38]. Based on the refractive index change
associated with Ge ion implantation and annealing mentioned above, the flow of an
optical signal within the photonic circuit can be switched or rerouted using erasable
directional couplers or trimmable MZIs. Such devices were used as the basic building blocks
for large-scale programmable photonics circuits. After fine-tuning the transmission, the
working states of the directional couplers or MZIs are fixed and do not need a continuous
electrical power supply to retain the operating point [34]. This will greatly reduce the
power consumption, compared with more traditional programmable photonic circuits,
implemented with MZI arrays controlled by integrated thermal heaters [39].

2. Ion Implantation and Annealing
2.1. Ge Ion Implantation

Ion implantation is a widely used fabrication process to achieve impurity doping
in a solid target [40]. Typically, in the CMOS industry, ions of elements from groups III
and V are implanted to change the free carrier concentration. The process to alter the
charge density present in the sample via doping is different from the ion implantation
process used in this study to change the refractive index of the silicon waveguide via crystal
damage. For crystalline silicon waveguides, lattice disorder can be induced during the
implantation process. Therefore, the effective index of propagating mode in optical devices
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can be altered through this process via a damage-induced change in the refractive index.
During the implantation process, the ions are accelerated in an electric field and injected
into the sample, causing lattice damage in the crystalline silicon. The alteration in the
refractive index is attributed directly to this lattice damage [41,42]. Therefore, a variety of
implanted species can be utilised to cause lattice damage.

In this project, Ge was chosen as the implanted ion in the ion implantation process
to create amorphous sections in a crystalline silicon waveguide. Firstly, Ge is a group IV
element, which means that the free carrier concentration of the silicon waveguide will
not be changed. Secondly, it is a CMOS-compatible element, and compared with car-
bon and silicon, Ge has a higher relative mass and can cause greater lattice damage than
other group IV elements for the same implanted dose [41,43]. Consequently, amorphi-
sation can be achieved for a lower dose than for lighter ions. Ion implantation is also a
temperature-dependent process. Low ion implantation temperature can reduce the required
ion implantation dose and implant time [42]. However, it also increases the utilisation time
of the implantation equipment and production costs because self-heating via the ion beam
must be avoided. The lattice disorder in silicon crystal has been reported with a very mild
temperature dependency below 323 K [44]. Therefore, room temperature can be used to
reduce fabrication costs.

Figure 1 shows the lattice damage profile in a 220 nm thick silicon waveguide [45]. The
King and King 3D software packages were used to simulate the damage profile of silicon
waveguides after Ge ion implantation [46–48]. The energy and implantation dose in this
simulation are 100 keV and 1 × 1015 ions/cm2, respectively. The real part of the refractive
index of the implanted silicon waveguide regions was increased by approximately 0.5 due
to 80% lattice disorder or more, which was taken to be the definition of amorphisation for
the purposes of this research. The induced lattice defects in silicon will also result in a small
increase (0.04) of the imaginary part of the refractive index [49].
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The mask patterns to define the impanated area (i.e., implantation masks) were fabri-
cated using a DUV lithography scanner. Since shrinkage of a photoresist mask layer during
the ion implantation can occur, a SiO2 layer was used as a hard mask, to eliminate this
uncertainty in the fabrication process. The ion implantation process was carried out at the
Ion Beam Centre at the University of Surrey. An ion energy value of 130 keV and a dose
of 1 × 1015 ions/cm2 were used in order to efficiently implant Ge into silicon and create
deeper implantation in the silicon waveguides, based on our previous studies [50].
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2.2. Annealing

The lattice damage in silicon, created by implantation in the waveguide, can be
repaired by a thermal heating process. The refractive index will, therefore, decrease during
this recrystallisation process [51]. Several annealing methods were used in this study—
namely, rapid thermal annealing (RTA), laser annealing, and heating via an integrated
electrical heater.

Rapid thermal annealing (RTA) is a widely used process in standard CMOS fabrication
lines. It can heat the whole silicon wafers/chips, in order to improve the electrical proper-
ties, and it activates dopants, changes the properties of films, and anneals the implantation
damage. The temperature of the annealing process can be precisely controlled [35,52].
Therefore, it is a useful tool to characterise refractive index variations at specific tempera-
tures but is not useful for local device heating.

In our study, continuous wave-laser exposure and pulse-laser exposure were used to
achieve the annealing of implanted sections in waveguides. More details of laser annealing
setups can be found in our previously published studies [34–38]. Compared with RTA,
this method can locally anneal the implanted regions of single devices. As the energy
of the annealing laser photons is directly transferred into the lattice of the sample, the
annealing process is accomplished by scanning the laser spot over the implanted regions, a
process that can be completed in a few seconds [53,54]. Although laser annealing is quicker
than RTA, it is still not an ideal annealing method in large-scale production. Achieving
the correct power density on the sample surface can be time-consuming, and the devices
cannot be processed by laser irradiation after packaging.

Integrated electrical heaters have been used in photonic devices to correct the oper-
ating points and realign the resonant wavelength of ring resonators via the thermo-optic
effect [55]. However, we can also achieve annealing via integrated microheaters on top of
optical devices. The target area on the chip can be heated to the annealing temperature by
applying the correct voltage to the heater. This approach can enable localised and rapid
annealing, and facilitate multiple simultaneous annealing points in large-scale photonic
integrated circuits, even after packaging.

Results from our previous study revealed that the difference in residual insertion loss
between the crystalline silicon and annealed silicon devices is negligible. The resultant
peak concentration of Ge ions in the silicon waveguides is less than 0.3%, compared with
a silicon concentration in the same volume [18,34,45,50], indicating that the creation of a
SiGe alloy is not a concern.

3. Erasable Grating Couplers

A typical structure of a conventional grating coupler is based on periodically etched
waveguides to cause a periodic variation in the effective refractive index. By means of the
Ge ion implantation, erasable grating couplers can be fabricated using the lattice damage
induced by Ge ion implantation in silicon waveguide to cause a similar periodic change in
the index, thus diffracting the light and maintaining the surface planarity at the same time.
After annealing, the implanted grating coupler can be totally erased, become a transparent
waveguide and make no difference to the entire circuit, which are significant advantages
for wafer-scale testing.

For proof of principle of implanted gratings for wafer-scale testing, a bow-tie-shaped
design was fabricated, as shown in Figure 2. In the implanted grating, the etched part
of a conventional grating was replaced by the amorphous regions induced by Ge ion
implantation. After sweeping the parameter values of grating period and implantation
depth at a fixed duty cycle of 0.5, we chose a period of 600 nm and 130 nm implanted
depth, to obtain an optimal coupling efficiency of 44%. The resulting implanted depth is
almost twice the depth of the etched grating depth. This is because the lower ∆n of the
amorphous to the crystalline interface, compared with that of silicon-to-air or -dioxide
interface, results in a lower coupling strength for gratings of similar dimensions. Therefore,
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to achieve similar coupling efficiency to etched gratings, implanted gratings require deeper
amorphous regions, to compensate for the smaller index contrast.
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An implanted grating coupler such as this can be positioned anywhere within the
optical circuit to evaluate the performance of individual components or to monitor any
device or subsystem. Furthermore, after testing, it can be erased by annealing to eliminate
any additional insertion loss introduced to the circuit.

A continuous-wave (CW) laser system was initially used for annealing [18]. To guar-
antee the regrowth of crystal lattice in silicon, the laser spot was scanned over the pattern
of the implanted gratings. After full exposure, the implanted grating coupler can be
completely erased. Material quality before and after annealing was measured by Raman
spectroscopy, to determine whether amorphous regions were successfully annealed and
recrystallised [18].

The coupling efficiency of the erasable grating coupler before and after annealing was
measured. The implanted grating coupler shows a peak coupling efficiency of ~5.5 dB per
coupler [45]. After laser annealing, light passes through the erased grating coupler with
almost no additional loss and couples out via the conventional output grating coupler. The
residual propagation loss through the erased grating coupler is suppressed to under −25 dB.

4. Implanted Mach–Zehnder Interferometer

The Mach–Zehnder interferometer (MZI) is one of the most popular components in
photonics design. The working performance of a single MZI is controlled by the phase
difference between the two arms. In the conventional design of an MZI, the phase difference
can be induced by a length difference of the two arms and the thermo-optic effect, applied via
an integrated heater. In our design, the variation of the phase difference is achieved by Ge ion
implantation and subsequent annealing techniques, to choose a specific operating point.

Figure 3 illustrates a basic structure of an implanted MZI. The device was formed
of rib waveguides with a 100 nm slab layer. Implanted sections were induced into each
arm of the MZI with different lengths of 7 µm and 2 µm. The longer one was primarily
responsible for the phase difference and, therefore, controlled the power distribution at the
output ports. The shorter one was used to balance any unwanted reflection at the interface
of the crystalline Si and implanted Si regions.
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4.1. Post-Fabrication Trimming of MZI

For optical modulators, a specific operating point is usually desirable, such as the
quadrature point. Due to the fabrication tolerances and environmental factors, the operating
point of any MZI normally will be shifted, compared with the original design. Post-
fabrication trimming of MZIs has been studied by several groups, and several effective
methods were reported. A similar method was proposed by Samarao et al. [56], but a
refractive index change of only 0.02 was achieved. In our study, Ge ion implantation can
bring much higher refractive index changes, up to one order of magnitude larger.

To experimentally demonstrate this, a CW laser spot, with a diameter of 2.5 µm and
power of 45 mW, was used to scan across the implanted sections in the two arms of an MZI
(Figure 3). The measurement results of its transmission during the annealing process are
shown in Figure 4.
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Before annealing, the 5 µm difference of the implanted sections in both arms results
in approximately 87% of the signal coupled into the output port 2. After 1 µm of the
implanted section was annealed by a CW laser, over 95% of the signal was detected in
port 2. Annealing the remaining 4 µm length can switch the output from port 2 to port 1,
demonstrating full control of the operating point of the MZI.

4.2. Real-Time Phase Tuning of MZI

To implement trimming in commercial applications, real-time measurements are neces-
sary. Therefore, we studied real-time trimming as proof of principle. The implanted MZI was
annealed with a real-time optical measurement setup, which is shown in Figure 5. Optical
signal T (mV) was collected by the photodetector, coupled to output 1. In this setup, a lock-in
amplifier was used to extract the optical signal even within a high-noise environment.
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Figure 5. Schematic of real-time pulse laser annealing for implanted MZI [37].

During the annealing process (with reference to Figure 5), the annealing laser spot,
with a power of 2.4 mW, was scanned linearly from the right-hand side of the 7 µm long
implanted section to its left. As the phase difference between the two arms changes with the
annealing process, the resultant transmission shift in the implanted MZI output is shown
in Figure 6a. Taking the right-hand side of 7 µm long implanted section as the reference
position (0 µm), the change in T starts from position 0 µm to 6.6 µm. Figure 6b shows the
curve of ∆T, which is collected by the lock-in amplifier. ∆T is the differential of transmission
T. In Figure 6b, ∆T starts at −1 mV. Then, this curve follows a downward trend and reaches
the lowest point of the curve at 3 µm, which indicates the location of the quadrature
point with the largest derivative of the MZI output. There is a small discontinuity of the
∆T curve, which is caused by the shaking of the piezo stage during the scanning. The
phase-dependent transmission of the signal T should follow the trend of (1 + cosθ) where θ

represents the phase difference between the two arms of MZI. Therefore, the derivative
of this transmission should follow the trend of −sinθ. The negative maximum value of
this curve is located at approximately −1.8 mV, corresponding to a phase difference of 0.5π
between the arms. Based on the former discussion, it can be estimated that the whole phase
shift corresponds to approximately 0.72π, after the pump laser annealing.
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ing the scanning along the whole 7 μm implanted section; (b) measured ΔT signal dependent on the Figure 6. (a) Measured transmission (T) signal shifts as the function of the pump spot position during
the scanning along the whole 7 µm implanted section; (b) measured ∆T signal dependent on the
pump spot position. Measured values of (c) T and (d) ∆T for four subsequent annealing cycles,
labelled 1–4 in (d), with red dot corresponding to a balanced working point as determined from
minimum in ∆T of (c) [37].

The average power of the annealing laser is 2.4 mW, which is insufficient to achieve
full annealing for the implanted sections in one annealing cycle. Figure 6c,d show the
phase-dependent shift, using θ as a free parameter, of T and ∆T in four annealing cycles.
This result also shows consistency with former results [34].
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4.3. Electrical Annealing of MZI

Electrical annealing of implanted MZIs with integrated TiN heaters was also demon-
strated. The top and cross-sectional views of an implanted MZI are shown in Figure 7.
A 600 nm thick SiO2 layer was deposited to separate the optical mode from the heater.
The top SiO2 cladding layer was deposited to protect the heater filament from the air at
high temperatures.
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The optical transmission spectrum of an implanted MZI is shown in Figure 8. Over
90% of the optical signal is coupled into the drop port before annealing. We applied 7 V in
this experiment, corresponding to electrical thermal power of 150 mW. After 10 s annealing
time, approximately 90% of the input optical signal was detected at the through port of
the MZI. Due to the phase error between the two arms of MZI, 10% insertion loss can be
further improved by precisely controlling the annealing temperature and annealing length.
After 10 s annealing time, the implanted sections were fully annealed. No further change in
optical transmission was observed. The simulated temperature distribution (cross-section)
of this device is shown in Figure 9. The temperature of the implanted waveguides was
predicted to be around 600 ◦C to 700 ◦C in the annealing process.
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5. Implanted Ring Resonators

Ring resonators represent the basic building component of many photonics circuits.
They are widely used for optical switching, modulation, sensing, and optical signal filtering
applications. However, these devices are also very susceptible to fabrication tolerances
and environmental conditions; even a small variation in waveguide width or ambient
temperature may result in a significant resonant wavelength shift; therefore, thermal heaters
are typically required which will add to the overall power consumption of the photonic
integrated circuit. The resonant wavelength shift (of the order of nanometres) caused by
dimension variations are orders of magnitude larger than the shift (order of picometers)
caused by ambient temperature variations [57]. Therefore, by utilising ion implantation
technology and localised annealing, it is possible to induce localised refractive index
changes and, therefore, trim the extinction ratio and resonant wavelength of fabricated
optical filters. This process saves a significant amount of power required for accurate
repositioning of the resonant wavelength due to a shift caused by fabrication tolerances.

Figure 10 shows a schematic of a Ge ion implanted silicon ring resonator. We used
a 220 nm silicon-on-insulator (SOI) platform, to fabricate 500 nm wide rib waveguides
(100 nm thick silicon slab layer; 120 nm etch depth) and ring resonators with different bend
radii. By implanting a 6 µm long section of germanium into the silicon ring resonators of
10 µm in radius, we were able to locally increase the effective refractive index of silicon
and, therefore, shift the resonant wavelength to a longer wavelength. We then performed
localised laser annealing using the same setup used for trimming MZIs, to accurately
position the resonant wavelength at any wavelength within the full free spectral range
(FSR) of the ring resonator. Example transmission spectra before and after annealing are
shown in Figure 11.
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Figure 11. Transmission spectra of implanted ring resonator (with θ = 18◦) before and after annealing [35].

Ring resonator trimming was also performed in real time, and as can be seen from
Figure 12, we were able to manually achieve a precision of 3% within the targeted wave-
length position of 1550 nm for a variety of ring resonators, even when manually controlling
the trimming time.
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Figure 12. Variation between actual, trimmed resonances and target wavelength 1550 nm normalised
to the FSR [37].

Although ion implantation and localised laser annealing represent very accurate pro-
cedures for trimming resonant wavelengths and do not require any additional fabrication
steps for electrical heaters fabrication, electrical annealing is popular and is expected to
become mainstream in silicon photonics. With silicon photonics applied to more industry
applications, electrical heater annealing is more achievable in photonic circuits with high
integration levels.

For racetrack resonators with 25 µm radii, Figure 13 shows the shift of the resonance
peak around 1550 nm during the electrical annealing process. The applied voltage is 1.6 V,
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and the electrical power is approximately 43 mW, which can bring a wavelength shift of
0.5 nm. Figure 14 shows the wider shift of resonant wavelength under higher electrical
powers, (59 mW, 120 mW, and 160 mW). Compared with laser annealing, the applied power
and annealing time can be directly controlled, to adjust the resonant wavelength with high
accuracy, resulting in a simpler operational process.
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6. Erasable Directional Couplers
6.1. Erasable Directional Couplers

Directional couplers (DCs) have been reported as the basic building blocks for con-
figurable photonic circuits. Compared with other devices that can also realise similar
switching functions, such as MZIs and ring resonators, they have smaller dimensions. In
the semiconductor and integrated photonics industries, the footprint has been an essen-
tial consideration in production cost. Furthermore, the performance of DCs is relatively
insensitive to temperature fluctuations [58]. A cross-section of a typical device is shown in
Figure 15a, and the simulated profile of lattice damage within the implanted waveguide
is shown in Figure 15b. Implanted waveguides are successfully formed in the slab region
of the conventional rib waveguide to couple light in/out, which can be erased by a laser
annealing process.
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Figure 15. (a) Cross-section of implanted waveguide and conventional rib waveguide; (b) simulation
result for the Ge implanted waveguide using the Silvaco software; (c) structure of single-stage DC;
(d) structure of two-stage DC. Optical microscope images of (e) a fabricated single-stage DC and
(f) a two-stage DC on an SOI wafer [38].

In applications discussed so far in this paper, the optical signals propagate in traditional
silicon waveguides fabricated by a dry etching process. However, in erasable DCs, the
coupling waveguides were formed solely by an ion implantation process, which was first
demonstrated in silicon photonics. Two types of DCs were designed and fabricated, as shown
in Figure 15c (single-stage DC) and Figure 15d (two-stage DC). Optical microscope images of
a typical fabricated single-stage DC and two-stage DC are shown in Figure 15e,f, respectively.

The devices were designed and optimised using the variational FDTD solver from
Lumerical MODE solutions and fabricated in the cleanroom facilities in The University of
Southampton, UK. The propagation loss of the germanium-ion-implanted waveguides with
various widths was first characterised using the cut-back method. A loss of 32.6 dB/mm
was measured for implanted waveguides with 560 nm width. Whilst this loss is very
high, only very short lengths of a few micrometres are required in DCs. Figure 16a,b
show the measured transmission of single-stage DCs and two-stage DCs, respectively. For
single-stage DCs with a coupling length of around 6 µm, over 80% coupling efficiency was
experimentally achieved. For two-stage DCs with a coupling length of around 12 µm, over
90% coupling efficiency was measured. The simulated results are also provided, shown as
dotted lines in both figures.
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Figure 16. Measured transmission of erasable directional couplers: (a) single-stage DCs; (b) two-stage
DCs [38].

6.2. One-Time Programmable Photonic Circuits

The previous devices were used to build 1 × 4 and 2 × 2 OTP (one-time programmable)
switching circuits. No subsequent continuous electrical power supply is needed to maintain
the operating point because the silicon lattice is permanently changed with our technology.
Microscopic images of the switching circuits are shown in Figure 17.
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The 1 × 4 switching circuit comprises one through port (P4) and three drop ports
(P1, P2, and P3). These drop port waveguides are connected with the through port bus
waveguide by three two-stage DCs in series. The input optical signal can be directed to any
of these four outputs by suitable programming of the circuit. Less than −11.6 dB crosstalk
is achieved between each channel.

Figure 17b shows a 2 × 2 OTP switching circuit comprising four two-stage DC struc-
tures. This 2 × 2 transmission array allows cross-coupling between two optical paths.
Compared with the simple 2 × 2 switch, using two outputs and inputs of a single DC,
our design offers lower crosstalk [59]. By using the annealing technique, the 2 × 2 OTP
switching circuit can be permanently programmed into bar and cross-operating modes.
According to the measurement results, crosstalk of −18.3 dB is achieved at 1550 nm for
both channels.

6.3. Electrical Annealing of Directional Couplers

As laser annealing cannot usually be applied after the photonic devices are packaged,
electrical annealing using integrated TiN heaters was also demonstrated for DCs. The
structure of the implanted two-stage directional coupler with an integrated heater is shown
in Figure 18. The design of the integrated heaters is similar to the ones used for trimming
the MZIs introduced previously.
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Figure 19 shows the transmission spectra of the implanted two-stage directional
coupler before and after annealing. Before annealing, the directional coupler output
exhibited a random level of approximately 65% of the optical signal at the drop port.
The remaining 35% was detected at the through port. After electrical annealing with an
applied voltage of 8 V, the signal at the drop port decreased to around 1.5%. Meanwhile,
over 95% signal was detected at the through port. This indicates that most of the optical
power remains in the input waveguide and is coupled out at the through port because the
implanted waveguide was successfully annealed using the integrated heater.
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7. Applications and Discussions

The ion implantation technique has been widely reported for modification and doping of
materials. The performance of devices can, therefore, be improved after this treatment [60–64].
In previous experiments, Ge ion implantation was used to induce lattice damage into crystalline
silicon waveguides, and the real part of the refractive index can be increased to approximately
3.96. The implantation process will not generate free carriers in silicon waveguides because,
similar to silicon, Ge is a group IV material. The transmission of silicon optical devices can be
shifted after the implantation process. This alteration of the performance of optical devices
is larger than the typical variation brought about by fabrication errors, therefore allowing for
correction or ‘trimming’ of such devices. The annealing process, also widely reported, is the
mechanism utilised in removing the lattice defects created by implantation [65–68]. We used
the annealing technique here to tune the performance of implanted optical devices for different
applications, including wafer-scale testing, post-fabrication trimming, and programmable
photonic circuits.
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7.1. Wafer-Scale Testing

The traditional testing methods, such as butt coupling, are not suitable for large-scale
comprehensive testing. They offer limited opportunities for accessing intermediate testing
points in photonic circuits for monitoring individual optical devices within a photonic
circuit. One possible solution is to use another device, such as an MZI or directional coupler,
to tap a small portion of the optical signal from the testing point in a photonic circuit for
monitoring and testing purposes. However, these couplers are not removable and will
induce permanent optical loss throughout the operational life of photonic circuits [59,69].

On the other hand, our erasable grating couplers and directional couplers were demon-
strated to enable flexible comprehensive wafer-scale testing for large-scale integrated pho-
tonic circuits without inducing additional loss during subsequent operation of the photonic
circuits. The optical signal used for monitoring can be coupled in/out through implanted
devices, which can be erased after testing. After the annealing process, the measured
residual insertion loss is typically the order of −25 dB for the erasable grating couplers and
−18 dB for the erasable directional couplers [18,19].

The implanted sections of these devices can be annealed by laser or electrical heaters,
with the latter being a more feasible choice for commercial silicon photonic chips with high
volume production and large-scale integration, as thermal heaters can be activated even in
packaged devices. Tapers with a length of at least 700 µm are required for each erasable
grating coupler, to minimise residual loss after annealing and to facilitate straightforward
alignment within a commercial wafer prober, whereas erasable directional couplers can
be much smaller [50]. A smaller insertion loss should be potentially achieved if a shorter
implanted waveguide is used. Furthermore, there is typically no requirement to launch
90% of an optical signal for testing purposes.

7.2. Post-Fabrication Trimming of Optical Devices

Post-fabrication trimming techniques were investigated to fine-tune the optical phase
in waveguide-based devices. In this study, the refractive index of the silicon crystalline
waveguide was controlled by introducing implanted sections and annealing technolo-
gies. The effective index of a propagating mode and the working performance of devices,
including MZIs, ring resonators, and directional couplers could, therefore, be trimmed.

For ring resonators, fabrication tolerances will influence the resonant wavelength, the
accuracy of which is essential for applications such as sensing and modulation. In our
study, the effective index change of the propagating mode in the ring waveguide depends
on the length of the induced implantation section. This induced shift can also be controlled
by annealing methods such as laser and integrated thermal heating. Our research also
successfully demonstrated post-fabrication trimming of the critical coupling condition for
racetrack resonators. To achieve this, the same technique was used to implant the slab layer
between and bus waveguide and the ring waveguide. Then, the coupling efficiency could
be trimmed through partial annealing of implanted section.

We also studied post-fabrication trimming of MZIs using similar techniques. Im-
planted sections were created in the two arms of MZIs. Then, an annealing process could
gradually anneal the implanted waveguide sections and trim the operating point, hence
the transmission performance. One example application is for optical modulation, where
MZIs can offer the highest modulation efficiency working at the quadrature point.

7.3. Programmable Photonic Circuits

Based on the mature fabrication and integration technologies, photonic circuits can
support complex applications. Programmable photonic circuits with application flexibility
can be designed and developed to realise a variety of functions with the same chip when
programmed in different ways. These circuits are built with waveguide meshes, phase
shifters, and tuneable couplers, which can be programmed by software [39]. The flow of
light in the programmable PICs can be electrically manipulated to realise different circuit
functionality from the same chip. Conventional programmable circuits use an electrical
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signal to control integrated heaters to induce thermo-optic effects in thermal phase shifters.
However, hundreds of heaters are typically required for such a system, which has also
brought new issues into programmable photonics circuits, such as high power consumption,
heat dissipation, and crosstalk between each phase shifter.

The erasable and tuneable optical devices investigated in this study can be used
to fabricate nonvolatile actuators in programmable photonics circuits. By introducing
a section of an implanted waveguide and then controlling annealing, the routing of an
optical signal in an implanted MZI or directional coupler can be tuned. There are also
other techniques proposed for building nonvolatile programmable circuits, such as phase-
change materials [70,71] and mechanically latched MEMS [72,73]. However, our proposed
programmable photonic circuits based on ion implantation and annealing techniques are
more CMOS compatible.

8. Conclusions

We used Ge ion implantation and annealing technologies to realise erasable and
trimmable silicon optical devices, including erasable grating couplers, erasable directional
couplers, tuneable MZIs, and ring resonators. The applications of these devices were
also discussed.

Erasable grating couplers and directional couplers were demonstrated as flexible
testing points used for wafer-scale testing of photonic integrated circuits, which facilitates
comprehensive circuit testing. These testing points can then be erased permanently after
testing, with negligible residual insertion loss. Our proposed technology was also used in
the post-fabrication trimming of silicon photonic devices with many unique advantages.
For trimming of ring resonators, a large trimming range, up to 10 nm (across the entire
free-spectral range) of 10 µm rings, was achieved. Table 1 illustrates a comparison of the
current trimming methods of ring resonators.

Table 1. Comparison of current trimming of ring resonators.

Ref. [29] Ref. [30] Refs. [74,75] Ref. [36]

Methods E-beam UV light Sb2Se3
Ion implantation

and annealing

CMOS compatibility
of materials Yes No No Yes

Throughput
(minutes/device)

Low Low Low High
(>17) (>10) (<1) (<1)

Effective index change 0.06 <0.1 0.017 0.19

For trimming of MZIs, a trimming accuracy of 0.078 rad and a trimming range of 1.2π
were achieved with active feedback control. These trimmable and tuneable devices, such
as MZIs and directional couplers, were also demonstrated for rerouting the optical signals
of a photonic circuit after fabrication. This enabled us to design a multipurpose photonic
integrated circuit with the capability to be programmed for various specific applications
after fabrication or packaging. This one-time programmable photonic circuit can potentially
reduce the overall production costs, with an increase in production volume, and can speed
up the development or prototyping cycles for new photonic circuits.
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Abstract: The combination of integrated optics technologies with nonlinear photonics, which has
led to the growth of nonlinear integrated photonics, has also opened the way to groundbreaking
new devices and applications. Here we introduce the main physical processes involved in nonlinear
photonics applications, and we discuss the fundaments of this research area, starting from traditional
second-order and third-order phenomena and going to ultrafast phenomena. The applications, on
the other hand, have been made possible by the availability of suitable materials, with high nonlinear
coefficients, and/or by the design of guided-wave structures, which can enhance the material’s
nonlinear properties. A summary of the most common nonlinear materials is presented, together
with a discussion of the innovative ones. The discussion of fabrication processes and integration
platforms is the subject of a companion article, also submitted for publication in this journal. There,
several examples of nonlinear photonic integrated devices to be employed in optical communications,
all-optical signal processing and computing, or quantum optics are shown, too. We aimed at offering
a broad overview, even if, certainly, not exhaustive. We hope that the overall work could provide
guidance for those who are newcomers to this field and some hints to the interested researchers for a
more detailed investigation of the present and future development of this hot and rapidly growing
field.

Keywords: photonics devices; nonlinear photonics; integrated photonics; photonic structures; optical
materials; all-optical signal processing; all-optical computing; nonlinear optical sources

1. Introduction

Photonics has often been defined as the key technology of the 21st century. The term
“photonics” has certainly been coined in the 20th century, even if there is some incertitude
on the precise creation date of this word. Some ambiguity also remains about its frontiers
and the differences with respect to optoelectronics and electro-optics. One of the claims
is that the first appearance of the word was in 1952 [1]. However, many authors consider
the French scientist Pierre Agrain as the “father” of photonics, in 1967, but likely there was
an almost simultaneous invention of the word by a group of French physicists working in
lasers and fiber optics and by a Dutch group of high-speed photography specialists. A very
interesting analysis of the use of the term photonics, embracing history, philosophy, and
sociology of science, was published some years ago [2].

The word photonics, however, started to be broadly used only in the 1980s, when
the operators of telecommunications networks switched from electrical to fiber-optic data
transmission. Optical fiber systems are typically composed of discrete elements, such as
lasers, modulators, and detectors often packaged in a rack scale module. In 1969, inspired
by the rapid development of integrated electronics, the concept of integrated optical circuits
(IOCs) was proposed by researchers at Bell Labs [3]. Some twenty years later, the growth
in complexity of the optical architectures led to the introduction of the term photonic
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integrated circuits (PICs), and in 1991 a paper, again by researchers at AT&T Bell Labs,
presented an early review of InP-based PICs [4]. Then, it took more than a decade to
have the announcement of a breakthrough in photonic integration with the industry’s first
large-scale PIC: a 2005 article described a 100 Gb/s dense wavelength division multiplexed
(DWDM) transmitter and receiver PIC, fabricated through the integration of over 50 discrete
functions onto a single monolithic InP chip [5].

In most cases, the response of a material to an applied optical field is linear (i.e., the
strength of the response is proportional to the strength of the optical field), but all the way
back in the second half of the 19th century, John Kerr, in Glasgow, observed effects that were
proportional to the square of the applied field. These effects, which can be associated with
the birth of nonlinear optics, described how an isotropic transparent substance becomes
birefringent when it is placed in an electric field: two papers were published in 1875, the
first related to a solid dielectric [6] and the second to liquids [7]. Another pioneering work,
predicting quantum two-photon phenomena, was performed at the end of the 1920s by
Maria Goeppert-Mayer (a German physicist who moved to the United States in 1930) [8].
The field of nonlinear optics, however, became much more important and application-
effective after the discovery of the laser and the wide availability of intense light beams.
The center of the research moved from Europe to the United States, where around 1960, the
seminal studies by Peter Franken [9] and Nicolaas Bloembergen (a Dutch physicist who
had moved to the United States in 1945) [10,11] actually opened the route to the amazing
development of science and technology related to nonlinear optical phenomena. The first
nonlinear optics experiment in waveguides, showing second-harmonic generation (SHG) in
GaAs waveguides, was reported in 1971 by Anderson and Boyd, from the North American
Rockwell Science Center [12].

Since the efficiency of nonlinear interaction depends upon the interacting beam intensi-
ties (power/area) and is also proportional (either linearly or quadratically) to the interaction
distance, it soon became clear that optical waveguides offer important advantages. First,
the confinement of light intensity within an area comparable to the wavelength of light
leads to an enhanced field strength and high power density; second, the diffractionless
propagation in one or two dimensions results in interaction lengths over a distance (at
least of the order of centimeters, if not longer) much longer than the one obtained within a
bulk material. Definitely, waveguide geometries offer the best prospects for optimizing the
efficiency of nonlinear devices. Therefore, the subject of nonlinear integrated optics (NLIO)
and, more broadly, nonlinear integrated photonics (NLIP) has greatly expanded due to
the development of novel light sources, advanced materials, and very effective guiding
structures [13–22].

The materials of interest for realizing nonlinear optical devices are typically in bulk
form with interaction lengths in the millimeter range to obtain efficient buildup of the
nonlinear signal of interest. In nonlinear integrated photonics, nonlinear optical effects
must be exploited within photonics structures with dimensions comparable to or much
less than the incident light wavelength. In this scenario, nonlinear properties of optical
materials have become of paramount importance, with a dual role: on one side as sources
of detrimental effects (such as limiting effects in high-power fiber lasers and amplifiers)
and on the other side as essential elements to achieve a number of functions (such as
light generation and modulation). Ideally, the best material should have large nonlinear
susceptibilities of second and third order, ultrafast response time, and low linear and
nonlinear losses (e.g., due to two-photon absorption and free-carrier absorption) within
the desired wavelength ranges and the availability of mature manufacturing processes.
The latter are crucial for practical applications, requiring multiple active and passive
components.

The paper is organized as follows. In the next section, the fundamental aspects
of the most common parametric NLO effects, that is, second-order nonlinear processes
(second-harmonic generation (SHG), sum/difference frequency generation (SFG/DFG),
and optical parametric amplification (OPA)) and third-order nonlinear processes (third-
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harmonic generation (THG), four-wave mixing (FWM), Kerr effect, SRS, and SBS) are
described. As optical materials with favorable properties are the foundation to promote
integrated photonic devices with large bandwidth, high efficiency, and flexibility in high-
volume chip-scale fabrication, Section 3 is dedicated to optical materials of interest for
nonlinear photonics.

2. Fundamental Phenomena

The first described nonlinear phenomenon was the electro-optical Pockels effect in
1906 by the German physicist Friedrich Pockels. In this effect, occurring only in non-
centrosymmetric materials, the refractive index of a medium is modified in proportion to
the applied electric field strength, which can be applied to the medium either longitudinally
or transversely to the light beam. Transverse voltage requirements can be reduced by
lengthening the crystal. The electro-optical Pockels effect is used in many applications,
for example, EO modulation, high-speed optical shutters, electro-optical detection, and
electro-optical switching. The most important material for these applications is lithium
niobate (LiNbO3), which has been used for decades in long-haul telecommunication [23].

Unlike linear effects, nonlinear phenomena are subject to symmetry constraints.
Second-order nonlinear optical interaction can occur only in noncentrosymmetric ma-
terials (they do not display inversion symmetry); this means that in centrosymmetric
materials, the nonlinear optical susceptibility χ(2) is zero, whereas third-order nonlinear
interaction can occur in all materials. A fundamental feature of nonlinear processes is that
they can give rise to the exchange of energy among electromagnetic fields with different
frequencies. In this regards, nonlinear processes can be divided in two classes [24–26]:

In parametric processes, which include both second-order (second-harmonic genera-
tion (SHG) and sum or difference frequency generation (SFG and DFG)) and third-order
(third-harmonic generation (THG) and four-wave mixing (FWM)) nonlinear phenomena,
energy conservation and momentum conservation (i.e., the phase matching) must be satis-
fied. The fundamental point is that the material’s energy does not take part in the processes,
and the energy transfer can occur only among waves. Parametric processes are related
to non- or near-resonant interactions, where the initial and final quantum states are the
same; this means that the transitional electron populations on the energy levels return to
the initial condition, that is, there is no real absorption of photons. In a parametric process,
the population can be removed from the ground state only for those brief intervals of time
when it resides in a virtual level. Therefore, their lifetimes are extremely short (less than a
femtosecond). They are always described by a real susceptibility.

To enhance the efficiency of parametric process, the condition of phase matching must
be satisfied. This means that the phases of the incident and resultant waves must be in
synchronism. Generally, phase matching becomes a major challenge and a constraint that
limits the practical applications of the parametric process. On the other hand, because the
phase matching condition can be satisfied by only one of the frequency components of the
nonlinear polarization, it can work also as an effective method to select a single nonlinear
interaction among many possible interactions.

In non-parametric processes, the energy of the whole system, including the material,
is conservative, and the energy transfers between waves and materials exist simultaneously.
As a result, part of the wave energy transfers to other energy types in the material, such as
the optical phonon in the case of stimulated Raman scattering (SRS), the acoustic phonon
in the case of stimulated Brillouin scattering (SBS), and the electron level in two-photon
absorption (TPA). Non-parametric processes are related to resonant interactions, involving
real energy levels with different initial and final quantum states, whose population are
changed. In these processes, there is energy transfer from the photons to the host medium
with a relative longer lifetime. We note that non-parametric processes are described by a
complex susceptibility.
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2.1. Second-Order Phenomena

In these nonlinear effects, the nonlinear polarization (P(2)), which is proportional to
the product of two optical fields through the second-order nonlinear susceptibility, radiates
electric fields at the nonlinear frequency, growing linearly with distance propagation. The
second-order nonlinearities are of great importance for nonlinear photonic applications,
providing valuable options for optical frequency conversion, to generate new wavelengths
and to amplify weak optical signals [27,28].

In the history of nonlinear optics, the discovery of second-harmonic generation (SHG)
marked the birth of the field. SHG can be regarded as a wave-mixing process, where an
optical wave is mixed with itself, generating a new wave at twice the frequency. As a
consequence, part of the energy of the optical wave at frequency ω propagating through
the material is converted to that of a wave at 2ω.

The basic results of two waves mixing in a nonlinear medium is that either the sum
(i.e., sum frequency generation (SFG)) or the difference (difference-frequency generation
(DFG)) between the input frequencies can be generated. These generations are achieved
when a strong pump and a signal are injected into a second-order nonlinear medium and a
specific phase-matching condition, selecting only one process, is satisfied. SFG is useful for
converting an infrared beam into a more easily detectable visible beam by mixing visible
and infrared light or for generating ultraviolet light. In difference-frequency generation
(DFG), a weak input optical signal at frequency ωsignal is amplified by a strong laser pump
with higher frequency (ωpump > ωsignal), while an idler wave is generated The signal
amplification is the fundamental feature of DFG and the most important difference with
SFG. Since the signal is amplified by the DFG process, which is a parametric one, DFG is
also known as optical parametric amplification. It is worth noting that standard optical
amplifiers work only at frequencies corresponding to transitions among specific energy
levels, while parametric amplifiers, using transparent crystals, can amplify, in principle, any
frequency within the transparency window of the crystal, provided that phase matching
can be achieved. In the special case where ωpump = ωsignal , we have the exact reverse of
SHG. This process is called degenerate parametric amplification.

An amplifier becomes an oscillator when a positive feedback is provided, so the
parametric amplifier can be transformed into a parametric oscillator by using an optical
cavity. In parametric oscillation, when a strong pump ωpump injects into an optical cavity,
including a nonlinear crystal and providing resonance for the signal or the idler (or both),
the parametric gain will cause simultaneous oscillations at both the signal and the idler
frequencies. The parametric oscillation occurs through amplification of noise photons
initiated by parametric fluorescence, and its tuning range can be notably wide. This is of
great technical importance as it provides a means for generating intense coherent tunable
radiation in the infrared.

Due to the material dispersion of nonlinear media that impacts seriously the phase-
matching condition, the second-order nonlinear optical processes, usually, exhibit limited
spectral bandwidths. For bulk samples, the phase matching is typically obtained exploiting
birefringence in anisotropic nonlinear crystals or with periodically poled nonlinear crystals
(e.g., lithium niobate). In such nonlinear crystals, there is a stringent compromise between
phase-matching bandwidth and total conversion efficiency, which are inversely and directly
proportional, respectively, to the material’s thickness. In addition, the limited availability
of high-quality non-centrosymmetric crystalline materials in integrated photonic platforms
makes second-order nonlinearities less common as compared with third-order ones [27,28].
In Figure 1, the geometry of interactions and the energy level diagrams of the considered
second-order nonlinear phenomena are reported.
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2.2. Third-Order Phenomena

Third-order effects can be induced by monochromatic and polychromatic fields. In
the simplest case, when the applied field is monochromatic, two phenomena are achieved:
third-harmonic generation (THG) and intensity-dependent refractive index or Kerr effect.

THG can be considered as the third-order equivalent of SHG. According to the photon
description, in this process, three photons of frequency ω are destroyed, and one photon of
frequency 3ω is created. The main application of THG is the realization of ultraviolet (UV)
sources, where there are few choices for lasers. However, the practical use of THG requires
a material having a large χ3, a transparency window including both χ1 and χ3, and the
possibility of achieving phase matching, too. In Figure 2, the geometry of the interaction
and the energy level diagram of THG are reported.
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For a monochromatic incident field, third-order effects produce a material polarization:
P3 = ε0

(
χ3E2)E that leads to a term in which the factor

(
χ3E2) oscillates at the fundamental

frequency of the incident light. This causes the refractive index of materials to be described
by n(I) = n0 + γ ∗ I, where n0 stands for the linear refractive index, while the nonlinear
refractive index γ is related to the real

(
Re χ(3)

)
part of the third-order nonlinear suscep-

tibility. The intensity-dependent index of refraction induces the phase effects affecting
the beam propagation and leading to a number of related phenomena, i.e., self-focusing,
self-phase modulation (SPM), and cross-phase modulation (CPM). All these effects are
described by the real part of the susceptibility χ3 and are fundamental for nonlinear pho-
tonic applications because they lead to field-dependent modifications of certain material
properties, e.g., the refractive index of the medium, which make available a number of
devices in which it is possible to control light by light.

Self-focusing is an induced lens effect. Due to the nonuniform transverse intensity
distribution of propagating beam, the optical Kerr effect produces a transverse refractive
index profile that follows the intensity profile of the beam. If n2 is positive, a greater index
of refraction is induced on axis than in the wings of the beam, which causes the rays to
curve toward each other, creating a positive lens that tends to focus the beam.

In the general case, the applied field consists of three different frequency components,
and the third-order nonlinear polarization contains a number of contributions with different
frequencies. Among them are ω4 = ω1 +ω2 +ω3, ω4 = ω1 +ω2−ω3, ω4 = ω1−ω2 +ω3,
and ω4 = −ω1 + ω2 + ω3. These represent four possible mixing processes, called non-
degenerate four-wave mixing (NDFWM). In basic terms, NDFWM is the mixing of three
different frequencies ω1 6= ω2 6= ω3, which interact simultaneously with the medium, to
produce a fourth wavelength such that the respective frequencies obey one of the previous
four equalities. In Figure 3, we represent two of the four possible mixing processes. In
Figure 3, interactions and energy level diagrams of two of the possible mixing process are
reported.
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Figure 3. Non-degenerate four-wave mixing. Two of the possible mixing process that can occur when
three input waves interact in a medium. On the left are the geometries of the interactions, and on the
right are the energy level diagrams describing the interactions.

The conjugated phase of an incident wave can be created by the degenerate FWM. In
this process, all the three mixed frequencies have the same frequencies ω1 = ω2 = ω3. They
interact in a nonlinear medium, which is illuminated by two strong counterpropagating
pump waves and by a signal wave. As a result, a new wave having the same frequency
(ω = 2ω−ω) is created that is the phase conjugate of the signal.

Note that for the special case of the dual degenerate FWM (DDFWM) when ω1 =
ω2 = ωp, two frequencies, related to a pump (ωp) and a weaker signal (ωs), can produce a
third one, which is known as the idler frequency, such that ωi = 2ωp −ωs holds. In other
words, in the DDFWM, two equal pump photons (ωp) are annihilated to create two output
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photons called the signal (ωs) and idler (ωi). In Figure 4, interactions and energy level
diagrams for the degenerate and dual degenerate FWM are reported.
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We note that in the DDFWM, conservation of energy requires the idler and signal being
equally separated from the pump since ωp + ωp = ωs + ωi ⇒ ωp −ωs = ωi −ωp . In the
case of the non-degenerate FWM, the process features two different input photons (ωp and
ωs) and again an idler (ωi) and signal (ωs′ ) photon as the output. In this case, conservation
of energy requires ωp + ωs = ωs′ + ωi ⇒ ωp −ωi = ωs′ −ωs , which implies that the
signal and idler photons have the same detuning from the two input photons.

An SRS phenomenon occurs in the presence of a high-energy transfer from a high-
power pump beam to a probe beam (copropagating or counterpropagating) [29,30]. In
particular, this energy exchange occurs when the frequency difference between the pump
and the Stokes laser beams matches a given molecular vibrational frequency of the sample
under test. The SRS effect occurs in the form of a gain of the Stokes beam power (stimulated
Raman gain (SRG)) and a loss of the pump beam power (stimulated Raman loss (SRL)).
SRS depends on the pump intensity and on a gain coefficient. The latter is proportional to
the spontaneous Raman scattering cross section and inversely proportional to the linewidth
of the corresponding Raman line. Because of its coherent nature, the molecular bonds
oscillate in phase and interfere constructively inside the focus area of the laser beam. As a
consequence, an SRS signal, which is orders of magnitude bigger than spontaneous Raman
scattering, is generated (about 20–30% of the incident laser radiation can efficiently be con-
verted into SRS). Due to its Raman-shifted output, SRS is a workable method for generating
coherent radiation at new frequencies. SRS permits, in principle, the amplification in a wide
interval of wavelengths, from the ultraviolet to the infrared. Since the Raman frequency
of a medium is usually fixed, a tunable pump laser is required to achieve Raman source
tunability [31,32]. In Figure 5, the SRG and SRL modalities and level diagrams for SRS
phenomena are reported.
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In the last two decades, SRS in nanophotonics has received considerable attention [33–45].
Raman lasers in high-Q resonators have been long investigated because they allow attaining
quite low pump threshold powers and high Stokes output powers, when the cavities are
designed to have high Q factors at both pump and Stokes wavelengths. A high Q factor
over a broad wavelength range is necessary if the Raman lasers are to have a wide tuning
range at every resonant wavelength. Single-mode waveguide resonators have good mode
confinements for enhanced optical nonlinearities, but they suffer from high propagation
losses (typically about 2 dB/cm). On the other hand, conventional multimode racetrack
resonators, consisting of one multimode bus waveguide and one multimode racetrack,
offer smaller propagation losses for the fundamental modes, but their drawback is the
reduction in Q factors of the fundamental mode-based resonances. In ref. [46], a new
approach using multimode silicon concentric racetracks, allowing high Q factors to be
maintained in every single FSR over a broad optical bandwidth, was presented. Based
on this resonator, a widely tunable Raman lasing spanning from 1325 to 1841 nm was
experimentally demonstrated [46].

Brillouin scattering describes the scattering of an optical wave from an acoustic wave,
which can be a longitudinal pressure/density wave in a solid, gas, or liquid; an acoustic
surface wave; or a transverse acoustic wave. When an optical wave is scattered from
the acoustic wave, a frequency-shifted optical wave is generated, called the Stokes wave,
when lower in frequency than the pump wave, and the anti-Stokes wave, when at a higher
frequency. This process can be stimulated, which leads to an exponential gain of the optical
Stokes wave. A small optical seed that counterpropagates the optical pump creates an
optical beat pattern. The small seed can be a laser coupled from the opposite side into
the medium than the pump or originate from the scattering of the pump from thermal
phonons; see Figure 6. When the frequency separation of the pump and the seed matches
the Brillouin frequency shift (BFS) in the medium, then the optical beat pattern reinforces
the acoustic wave via electrostriction, which, in return, amplifies the seed/Stokes wave via
scattering of the optical pump from the moving acoustic wave. This feedback can create
strong amplification of the initially weak seed/Stokes wave [47]. In Figure 6, level diagrams
for SBS phenomena are reported.
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A new trend of Brillouin research focuses on integrated photonic platforms. Microscale
waveguides, engineered to guide acoustic and optical waves, enable new ways to control
and manipulate optical signals and promise many novel applications in a compact and small
footprint. Recently, two parallel trends for chip-scale platforms emerged: (1) SBS in high-Q
resonators to enable SBS enhancement and (2) low-loss on-chip waveguides that guide both
optical and acoustic modes. In the optical domain, SBS is used to achieve functionalities
such as non-reciprocity and optical isolation, nonlinear mode conversion, delay and storage
of optical signals, and ultra-narrowband lasing in resonators. A deeper understanding of
the fundamental interactions between light and sound has drawn substantial interest in
recent years toward optomechanical cavities that aim to address fundamental scientific
questions, for example, the observation of quantum effects in macroscopic systems [48].

In nonlinear regimes, the optical absorption of materials is described by α(I) =
α0 + δ ∗ I, where α0 stands for the linear absorption, while nonlinear absorption δ is related
to the imaginary

(
Im χ(3)

)
of the third-order nonlinear susceptibility. Nonlinear absorption

phenomena refer to the change in transmittance of a material as a function of intensity.
They involve two-photon absorption (TPA), saturable absorption (SA), or multiphoton
absorption (MPA) [24,25].

Two-photon absorption (TPA) is a third-order nonlinear optical interaction, in which
two photons are simultaneously absorbed through a virtual intermediate state to produce
a real excitation. We can distinguish between two types of TPA: a degenerate process, in
which two photons with the same wavelength are absorbed, and a nondegenerate process,
in which one photon with wavelength λp from a pump source and one photon from a
signal source with wavelength λs are both absorbed. The latter can be applied to modulate
a probe signal through a process called cross-absorption modulation (XAM). Nonlinear
absorption and related phenomena such as two-photon absorption and saturable or reverse
saturable absorption have some important applications in light generation (Q-switching
and mode-locking lasers), in laser modulation, taking advantage of cross-modulation
(XAM), and in nonlinear detection of light by TPA. In Figure 7, level diagrams for DTPA
and NDTPA are reported.
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In contrast to the TPA process where the absorption increases with light intensity
reverse saturable), SA exhibits the opposite trend. Due to the saturation of excited electrons
filling the conduction band and hence preventing further transitions due to Pauli blocking,
in saturable absorption, when the frequency of incident light is near an absorption resonance
of the material, as the intensity increases, an absorption reduction is obtained. The SA is
useful for applications such as mode-locked fiber lasers and all-optical modulators.

Multiphoton absorption is a process in which an atom or molecule undergoes a transi-
tion from a ground state to an excited state by means of the simultaneous absorption of N
photons. Multiphoton transitions take place via “virtual” energy levels. This phenomenon
can be used for the three-dimensional microfabrication of photonics devices.

2.3. Ultrafast Phenomena

Nowadays, photonics is the technology of choice for the transmission and routing
of vast amounts of very high-speed data through optical fibers [49,50]. The fabrication
of low-loss single-mode optical fibers has made possible optical communication links
with demonstrated bandwidths exceeding several terahertz, which are used to transmit
data over hundreds of kilometers, without the need of any regeneration stage. As the
demand for bandwidth increases, communication systems are forced to use higher bit rates
and, hence, to require shorter pulses, for which waveguide dispersion tailoring becomes
fundamental.

We note that even for the case of the medium with a linear response, the shape of
a laser pulse can be modified by means of propagation effects, such as dispersion of the
group velocity within the medium. Given a single input pulse at the carrier frequency
ω0, each spectral component of the input field propagates as a plane wave and acquires
a slightly different phase shift because of the frequency dependence of the propagation
constant β. It is useful to expand β in a Taylor series around the carrier frequency ω0,
and depending on the pulse bandwidth, the second-order dispersion term (β2), called the
group velocity dispersion (GVD), and the third- or higher-order dispersion terms must be
considered. After transmission, even if the initial pulse is unchirped, the transmitted pulse
becomes chirped, and the sign of linear chirp depends on the sign of GVD; if β2 > 0, an up
chirp is obtained and a broadening of pulse in time is achieved, while if β2 < 0, a down
chirp is obtained. The latter can be used for the compression of laser pulses.

When short optical pulses propagate through third-order nonlinear optical media
and the dispersive term can be neglected, their spectral content can be modified by a
nonlinear optical process named self-phase modulation The optical Kerr effect produces a
time-dependent change in the refractive index, which induces a time-variable phase shift ϕ
of the propagating wave. As a result of the of nonlinear varying phase, the spectrum of
the transmitted pulse will be typically broader than the incident pulse, i.e., new frequency
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components are created, keeping the temporal shape unaltered [49–52]. As an example, in
Figure 8, self-phase modulation achieved in high-index silica glass is reported.
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Figure 8. Efficient self-phase modulation, using ~1 ps pulses near 1560 nm, was achieved in low loss
(<0.06 dB/cm) and 45 cm long spiral integrated waveguide of high-index silica glass [49]. In this
figure, experimentally measured output power spectra (solid blue lines) and theory (dashed red lines)
for different input (coupled) power levels are reported. Reprinted with permission from [52] © The
Optical Society.

The intensity dependence of the refractive index leads to another nonlinear phe-
nomenon known as cross-phase modulation (CPM). When two or more optical pulses
propagate simultaneously, the cross-phase modulation is always accompanied by SPM and
occurs because the nonlinear refractive index seen by an optical beam depends not only
on the intensity of that beam but also on the intensity of the other copropagating beams.
In fact, CPM converts power fluctuations in a particular wavelength channel to phase
fluctuations in other copropagating channels. The result of CPM may be an asymmetric
spectral broadening and a distortion of the pulse shape. The CPM phenomenon can be
used for optical switching, using interferometric methods. In an interferometer, a weak
signal pulse can be divided equally between two arms, it experiences identical phase shifts
in each arm, and it is transmitted through constructive interference. When a pump pulse
at different wavelength is injected into one of the arms, it will change the signal phase
through CPM phenomenon in that arm. If the CPM-induced phase shift is large (close to
π), this phase shift results in destructive interference and hence no transmission of signal
pulse [49,50].

An interesting nonlinear phenomenon is supercontinuum (SC) generation [53,54]. An
ultrabroadband emission is produced by a material upon irradiation with an intense laser
source, due to a complicated interplay among dispersive term and NLO processes, such as
self-phase modulation, stimulated Raman scattering, and soliton effects [50,51]. In Figure 9,
as an example, measured SC in a tellurite microstructured optical fiber (MOF) is reported.
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Figure 9. Measured SC in a tellurite microstructured optical fiber (MOF) at the pump wavelengths
of ~1958 nm with average pump powers of ~500, 650, and 800 mW. With the average pump power
increasing to ~800 mW, the broadband mid-infrared SC generation with the spectrum from ~900 to
3900 nm is observed. Reprinted with permission from [54] © The Optical Society.

In optics, an optical wave packet (a pulse or a beam) has a natural tendency to spread
as it propagates in a medium, due either to chromatic dispersion or to spatial diffraction.
When this natural broadening is compensated by a nonlinear process, a stable self-localized
wave packet is formed. Such a self-trapped wave packet, whether in time or space or both,
is known as an optical soliton. Solitons are localized wave entities that can propagate in
nonlinear media, exhibiting invariant or recurrent propagation behavior. This means that
the mutual compensation of dispersion and nonlinear effects can take place continuously
with the distance as in the case of “classical” solitons or periodically as in the case of
dispersion-managed solitons [55,56].

The temporal broadening of a pulse in a dispersive material due to chromatic disper-
sion, i.e., linear group velocity dispersion (GVD), can be compensated by the narrowing
associated to self-phase modulation (SPM), so that a narrow pulse can propagate without
temporal spreading. We note that when the normal dispersion is positive (β2 > 0), both the
pulse shape and spectrum change as the pulse propagates through the fiber/waveguide,
and the combined effects of GVD and SPM cause a broadening of the pulse both in time and
frequency. Whereas for anomalous dispersion (β2 < 0), where β2 and n2 can have opposite
signs, the group velocity dispersion induces a down chirp, while SPM nonlinearity induces
an up chirp, so these two effects can compensate each other. This could be surprising since
GVD affects the pulse in the time domain, while the SPM effect is in the frequency domain.
However, a small time-dependent phase shift added to a Fourier transform-limited pulse
does not change the spectrum to first order. If this phase shift is canceled by GVD in
the same fiber, the pulse does not change its shape or its spectrum as it propagates [55].
Temporal solitons have been observed in laser resonators [57], microresonators [58,59], and
microcombs [60]. In each of these cases, nonlinear compensation of GVD is provided by
the Kerr effect.

Optical spatial solitons are shape-invariant self-guided beams of light, i.e., their beam
diameter remains invariant during propagation in nonlinear media, thanks to a dynamical
balance between diffraction and a self-focusing effect. In other words, a laser beam can
produce its own dielectric waveguide and propagate without spreading. To obtain this
result, it is necessary to compensate the spatial broadening of the beam due to diffraction
during the propagation with the self-focusing. At low intensities, the nonlinear Kerr effect
can be neglected, and the beam spreads under diffraction inducing a positive wavefront
curvature. In contrast, an intense single beam with a well-shaped intensity profile at its
waist generates a refractive index distribution looking like a graded index thick lens when
the n2 coefficient is positive, and as a consequence of balance with diffraction, a constant
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transverse dimension of the beam during propagation is maintained. An analysis of this
phenomenon shows that it occurs when the power carried out by the beam is exactly equal
to the critical power for self-trapping [61,62]. As an example, Kerr spatial solitons in slab
chalcogenide waveguides at near-IR wavelengths have been observed [63].

Distortionless propagation, i.e., a mechanism capable of holding together the beam in
the space and time domain, has a great technological relevance for optical telecommunica-
tions [55,58]. The use of fundamental solitons as an information bit can solve the problem
of dispersion because in a fiber channel, nonlinear phase modulation can compensate for
linear group dispersion leading to pulses that propagate without changing the temporal
shape and spectrum. Chip-scale devices that support optical solitons harness high field
confinement and flexibility in dispersion engineering for significantly smaller footprints
and lower operating powers compared with fiber-based equivalents [64–67]. In Figure 10,
a temporally bright spatiotemporal pulse-train soliton is reported as an example [67].
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Figure 10. Temporally bright spatiotemporal pulse-train soliton. Intensity of the soliton in plane xz
(a) and t-z (b) demonstrating the stationary propagation. (c) Intensity in x-y-t at the input and output
faces of the sample. Intensity profiles in the x direction (d) and t direction (e) at the input and output
faces of the sample. Width (FWHM) of the intensity in the x direction (f) and t direction (g) versus
propagation distance for linear and nonlinear propagations. Reprinted with permission from [67] ©
The Optical Society.

3. Photonic Nonlinear Materials

In this section, we classify photonic nonlinear materials in three groups: semiconduc-
tors, glassy material and lithium niobate, and innovative materials.

3.1. Semiconductors

In the last decades, silicon photonics has received considerable attention. The main
advantage of silicon photonics has been its compatibility with mature CMOS technology,
offering structure sizes down to 10 nm at low cost. Silicon photonics has proven to be a
promising technology (and in some cases a very effective solution) for a variety of applica-
tions; data center transceiver application has been the most successful, but consumer health
and photonic computing are now emerging as rapidly growing fields. Other important
applications, such as free-space communication, chemical and biomolecular sensing, and
infrared spectroscopy, would push the development of integrated photonics toward the
mid-infrared region, but another shortcoming of SOI platform is related to the loss of the
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buried oxide layer of the SOI waveguides at mid-infrared wavelengths. Silicon photonics
also extends to highly integrated multifunctional devices that perform both optical and
electrical operations on a single low-cost chip [68–70].

On the other hand, the major challenge in the development of active silicon elements
is due to the indirect bandgap of silicon, which makes spontaneous emission unlikely and
thus prevents lasing. This physical limitation with respect to light emission is a serious
drawback when compared with integrated optical devices based on III-V direct bandgap
materials, which are capable of efficiently emitting light. Overcoming this limitation in
silicon is considered to be the holy grail of silicon photonics. Unfortunately, for a variety of
reasons, room temperature electrically injected silicon-based lasers remain elusive to date.
Another important shortcoming is that silicon does not absorb light at wavelengths above
the material’s bandgap (∼1.1 µm), so light detection is prevented in the range of interest
for telecommunications [68–72].

When going to nonlinear optical applications, several shortcomings are long known,
such as the high optical absorption at telecommunication wavelengths and the inherent
lack of second-order optical susceptibility (χ(2)) due to Si centrosymmetric lattice structure.
The latter, of course, limits the use of Si photonics for standard applications, such as the
development of electro-optic silicon modulators based on second-order nonlinear effects.
In recent years, many types of third-order nonlinear optical phenomena have been investi-
gated in silicon-based photonic devices. Substantial progress has been achieved, e.g., in
the field of Raman amplification, while nonlinear effects such as two-photon absorption
(TPA), self-phase modulation (SPM), cross-phase modulation (XPM), continuum gener-
ation, four-wave mixing (FWM), and the optical Kerr effect have also been successfully
demonstrated and thoroughly investigated, on time scales ranging from the femtosecond
to the nanosecond regime. However, even if silicon has large Si third-order optical sus-
ceptibility (χ(3)) compared with silica fibers or a silica integrated optical platform [73], the
exploitation of silicon photonics devices is limited, at least at telecom wavelengths, by the
presence of two-photon and free-carrier absorptions (TPA and FCA), at the required high
optical intensities [68–74].

In order to address the shortcomings of silicon photonics, several materials have been
investigated based on the heterogeneous integration of other material systems on silicon
substrates, with the common requirement to remain compatible with the complemen-
tary metal-oxide-semiconductor (CMOS) technology [75]. The typical materials adopted
for these heterogeneous integrations include GeSi, Ge-on-Si, silicon nitride (SiN), amor-
phous silicon (a-Si), silicon nanocrystal (Si-nc) [34–42], and silicon carbide (SiC). While
germanium’s cutoff wavelength of ~1.8 µm appeals as a perfect choice, in order to realize
photodetectors, SiN, a-Si, Si-nc, and SiC are considered as appealing material for nonlinear
photonic applications.

SiN has been routinely used in fabrication processes and final device structures for elec-
tronic integrated circuits. Due to its wide transparency window from visible to mid-infrared,
progress on advanced SiN fabrication processes has enabled ultra-low propagation losses
in waveguide structures. Due to the larger energy bandgap, SiN shows negligible TPA in
the telecom bands, while the Kerr coefficients (n2) of stoichiometric and non-stoichiometric
SiN are about an order of magnitude and about three times smaller than silicon [76], re-
spectively. However, the combination of linear and nonlinear optical properties makes
photonic signal processing based on silicon nitride a promising research area. Silicon-rich
nitride waveguides for ultra-broadband nonlinear signal processing (e.g., wavelength
conversion and radio-frequency spectrum analyzer) have been demonstrated [77,78]. Re-
cently, large second-harmonic generation enhancement in Si3N4 waveguides has been also
demonstrated [79,80].

A drawback of silicon-rich and ultra-silicon-rich nitride films, realized by CVD, is
the presence of N–H bonds and Si–H bonds, which possess absorption overtones close to
1.55 µm. In order to reduce Si–H related loss, precursor gases, which do not contain any
Si–H bonds, can be considered. Deuterated silane (SiD4) is chemically almost identical
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to SiH4, but the Si–D bonds have an absorption overtone close to 2 µm. In ref. [81], the
growth and optical characterization of silicon-rich nitride films grown using SiD4 gas were
reported. The absence of Si–H bonds and a reduction of propagation losses in waveguides
compared with a conventional SRN film were demonstrated. A nonlinear refractive index
of 980× 10−20 m2 W−1, about two orders of magnitude larger than in stoichiometric silicon
nitride, was demonstrated. The bandgap of 1.9 eV indicates that two-photon absorption is
absent at a wavelength of 1.55 µm.

Amorphous silicon (a-Si) has been identified as a possible solution to overcome the
main limitations showed by the SOI platform. Indeed, a-Si shows enhanced nonlinear
performance with respect to crystalline silicon, exhibiting an enhanced Kerr response. The
Kerr coefficient (n2) is about an order of magnitude greater than that of silicon [82–84].

Silicon carbide (SiC) exhibits unique optical properties that can be utilized for novel
photonic devices. SiC is a wide bandgap compound semiconductor, so it is a transparent
material from the UV to the infrared, and it is a meta-material in the mid-infrared range.
Improving the quality factor (Q) of the microring and microdisk resonators in the SiC
on insulator (SiCOI) platform, NLO effects based on high second-order and third-order
nonlinear coefficients have been recently observed also by nanostructuring SiC [80,81].
The third-order nonlinearity n2 of 60 × 10−20 m2/W at 1550 nm for 4H-SiC [85,86] was
reported, while in a-SiC, a value of the Kerr nonlinearity of n2 = 480 × 10−20 m2/W was
estimated [87], which is of the same order of magnitude as silicon. The unique combination
of excellent electronic, photonic, and spintronic properties of SiC has prompted research to
develop novel devices and sensors in the quantum technology domain, too [87–89].

Tantalum pentoxide (Ta2O5) is a CMOS-compatible material that has been very recently
considered as a possible alternative for nonlinear applications at telecom-wavelength
applications. Thanks to its extremely large bandgap value (3.8 eV), no TPA effect is present
at the 1550 nm wavelength region, while its n2 is an order of magnitude lower than that of
silicon [90–92].

Among the III–V integrated nonlinear photonic platforms considered to date, AlGaAs
is the most studied waveguide platform [93]. AlGaAs has been termed “the silicon of
nonlinear optics” for a number of reasons. The bandgap energy of AlGaAs can be modified
by altering the aluminum concentration. It exhibits a wide transparency window from
near- to mid-infrared (MIR, 0.9–17 µm), low linear and nonlinear propagation losses in the
telecom spectral range (1400–1600 nm), a strong electro-optic effect, a large thermo-optic
coefficient (two times larger than that of Si) enabling efficient thermal tuning, and a large
second-order nonlinear susceptibility (χ(2) over 200 pm/V) and third-order optical nonlin-
earity (Kerr coefficient n2 = 1500 × 10−20 m2/W) [94,95]. Depending on the structure and
the composition, values of the nonlinear refractive index n2 measured in (Al)GaAs waveg-
uides range from 210 × 10−20 m2/W at 1600 nm in an Al0.23Ga0.77As ridge waveguide [96]
up to 5500 × 10−20 m2/W at 1505 nm in a GaAs/AlAs structure constituting six layers (a
0.6 µm thick GaAs/AlAs superlattice core layer with 75 periods of 14:14 monolayers each,
two 0.3 µm thick Al0.56Ga0.44As buffer layers, and two Al0.60Ga0.40As cladding layers (the
upper being 0.8 µm thick and the lower 4.0 µm, with a 0.1 µm GaAs cap) [97]. The n2
value of that multilayer structure is impressive; for comparison, in a graphene/Si hybrid
waveguide, the effective Kerr coefficient n2 was calculated to be ~2000 × 10−20 m2/W, five
times higher than that of the Si waveguide alone [98].

The advances in the fabrication process made it possible to minimize the propaga-
tion loss in AlGaAs waveguides, e.g., in the AlGaAs-on-insulator (AlGaAs-OI) material
platform, down to values less than 1 dB/cm, not so different from those achievable in
SOI waveguides [93]. To date, in AlGaAs waveguide platforms, second- and third-order
nonlinear optical phenomena, such as SHG, SFG, DFG, spontaneous parametric down-
conversion (SPDC), FWM, 2PA, SPM, XPM, spontaneous four-wave mixing (SFWM), spatial
soliton formation, SRS, and supercontinuum generation (SCG), have been experimentally
investigated. AlGaAs waveguide platforms can be used for a wide range of integrated non-
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linear photonic devices, including all-optical signal processing in optical communication
networks and Kerr frequency microcomb and integrated quantum photonic circuits.

Recently, efforts have been made to realize photonic devices in gallium phosphide
(GaP). The motivations were (1) GaP is nearly lattice-matched to silicon, in principle
enabling wafer-scale production; (2) GaP has negligible two-photon absorption (TPA) for
wavelengths above 1.1 µm; (3) among visibly transparent III–V materials, GaP has the
largest refractive index (n0 > 3), enabling strong optical confinement and implying a large
χ(3) nonlinearity [n2 = 1.100 × 10−20 m2 W−1]; and (4) the non-centrosymmetric crystal
structure of GaP yields a large χ(2) nonlinearity. Thus, a variety of GaP nanophotonic
devices have been fabricated and studied, including one-dimensional (1D) and 2D photonic
crystals, microdisks, and strip waveguides. Among the different applications, particular
attention has been paid to realizing frequency doublers from telecommunication to visible
wavelengths and solid-state quantum emitters [99].

A crucial point is that GaP must be integrated onto a low index material—ideally
by a method compatible with wafer-scale production—then patterned into devices with
sufficiently low propagation loss to permit net optical gain. In ref. [99], a GaP-on-insulator
platform for integrated nonlinear photonics was proposed, making use of direct wafer-
bonding to integrate high-quality, epitaxially grown GaP onto SiO2. The large index
contrast between GaP and SiO2, in conjunction with highly anisotropic, low-roughness dry
etching, allowed the realization of single-mode strip waveguides with low propagation
losses. As a demonstration of the capabilities of the platform, frequency comb generation
in GaP microresonators with a threshold power as low as 3 mW and with the simultaneous
formation of doubled combs at visible wavelengths was observed [99].

3.2. Glassy Materials and Lithium Niobate

Glasses are interesting non-linear optical materials, being isotropic and transparent
in a wide spectral range, combining a low cost of fabrication with high optical quality,
manufacturable not only as bulk shapes, or fibers, but also as thin films (e.g., nonlinear
planar waveguides) [100,101]. The peculiar characteristics of glass materials are that their
optical properties can be adjusted through doping and compositional changes to fit the
specified requests of each application. Glasses are non-crystalline (or amorphous) materials
with short-range order, so due to their isotropic structure, they have inversion symmetry
and do not exhibit second-order nonlinearity, χ(2), or Pockels effect. However, second-order
nonlinearity can be achieved by an appropriate modification, obtained, for example, by
the application of both heat and electric fields (thermal poling). In silicate glasses, χ(2)

also appeared by the introduction of optical non-linear nanocrystals within a glass matrix,
obtained by precipitation of crystallites of non-centrosymmetric compounds [102]. This
strategy gives rise to transparent crystallized glasses (glass-ceramics). The nonlinear optical
properties of glasses have been used in several technological applications with a broad
spectrum of phenomena, such as optical frequency conversion, optical solitons, phase
conjugation, and Raman amplification [43–46].

The optical fiber based on fused silica glass is one of the most important platforms for
guided-wave optics. For its excellent properties including extremely low losses between
~0.2 and 2 µm, low dispersion, and low nonlinearity, it has been the backbone of the
contemporary telecom infrastructure. Due to the low Kerr coefficient [103], standard
step-index fused silica fiber is not the most suitable for nonlinear optics. To overcome
these limitations, new glasses for optical device applications and photonics have been
investigated. These include fluoride glasses, tellurite glasses, aluminosilicates, phosphate
glasses, borate glasses, and chalcogenide glasses. Glasses based on heavy metal oxides,
such as Sb, Bi, Pb, W, Ga, Ge, and Te, allow applications such as optical switches due to
their characteristics of low linear and nonlinear loss, large Kerr nonlinearity, and ultra-
fast response. High-index glass (Hydex™) is a special type of doped fused silica glass
with a refractive index in the range from 1.5 to 1.9. It has been used as an alternative
material for CMOS-compatible low-loss optical waveguides, but it has a relatively low
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Kerr nonlinearity [52,104]. Chalcogenide glasses are formed by the chalcogen elements
S, Se, and Te and the addition of other elements such as Ge, As, Sb, Ga, etc. They have
excellent transparency in the mid-IR region and are relatively easy to process, so they
are the basis for the manufacture of devices operating in the mid-infrared region, where
conventional silica glass shows strong absorption. Chalcogenide glass is one of the most
interesting materials for nonlinear photonics since it possesses large optical nonlinearities
in the infrared spectrum [105,106].

The field of third-order nonlinear phenomena of glasses has been mainly focused on
two main groups: resonant and non-resonant [100,101]. Non-resonant phenomena occur
when the light excitation falls in the transparent wavelengths range of the glass longer than
its electronic absorption edge. As no electronic transitions take place, the process can be
seen as lossless, and an ultrafast glass response due to third-order electronic polarization
is assured. Examples are, in general, high-refractive-index and high-dispersion glasses
such as heavy metal oxide glasses or chalcogenide glasses. Resonant phenomena occur
when the frequencies of optical field are near the electronic absorption edge. Metallic
nanoparticle doped glasses and semiconductors nanocrystals (quantum dots (QDs)) such
as CdS, CdSe, CdTe, PbS, CuCl, etc. doped glasses are suitable materials for resonant NLO
devices with response times on the ps domain. Great interest has driven the study of the
third-order nonlinear susceptibility of metal particles embedded in dielectric matrices, such
as glasses [107], which are influenced not only by the type and size of the metal particles
but also by the metal-dielectric constant. The most significant effect of the confinement
of metal particles on the optical properties of nanocomposite glasses is the appearance
of the surface plasmon resonance, which deeply enhances the glass χ(3) responses with
picosecond temporal responses. QD-doped glasses can be prepared through the dispersion
of a nanocrystalline phase in a glass matrix. This approach, through the reduction of bulk
size to nanometric scale or quasi-zero-dimensional quantum dots, allows the change of the
electronic properties of glasses accordingly with enhanced nonlinearity compared with the
corresponding bulk semiconductors [100,101].

Lithium niobate (LN) is a transparent material in a wide wavelength range from
0.5 to 4 µm. Due to the intrinsic birefringence, its large EO coefficient (r33 = ≈31 pm/V
and r13 = 8 pm/V), and the capacity of modulation bandwidths in excess of 100 GHz,
LN has been recognized for a long time in the photonic industry as the best material for
EO modulation. Having a non-centrosymmetric structure, LN shows both χ(2) and χ(3)

optical nonlinear responses. Lithium niobate has a high second-order optical nonlinearity
(d33 = −33 pm/V at λ = 1.064 µm) enabling parametric wavelength conversion and optical
signal generation [105,106]. Due to its ferroelectricity, LN can be periodically poled (PPLN)
with alternate domains of inverted electric dipole orientation to meet efficient quasi phase-
matching conditions [108–116].

Table 1 presents the nonlinear refractive indices n2, two-photon absorption coeffi-
cients βTPA and figures of merit FOM of various materials. The wavelength at which the
measurement had been made is also indicated.

Table 1. Nonlinear refractive indices n2, two-photon absorption coefficients βTPA, and figures of
merit (FOMs) of various materials.

Material n2

(
10−20 m2

W

)
βTPA

( cm
GW
) Wavelength

(nm)
FOM =

n2/βTPAλ

SiO2 [103] 3 Negligible 1053 -

Hydex [52] 13 Negligible 1560 -

Stoichiometric SiN [76] 28 Negligible 1550 -

Lithium niobate [108] 39 Negligible 1064 -

4H-SiC [86] 60 Negligible 1545 -

Ta2O5 [91] 72 Negligible 800 -
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Table 1. Cont.

Material n2

(
10−20 m2

W

)
βTPA

( cm
GW
) Wavelength

(nm)
FOM =

n2/βTPAλ

Non-stoichiometric SiN [76] 140 Negligible 1550 -

Chalcogenides [106] 370 Negligible 1550 -

Crystalline Si [73] 400 0.8 1540 0.32

a-SiC [87] 480 Negligible 1550 -

Deuterated silicon-rich
nitride [81] 980 Negligible 1550 -

GaP [99] 1100 Negligible 1550 -

AlGaAs [94] 1500 0.05 1550 19

Graphene/Si hybrid
waveguide [98] 2000 0.5 1548 2.6

a-Si:H [82] 4200 4.1 1550 0.7

GaAs/AlAs superlattice
waveguides [97] 5500 4 1505 0.9

3.3. Innovative Materials

Most photonic applications would strongly benefit from tunable and reconfigurable
properties of materials. In order to deal with this challenge, recently, phase-change ma-
terials (PCMs) have become a popular method of optical tunability without any moving
parts. PCMs are a class of materials with unique physical properties: their structural ar-
rangement can be controllably modified back and forth on a fast timescale using a thermal,
electrical, or optical excitation [117,118]. For some of these materials, the crystallographic
re-arrangement translates into a large refractive index modification (∆n ≥ 1). Such a
large and fast refractive index modulation is a long-sought effect for photonics: an en-
abling technology to control and tune in real time the optical properties of devices at the
nanoscale. Among PCMs, vanadium dioxide (VO2) is a prototypical example of functional
materials showing large modifications in their physical properties upon specific external
excitation [119].

Research in 2D layered materials (2DLMs) has started with the discovery of graphene [120].
The 2DLMs commonly refer to crystals composed of few layers of atoms, whose electrons
move freely only on two dimensions (scale: 1–100 nm). It has been realized that the van
der Waals layered materials with atomic thickness can not only exist stably but also exhibit
unique and technically useful properties including small size effect, surface effect, macro
quantum tunnel effect, and quantum effect. The 2D materials meet several requirements of
an ideal nonlinear optical material: large and ultrafast nonlinear optical response, ultrafast
photoexcitation dynamics, broadband and tunable optical absorption, saturable absorption
characteristics, ultrafast recovery time, strong interlayer coupling, and large optical and
thermal damage threshold [120–144]. The 2DLMs have been successfully employed in
all-optical modulators, as broadband efficient and versatile saturable absorbers in passive
mode locking and Q-switching, in wavelength converters, and in optical limiters [144–146].

The remarkable properties of 2D forms of graphite have attracted a rapidly growing
research interest. In graphene, the conduction band and valence band converge at the Dirac
point, which indicates that graphene owns a gapless semimetallic band structure. However,
graphene is widely studied due to its broadband absorption at optical and terahertz (THz)
frequencies [121–124]. Graphene exhibits saturable absorption behavior [125,126], which
plays an important role in lasing applications and optical limiting devices.

Recently, graphene oxide (GO), with its large optical nonlinearity, high flexibility in
altering its properties, facile solution-based synthesis process, and high compatibility with
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integrated device fabrication, offers competitive advantages for industrial manufacturing
beyond the laboratory, which is a challenge for the majority of 2D materials.

The bandgap of GO can be engineered, and its value spans between 2.1 and 3.6 eV,
yielding an absorption that is over two orders of magnitude lower than that of graphene in
the telecom band. Similar to graphene, GO films exhibit strong anisotropy in their optical
absorption in a broad band from the visible to the infrared regions. This property is useful
for implementing polarization selective devices with wide operation bandwidths. Due to
heterogenous atomic structure, GO exhibits noncentrosymmetry, yielding a large second-
order optical nonlinearity, which is absent in pristine graphene that has a centrosymmetric
structure. We note that at the moment, applications of second-order optical nonlinearity to
chip-scale devices are still in their infancy.

The absolute value of n2 for GO is about 10 times lower than that of graphene, but it is
about four orders of magnitude higher than that of nonlinear bulk materials such as silicon
and chalcogenide glasses. Enhanced FWM in GO hybrid integrated devices was demon-
strated using Hydex waveguides [57] and Si3N4 waveguides. Most of the state-of-the-art
GO nonlinear integrated photonic devices incorporate GO films with little modification or
optimization of their properties. However, GO’s properties can be significantly changed,
offering a high degree of flexibility in engineering its capabilities for different nonlinear
optical processes [127,128].

Other classes of recently discovered 2DLMs include transition metal chalcogenides
(TMCs) [129,130], transition metal-dichalcogenides (TMDs, e.g., MoS2) [131–137], black
phosphorus (BP) [138–140], and hexagonal boron nitride (h-BN) [141,142], which have
broadened the set of specific properties and functionalities of 2D materials.

TMCs are semiconductor materials with the formula MX, where M represents the
transition metal from group 4 to 7 (such as Mo, W, Re, and Ga) and X is the chalcogenide
element, which is usually one of the three elements S, Se, and Te. TMCs exhibit the typical
layer-dependent tunable bandgap, spanning from 1 eV for bulk or ML cases to 3 eV for
single-layer (SL) configurations [131,132]. Transition metal dichalcogenides (TMDs) have
the formula MX2 (such as MoS2, MoSe2, MoTe2, WS2, WSe2, and TiS2). The single-layer
TMD structure can be roughly represented by the three-layer covalent bonding in the form
of X–M–X, in which metal atoms M are sandwiched between two layers of chalcogen atom
X, and the chemical bond M–X provides the connection endowing the whole layer with
strong stability, the thickness of which is usually 6–7 Å. Compared with graphene, the 2D
TMDs are more suitable for optical applications due to their direct and tunable bandgaps
and relatively high carrier mobility [131,132]. The inherent 2D and semiconductor character
of the TMDs inevitably lead to the excitonic effects, typical of the optical response of the
semiconductors. The optical properties of the 2D MoS2 material are sensitive to the number
of layers and interlayer distance, which makes it difficult to anticipate the optical properties
of these materials. Several theoretical and experimental investigations have proved that
TMDs (e.g., MoS2 and WS2) exhibit nonlinear optical response well beyond their lower
energy bandgap (~1 eV) [133,137].

BP is a thickness-dependent direct bandgap semiconductor that could be widely
tunable from 0.3 eV (bulk) to 2 eV (single layer (SL)). It bridges the gap between zero
bandgap graphene and relatively wide bandgap TMCs, making it suitable for broadband
optoelectronic applications, particularly in the IR and mid-IR regions [138–140].

Hexagonal boron nitride (h-BN) is a graphene analogue having a crystallographic
appearance with boron and nitrogen atoms in place of carbon. h-BN has a large bandgap
of ~6 eV. BP also exhibits saturable absorption followed by an optical limiting response
upon varying the pump fluence. It finds nonlinear optics applications in UV to NIR
regions [141,142].

According to their predominant electromagnetic response, materials or structures
with near-zero parameters at a given frequency can be classified as epsilon-near-zero
(ENZ), ε ∼= 0; mu-near-zero (MNZ), µ ∼= 0; and epsilon-and-mu-near-zero (EMNZ), ε ∼= 0
and µ ∼= 0 media. All aforementioned classes exhibit a near-zero index of refraction n =
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√
εµ ∼= 0 at the frequency of interest and can be jointly addressed as zero-index media [147–150].

These materials or structures empower two of the main requirements to boost the nonlinear
response of matter: phase matching [150] and high field intensities. Structures with near-
zero parameters can provide large field intensity enhancements over large regions, while
simultaneously providing phase matching [147–150]. ENZ materials are becoming a plat-
form to obtain non-classical, non-reciprocal, and non-local responses of matter [147–150].
ENZ structures loaded with nonlinear media are particularly well suited to enable the co-
herent superposition of nonlinear effects over long distances, leading to enhanced nonlinear
effects, in particular, Kerr nonlinearity, SHG, THG, and FWM [147–150]. Doped semicon-
ductors such as transparent conducting oxides (TCOs), for example, aluminium-doped
zinc oxide (AZO) [151], and ITO [152], exhibit a near-zero permittivity at near-infrared
frequencies, with the additional advantages of being CMOS compatible and of providing
tunable platforms, whose ENZ frequency can be adjusted by controlling the doping level.

4. Conclusions

In this review, first, the main aspects of the most common fundamental NLO effects
are described, pointing out that various types of all-optical functionalities can be imple-
mented by nonlinear integrated photonic devices, based mainly on second- and third-order
phenomena. Then, since the field of nonlinear photonics has been the target of constant
innovations based on the investigation of many optical materials, the nonlinear optical
(NLO) properties of most important optical materials are described. Silicon and related
materials, such as SiN, a-Si, and SiC; glasses, such as silica, high-index glass, and chalco-
genide glasses; and III–V semiconductors, in particular, AlGaAs, lithium niobate (LN), and
recently investigated materials such as tantalum pentoxide (Ta2O5) and vanadium dioxide
(VO2) are discussed, pointing out their pros and cons. Last, 2DLMs and zero-index media
are described, too. We note that encouraging prospectives are provided by 2DLMs, but
considering the production speed, yield, and quality, at the moment, the preparation of 2D
materials is not sufficient to meet the requirements of industry or commercialization. In
addition, the relatively low physical and/or chemical stability of some 2D materials makes
them unsuitable for storage and the application of long-term stable optoelectronic devices.

A very interesting material platform, for instance, is scandium-doped aluminum
nitride (Al1−xScxN), which maintains the CMOS compatibility of aluminum nitride (AlN)
and exhibits a noticeable χ(2) enhancement; for the Al0.64Sc0.36N composition, the χ(2)

component d33 reaches a value of 62.3 ± 5.6 pm/V, which is 12 times stronger than that
of the intrinsic AlN and twice as strong as that of lithium niobate [153]. Another class of
recently investigated materials are the phase-change materials (PCMs). In principle, PCMs
are very promising to enable dynamic modification to the physical properties of devices at
the microscale and nanoscale [117–119].

For more information on photonic structures, their fabrication issues, and recent
developments and new progress in nonlinear photonics devices and system integration,
the interested readers are referred to a companion paper [154].
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Abstract: The combination of integrated optics technologies with nonlinear photonics, which has led
to growth of nonlinear integrated photonics, has also opened the way to groundbreaking new devices
and applications. In a companion paper also submitted for publication in this journal, we introduce
the main physical processes involved in nonlinear photonics applications and discuss the fundaments
of this research area. The applications, on the other hand, have been made possible by availability
of suitable materials with high nonlinear coefficients and/or by design of guided-wave structures
that can enhance a material’s nonlinear properties. A summary of the traditional and innovative
nonlinear materials is presented there. Here, we discuss the fabrication processes and integration
platforms, referring to semiconductors, glasses, lithium niobate, and two-dimensional materials.
Various waveguide structures are presented. In addition, we report several examples of nonlinear
photonic integrated devices to be employed in optical communications, all-optical signal processing
and computing, or in quantum optics. We aimed at offering a broad overview, even if, certainly,
not exhaustive. However, we hope that the overall work will provide guidance for newcomers to
this field and some hints to interested researchers for more detailed investigation of the present and
future development of this hot and rapidly growing field.

Keywords: photonics devices; nonlinear photonics; integrated photonics; photonic structures; optical
materials; all-optical signal processing; all-optical computing; all-optical communications; all-optical
digital devices; signal amplification and frequency conversion; all-optical signal regeneration; super-
continuum generation; microcomb generation

1. Introduction

In recent decades, the overall trend of research and development (R&D) towards
miniaturization of devices and systems begun with microelectronics has led to continuous
growth in integrated photonics. Integrated optic and photonic chips have huge potential for
low-cost, scalable production, and high-density components integration. A major challenge
of integrated photonics has been constituted by the lack of a unique base material, playing a
similar role as silicon in microelectronics. In contrast to electronic integrated circuits (ICs),
photonic integrated circuits (PICs) are currently fabricated on different constituent materials.
In order to integrate multiple photonic functions, different building blocks are fabricated
using monolithic or hybrid integration technology over a single substrate and connected
via waveguides [1–4]. Photonic building blocks can be passive (e.g., couplers, switches,
modulators, and multiplexers) or active (e.g., amplifiers, detectors, and lasers); nonlinear
functionalities may be easily added, exploiting the nonlinear properties of the materials and
suitable light-confining structures. As efficiency of nonlinear optical interactions drastically
scales up with the power density of an optical wave, it had to be expected that combining
integrated photonics and nonlinear photonics would produce groundbreaking results [5–12].
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In this review, we focus on three main areas of application: all-optical computing, all-optical
processing, and nonlinear photonics sources.

In all-optical computing, the key strength provided by optical technologies is paral-
lelism of information transfer and processing onto multiple wavelength channels. Parallel
access to information points is permitted due to the capability to use light waves of distinct
wavelengths within the same device. In addition, photon being the information carrier,
there is no propagation delay in different parts of the optical system.

Implementation of logic operations using a photon signal is a very challenging frontier
of research because of the fundamental requirement of very efficient light-control. Ultrafast
all-optical switch is a fundamental component for all-optical computing. It can be defined as
a structure with a pump light-controlling the ON/OFF transition of the signal light. Optical
devices, performing digital functions, are expected to fulfill the following criteria: (1) ultra-
compactness; (2) low power consumption (∼fJ/bit); (3) high-speed operation (scalable
beyond 100 Gb/s); (4) parallel operation on multiple wavelength channels, reducing the
need for large fan-outs and redundant parallel processing structures; (5) preservation of
information (e.g., phase) carried in the optical domain, usually lost in optical–electronic
conversion; (6) the ability to transparently process a data channel regardless of its data
rate or its modulation format; (7) scalability; and (8) cascading [13–18]. Unfortunately, as
underlined by Grinblat et al. in 2020, at that date, no known structure behaved as an ideal
switch [18].

The basic building block of an optical flip-flop device is the optical bistable switch.
In this device, the output of the system takes on one of two possible states depending on
the states of the inputs. Optical bistable operation permits optical read–write memory
operation, opening the possibility of an integrated optical logic circuit on a single chip.
A typical way of forming a bistable optical device is to place a saturable absorber inside
a resonator. As the input intensity is increased, the field inside the cavity also increases,
lowering the absorption of material and thus increasing the field intensity further. If the
intensity of the incident field is subsequently lowered, the field inside the cavity tends
to remain large because the absorption of the material system has again been reduced.
However, even if single bistable switches have already been demonstrated on different
platforms, it is worth noting that the next big challenge is realization of a complex system
where several bistable switches are connected in tandem and in parallel [19–27].

Nowadays, almost all data flow, including internet, phone calls, etc., goes through
fiber optic transmission lines, and the field of communications continues to expand to
higher data rates and shorter delays to allow more capacity. The demands of the modern
world are for high-speed optical communication and interconnection. The increase in
the amount of data available presents both opportunities and problems, leading to “big
data” (i.e., large, diverse sets of information that grow at ever-increasing rates) issues.
Storing and handling big data may be difficult using traditional techniques; such a new
challenge may be faced by using photonic devices for massive parallel processing and
nonlinear photonic devices for ultrafast handling [28–30]. Today, in optical networks, data
are encoded on photons for transmission, while information processing is often carried out
through optical–electrical–optical (OEO) conversions. In the last 20 years, with the aim
to assist/replace some of the electronic modules used in network routers, optical signal
processing systems (OSPs) have been investigated. OSP refers to a broad range of techniques
with the aim to process and manipulate the signal, i.e., amplitude, phase, wavelength, and
polarization of optical waves, directly in the optical domain. Optical signal processing
techniques employ a wide range of devices and various nonlinearities to achieve multiple
network functionalities. Widely used functionalities demonstrated in nonlinear photonic
circuits (PICs) include wavelength [31–35] and format conversions [36,37], routing [38,39],
phase-sensitive amplification [40], optical multiplexing and demultiplexing [41–45], optical
memory [46,47], all-optical tunable delay [48,49], and signal regeneration [50,51]. Thus far,
most of the existing OSP research has relied on third-order nonlinearities, such as four-wave
mixing (FWM), self-phase modulation (SPM), and cross-phase modulation (XPM) [52–59].
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Current optical networks are mostly based on time-division-multiplexing (TDM) and
wavelength-division-multiplexing (WDM). In the former, multiple relatively low-bit-rate
streams of data with the same carrier frequency are interleaved to create a single high-bit-
rate stream, while the latter involves simultaneous propagation of multiple data signals,
each at a different wavelength in a single optical line. Wavelength-division-multiplexing
(WDM) techniques offer very effective utilization of the fiber bandwidth directly in the
wavelength domain. A first issue of current optical networks is wavelength-blocking. In
order to overcome it, a fundamental piece is represented by wavelength conversion devices.
They can be obtained using different nonlinear effects, such as FWM or XPM [31–35].
Another issue is to increase transmission bandwidth, and an option is to combine TDM
and WDM. In this process, demultiplexing an ultra-high-data-rate time-multiplexed signal
to speeds receivable through electronics is achieved by wavelength conversion. Specifically,
information multiplexed in the time domain through optical time demultiplexing (OTDM)
can be converted into parallel lower-data-rate wavelength or spatial channels. This process
has been achieved utilizing FWM, whereby a relatively low repetition rate pump switches
out temporally multiplexed channels by converting them to new wavelengths (the idler
in the FWM process) [41–43]. There are, of course, other routes that can be followed to
increase transmission bandwidth and/or to develop advanced processing chips. The goal
of increasing bandwidth density of on-chip interconnects without increasing the number
of waveguides, waveguide crossings, and chip footprint, for instance, may be reached by
exploiting mode-division-multiplexing (MDM) in conjunction with WDM [44]. Polarization-
division-multiplexing (PDM) and orthogonal frequency-division-multiplexing (OFDM)
are two other effective methods to increase the spectral efficiency of a communication
system [45].

When signal modulation rate increases, signal degradation in the optical channel
caused by dispersion, nonlinearity, and noise becomes a critical issue. Conventionally,
signal regeneration in an optical system is performed through optical–electrical–optical
(OEO) conversion, in which a weak and distorted signal is detected, restored in electronics,
and retransmitted onto an optical fiber. Regenerators are designed to increase system
performance, reduce data degradation, and enhance signal-to-noise ratio (SNR) for higher
link capacity. In general, regenerators perform three signal processing functions: (1) ream-
plifying, (2) reshaping, and (3) retiming the signal. When the data rate is becoming higher
and higher (towards 100 Gb/s), optoelectronic regeneration schemes will be very hard to
implement or even impossible. Thus, all-optical regeneration, either 2R (re-amplification,
re-shaping) or 3R (re-amplification, re-shaping, re-timing), has become a key technology to
improve signal quality [50,51].

Nonlinear optical sources provide an outstanding example of new possibilities of-
fered by integrated nonlinear photonic chips, such as generation of new classes, named
supercontinuum generation [60], and microcombs [61], which are capable of generating
coherent, ultra-broadband light sources that cannot be produced in linear photonic systems.
Supercontinuum generation is a device functionality that has important applications in
many areas of photonic integrated circuits, particularly in WDM applications. As an exam-
ple, it could be beneficial to use a single broadband laser source, select by filtering specific
wavelength channels, and then modulate these channels instead of using a separate laser
for each wavelength.

Optical frequency combs (OFCs) are often referred to as optical rulers: their spectra
consist of a precise sequence of discrete and equally spaced spectral lines that represent
precise marks in frequency. This discrete ensemble of equally spaced laser frequencies
that distinguish OFCs from other light sources is the spectral counterpart of the regular
train of short pulses emitted by mode-locked lasers. The OFCs solve the challenge of
directly measuring optical frequencies and are now exploited as the most accurate time
references available, ready to replace the current standard for time. Laser frequency combs
can provide integrated sources of mutually coherent laser lines for terabit-per-second
transceivers, parallel coherent light detection, or photonics-assisted signal processing.
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Readers interested to delve into the main physical processes involved in nonlinear
photonics applications and the most appealing materials are referred to a companion
paper [62]. The focus here is to present some examples of nonlinear integrated photonic
devices, with a brief overview of the types of optical integrated structures and the most
common material fabrication platforms. In the next section, planar and three-dimensional
geometry structures are introduced; in the third section, material platforms are discussed,
and, in the last section, advances in nonlinear integrated photonic devices that provide
an idea of the high potential for practical applications and future challenges are reported
and discussed.

2. Integrated Photonic Structures

Influenced by the general trend of sciences towards the nano-world, development
of integrated photonics, begun with cm-long circuits, went through microphotonics and
finally came down to nanophotonics. Guided wave structures, resulting from the coupling
between an electromagnetic field and some resonance, are the basic blocks that have
accompanied this process.

2.1. Optical 2D and 3D Waveguides

Resonance can be geometric, as occurs in integrated optical waveguides where con-
structive interferences result in guiding light due to total internal reflection. Thus, optical
waveguides can be classified depending on geometry. Planar (2D) dielectric waveguides
are built of layers of high- and low-refractive-index materials, providing confinement only
in vertical direction. Nonplanar (3D) waveguides, providing confinement in two directions,
can have different cross-sections, such as ridge, rib, stripe-loaded, or buried; slot structures,
moreover, can have different forms of guiding core surrounded by cladding material (see
Figure 1 for some examples) [63]. Correspondingly, the most suitable fabrication methods
must be selected (e.g., high- or low-energy diffusion, thin-film deposition, direct laser
writing). The need of efficient coupling to other integrated components makes the channel
waveguide the most commonly used structure. Numerical and analytical methods are
widely available to optimize the design of waveguides and circuits [64].
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Figure 1. Schematic representation of various channel waveguides. Adapted from [63] under Creative
Commons License 3.0.

The next step, from cm to micrometer scale, was motivated by the wish to investigate
light behavior on the microscale and its interaction with micro-objects. The key challenges
were a reduction in size of optical devices and improvement in their performances. The
main goal was to go beyond the limit of integrated optics, offering a reliable platform for
dense integration [65].

2.2. Microresonators and Photonic Crystals

During recent decades, the fast growth of micro-scale fabrication techniques has en-
abled successful demonstration of various types of microphotonic devices; special attention
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has been addressed to microcavities [66,67], such as whispering gallery modes resonators
(WGMR) and photonic crystals (PhC) [68,69], which combine small modal volume with
very high optical quality factor (Q). In these microphotonic devices, due to their reduced
size, photons are trapped in small volumes close to the diffraction limit for sufficiently
long times so that these photons strongly interact with the host material, creating enhanced
nonlinear effect and significant reduction in their power threshold [66–69].

WGMRs have shown high mode stability and ultra-high-quality factors Q, up to
1011. These resonators are excellent platforms for fundamental and applied studies of
nonlinear processes due to their long photon lifetimes (temporal confinement) and their
small mode volumes (spatial confinement) [70–74]. Temporal and spatial confinement
have made possible optical frequency conversion with low-power continuous-wave (CW)
lasers with powers ranging from micro-watts to milliwatts. However, the high circulating
intensities inside a WGMR are not a sufficient condition for efficient harmonic generation,
parametric, and hyper-parametric oscillations: these phenomena require fulfilling phase
and mode matching and energy conservation conditions [71,75]. Figure 2 shows different
types of optical microcavities. It must be underlined that, even if more difficult to integrate
in a compact structure, microspherical resonators play an important role in nonlinear
photonics [70,71,76].
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Figure 2. Different types of optical microcavities: (a) micro-ring resonator, (b) micro-toroid resonator,
(c) micro-sphere resonator. Adapted from [76] under Creative Commons License 3.0.

Photonic crystals provide an excellent building block for photonic integrated circuits
and for enhancing a variety of nonlinear optical processes as well [77–81]. A strong
advantage of PhC cavities with ultra-small-mode volume Vm is that quality factors can
be relaxed while still achieving excellent Q/Vm values; despite the fact that the quality
factor is inversely proportional to the linewidth of the cavity, both high-bandwidth and
low-threshold all-optical processes can be realized in a single system. Integration issues, of
course, must be considered in the case of PhCs as well, especially for 3D structures [80].

Figure 3 shows the design of a dispersion-engineered slow-light photonic crystal
waveguide (PhCW); the blue circles represent the air-holes in a standard single-line defect
(W1) PhCW with a lattice constant a, while the red circles represent the engineered air-holes,
with radius decreasing from R to R2 and horizontally shifted from the dashed circles by
∆X [81].

Guided waves can also result from coupling between an electromagnetic field and
resonance related to material properties. For example, plasma resonance associated with the
electron gas in a metal can be coupled to an electromagnetic field via the interaction between
the field and the charges, leading to surface plasmon. These surface waves, propagating
along the dielectric–conductor interface, are evanescently confined in the perpendicular
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direction due to very shallow penetration of the electromagnetic field into the metal.
Plasmonic waveguiding allows breaking the diffraction limit of light, opening possibilities
for subwavelength light confinement. To increase integration density and compactness
of photonic structures, many different geometries of plasmonic waveguide have been
investigated in recent years, including interferometers and ring resonators [82] and periodic
metal structures [83]. However, in all cases, energy dissipation in closely spaced metal
layers causes high losses, limiting the propagation length to a few micrometers.
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Figure 3. Structure of a photonic crystal waveguide, with air holes represented by blue and red
circles. Simulations were made by considering standard silicon-on-insulator air-bridge PhCW of
220 nm thickness, lattice period 400 nm, and radius R of the first air-holes row 100 nm. By adjusting
the radius R2 and lattice positions ∆X of the second air-holes rows, a very wide flat band larger than
50 nm could be obtained. Reproduced from [81] under Creative Commons License 3.0.

Nanophotonics is another fascinating field, investigating the light behavior on the
nanometer scale and its interaction with nanometer-scale objects [84–86]. Major demand
in the near future is expected for devices that should allow to control light with light in a
very thin nanoscale layer or in a single nanoparticle of nonlinear material. During the past
few decades, a significant number of nanomaterials have shown notable optical properties,
motivating fabrication and design of nanoscale photonic devices [87,88].

Electromagnetic metamaterials are artificial media in which subwavelength electro-
magnetic constituents replace atoms as the basic structural elements to control light–matter
interaction. Many novel phenomena related to metamaterials are due to optical magnetism,
observed in specifically designed artificial subwavelength structures, even when such
structures are made of non-magnetic materials. The most popular constitutive elements
of metamaterials are made of metals, where free electrons oscillate back and forth, creat-
ing effective loops of current, thus inducing an efficient magnetic response. Plasmonic
nanostructures support field localization due to localized surface-plasmon resonances with
multipolar electric-type characteristics. The plasmonic resonances, generally, result in high
field enhancement but at the price of higher absorption losses due to free-carrier absorption
and reduced optical damage thresholds [89,90].

In order to control light–matter interactions at the nanoscale, the most disruptive
strategy would be to replace metals by all-dielectric nanoparticles with high refractive
index [91–93], providing fine control over the light features (amplitude, phase, and polar-
ization). Dielectric nanoparticles support an alternative mechanism of light localization in
subwavelength optical structures via low-order dipole and multipole Mie resonances [94].
They may generate a magnetic response via displacement current contribution, playing
a crucial role in the realization of the unique functionalities of meta-atoms, also driving
novel effects in the fields of metamaterials and nanophotonics.

It can be mentioned that important steps towards ultra-compactness of photonic
circuits have been made very recently via either anisotropic metamaterials [95] or photonic
inverse design [96–98]. As an example, a polarization beam splitter (PBS), which is an
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important device in PICs for multiplexing and demultiplexing polarizations, was designed
and fabricated on a silicon-on-insulator (SOI) platform using a directional coupler with
single-mode waveguides 500 nm wide; the coupling region was designed by tailoring the
anisotropic metamaterial, which was composed of identical periodic subwavelength strips.
The device, with a 2.5 × 14 µm2 footprint, exhibited a low insertion loss of 1 dB, high
extinction ratio >20 dB, and wide operational bandwidth >80 nm [98].

There is strong interest in exploring interesting physical mechanisms to create the
optical resonances in such structures, for example, using guided-mode resonances [99]
and bound-states in continuum resonances [100], to enhance local electric fields and conse-
quently amplify the nonlinear optical effects in metamaterials [12,101–105]. Bound states
in the continuum (BIC), experimentally observed by Capasso et al. in semiconductor
heterostructures grown by molecular-beam epitaxy [106] in 1992, are special wave so-
lutions embedded in a radiative continuum, which, however, remain localized without
coupling to the extended waves or radiation. BICs have been observed in photonics by
Marinica et al. [107] by using simple structures, such as two arrays of identical dielectric
gratings or two arrays of parallel dielectric cylinders [107]. BICs have then been studied
in a wide range of material systems, including dielectric photonic crystals, optical fibers,
and waveguides; an interesting review was published in 2016 by Hsu et al. [108]. Figure 4
shows an example of BIC structure based on two coupled polymer strip waveguides (WG1
and WG2) onto a lithium niobate (LN) thin film. Etching of LN is not necessary as the
strips can be directly patterned through a single e-beam lithography process. When the
parallel strip waveguides are placed closely (distance of the order of micrometer), the TE
continuum modes exist, as shown in Figure 4b.
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Figure 4. BIC waveguide structure based on polymer strip waveguides (WG1 and WG2) onto a
lithium niobate film. Here, WG1 and WG2 are 500 nm thick and LN film is 300 nm thick. (a) Cross-
section of the structure; (b) normalized electric field distribution of the TE continuous mode; (c) and
(d) TM leaky modes. Under proper conditions, the coupling between the TE continuum modes and
the TM bound modes can lead to well-confined BIC modes (see (e,f)). Reproduced from [109] under
Creative Commons License.

Recently, there have been several works on highly efficient second harmonic generation
using BIC structures in lithium niobate, which seem to have great potential for development
of compact coherent light sources in a broad wavelength range [110–112].

Figure 5 presents a schematic illustration of some metastructures [102].
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Figure 5. Schematic illustration of meta-atom, 1D chain, 2D metasurface, and 3D metamaterial.
Inserts are the representation of the parameter space for permittivity ε and permeability µ and the
typical examples of applications of metamaterials. Adapted from [102] under Creative Commons
License 3.0.

3. Material Platforms for Nonlinear Integrated Photonics

As mentioned in the companion paper [62], numerous materials for integrated non-
linear optics have been investigated. Among them are Si and related materials, such as
SiN, a-Si, and SiC; glasses, such as silica, high-index glass, and chalcogenide glasses; III–V
semiconductors, in particular AlGaAs and lithium niobate (LN); and recently investigated
materials, such as tantalum pentoxide (Ta2O5) and vanadium dioxide (VO2) [62] and refer-
ences therein. Correspondingly, several material platforms have been developed to achieve
the goal of a dense components’ integration. Each platform has its advantages and disad-
vantages and offers variable nonlinear efficiencies and integration densities depending on
the values of the nonlinear coefficients and refractive index contrast. An additional limiting
factor is related to losses that are determined by both the quality of the grown material and
the maturity of the fabrication process, which affect, for instance, the roughness and absorp-
tion of the surface passivation layer. Although in the longer term the growth and fabrication
quality for all these materials will eventually level up, there still remains one important
limiting factor that clearly separates them regarding high power densities, namely two
photon absorption (TPA). TPA is determined by the band gap of the materials and by the
working wavelength, which is often in the telecom range due to the historically developed
infrastructure of sources, detectors, etc. In this regard, small-band-gap semiconductors,
such as Si [113–117] and GaAs [118,119], are fundamentally limited and there seems to be
no way around this problem other than to change the working wavelength and all the
surrounding infrastructure.

Silicon photonics research and development has much progressed, and both com-
ponent performance and integration complexity have made significant steps forward in
the past decade [113–117]. Nowadays, silicon-based platforms, in particular silicon-on-
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insulator (SOI), are among the most mature for PIC realization. The silicon-on-insulator
(SOI) platform is a fabrication approach in which a thin silicon layer on top of an insulator
layer resides on a silicon substrate. The functional optical elements are situated in the
thin top-silicon layer, and the insulator is typically made from SiO2. The SOI platform has
become the foundation of silicon photonics for several reasons, including strong optical
confinement of silicon due to the significant refractive index difference between silicon
and SiO2, which enables very compact optical devices, and demonstration of much more
compact optical waveguides with lower optical propagation loss, better processing yield,
low cost, etc.

Among the numerous nonlinear waveguide platforms that have been explored, the
group of materials capable of combining both passive waveguides, for light steering
and nonlinear manipulation, and active functionalities (laser sources, modulators, and
detectors) monolithically on the same chip is III–V semiconductors [118,119]. This has been
a strong driving force stimulating development of nonlinear optical devices based on III–V
semiconductors and addressing challenges associated with loss mitigation and nonlinearity
enhancement in these platforms. The main III–V integrated nonlinear photonic platforms
considered to date are GaAs [76] and its AlGaAs [120] derivative, InP and InGaAsP, III-
nitrides AlN [121,122], and GaN [123], as well as GaP [124] and its ternary derivative
InGaP. We note that AlN [121,122] shows optical properties similar to SiN (refractive index,
transparency, and n2) but also possesses second-order nonlinearity.

Considering AlGaAs, the structures used in NLIP can be divided into three-layer,
two-layer, and multi-layer platforms depending on the number of epitaxially grown layers
with different material compositions. Figure 6 shows examples of these three AlGaAs
platforms; the waveguides sketched in Figure 6h,i are often employed for phase matching
of the χ(2) processes.
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Figure 6. Schematics of AlGaAs platforms and waveguide geometries. (a–c) 3-layer platform
with strip-loaded, nanowire, and half-core waveguides, respectively. (d–f) 2-layer platforms with
suspended nanorib, suspended nanowire, and AlGaAs-OI waveguides, respectively. (g–i) Multi-
layer platform with multi-quantum-well waveguide, modulated-χ(2) waveguide, and Bragg-reflector
waveguide, respectively. Reproduced from [120] under Creative Commons License.
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In recent years, lithium niobate-on-insulator (LNOI) wafer fabrication process has
been rapidly advancing [125–129]. This technology is revolutionizing the lithium nio-
bate industry, enabling higher performance, lower costs, and entirely new devices and
applications. Availability of LNOI wafers has sparked significant interest in the platform
for integrated optical applications as LNOI offers the attractive material properties of
lithium niobate while also offering stronger optical confinement and high optical element
integration density that has driven the success of more mature silicon and silicon nitride
(SiN) photonics platforms. Many of the key building blocks for highly integrated photonic
integrated circuits (PICs) have been established on this platform, including low loss opti-
cal waveguides, electro-optical interfaces for ultra-fast modulation, and nonlinear optical
elements and resonators. However, further work needs to be completed to make LNOI
an attractive and competitive integrated optical platform: (i) optical interfacing to LNOI
waveguides has to be improved, reducing fiber-to-chip coupling losses, for example by
developing inverted tapers and waveguide tapers on LNOI; (ii) optical gain media need
to be demonstrated in this platform, either via bonding already doped lithium niobate in
the LNOI wafer fabrication process or by doping the LNOI wafer after fabrication using
ion implantation techniques. A further approach could be heterogeneous integration of
III–V lasers on LNOI waveguides, which needs to be investigated; (iii) development of
photodetectors on LNOI waveguides requires further investigation [125–129].

Current trends in PIC material technologies, however, indicate that there is no waveg-
uide material technology that can address the needs for all the potential applications of PICs.
Furthermore, advanced PICs may require the best possible performance of many different
photonic elements to achieve the desired functionality, which may not be possible with a
single waveguide material technology. However, the fundamental size limit for photonic
devices is significantly larger than that of electrical devices. Therefore, integrated photonics
has, over the decades, developed at a considerably slower pace than integrated electronics,
in integration density as well as total number of devices on a chip. The specific application
requirements drive the choice of the most suitable substrate material as each material has its
own specific advantageous features and limitations. A solution to overcome this limitation
is to integrate different material technologies into a single PIC or package. This approach
has the benefit that each material can be used to provide the photonic element functionality
for which it is best suited without compromising the functionalities of the other elements
in the system. Integration of the different material technologies can occur through two
different routes: (i) hybrid integration and (ii) heterogeneous integration. The former is a
process that connects two or more PICs or photonic device chips, usually from different
material technologies into one single package. This process is, in general, performed at the
packaging stage after fabrication of the PIC and photonic device chips. The latter, instead,
is a process that combines two or more material technologies into a single PIC chip. This
process is generally performed at the early- to mid stages of fabrication of the PIC chip, as
in the case of unpatterned III–V thin-films integrated onto pre-processed silicon photonic
wafers [130–132].

In order to address the shortcomings of the SOI platform, several novel waveguide
platforms have been developing based on heterogeneous integration of other material
systems on silicon substrates, with the common requirement of remaining compatible
with the complementary metal-oxide-semiconductor (CMOS) technology [132]. As a more
recent example, photonic components in SiC (specifically waveguides, 1D and 2D photonic
crystal cavities, microdisk, and microring resonators), based on thin layers of SiC on
insulator (SiCOI), have been implemented [133,134]. High nonlinearity and low loss were
demonstrated in waveguides and ring resonators fabricated in amorphous SiC (a-SiC)
grown directly on silica, using plasma-enhanced chemical vapor deposition, with loss as
low as 3 dB/cm, providing a very scalable material growth [133]. The intrinsic quality
factor of the microring resonator was around 160,000 [133]. Figure 7 shows the fabrication
process flow of microring devices (a) and the SEM micrographs of a microring (b) and of
the coupling area to a channel waveguide (c).
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waveguide. Reprinted with permission from Xing et al., ACS Photonics [134]. Copyright 2019,
American Chemical Society.

Much higher quality factors have been achieved by using the 4H polytype of silicon
carbide (4H-SiC). For instance, a microring fabricated in high-purity semi-insulating 4H-
SiC exhibited a Q = 1.1 × 106, corresponding to a waveguide loss of 0.38 dB/cm [135].
The high field enhancement of this microring (55 µm diameter) enabled demonstration
of optical parametric oscillation and optical microcombs. More recently, generation of an
octave-spanning microcomb, covering a wavelength range from 1100 nm to 2400 nm, was
achieved by using a 36 µm radius microring resonator fabricated in 4H-SiC on a silicon
dioxide layer, with intrinsic quality factor above one million [136].

As a rule, photonic packaging of PICs is much more challenging and much more
expensive (at least to date) than electronic packaging since it requires robust high-precision
alignment of optical components and stringent real-time temperature control. This is one
of the reasons why huge development of commercial integrated photonic devices is still
lacking. Figure 8 may provide an idea of the technical complexity of the optical, electrical,
thermal, and mechanical interconnections inside and outside a PIC [137].
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Figure 8. Schematic of a Si-PIC packaged with a multi-channel quasi-planar-coupled (QPC) fiber-
array, a hybrid-integrated laser source based on a micro-optic bench (MOB), a vertically integrated
electronic integrated circuit (EIC), and a thermo-electric cooler. Electrical connections between the
PIC and the printed circuit board (PCB) are made by wire-bonds, while the connections between the
PIC and EIC are made using copper pillar bumps (CPBs). Reproduced from [137] under Creative
Commons (CC-BY) license.

4. Nonlinear Photonics Devices

Development of material platforms described in the previous section has enabled
design and implementation of several effective integrated nonlinear devices. Here, we
provide a brief, and certainly not exhaustive, overview of this field; for simplicity, we tried
to classify the examples into groups characterized by a common goal, even if quite broad.

4.1. All-Optical Digital Devices: Switches, Gates, Flip-Flop Units, and Optical Transistors

Two methods are widely used in all-optical switches. The first one is based on linear
interference between two light signals, whose relative optical phase difference determines
the logic operation functions. Implementation of this method is simple, but, due to the lack
of precise control of the optical phase difference, inherent instability, with low-intensity
contrast of output logic states ‘1’ and ‘0’, is experienced. The second method is based on
third-order nonlinear optical effects, i.e., on the effect of intensity-dependent refractive
index. The advantage of this method is its strong universality, and, in principle, complex
all-optical devices could be realized based on it. The main obstacle limiting its application is
the intrinsic material bottleneck limitation due to the contradiction between the huge third-
order nonlinear coefficient and the ultrafast response time (i.e., the larger the third-order
nonlinear coefficient, the slower the response time).

An important enabling technology to implement all-optical switching operation is
provided by high Q/Vm resonators, Q being the quality factor and Vm the mode volume of
the cavity. The field intensity enhancement inside the cavity makes it possible to utilize
optical nonlinearities at a low input power (a few hundred µW to mW level), achieving
picosecond–femtosecond response time and lower energy consumption [13,138]. Microring
resonators are among the most widely used configurations for realization of all-optical
switch due to their simple design and easy experimental realization [14,16,22,139]. The
switching principle, based on nonlinear effects, relies on a shift in resonant wavelength.
It is the following: the refractive index variation in the nonlinear material changes the
resonant frequency of the microring and/or coupling between the waveguide and the
microring. As a consequence, switch control of the signal light output can be enabled. As
an example, Figure 9 presents a schematic illustration of an all-optical switch based on a
microring resonator.
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Figure 9. Schematic illustration of an all-optical switch made of an add–drop microring resonator. The
dotted line represents the transmittance spectrum of a cold cavity. The solid line is the transmittance
when inputs are applied. A resonant shift occurs due to the optical Kerr effect. Two different
wavelengths, λ1 and λ2, are used for the operation. On the left column λ1 will drop (high) when only
λ1 is inputted (high).) On the middle column λ2 will not drop (low) when only λ2 is inputted (high).
On the right column λ2 will drop (high) when both λ1 and λ2 are inputted (high). As a result, λ2 can
be switched off and on by turning λ1 signal on and off. Reprinted with permission from [22] © The
Optical Society.

Photonic crystal cavities are also an important tool in all-optical switching, mostly
due to their ability to confine light to extremely small mode volumes [20,140–142]. Optical
bistable switching by using a high-Q two-dimensional photonic crystal nanocavity was
demonstrated experimentally using thermo-optic [20] and carrier [140] effects. In order
to make possible an all-optical switch, PC transmission spectrum can change when the
pump light is injected into the system and the propagation state can change from allowed
to forbidden or from forbidden to allowed. An all-optical switch based on a photonic
crystal nanocavity was demonstrated in 2015 [141]. The working principle of the device
was based on the resonance wavelength change in the cavity by either the Kerr effect or free
carriers. In 2020, Takiguchi et al. [142] demonstrated a picosecond all-optical switch using
an InP/InAsP nanowire integrated in a silicon photonic crystal. The line-defect photonic
crystal had a Q-factor of 25,000. The reaction time of the switch was 150 ps, while the
switching energy was several hundred fJ.

Photonic crystal chips also lend themselves for large-scale and dense integration of
optical memories; this result is obtained by introducing a wavelength-addressable serial
integration scheme and exploiting the wavelength-division-multiplexing capability [140].
However, use of a high-Q cavity makes the operation slow because the light charging speed
is slow for a cavity having a high Q. Although the carrier effect has enabled fast operation
at a few ns [46], a tradeoff between low power and high speed due to the high Q of the
cavity remains.

An approach based on nonlinear plasmonic slot waveguides was used to address
the well-known tradeoffs between all-optical switching speeds and associated energy
requirements [143]. Graphene’s ultrafast saturable absorption (SA), leading to transmission
of a signal pulse when a control pulse overlapped with it, was achieved, with an ultrafast
response time of 260 fs.

All-optical logic gates and flip-flops are other fundamental elements for optical com-
puting [22], even if still, at the beginning of the last decade, there were doubts about
their feasibility and their possibility of competing with microelectronics [144]. Such skep-
ticism was not fully justified, even if, still five years later, realization of an all-optical
flip-flop required coupling two optical triode switches made by a nonlinear étalon and
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gradient-index lenses [19]; to date, however, several all-optical logic devices have been
demonstrated [13,25,27,145–148].

Extremely-low-power all-optical bistability was demonstrated by utilizing silicon PhC
nanocavities [46]. Bistability was obtained by the plasma effect of carriers generated by
two-photon absorption, with a bistable threshold power of 0.4 mW, a set pulse energy of
74 fJ, and a switching speed of <100 ps.

Design and fabrication of a large-scale memory in InGaAsP/InP and Si devices were
discussed in Ref. [140]. A large number (128) of serially integrated PhC Si-nanocavities were
fabricated, and the experimental characterization showed that bistable memory operation
was achieved for 105 bits in this chip, with bias power for this operation in the range
79–400 µW. The proposed device involves a parallel configuration, where side-coupled bit
memory cavities are placed along a bus waveguide.

Electronic transistors, as the basic unit of logic circuits, have succeeded in supporting
large-scale integrated circuits for computers. Any complex logic circuit can express a
combination of three basic logic gates, AND, OR, and NOT, and these basic gates can
be constructed with a universal transistor. Although electronic logic gates have enabled
creation of integrated circuits with high density and functionality, optical logic gates cannot
reach the far requirements of large-scale optical computing circuits even today [149]. On
the other hand, optical transistors, as the core hardware of optical gates, so far have not
been effectively exploited. Moreover, the universal optical transistor does not seem to exist
or be practical for optical gates. Many different approaches to optical transistors have
been proposed. Much early work was based on optical bistability [150] using nonlinear
optical phenomena, mostly in resonators, whereas others worked on the optically controlled
switching of light-exploiting single molecules [151] or quantum dots [152].

4.2. All-Optical Processing
4.2.1. Signal Amplification

Light amplification over a broad gain bandwidth, in principle, enables generating
and processing an array of wavelength channels, leading to significant advancement for
densely integrated photonic circuits. In the FWM conversion scheme, typically, a high-
power pump laser at ωp can be used to convert a signal frequency ωs into a new frequency
at 2ωp − ωs. The main advantages of FWM converters are: (1) their sensitivity to both
amplitude and phase information; (2) their ability to support ultra-high bit-rates beyond
160 Gbits/s; (3) simultaneous conversions of multiple input wavelengths to multiple
output wavelengths; (4) their ability to support advanced modulation formats of input
data signals [31,35]. A major limitation is that phase-matching must be maintained over
the gain spectrum of interest, requiring careful dispersion engineering.

As of 2006, a silicon amplifier with net peak on/off gain of 1.9 dB and a broadband gain
over a wavelength range of 28 nm through FWM was demonstrated in suitably designed
SOI channel waveguides with a length 6.4 mm [153]. In addition, wavelength conversion
in the range 1511–1591 nm with peak conversion efficiencies of +5.2 dB was reported as
well. A few years later, on-Si-chip mid-infrared gain up to 25.4 dB around a wavelength
of 2220 nm with a gain bandwidth exceeding 220 nm was demonstrated [154], providing
zero-dispersion at 2260 nm and producing anomalous dispersion of 1000 ps nm−1 km−1

around the pump wavelength at 2170 nm. In 2017, an optical parametric gain of 42.5 dB, as
well as cascaded four-wave mixing with gain down to the third idler, was experimentally
demonstrated by FWM in an ultra-silicon-rich nitride (USRN) waveguide [155]. It was
attributed to the high photon efficiency achieved through operating above the two-photon
absorption edge, representing one of the largest optical parametric gains to date on a
CMOS platform.

Another approach to achieve high gain is to exploit hybrid integration. As an example,
an efficient semiconductor optical amplifier (SOA) may be introduced into a Si PIC by
adding III–V materials as a chip over a selective area of the Si wafer [156]. An unsaturated
gain of 12.25 dB/mm with 65 nm of 3 dB bandwidth was measured in an SOA with
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a 0.95 µm wide waveguide; the InP chip was directly bonded to individual dies on a
processed SOI wafer.

4.2.2. Frequency Conversion

In FWM-based converters, the wavelength conversion from the pump to the idler is
realized and the information optically encoded onto one wavelength channel can be simply
copied onto another wavelength channel. Let us mention a few published results:

(i) C-band wavelength conversion in Si photonic wire waveguides with submicron cross-
section was demonstrated by means of nondegenerate FWM (see Figure 10 of [157]).
The nonresonant character of the FWM enabled demonstrating frequency tuning of
the idler from ∼20 GHz to >100 GHz, thus covering several C-band DWDM channels.

(ii) Conversion bandwidths greater than 150 nm and peak conversion efficiencies of −9.6 dB
were also achieved via FWM and appropriate engineering in silicon nanowaveg-
uides [158]. Furthermore, utilizing fourth-order dispersion, wavelength conversion
across telecommunication bands from 1477 nm (S-band) to 1672 nm (U-band) was
demonstrated with an efficiency of −12 dB.

(iii) A wavelength conversion bandwidth of 190 nm with an efficiency of 21 dB, obtained
by FWM in polymer (PMMA)-cladded chalcogenide (As2Se3) hybrid microwires,
was achieved [159]. Wavelength conversion combined with small footprint (10 cm
length), low loss (<4 dB), ease of fabrication, and the transparency of As2Se3 from
near-to-mid-infrared regions make the proposed device very promising.
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Figure 10. Output spectra from a single-mode silicon photonic wire waveguide with a cross-section of
220 nm × 445 nm and length of L = 4.2 mm fabricated on a SOI. pump (λp~1435 nm), and signal laser
sources were multiplexed and launched into the waveguide using a tapered fiber in copropagating
configuration; several signal wavelengths (λs = 1545.5, 1548.5, 1550.5, 1552.5, and 1555.5 nm) were
used. On each side of the signal wavelength employed, newly generated satellite peaks are clearly
seen. Reprinted with permission from [157] © The Optical Society.

The goal of achieving a broad wavelength conversion bandwidth may be achieved
acting on group-velocity dispersion (GVD); flattened GVD is also important for effective
supercontinuum generation. Silicon waveguides exhibit high nonlinearity, but dispersion
flattening represents a difficult task due to the strong light confinement and high waveguide
dispersion. One has mainly to work on the design of the cross-sectional dimension of the
waveguide, and various solutions have been proposed. Staying with a rib waveguide
allows only a few degrees of freedom so that sandwich and slot structures with greater
flexibility in geometrical parameters have been designed and tested. Both sandwich and slot
waveguides are realized by introducing slots between silicon strips and another material to
fill the slot(s); the standard silicon-on-insulator (SOI) technology, however, makes easier
fabricating the vertical-slot structure than the horizontal-sandwich one. An early work was
based on a hybrid strip/slot silicon waveguide, capable of producing a flattened dispersion
of 0 ± 16 ps/(nm·km) over a 553-nm wavelength range (1562 to 2115 nm) [160]. Shortly
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later, a horizontal double-slot Si waveguide was designed to achieve low and flattened
dispersion: simulation indicated that two silica slots at the bottom of the waveguide could
produce flattened dispersion from −26 to 21 ps/(nm·km) over a bandwidth of 802 nm,
whereas a structure with two silica slots placed at both sides could achieve flattened
dispersion from −17 to 23 ps/(nm·km) over a bandwidth of 878 nm (1498 to 2376 nm
wavelength) [161]. In 2017, a new structure was proposed, where the field was mainly
confined in the silicon core based on silica-filled vertical-dual slots; a spectrally flattened
near-zero anomalous group-velocity dispersion covering the whole telecom wavelength
range was possible, and, in a wavelength conversion experiment, a 3 dB bandwidth of
76 nm was measured, which was significantly broadened compared to the corresponding
strip waveguide [162].

More recently, the problem of data transmission over the C band (1530–1565 nm)
closely approaching the nonlinear Shannon capacity limit began to be considered. One
of the novel ways to circumvent this limit is to extend WDM beyond the C band, e.g., to
the O band (1260–1360 nm). It has been shown that a proper design of an SOI waveguide
allows to shift wavelengths from the whole C band into the O band by FWM-based all-
optical signal processing, without the need of changing pump laser wavelengths [163].
One year later, the same research group reported the experimental achievement of optical
wavelength conversion over the C-to-O-band using multi-modal FWM in highly nonlinear
SOI waveguides [164]. The authors claimed that it was an important step towards ultra-
high-bandwidth optical communication networks, which utilize the entire low-attenuation
infrared wavelength range of a standard single-mode fiber; as a further step towards a
complete electronic–photonic-integrated circuit (EPIC), they envisaged the co-integration
of the nonlinear signal processor with conventional transmitter- and receiver-units [164].

In order to face the difficulty of satisfying the energy and phase matching conditions
in a microresonator, an interesting proposal was made by Marty et al. [165], who designed
and fabricated a PhC microresonator exhibiting a constant free spectral range. An InGaP
cavity, 200 µm long and 650 nm wide, was heterogeneously integrated on an SOI PIC.
The structure is shown in Figure 11; the nanobeam cavity is fabricated on top of the Si
waveguide using e-beam lithography and hole drilling by inductive coupling plasma (ICP)
etching. A stimulated FWM with a −12 dB signal to idler conversion was measured.
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Figure 11. Photonic crystal (PhC) resonator integrated on an SOI platform on Si substrate: 3D sketch
(left); YZ cross-section with the structure’s layers (center); BCB is benzocyclobutene, the adhesive
used for bonding; SEM image of the InGaP cavity, 650 nm wide, 290 nm thick (right). Reproduced
with modifications from [165] under Creative Commons license.

Table 1 presents the characteristics of this PhC device in comparison to ring resonators
in different materials (Qavg is the geometrical average of the loaded Q for the different
resonance modes; ηNL is the nonlinear FWM conversion efficiency). It clearly appears that
the PhC on the SOI device, even if with lower conversion efficiency, has the advantage of
requiring lower pump power and a remarkably smaller footprint [165].
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Table 1. Comparison of continuous-wave FWM nonlinear efficiency conversion ηNL in some inte-
grated devices.

Geometry Material On Chip Power (mW) Footprint (µm2) Qavg ηNL(dB)

PhC on SOI [165] InGaP 3 39 55,000 –12

Ring [166] AlGaAs-O-I 7 929 44,000 –12

Ring-CROW(*) [167] Si 100 4140 x –21

Ring [168] Graphene oxide on Hydex glass 158 x 50,000 –35

Ring [169] Hydex 6 5730 106 –36

Ring [170] Grahene 8 314 9000 –37

In order to increase the bandwidth density of on-chip interconnects without increasing
the number of waveguides, waveguide crossings, and chip footprint, an option is to exploit
mode-division-multiplexing (MDM) in conjunction with WDM [44]. A device based on
multiple microring resonators in an SOI wafer, having 0.11 mm2 footprint, operated with
multiple co-propagating 10 Gb s−1 communication signals and reached up to 60 Gb s−1

of aggregate bandwidth. It was claimed that, properly designed with five spatial modes
and 87 WDM channels, the device could be able to support an aggregate data rate up to
4.35 Tb s−1 [44].

Using polarization-division-multiplexing PDM, orthogonal-frequency-division-mul-
tiplexing OFDM transmission, and a polarization multiple-input multiple-output (MIMO)
system at the receiver, a 16 × 52.5 Gb s−1 transmission over 4160 km of standard single-
mode fiber was demonstrated with 50 GHz WDM channel spacing [45].

Advanced modulation formats, such as multiple (M)-order QAM (quadrature ampli-
tude modulation), are fundamental for design of modern high-capacity optical transport
networks [171]. In order to enable bandwidth efficient, high-speed transmission on a
chip level, integrated optical components that can operate on these modulation formats
providing fundamental optical functionalities, such as wavelength routing, wavelength
conversion, format conversion, etc., are required. As an example, wavelength conversions
of high-order OFDM m-QAM signal based on degenerate four-wave mixing (FWM) process
has been demonstrated in a silicon waveguide [172].

Long et al. [173] also used a silicon waveguide: a continuous-wave (CW) pump and a
four-channel WDM 16-QAM signal were simultaneously fed into the waveguide through
a grating coupler. Owing to the FWM process, the idler takes the information carried by
the input WDM 16-QAM signal at the output port. In this way, wavelength conversion of
WDM 16-QAM signal using a silicon waveguide was achieved.

In [34], four-wave mixing (FWM)-based wavelength conversion of binary phase shift-
keyed (BPSK) and quadrature phase shift-keyed (QPSK) signals at 20-Gb/s bit-rate in
a 1-mm long amorphous silicon waveguide was demonstrated with a maximum FWM-
efficiency of −26 dB.

The first demonstration of wavelength conversion of higher-order QAM signals at data
rates above 100 Gb/s in silicon was reported by Adams et al. [174]. Error-free wavelength
conversion of 28 GBaud 16-QAM single polarization (112 Gb/s) signals using FWM in a
dispersion-engineered silicon nanowire (SNW) was demonstrated.

In XPM converters, a phase shift is induced on a signal by a pump when it propagates
through a nonlinear device. The method is commonly applied along with an interferometric
approach, which is able to translate at its output phase variations into amplitude variations.
XPM-based wavelength conversion has the advantage of broadband operation, but the
limitation is that it can applied only to amplitude modulation formats.

As an example, wavelength conversion in chalcogenide planar waveguides (As2S3)
was achieved in the telecommunications C-band wavelength range via cross-phase modu-
lation, with 5.4 ps optical pulses near 1550 nm [175]. In this device, a pulsed pump source,
potentially containing digital data, is directed though the nonlinear medium along with
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a CW probe beam. The pump beam, inducing a transient chirp on the probe beam via
XPM through Kerr nonlinearity, broadens the probe spectra generating sidebands. Using
an optical filter, a single sideband can be selected so the output signal at the converted
wavelength is modulated in time similarly to the pump pulse.

Astar et al. presented tunable wavelength conversion of a 10-Gb/s return-to-zero
on–off-keyed (RZ-OOK) signal over a range of 20 nm, carried out in a silicon nanowire
waveguide using cross-phase modulation (XPM), followed by a tunable filter [176].

All-optical four-channel format conversion from non-return-to-zero on–off-keyed
(NRZ-OOK) to return-to-zero on–off-keyed (RZ-OOK) formats, based on semiconductor
optical amplifiers (SOAs), was demonstrated in Ref. [177]. The corresponding monolithic
InP-integrated chip is sketched in Figure 12: in its 2.0 × 4.6 mm2 footprint, it includes a
2.0 mm long SOA1, used for nonlinear XPM and XGM effects, a tunable delay interferometer
(DI), two short SOAs, and an arrayed waveguide grating (AWG). The DI, in turn, consists
of two multi-mode interference (MMI) couplers and a 400 µm long SOA (SOA3) that
compensates the loss introduced by the 500 µm long phase shifter (PS). An image of the
chip obtained by a metallographic microscope is shown in Figure 13. The device was
operating the conversion process at 40 Gb/s and with an average power penalty at BER
(bit error rate) of 1 × 10−9 of the four channels less than 0.5 dB. The authors claimed that
this chip has the potential to be used for other parallel all-optical signal processing, such as
multichannel wavelength conversion, parallel signal regeneration, and so on [177].
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4.2.3. All-Optical Signal Regeneration

Most of the work completed so far on all-optical signal regeneration has exploited
the nonlinear properties of optical fibers [178,179] or semiconductor optical amplifiers
(OAS) [180–182]. Figure 14 shows the experimental setup for characterization of a polari-
zation-independent differential phase shift keying (DPSK) regenerative wavelength con-
verter [181]. A 10 Gb/s DPSK data stream at λDATA is generated by modulating the output
of a tunable laser (TL) with a Mach–Zehnder modulator (MZM) driven by a bit pattern
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generator (BPG). The modulator output is then coupled with an amplified spontaneous
emission (ASE) noise loading stage, constituted by an erbium-doped fiber amplifier (EDFA)
and an optical filter (OF) with 1 nm bandwidth. Two TL pumps are coupled with the noisy
data and injected into the SOA: the output converted data at λFWM are selected, and DPSK
demodulation is made by using a standard delay-interferometer (DI). The dual co-polarized
pumps allow FWM independence from input signal polarization and wavelength. In the
system, which is suitable for photonic integration, wavelength conversion in a range up to
6 nm was measured [181].
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SOAs, however, are limited in speed due to carrier dynamics, and other attempts were
made of realizing an integrated all-optical regenerator by means of other devices. One of the
earliest results was obtained by B.J. Eggleton’s group exploiting the strong Kerr nonlinearity
of As2S3 chalcogenide glass waveguides (n2~2 × 10−14 cm2/W) [183]. The operation
principle of the integrated 2R regenerator was based on a combination of nonlinear SPM-
induced spectral broadening followed by spectral filtering; the device was constituted by a
low loss As2S3 rib waveguide with integrated Bragg gratings. A nonlinear power transfer
curve was demonstrated using 1.4 ps pulses, enough to suppress noise in an amplified
transmission link [183]. Shortly thereafter, an SOI waveguide device was demonstrated
to perform optical regeneration based on a Si nanowaveguide as the nonlinear medium
for the SPM process integrated with a bandpass filter consisting of a waveguide ring
resonator [184]. Compared with the chalcogenide device, which required ~50 W peak
power, the SOI device operated at peak powers lower than 5 W. Since then, many other
excellent results have been achieved; here, only a few of them are mentioned. On-chip four-
level pulse–amplitude modulation (PAM-4) wavelength conversion and signal regeneration
were demonstrated in a silicon waveguide, exploiting degenerate FWM [36]. Using a silicon
nanowire waveguide, Geng et al. [185] experimentally demonstrated three-wavelength
regeneration based on the clock-pump four-wave-mixing scheme.

A limitation of silicon devices lies in nonlinear absorption (two-photon absorption,
TPA): it can, however, be circumvented by using reverse-biased p-i-n diode structures
implemented across the waveguide [186]. With this approach, phase regeneration for DPSK
signals using a Si waveguide with a reverse-biased p-i-n junction as nonlinear medium
and continuous-wave pumping was demonstrated, with high wavelength conversion
efficiency [187]. The Si nano-rib waveguides had width, height, and slab height of 500 nm,
210 nm, and 50 nm, respectively; doped regions were created at a distance of 350 nm
from the waveguide through implantation of boron and arsenic with concentrations of
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1018 cm−3 for the p- and n- regions, respectively. Keeping in mind development of 5G and
6G networks, data transmission rates as high as 100 Gb/s at the user must be considered;
correspondingly, intensity modulation with the NRZ-OOK format will likely be a good
solution for optical access networks. Wen et al. [180] have, therefore, investigated the
feasibility of all-optical regeneration of these signals using the FWM process in a silicon
waveguide with reverse-biased p-i-n junction. The Si rib waveguide is 4 cm long, 450 nm
wide, and 70 nm thick, respectively. The p- and n- regions of the junction were 3.6 µm
wide and separated by 1.35 µm; they had been obtained by implantation of boron and
phosphorus ions, respectively. The achieved conversion efficiency was as high as −12 dB,
and all-optical regeneration of NRZ-OOK signals with rates of 50 Gb/s and 100 Gb/s were
experimentally demonstrated [188]. For completeness, it has also to be mentioned that
signal regeneration was obtained by exploiting the nonlinear properties of lithium niobate,
e.g., using nonlinear wave mixing in cascaded periodically poled lithium niobate (PPLN)
waveguides [189–191] and in lithium niobate on insulator (LNOI) structures [35].

Before concluding our discussion on all-optical signal regeneration, we summarize
some challenges for achieving efficient all-optical regenerators: (1) as optical networks are
adopting flexible and modulation format variable transceivers, any dependence on modu-
lation format will reduce the efficiency and upgradability of the regenerators; therefore,
optical regeneration should be modulation format and baud-rate-transparent. (2) Optical
regeneration should improve the optical SNR by amplifying only the data signal and
reducing the signal’s amplified spontaneous emission (ASE) noise arising from erbium-
doped-fiber-amplifiers (EDFA). (3) The optical regenerator should mitigate any crosstalk
and inter-symbol interference that arises in the different domains of the optical wave, such
as wavelength, polarization, and spatial modes [50,51].

4.3. Nonlinear Sources

To generate SC from a chalcogenide glass fiber, a short pulse laser (i.e., fs laser) is often
employed as the pump source operating at the NIR region where dispersion of chalcogenide
glasses is positive. In SC generation under NIR pumping, the resultant spectra usually
show limited bandwidth due to the limited pump power and materials dispersion. To this
end, optical pumping at wavelengths longer than the zero-dispersion wavelength (ZDW) is
often applied, where the dispersion of the chalcogenide glasses becomes negative. The SC
generation is this case becomes much more efficient as the soliton effect becomes dominant,
such as soliton splitting and self-frequency shift, which leads to much larger broadening of
the SC spectra [192].

An experimental demonstration of a tunable continuum source in silicon photonic
wires (SPWs) with a power-dependent broad spectrum was reported in [193]. As can be seen
in Figure 15, a spectral broadening of more than 350 nm was observed upon propagation
of ultrashort 1.3 µm wavelength optical pulses in a 4.7 mm long single-mode waveguide.
Supercontinuum white light generation in plasmonic nanostructures, depending on the
nonlocality of the electron response, has also been theoretically investigated [194].

Mode-locked lasers were initially used for comb generation. Thereafter, comb emission
was demonstrated in continuous-wave (cw) laser-pumped resonators through cascaded
third-order parametric processes [195]. In such Kerr resonators, a first pair of sidebands
is generated around the pump frequency by cavity modulation instability or degenerate
four-wave mixing (FWM); subsequently, cascaded four-wave mixing processes lead to
formation, around the pump frequency, of a uniform frequency comb, where self- and
cross-phase modulation act to compensate for the unequal cavity mode spacing induced
by the group velocity dispersion (GVD) [196]. Because of the relatively low strength of
third-order nonlinearity, generation of Kerr combs requires small interaction volumes and
high-Q resonators. For these reasons, small resonators are particularly suited to reach
broadband comb generation with quite moderate pump power [62]. Advancements in
the fabrication technology of optical micro-cavities may enable realizing ultra-fast and
stable optical clocks and pulsed sources with extremely high repetition-rates in the form
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of compact and integrated devices. In this framework, demonstration of planar high-Q
resonators, compatible with silicon technology [197,198], has revealed a unique opportunity
for these devices to provide entirely new capabilities for photonic-integrated technologies.
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input central wavelengths at P 0 ≈ 1W. The inset shows that spectral broadening increases as
λ0 approaches the ZGVD wavelength of 1290 nm. Reprinted with permission from [193] © The
Optical Society.

It can be recalled that electro-optic (EO) modulation, in materials with second-order
nonlinearity, provides an interesting alternative to Kerr (third-order nonlinearity) res-
onators for generation of OFCs; the electrical controllability of EO combs guarantees greater
versatility and also excellent comb stability and phase coherence. A microring resonator,
with loaded Q~1.5 × 106, may, therefore, be fabricated in a thin-film lithium niobate (TFLN)
platform, which is also characterized by ultra-low-loss optical waveguides [199]. This
solution is depicted in Figure 16; a microwave signal, with modulation frequency equal
to the free spectral range (FSR) of the optical resonator, couples light between different
resonator modes. The input cw laser light is, therefore, modulated, giving rise to side-
bands at the modulation frequency, which are then recirculated to be modulated again.
At the output, an EO comb can be measured that spans more frequencies than the entire
telecommunications L-band (over 900 comb lines spaced about 10 gigahertz apart), with
the prospect of enabling octave-spanning by proper dispersion engineering [199]. A dis-
advantage of this single-resonator device is the low (~0.3%) comb conversion efficiency
due to the low coupling efficiency of the light from the input waveguide to the microring
EO-driven resonance. This limit was overcome by the same research group by using two
mutually coupled resonators, again realized in the TFLN platform: the fabricated device
proven to be capable of generating an on-chip EO comb with a line spacing of 30.925 GHz,
a pump-to-comb conversion efficiency of 30%, and a wide comb span of 132 nm [200].

Early attempts of micro-comb-based communications used simple on–off keying
(OOK) modulation [201,202], where information is carried by the optical intensity. In this
case, low comb intensity noise is essential for achieving high performance. Error-free
transmission for each individual line of a low-noise micro-comb, transmitted over tens of
kilometers of single-mode fiber, has been demonstrated with a power penalty of less than
0.5 dB [202].

Coherent data transmission, which typically poses stringent requirements on the
spectral purity of the optical carrier, has also been demonstrated with phase-locked micro-
combs. In the first work reported by Pfeifle et al. in 2014 [203], a data stream of 392 Gbit s−1

was encoded on six lines of a micro-comb using quadrature phase-shift-keying (QPSK) and
16-state quadrature amplitude modulation (16QAM). A second experiment demonstrated
the feedback stabilization of the comb and transmission of a 1.44 Tbit s−1 data stream over
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up to 300 km with twenty comb lines. These results showed that micro-combs can indeed
meet the highly demanding requirements of coherent communications and thus offer an
attractive route towards chip-scale terabit/s transceivers [204].
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strated  the  feedback  stabilization of  the  comb and  transmission of a 1.44 Tbit  s−1 data 

stream over up to 300 km with twenty comb lines. These results showed that micro‐combs 

can  indeed meet  the highly demanding requirements of coherent communications and 

thus offer an attractive route towards chip‐scale terabit/s transceivers [204]. 

5. Conclusions 

Despite the difficulties, impressive progress has been made in on‐chip nonlinear op‐

tical processing with favorable performance, paving the way to full integration of com‐

plete optical communication and processing systems on a monolithic or hybrid chip. As 

an example, an excellent result concerns the high device integration density achieved by 

using optimized racetrack microresonators based on ultra‐low‐loss multimode Si3N4 pho‐

tonic circuits. The optimized design uses adiabatic Euler bends in place of circular bends; 

it enables a device footprint as small as 0.21 mm2, which can be very useful for several 

nonlinear photonic applications. Single‐soliton generation of 19.8 GHz repetition rate was 

demonstrated; the soliton spectrum showed a 3‐dB bandwidth of 16.3 nm, corresponding 

to a pulse duration of 156 fs [3]. Even better prospects exist for silicon carbide, which now 

appears able to fully compete with more mature nonlinear materials; as a proof, design 

and demonstration of octave‐spanning microcombs have been reported in a 4H‐SiC‐on‐

insulator microring resonator with 36 μm radius [136]. 

Figure 16. EO comb generator using a microring resonator. (a) Sketch of a bulk EO comb generator
based on an EO (χ(2)) phase modulator inside a Fabry–Pérot resonator. A cw laser beam enters
the resonator and an optical frequency comb is generated at the output. (b) EO comb generation
principle; the microwave modulating signal has frequency equal to FSR of the Fabry–Pérot resonator.
(c) Integrated EO comb generator, where a microring replaces the Fabry–Pérot resonator. The cw signal
from input waveguide is coupled into the microring and EO-modulated at a frequency matching
the FSR of the ring. The generated comb is then coupled back to the waveguide. Reproduced with
permission from [199] © Springer Nature Ltd.

5. Conclusions

Despite the difficulties, impressive progress has been made in on-chip nonlinear optical
processing with favorable performance, paving the way to full integration of complete
optical communication and processing systems on a monolithic or hybrid chip. As an
example, an excellent result concerns the high device integration density achieved by using
optimized racetrack microresonators based on ultra-low-loss multimode Si3N4 photonic
circuits. The optimized design uses adiabatic Euler bends in place of circular bends; it
enables a device footprint as small as 0.21 mm2, which can be very useful for several
nonlinear photonic applications. Single-soliton generation of 19.8 GHz repetition rate was
demonstrated; the soliton spectrum showed a 3-dB bandwidth of 16.3 nm, corresponding
to a pulse duration of 156 fs [3]. Even better prospects exist for silicon carbide, which now
appears able to fully compete with more mature nonlinear materials; as a proof, design and
demonstration of octave-spanning microcombs have been reported in a 4H-SiC-on-insulator
microring resonator with 36 µm radius [136].

All-optical computing, on the other hand, still presents many challenges due to the
difficulty of implementing efficient all-optical logic devices. Photonic crystals seem to
offer a suitable approach to realization of these devices, but, up to now, groundbreaking
results have not been achieved. Other approaches make use of nonlinear optical fibers and
semiconductor optical amplifiers, but, in both cases, size is an obstacle to chip integration.
Plasmonic logic gates would have a desirable nanometer size, but their large optical
loss makes them also unsuitable for use in integrated chips. As has been shown by
various examples, PICs fabricated on a silicon-on-insulator platform may exhibit low
power consumption and high transmission efficiency but occupy a relatively large footprint.
A solution has, therefore, still to be searched. However, based on the linear interference
approach, it is worth reporting here a very recent result obtained using a design based
on topology optimization [205] and leading to implementation of an SOI chip containing
seven major logic gates (AND, OR, NOT, NAND, NOR, XOR, and XNOR) and a half adder,
with a footprint of only 1.3 × 4.5 µm2 [205].
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The evolving nano-devices would enable emerging advanced applications not only in
optical processing and computing but also in metrology, single-molecule sensing, imaging,
microscopy, mid-infrared photonics, terahertz generation, microwave photonics, and bio-
medicine. We expect that progress in nonlinear integrated photonics will occur along three
paths: one involving new materials and new physics in nonlinear interactions; a second
devoted to improving device performance using well-known and innovative guided-
wave nonlinear optical schemes; and a third addressing new perspectives in quantum
photonics. In this regard, being impossible to adequately cover the achievements in
quantum optics in this short review, we just mention a few examples, all exploiting the
exceptional characteristics of microring resonators, either on a silicon platform [206,207]
or a 4H-SiC-on-insulator platform [208]. Quantum technologies may well exploit other
materials as well, and we refer interested readers to an extended review on the 2023
roadmap for materials for quantum technologies, published in January 2023 [209].

Returning to use of Si or SiC, Guo et al. experimentally demonstrated nonclassical
optical bistability in a photon-pair source using cw-laser-pumped spontaneous FWM in an
all-pass microring resonator with 100 µm radius fabricated on an SOI platform [206]. Using
similar microring (110 µm radius) with Q~5 × 104 and free spectral range (FSR)~100 GHz,
matching the standard International Telecommunication Union (ITU) frequency grid to en-
able multichannel photon-pair generation compatible with commercial WDM devices, the
same research group showed how frequency correlation can be applied to high-dimensional
encoding for parallel quantum key distribution (QKD) [207].

More recently, various works have underlined the strong potential of 4H-SiC platform
for on-chip quantum photonics; it was also demonstrated that implantation of silicon
vacancy centers in SiC does not deteriorate their intrinsic spin-optical properties [210]. This
result makes feasible development of large-scale quantum networks based on integrated
quantum computational clusters with efficient spin–photon interfaces. Lukin et al. reported
both strong enhancement of emission from a single color center in a nanophotonic cavity
and efficient nonlinear frequency conversion in the same platform, also demonstrating
full compatibility of thin-film SiC with industry-standard nanotechnologies and foundry
production [208]. Still using a SiC microring structure, Guidry et al. studied the underlying
quantum processes of soliton microcombs, investigating the quantum formation dynamics
of dissipative Kerr soliton (DKS) states and their quantum correlations [211].

Obviously, theoretical advances are being made as well; as an example, Nozaki et al.
have now (February 2023) published a paper where they propose to use a resonator with
only passive optical components to scale up stimulated emission of polarization-entangled
photon pairs [212]; they present only a proof-of-principle experimental demonstration
with a double-pass polarization Sagnac interferometer and periodically poled KTP crystal,
but use of waveguide structures should lead to realization of highly efficient and bright
quantum-entangled photon sources needed for quantum information technologies.
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97. Vercruysse, D.; Sapra, N.V.; Yang, K.Y.; Vučković, J. Inverse-Designed Photonic Crystal Circuits for Optical Beam Steering. ACS

Photonics 2021, 8, 3085–3093. [CrossRef]
98. Yang, K.Y.; Shirpurkar, C.; White, A.D.; Zang, J.; Chang, L.; Ashtiani, F.; Guidry, M.A.; Lukin, D.M.; Pericherla, S.V.; Yang, J.

Multi-dimensional data transmission using inverse-designed silicon photonics and microcombs. Nat. Commun. 2022, 13, 7862.
[CrossRef]

99. Quaranta, G.; Basset, G.; Martin, O.J.; Gallinet, B. Recent advances in resonant waveguide grating. Laser Photonics Rev. 2018, 2,
1800017. [CrossRef]

78



Micromachines 2023, 14, 614

100. Yu, Z.; Xi, X.; Ma, J.; Tsang, H.K.; Zou, C.L.; Sun, X. Photonic integrated circuits with bound states in the continuum. Optica 2019,
6, 1342–1348. [CrossRef]

101. Kivshar, Y. All-dielectric meta-optics and non-linear nanophotonics. Natl. Sci. Rev. 2018, 5, 144–158. [CrossRef]
102. Wang, J.; Du, J. Metasurfaces for Spatial Light Manipulation. In Metamaterials-Devices and Applications; Borja, A.L., Ed.; Intech

Open: Rijeka, Croatia, 2017.
103. Bonacina, L.; Brevet, P.F.; Finazzi, M.; Celebrano, M. Harmonic generation at the nanoscale. J. Appl. Phys. 2020, 127, 230901.

[CrossRef]
104. Sain, B.; Meier, C.; Zentgraf, T. Nonlinear optics in all-dielectric nanoantennas and metasurfaces: A review. Adv. Photonics 2019,

1, 024002. [CrossRef]
105. Raghunathan, V.; Deka, J.; Menon, S.; Biswas, R.; A.S, L.K. Nonlinear Optics in Dielectric Guided-Mode Resonant Structures and

Resonant Metasurfaces. Micromachines 2020, 11, 449. [CrossRef] [PubMed]
106. Capasso, F.; Sirtori, C.; Faist, J.; Sivco, D.L.; Sung-Nee, G.; Chu, S.-N.-G.; Cho, A.Y. Observation of an electronic bound state above

a potential well. Nature 1992, 358, 565–567. [CrossRef]
107. Marinica, D.; Borisov, A.; Shabanov, S. Bound states in the continuum in photonics. Phys. Rev. Lett. 2008, 100, 183902. [CrossRef]
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Abstract: A conductive meta-atom of toroidal topology is studied both theoretically and experimen-
tally, demonstrating a sharp and highly controllable resonant response. Simulations are performed
both for a free-space periodic metasurface and a pair of meta-atoms inserted within a rectangular
metallic waveguide. A quasi-dark state with controllable radiative coupling is supported, allowing
to tune the linewidth (quality factor) and lineshape of the supported resonance via the appropriate
geometric parameters. By conducting a rigorous multipole analysis, we find that despite the strong
toroidal dipole moment, it is the residual electric dipole moment that dictates the electromagnetic
response. Subsequently, the structure is fabricated with 3D printing and coated with silver paste.
Importantly, the structure is planar, consists of a single metallization layer and does not require a
substrate when neighboring meta-atoms are touching, resulting in a practical, thin and potentially
low-loss system. Measurements are performed in the 5 GHz regime with a vector network analyzer
and a good agreement with simulations is demonstrated.

Keywords: toroidal dipole; metasurfaces; multipole expansion; broken symmetry; 3D printing; mi-
crowaves

1. Introduction

Toroidal multipoles are a class of fundamental electromagnetic excitations that comple-
ment the more familiar electric and magnetic multipole families [1–5]. The toroidal dipole,
the lowest order member of the toroidal family, first considered by Zel’dovich [6], origi-
nates from conduction or displacement currents circulating on a torus along the meridians,
producing a closed loop of magnetic field circulation. Although it is distinctly different in
its construction from the electric dipole (p, a simple separation of electric charges), it emits
radiation with the same angular momentum and parity properties as the electric dipole. As
a result, the two cannot be easily discerned by observing the far field radiation.

Recently, metamaterials have provided fertile ground for the observation of the
toroidal dipole and higher order multipoles through the ability to judiciously shape the
meta-atom/meta-molecule geometry in the unit cell. The first demonstration was published
in 2010 by Kaelberer et al. [7]. Since then, a broad range of structures have been studied,
based on both dielectric materials (displacement currents) [8–12] and metals (conduction
currents) [13–15]. In particular, planar and, ideally, single-metallization-layer structures are
favorable for easier fabrication [16–20]. An important point of attention is the possibility
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to attain a quasi-dark (almost non-radiating) state, which is termed a “dynamic anapole”,
and results from the near-destructive interference of the toroidal dipole, T, with the electric
dipole, p [21]. As perfect destructive interference is approached through p + ikT→0, one
can obtain arbitrarily high radiation quality factors, Qrad (provided that contribution from
other multipoles is suppressed). The total quality factor, Qtot, can be very high as well,
provided that a material system with low absorption is used [22]. This concept is related
to the topics of trapped [23], broken-symmetry [24,25] and BIC (bound states in the con-
tinuum) [26] resonances. In such cases, sharply resonant responses and narrow spectral
linewidths can be achieved, which are particularly useful for functionalities requiring
enhanced local fields. Examples of such applications with metasurfaces supporting anapole
states are, for instance, nonlinear effects [27–29], lasers [30] and (bio)sensing [31,32].

In recent years, a broad range of metasurfaces (single-layer metamaterial structures)
have been proposed for demonstrating toroidal dipole- and anapole-based phenomena [33].
In most cases, the designs are based on a toroidal topology. Here, we adopt such a design
aimed at supporting an anapole state [13]; it consists of a unit cell geometry meant to
enhance the toroidal character, it is planar and it requires a single metallization layer that
can be free-standing (without a substrate), which are important advantageous traits regard-
ing fabrication and practical applications. We show that, indeed, a quasi-dark resonant
state can be supported, which leads to an arbitrarily narrow linewidth, limited only by the
resistive quality factor. Varying the appropriate geometric parameters, both the linewidth
and lineshape of the resonance can be controlled, offering valuable degrees of freedom in
shaping the spectral response. By performing a rigorous multipole expansion, we find that
the toroidal dipole moment in the structure is strong. However, the corresponding far-field
scattering is cancelled exactly by the magnetic quadrupole, Qm. Thus, a quasi-dark reso-
nance is achieved by controlling the residual electric dipole moment through asymmetry in
the unit cell geometry (central vs. outer gaps) and not by satisfying the anapole condition.
Subsequently, we experimentally verify our calculations through measurements within
a rectangular metallic waveguide setup. More specifically, toroidal meta-atom samples,
fabricated by a very low-cost technique based on 3D printing and subsequent metallization
with a conductive paste, are loaded in the waveguide cross-section, and the S parameters
(reflection and transmission coefficients) are measured with a vector network analyzer.

One goal of our work is to demonstrate a practical, easily realizable meta-atom ge-
ometry that provides freedom in shaping the electromagnetic response in terms of both
linewidth and lineshape. Importantly, this study also clearly demonstrates that an interpre-
tation suggested by the unit cell geometry (its topology) does not necessarily lead directly
to the physical interpretation of the phenomenon taking place. Instead, in order to reveal
the actual physical behavior, a careful analysis should be performed in all cases. Thus,
our work can act as a reference for the mindful discussion of the physical mechanisms
behind the resonant response of toroidal metamaterials (but not limited exclusively to
this special class of structures). In this paper, the physical evidence is provided by the
rigorous multipole expansion and is supported by the experimental verification of the
spectral response.

2. Materials and Methods
2.1. Metasurface Full-Wave Simulations and Multipole Expansion

The metasurfaces studied in this work are composed of a unit cell made of conductive
material. In order to study the effect of finite conductivity and increasing resistive loss,
conductivities in the range of 103–107 S/m have been assumed. Full-wave simulations are
conducted with the finite element method (FEM) using the commercial software COMSOL
Multiphysics. They concern scattering and guided-wave simulations with a CW excitation
and eigenvalue simulations without excitation.

Two types of metasurfaces are considered. The first is a free-space metasurface, where
the excitation is a normally incident plane wave with Ey polarization (Figure 1a). In this
case, a single unit cell is simulated with periodic boundary conditions in the x- and y-axes.
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In the second case, two periods of the metasurface along the x-axis are inserted within
a rectangular metallic waveguide (Figure 1b), since the aspect ratio of the waveguide
cross-section (a× b) is approximately 2:1. The structure is excited with the TE10 mode of
the waveguide, exhibiting the characteristic field distribution Ey(x) ∼ sin(πx/a). The
waveguide walls are modeled as perfect electric conducting (PEC) walls.

The multipole expansion is performed for the free-space geometry by using the ex-
pressions found in ref. [3]. The field scattered by the terms of the multipole expansion can
be used for reconstructing the reflected and transmitted field [3,34,35]. The correctness of
the calculated multipole moments is checked through the agreement between the direct
and reconstructed reflection/transmission. This way, we can also specify where to truncate
the multipole expansion without sacrificing reconstruction accuracy.
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z

Ey

(b)

y
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z

Ey

kinc

(c)
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(f)

VNA

sample

a

b

Figure 1. (a) Periodic metasurface illuminated with a normally incident plane wave of Ey polarization.
(b) Two unit cells fitted in a rectangular metallic waveguide. (c) 3D-printed unit cells using a PLA
filament. (d) Structure after coating with a conductive silver paste. (e) Test fitting of the structure
under study on the flange of the waveguide-to-coax adapter. The unit cells are lightweight and can
be simply glued on a piece of paper and inserted at any junction between waveguide segments.
(f) Measurement setup including a vector network analyzer allowing to measure reflection (S11) and
transmission (S21) coefficients.

2.2. Meta-Atom Fabrication with 3D Printing

For a fast and cost-effective fabrication of the metasurface under study, 3D printing
technology was employed. A commercial fused filament fabrication (FFF) 3D printer
was utilized (MakerBot Replicator 2x, New York, NY, USA). A common polylactic acid
(PLA) filament was used as a spool material for building the unit cell geometry (Figure 1c).
Details regarding the printing process and conditions can be found in refs. [36,37]. Free-
standing meta-atoms, such as those depicted in Figure 1c, were successfully fabricated.
The fabricated metasurfaces exhibit negligible electrical conductivity, since PLA is an
insulator. Therefore, the meta-atoms were subsequently coated with a thin (∼100 µm)
layer of conductive silver paste, as shown in Figure 1d. The silver epoxy exhibits electrical
conductivity as high as 104–105 S/m. We have deduced these values in earlier works [36,37]
by comparing experimental results with simulations. Such a meta-atom configuration,
in which an insulating core is coated with an adequately thick metallic paint, has been
successfully employed at microwave frequencies [36,38].

85



Micromachines 2023, 14, 468

2.3. Electromagnetic Characterization with Rectangular Waveguide Setup

The electromagnetic response of the investigated structure was experimentally con-
firmed through microwave measurements. To obtain a well-defined and highly repro-
ducible measurement environment, which is not susceptible to external perturbations, we
employed a rectangular metallic waveguide setup. More specifically, we fitted 2× 1 unit
cells inside the waveguide to fill the cross-section (aspect ratio 2:1). A test fitting of the
two-unit-cell structure within the cross-section of a waveguide-to-coax adapter is shown in
Figure 1e.

Measurements were conducted in the vicinity of 5 GHz by using an HP 8722ES vector
network analyzer (Agilent Technologies Inc., Santa Clara, CA, USA). WR-187 rectangular
waveguides (cross-section: 47.55 mm × 22.2 mm) were used, able to cover the frequency
range of 3.95–5.85 GHz. The measurement setup is depicted in Figure 1f and allows for
measuring both the reflection (S11) and transmission (S21) coefficients.

3. Results
3.1. Free-Space Metasurface with Controllable Strongly Resonant Response

The meta-atom considered in this work is depicted in Figure 2a. Its geometry is
selected in such a way so as to lead to a circulation of induced magnetization giving rise to
a toroidal dipole moment [13]; we will come back to this while discussing Figure 2c. The
gap in the inner branch is denoted by g1 and the gaps in the outer branches are denoted
by g2. For the inner and outer radii, Rinn and Rout, it holds Rinn = Rout − w, where w is
the width of the central and outer branches. The lattice constant (pitch) is denoted by a for
both x and y axes (square periodicity). When Rout > a/2, the neighboring meta-atoms are
touching; in this case, the conductive meta-atoms can form an interconnected metasurface
and no substrate is strictly required. This can be important for avoiding additional resistive
loss from the substrate and avoiding excess thickness. Preserving the vertical symmetry of
the structure has been also shown to lead to higher modulation depth in transmission [39].

First, we examined a periodic metasurface. The reflection/transmission/absorption
power coefficients (R/T/A) for plane wave scattering under normal incidence (Ey polar-
ization) are depicted in Figure 2b. The dimensions of the specific example are a = 15 mm,
Rout = 7 mm, Rinn = 5 mm (w = 2 mm), g1 = 0.5 mm and g2 = 0.5 mm. The height of
the conductive meta-atom is h = 1 mm. In this case, the meta-atoms are not touching. We
observed a Fano lineshape associated with the excitation of a resonance at ∼8.71 GHz and
its interference with a non-resonant electric polarizability background. Even if the gaps
are closed and the meta-atom is non-resonant, the conductive unit cell would still produce
significant reflection. The conductivity adopted in these simulations is high (σ = 107 S/m),
leading to low absorption.

We subsequently performed an eigenvalue analysis to identify the nature of the
supported resonance. The mode profile is depicted in Figure 2c; the color corresponds
to the Ey component (real part) and the arrows to the magnetic field. The magnetic field
circles around the central branch and this should produce a toroidal dipole moment along
the y axis (Ty). Looking at the fields in the gaps, one realizes that the central electric dipole
moment is opposed by the two contributions of the outer gaps; when the opposing py
contributions compensate each other exactly, no coupling via the electric dipole moment is
possible. This balance can be used to tune the radiative strength of an electrically coupled
meta-atom [40].

To further study the physics of the scattering process, we performed a multipole ex-
pansion based on the induced conduction currents on the meta-atom using the expressions
found in ref. [3], and we focused on the multipole moments that produce scattered fields
toward the z-axis with Ey (Hx) polarization. The eight leading terms of the expansion that
satisfy the above criterion are py, mx, Ty, Qm

xz, Qe
yz, QT

yz, Om
xzz and Oe

yzz. The results are
depicted in Figure 2d. It can be seen that the rationale behind the meta-atom geometry has
indeed resulted in a strong toroidal dipole moment contribution in the spectral neighbor-
hood of the resonance frequency. However, the magnetic quadrupole moment is equally

86



Micromachines 2023, 14, 468

dominant. In fact, their scattered fields cancel out, since on resonance it holds exactly
E

Ty
sca = −EQm

xz
sca . As a result, the response is dictated by the residual electric dipole moment,

py, which is the third most dominant contribution. This can be further verified in Figure 2e.
We first confirm the validity of the multipole expansion by reconstructing the reflection
coefficient. The agreement is excellent and shows that using the eight leading terms up to
the electric octupole is more than adequate in this case. Importantly, if we use only the
field scattered by the electric dipole moment, we obtain a fairly accurate description of the
scattering process, especially near the resonance, where there is mutual cancellation of the
dominant Ty and Qm

xz terms.
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Figure 2. (a) Meta-atom geometry. When Rout > a/2, the neighboring meta-atoms are touching; in
this case, no substrate is necessary. (b) R/T/A power coefficients for plane-wave scattering by the
periodic metasurface under normal incidence (Ey polarization). The dimensions are a = 15 mm,
Rout = 7 mm, Rinn = 5 mm (w = 2 mm), g1 = 0.5 mm and g2 = 0.5 mm. The thickness of the
conductive meta-atom is h = 1 mm. (c) Supported resonance associated with the spectral feature in
panel (b). The color corresponds to the Ey component (real part) and the arrows correspond to the
magnetic field distribution. The eigenmode is characterized by a residual electric dipole moment due
to counteracting contributions from the inner gap vs. the outer gaps. The magnetic field circulation
gives rise to a strong toroidal dipole moment, Ty. (d) Power scattered from each multipole. The
toroidal dipole and magnetic quadrupole moments are dominant at the resonant frequency. However,

their scattered fields cancel out, since ETy
sca = −EQm

xz
sca exactly. Thus, the response is dictated by the

residual electric dipole moment, py. (e) Comparison of the reflection coefficient calculated from the
full-wave simulation with those reconstructed from the multipole moments. The response can be
described fairly accurately when only the electric dipole moment is considered.

Next, we investigated different geometric degrees of freedom for tuning the resonance
linewidth and lineshape. In Figure 3a, we varied the central gap (g1) while keeping the
outer gaps (g2) constant at 0.5 mm. This controls the residual electric dipole moment and
consequently the radiative strength of the resonance. For g1 = 0.4 mm, the two opposing

87



Micromachines 2023, 14, 468

contributions (see Figure 2c) cancel each other out almost perfectly. In this case, very little
coupling via the electric dipole moment is possible and the resonance becomes quasi-dark,
resulting in a very narrow linewidth (high quality factor). The non-negligible reflection that
remains is due to the non-resonant electric polarizability background. For g1 > 0.4 mm,
the central py contribution dominates over those originating from the outer gaps, while
the opposite occurs for g1 < 0.4 mm. In both cases, the linewidth (and radiative strength)
increases. The corresponding total quality factors are compiled in Table 1. They have been
obtained from the solution of an eigenvalue problem using the complex eigenfrequency
ω̃ = ω′ + iω′′ (the eigenvalue) through the expression Q = ω′/(2ω′′). For additional
details regarding approaches to calculating the quality factor we refer the interested reader
to ref. [22]. We document the total quality factor, Qtot, which is directly associated with the
linewidth of the spectral feature, along with the corresponding resonant frequency. Note
that Qrad ≈ Qtot holds, since Qres → ∞ (“res” stands for resistive) for such a high value of
the conductivity (σ = 107 S/m).
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Figure 3. (a) Tuning the central gap (g1), while keeping other gaps (g2) constant at 0.5 mm. This
controls the residual electric dipole moment and consequently the radiative strength of the resonance.
(b) Varying the outer radius for Rinn = Rout − w with w = 2 mm. As the radius increases, the
non-resonant (background) electric dipole moment changes and with it the Fano lineshape. For Rout

values of 7.6, 7.7, and 7.8 mm, the meta-atoms are touching; this modifies the residual electric dipole
moment, as the outer gaps of each meta-atom begin to merge with those of the neighboring one.

Table 1. Quality factors for the cases depicted in Figure 3a. g2 is held constant at 0.5 mm. They have
been calculated using the complex eigenfrequency through Q = ω′/(2ω′′).

Central Gap g1 (mm) Resonant Frequency (GHz) Qtot

0.3 8.02 446
0.4 8.37 14,000
0.5 8.71 2,114
0.6 8.94 517
0.7 9.14 260

A different option is explored in Figure 3b, where we tune the outer radius. In all
cases, the inner radius is also appropriately modified, so that the branch width is kept
constant, i.e., Rinn = Rout − w, with w = 2 mm. This primarily modifies the non-resonant
(background) electric dipole moment, leading to changes in the Fano lineshape from highly
asymmetric to quasi-Lorentzian. For Rout values of 7.6, 7.7, and 7.8 mm, the meta-atoms
are touching, this additionally modifies the residual electric dipole moment, as the outer
gaps of each meta-atom begin to merge with those of the neighboring atom, producing
high values of background reflectance. Importantly, by tuning Rout we are able to achieve
very narrow linewidths and, at the same time, a large resonance depth (compare Figure 3b
with Figure 3a). The total quality factors for Rout = 7.7 and 7.8 mm are ∼5000 and ∼30,000,
respectively. Note that this quality factor corresponds to radiation losses and will drop if
resistive losses increase.
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3.2. Meta-Atoms in a Rectangular Waveguide Setup—Experimental Verification

In this Section, the unit cells under study are inserted inside a rectangular waveguide
environment (see Figure 1). This is exercised in order to end up with a well-defined
and highly reproducible measurement environment, which is not susceptible to external
perturbations. Furthermore, the electromagnetic response is anticipated to be similar to the
free-space periodic structure, since the top/bottom PEC walls emulate a periodic repetition
along the y axis and the main difference is the sin(πx/a) profile of the incident guided
wave along the x axis [35,37,41].

We first performed simulations. We tuned the dimensions in order to bring the
resonant frequency near to the center of the band of the WR-187 rectangular waveguide
(3.95–5.85 GHz) and fit 2× 1 meta-atoms in the cross-section (a× b = 47.55 mm × 22.2 mm).
The dimensions are Rout = 12 mm, Rinn = 8.6 mm, w = 3.4 mm, g1 = 0.7 mm and
g2 = 1 mm. The thickness of the conductive meta-atom is h = 3.4 mm. The response is
depicted in Figure 4, where the reflection, R = |S11|2, transmission, T = |S21|2, and absorp-
tion, A = 1− |S11|2 − |S21|2, are plotted. The meta-atoms are touching and the resonance
lineshape resembles the respective cases in Figure 3b. The meta-atoms will be fabricated via
first 3D printing a dielectric (PLA) scaffold and then by coating with a silver paste, which
is characterized by a limited conductivity of approximately σ = 104–105 S/m. Thus, in
Figure 4 we examine the conductivities σ = 105 S/m, σ = 5× 104 S/m, σ = 104 S/m and
σ = 5× 103 S/m. As the conductivity decreases, the spectral features become broader and
the absorption increases up to a maximum of 0.5 (for an electrically polarizable structure)
before starting to decrease again (under-coupling regime). The mode profile is depicted
in the inset of Figure 4d. Notice that the gaps near the edges of the waveguide do not
accommodate strong fields, since the incident TE01 waveguide mode is zeroed out at the
side walls (cf. Figure 2).

σ = 10
5

S/m σ = 105x
4

S/m

σ = 10
4

S/m σ = 105x
3

S/m

Ey

(a)

(c) (d)

(b)

Frequency (GHz)

P
o
w

e
r 

C
o
e

ffi
c
e
n
ts

Frequency (GHz)

P
o
w

e
r 

C
o
e

ffi
c
e
n
ts

4.5 4.6 4.7 4.8 4.9 5 4.5 4.6 4.7 4.8 4.9 5

R
T
A

0

0.2

0.4

0.6

0.8

0.1

0.3

0.5

0.7

0.9

0

0.2

0.4

0.6

0.8

0.1

0.3

0.5

0.7

0.9

Figure 4. Simulations of the 3D-printed conductive unit cells within the WR-187 rectangular waveg-
uide. The reflection (R = |S11|2), transmission (T = |S21|2) and absorption (A = 1− |S11|2 − |S21|2)
power coefficients are plotted for different conductivities: (a) σ = 105 S/m, (b) σ = 5× 104 S/m,
(c) σ = 104 S/m and (d) σ = 5× 103 S/m. As the conductivity is decreased, the spectral feature
becomes broader and the absorption on resonance increases up to a maximum of 0.5 before starting
to decrease again.
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In Figure 5, we depict the measurements of the 3D-printed conductive unit cells
within the WR-187 rectangular waveguide. The reflection (R = |S11|2) and transmission
(T = |S21|2) power coefficients are plotted in the frequency range of 4.5–5.5 GHz. The line-
shape of the spectral feature and the linewidth (full-width half maximum of approximately
100 MHz, as extracted from the spectral feature in reflection) are in good qualitative agree-
ment with those predicted by the simulations and specifically Figure 4c, which corresponds
to a conductivity value we anticipate for the silver epoxy. The resonant frequency is slightly
different; we attribute this discrepancy to the limited accuracy of the geometric dimensions
achieved in the actual fabricated sample.
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Figure 5. Measurement of the 3D-printed conductive unit cells within the WR-187 rectangular
waveguide. The reflection (R = |S11|2) and transmission (T = |S21|2) power coefficients are plotted
in the frequency range of 4.5–5.5 GHz.

4. Discussion and Conclusions

We have studied a conductive meta-atom of toroidal topology, meant to enhance
the toroidal dipole moment. We have performed simulations of both a periodic free-
space metasurface comprised of this meta-atom and, subsequently, we have inserted two
such meta-atoms into a metallic, rectangular waveguide setup. The latter configuration
has allowed for experimentally verifying the resonance characteristics (lineshape and
linewidth) and thus supports the physical claims arising from the theoretical analysis and
multipole expansion.

One goal of our work was to demonstrate a practical, easily realizable meta-atom
geometry that provides freedom in shaping the electromagnetic response in terms of both
linewidth and lineshape. Another important goal was to reveal and highlight the physical
mechanisms dictating the resonant response. Importantly, despite the physical interpre-
tation suggested by the unit cell geometry (its toroidal topology), a rigorous multipole
expansion has revealed that, although the toroidal dipole moment is indeed strong, the
corresponding scattered field is cancelled out exactly by that of the magnetic quadrupole.
As a result, the scattering response can be described accurately by simply considering the
electric dipole moment alone. Thus, we conclude that a multipole expansion must be per-
formed in all cases, in order to reach safe conclusions regarding the multipole components
that mediate the scattering process.

The studied meta-atom allows to control the residual electric dipole moment through
the geometric asymmetry between the central and outer gaps. This is a very similar concept
to “accidental BIC” or “trapped/broken-symmetry” resonances. It becomes possible to
achieve a controllably sharp resonant response, reaching very high radiation quality factors
(Qrad). This is also possible in finite meta-atom arrays through spatially extended dark
(sub-radiant) eigenmodes, as has been discussed in ref. [24]. Note, however, that ultimately
the spectral linewidth is dictated by the total quality factor (Qtot), which will be limited
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by resistive losses as well. As a result, pushing for very high Qrad values which require
slight asymmetry and precise fabrication is not necessary when it cannot be supported by
low material losses. Interconnected meta-atoms that do not require a substrate can help
to avoid excess losses stemming from the substrate material and excess radiation losses
stemming from the breaking of the vertical symmetry.
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Abstract: Thanks to the increasing availability of technologies for thin film deposition, all-dielectric
structures are becoming more and more attractive for integrated photonics. As light–matter in-
teractions are involved, Bloch Surface Waves (BSWs) may represent a viable alternative to plas-
monic platforms, allowing easy wavelength and polarization manipulation and reduced absorption
losses. However, plasmon-based devices operating at an optical and near-infrared frequency have
been demonstrated to reach extraordinary field confinement capabilities, with localized mode vol-
umes of down to a few nanometers. Although such levels of energy localization are substantially
unattainable with dielectrics, it is possible to operate subwavelength field confinement by employing
high-refractive index materials with proper patterning such as, e.g., photonic crystals and metasur-
faces. Here, we propose a computational study on the transverse localization of BSWs by means of
quasi-flat Fabry–Perot microcavities, which have the advantage of being fully exposed toward the
outer environment. These structures are constituted by defected periodic corrugations of a dielectric
multilayer top surface. The dispersion and spatial distribution of BSWs’ cavity mode are presented.
In addition, the hybridization of BSWs with an A exciton in a 2D flake of tungsten disulfide (WS2) is
also addressed. We show evidence of strong coupling involving not only propagating BSWs but also
localized BSWs, namely, band-edge and cavity modes.

Keywords: Bloch Surface Waves; strong coupling; TMD; 2D materials

1. Introduction

The existence of optical modes strongly confined at the truncation interface of planar
dielectric multilayers (one-dimensional photonic crystals, -1DPC) has been known for
decades as a result of the pioneering studies by P. Yeh and A. Yariv [1,2] and several later
works [3–5]. With the advent of the Plasmonics era, interest toward optical surface modes
on planar dielectric stacks has seen a significant boost, mainly due to the possibility of
overcoming some the inherent limitations of surface plasmons, especially in sensing applica-
tions [6–9]. In the last 20 years, optical surface modes (hereafter called Bloch Surface Waves,
or BSW) on flat and patterned dielectric multilayers have been investigated in many frame-
works, such as strong light–matter coupling [10–13], integrated [14–18], guided [19–22]
and fiber [23,24] optics, label-free [25–28] and fluorescence-based [29–31] sensing, metrol-
ogy, [32] photon management [33–36], light-driven particle manipulation, [37,38] emitting
devices [39,40], microscopy imaging, and spectroscopy [41–43].

Besides the advantages of tuning the BSWs’ spectral position, polarization [44], as
well as propagation and penetration lengths [45], one of the most intriguing features
offered by 1DPC-based platforms is the possibility to exploit the 1DPC surface to set up
an accessible framework for controlling light–matter interaction. Furthermore, shallow
patterning of the 1DPC surface allows the BSW to be manipulated and possibly confined
along transverse directions [40,46], thus providing new degrees of freedom for exploring
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complex phenomena. Having a photonic mode confined both out-of-plane and in-plane
on a surface is advantageous when alleviating some difficulties in technological tasks
such as the integration of emitters/absorbers, which are typically buried/grown within
the photonic structure itself, where the radiation energy of photonic modes is generally
localized.

In this article, we present a computational work describing some peculiar features of
transverse electric (TE)-polarized BSWs confined within linear resonant structures recalling
Fabry–Perot microcavities. In addition, the interaction of cavity BSWs with the A exciton in
a WS2 monolayer laying on top of the multilayered structure is investigated and discussed.
WS2 monolayers display a narrow and intense excitonic resonance at 2.03 eV that is well
suited to promote mode hybridization with BSWs. Extending previous results reporting
on strong coupling between the WS2 exciton and BSWs on flat dielectric multilayers [47],
we anticipate here that strong coupling can be also observed with BSWs confined within
planar cavities covered by WS2 flakes of down to about 1 µm in transverse size.

2. Computational Model

The exemplary model for the 1D photonic crystal considered in this work is constituted
by a stack of five alternating pairs of TiO2 and SiO2 layers on a semi-infinite glass half-space
(refractive index nglass = 1.5). The TiO2 and SiO2 layers have thickness 85 nm and 110 nm,
respectively, so that a main forbidden band is crossing the light line at energies of about 2 eV.
On top of the stack, an additional pair of SiO2 (90 nm) and TiO2 (40 nm) layers is introduced,
leading to a total of NL = 12 layers. These two layers are aimed at tailoring the position
of the BSW across the forbidden band, in the energy–momentum space. In addition, the
upmost TiO2 layer is intended as a functional medium carrying a topographic modulation.
In fact, a linear grating acting as a Distributed Bragg Reflector (DBR) is engraved therein,
with a modulation height h = 25 nm, period ΛDBR = 275 nm, and fill factor 0.5. A linear
defect (hereafter called a “spacer”) with a width W is eventually introduced within the
DBR, thus resulting in a linear Fabry–Perot cavity. A schematic of the structure is presented
in Figure 1a.
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Figure 1. (a) Sketch of the patterned 1DPC in the conical diffraction mounting. The topographic
modulation is oriented along the x-direction. Light is incident from the glass substrate at an angle of
incidence θ; (b) refractive index dispersion of the materials considered in this work.

As will be apparent from the following, the DBR is aimed at perturbing the BSW
dispersion by opening a bandgap at the crossing point of the BSW dispersion with the
boundary of the first Brillouin zone defined by the DBR. The bandgap width is determined
by the BSW (effective) refractive index contrast associated to the corrugation. Generally
speaking, the larger the topographic height modulation, the wider the BSW bandgap.
However, practical limitations to the maximum attainable width of the BSW bandgap exist.
For example, if the modulation height or the top layer thickness are too large, the dielectric
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loading/unloading effect may cause BSWs to disappear in either the trenches (low effective
refractive index) or the ridges (high effective refractive index), thus preventing a BSW
bandgap to open. The geometry proposed here represents a (not unique) solution that
avoids the occurrence of such an issue, while allowing the formation of a reasonably wide
BSW bandgap for observing cavity BSWs and related hybridization with the WS2 exciton.

This kind of dielectric multilayer can be fabricated by means of standard techniques,
including RF sputtering [16], chemical vapor deposition (CVD) and plasma-enhanced
CVD [48] plasma ion-assisted vacuum evaporation (PIAD) [49], and atomic layer deposition
(ALD) [50]. In particular, the refractive indexes used to design the present stack are taken
from ellipsometric data collected from ALD-deposited materials and plotted in Figure 1b.
In addition, the refractive index of a WS2 monolayer is plotted as well [51].

Calculations were performed by means of a freely available implementation of the Rig-
orous Coupled Wave Analysis (RCWA) RETICOLO [52,53]. The RCWA supercell includes
the spacer surrounded by 180 DBR periods on each side. The periodic corrugation has an
associated Bragg grating vector oriented along the x-axis, i.e., KDBR =

(
2π·Λ−1

DBR, 0, 0
)

. The
conical mounting configuration is considered so that the incoming radiation can be made
incident onto the bottom interface of the multilayer at an incident angle θ with respect to
the normal (z-axis) and at an angle ϕ with respect to the x-axis. At ϕ = 0o, the incident
light is parallel to the KDBR and diffracted accordingly. Illumination is always provided
from the glass substrate to reach momentum values beyond the light line in air, as required
for BSW coupling. RCWA is a Fourier-based method involving a Rayleigh expansion of
the diffracted field as well as a Fourier decomposition of the structure harmonics. For
this reason, it is crucial to define the proper number of Fourier terms to be retained in
the calculation. The case of the spacer surrounded by DBRs is addressed using N = 1200
Fourier terms. In the convergence plot in Figure 2, the spectral position of the BSW cavity
mode and the corresponding reflectivity are shown as a function of the number of Fourier
terms considered. Such a supercell contains a number of DBR periods large enough to
avoid significant cross-talk effects between adjacent supercells occurring in the momentum–
energy region wherein the cavity mode is located. Instead, the simpler case of a purely
periodic corrugation (i.e., no spacer) is modeled as an elementary cell containing a single
DBR period and N = 60 Fourier terms for assuring reliable results.
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Figure 2. Reflectivity map R(N,}ω) and spectral position of the BSW resonance (cyan circles) in an
exemplary cavity with spacer width W = 500 nm and 360 DBR periods overall at ϕ = 0o incidence.
N indicates the number of Fourier terms retained in the RCWA code. The reflectivity values at
the resonance center (red squares) are also plotted. The dashed pink line indicates the number of
harmonics used in this work.

The multilayer supports TE-polarized Bloch Surface Waves whose dispersion changes
from the near-infrared to the visible spectrum. The dispersion of the BSWs on the flat
multilayer can be inferred upon calculation of the reflectivity R(β,}ω), wherein the effective
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refractive index is β = nglass· sin θ and }ω is the photon energy of the TE-polarized incident
radiation. Without loss of generality, the BSW dispersion can be identified by the pairs
(βBSW, ω) corresponding to the bright line in Figure 3a. The TiO2 and SiO2 layers have
been given a small imaginary refractive index kSiO2 = kTiO2 = 10−3 to introduce enough
losses to make the BSW dip visible on the calculated reflectivity maps. In Figure 3a,b, the
log(1 − R(β,}ω)) map and the normalized intensity profile of the BSW at }ω = 2 eV are
respectively shown.

Micromachines 2023, 14, x FOR PEER REVIEW 4 of 13 
 

 

 

Figure 2. Reflectivity map 𝑅(𝑁, ℏ𝜔) and spectral position of the BSW resonance (cyan circles) in an 

exemplary cavity with spacer width 𝑊 = 500 nm and 360 DBR periods overall at 𝜑 = 0o  inci-

dence. N indicates the number of Fourier terms retained in the RCWA code. The reflectivity values 

at the resonance center (red squares) are also plotted. The dashed pink line indicates the number of 

harmonics used in this work. 

 

Figure 3. (a) Calculated TE−polarized log(1 − 𝑅(𝛽, ℏ𝜔)) of the flat 1DPC, with illumination from 

the bottom glass substrate at an incidence angle 𝜃 such that 𝛽 = 𝑛glass ∙ sin𝜃; (b) intensity profile of 

the BSW at ℏ𝜔 = 2 eV, normalized to the amplitude of the incident wave. 

3. Results 

The case of the planar stack corrugated with a purely periodic surface modulation 

(no defect spacer) is considered first. In Figure 4a, the energy and angularly resolved full 

dispersion of the TE-polarized BSWs is shown as a 3D surface whose points (𝛽x, 𝛽y, 𝜔) 

are extracted from the calculated reflectivity 𝑅(𝛽, 𝜑, ℏ𝜔). There, 𝛽𝑥 = 𝛽 ∙ cos𝜑 and 𝛽𝑦 =

𝛽 ∙ sin𝜑, and they must match the BSW effective refractive index at any BSW energy ℏ𝜔, 

i.e., √𝛽𝑥
2 + 𝛽𝑦

2 = 𝛽𝐵𝑆𝑊(ℏ𝜔). Reflectivity values refer to the diffraction efficiency of the 0th 

order at different illumination conditions. 

The periodic modulation along the x-direction results in a folding of the BSW disper-

sion and the formation of a forbidden band that is dispersed in energy. To facilitate the 

interpretation, the BSW folding and the corresponding energy gap at 𝛽𝑦 = 0 (correspond-

ing to 𝜑 = 0, i.e., a direction parallel to the grating vector K𝐷𝐵𝑅) is presented in Figure 4b. 

The folding of the BSW dispersion due to diffraction at the −1st order results in a gap 

opening at about 2 eV. As pointed out elsewhere [40,54], the energy gap width depends 

on the effective refractive index contrast introduced by the periodic modulation. More 

interestingly, along directions different than K𝐷𝐵𝑅 , the gap shifts to higher energies. Band 

edges are identified at the intersection of the surface 𝜎(𝛽𝑥) = 𝜋ℏ𝑐 ∙ (Λ𝐷𝐵𝑅 ∙ 𝛽𝑥)−1  (first 

Brillouin zone boundary, K𝐷𝐵𝑅/2) with the full BSW dispersion, as shown in Figure 4c. 

The forbidden band can be better appreciated by projecting said BSW dispersion onto the 

Figure 3. (a) Calculated TE−polarized log(1 − R(β,}ω)) of the flat 1DPC, with illumination from
the bottom glass substrate at an incidence angle θ such that β = nglass· sin θ; (b) intensity profile of
the BSW at }ω = 2 eV, normalized to the amplitude of the incident wave.

3. Results

The case of the planar stack corrugated with a purely periodic surface modula-
tion (no defect spacer) is considered first. In Figure 4a, the energy and angularly re-
solved full dispersion of the TE-polarized BSWs is shown as a 3D surface whose points(

βx, βy, ω
)

are extracted from the calculated reflectivity R(β, ϕ,}ω). There, βx = β· cos ϕ
and βy = β· sin ϕ, and they must match the BSW effective refractive index at any BSW

energy }ω, i.e.,
√

β2
x + β2

y = βBSW(}ω). Reflectivity values refer to the diffraction efficiency
of the 0th order at different illumination conditions.

The periodic modulation along the x-direction results in a folding of the BSW disper-
sion and the formation of a forbidden band that is dispersed in energy. To facilitate the
interpretation, the BSW folding and the corresponding energy gap at βy = 0 (corresponding
to ϕ = 0, i.e., a direction parallel to the grating vector KDBR) is presented in Figure 4b. The
folding of the BSW dispersion due to diffraction at the −1st order results in a gap opening at
about 2 eV. As pointed out elsewhere [40,54], the energy gap width depends on the effective
refractive index contrast introduced by the periodic modulation. More interestingly, along
directions different than KDBR, the gap shifts to higher energies. Band edges are identified
at the intersection of the surface σ(βx) = π}c·(ΛDBR·βx)

−1 (first Brillouin zone boundary,
KDBR/2) with the full BSW dispersion, as shown in Figure 4c. The forbidden band can be
better appreciated by projecting said BSW dispersion onto the

(
βy,}ω

)
plane (Figure 4d).

A maximum bandgap of about 150 meV at βy = 0 is found. For larger values of
∣∣βy
∣∣ and

higher energies, the bandgap is narrowed down.
At each bandgap edge, two counterpropagating BSWs are produced, whose inter-

ference pattern has a spatial period equal to the DBR period ΛDBR. In Figure 5a,b, the
normalized intensity distributions of the BSWs at the lower and the upper band are re-
spectively shown. The field localization on either the ridges (high refractive index regions)
or trenches (low refractive index regions) reflects the different energies associated to the
two band edge modes. Calculations are performed at }ωL = 1.953 eV and }ωU = 2.1 eV
for the lower and the upper band edge modes, respectively. In both cases, βx is taken on

98



Micromachines 2023, 14, 509

the boundary of first Brillouin zone, i.e., βx = πc·(ΛDBR·ωL,U)
−1, while βy = 0. Field

amplitudes are normalized to the incident radiation amplitude.
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Figure 4. (a) Dispersion of a TE−polarized BSW represented as a 3D surface from the calculated
reflectivity R

(
βx, βy,}ω

)
of the 1DPC patterned with the periodic DBR. Only the region beyond

the light-line in air
√

β2
x + β2

y ≥ 1 is considered; BSW dispersion on (b) the βy = 0 plane and

(c) the boundary of the first Brillouin zone defined by the shaded surface σ = π}c·(ΛDBR·βx)
−1;

(d) log
(
1 − R

(
βx, βy,}ω

))
map on the σ surface, where βx = πc·(ΛDBR·ω)−1.
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Figure 5. Intensity field distribution
∣∣∣<
∣∣Ey(x, z)

∣∣2 >
∣∣∣ of (a) the lower band BSW, calculated at

}ωL = 1.953 eV, βx = πc·(ΛDBR·ωL)
−1, βy = 0; (b) the upper band BSW, calculated at }ωU = 2.1 eV,

βx = πc·(ΛDBR·ωU)−1, βy = 0.

If a linear defect is introduced into the DBR, a cavity mode appears within the forbid-
den band created by the BSW folding. In Figure 6a, the BSW cavity mode corresponding
to a spacer width W = 500 nm is visible as a narrow band starting at about 2.03 eV. In
comparison to the spacer mode in a conventional planar microcavity, the BSW cavity mode
follows a dispersion curve depending on the momentum component that is transverse to
the direction of the refractive index modulation. In our case, since the pattern modulation
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is developing in the x-direction, the BSW cavity mode is energy dispersed as a function
of βy. It is worth noting that, for

∣∣βy
∣∣ > 0.6, the cavity mode tends to merge with the

lower band edge mode, thus loosing spatial localization. Instead, the BSW cavity mode is
dispersionless along the βx direction (Figure 6b).
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band calculated at
(

βx, βy
)
=
(

πc·(ΛDBR·ω)−1, 0
)

for several spacer values W, i.e. 400 nm (pink
line), 430 nm (green line), 450 nm (gray line), 470 nm (yellow line), 500 nm (black line), 550 nm (blue
line), 600 nm (red line); (d) near-field intensity of the BSW cavity mode

∣∣Ey(x, z)
∣∣2 for W = 500 nm,

at }ω = 2.032 eV, βy = 0.

The spectral position of the cavity mode can be modulated across the forbidden band
by varying the spacer width W (Figure 6c). In Figure 6d, a cross-sectional view of the
spatial near-field intensity of the BSW cavity mode at }ω = 2.03 eV is illustrated. As in a
Fabry–Perot planar microcavity, the energy of the cavity mode is preferentially localized in
the defect region. However, the very low refractive index contrast experienced by the BSW
prevents a strong confinement within the spacer only, with a significant penetration of the
mode profile in the surrounding periodic corrugations.

Very recently, multilayers sustaining BSWs coated with organic/inorganic thin layers
exhibiting excitonic resonances have been exploited as novel platforms to enhance light–
matter interactions [12,13,55]. In this framework, 2D materials (e.g., Transition Metal
Dichalcogenides, orTMD monolayers) are particularly attractive because of the possibility to
operate polariton manipulation at room temperature [56,57]. Note that the TE-polarization
of BSW facilitates the interaction with excitons whose transition dipole lays on the plane,
as occurs, for example, in WS2 monolayers [58]. Strong coupling effects between BSWs and
excitons have been experimentally studied on flat or periodically patterned multilayers,
wherein the resulting polariton field exhibits a spatially delocalized distribution.

When our flat 1DPC model is coated with a tungsten disulfide (WS2) monolayer
(Figure 7a), the BSW dispersion exhibits the typical anti-crossing behavior illustrated
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in Figure 7b. The upper and lower BSW polariton branches repel each other via a vac-
uum Rabi splitting Ω that can be estimated by means of a simple coupled harmonic
oscillator model. The system Hamiltonian can be expressed as a 2 × 2 matrix [12] with

non-zero off-diagonal elements H =

(
EBSW Ω/2
Ω/2 EX

)
, where EX is the exciton energy and

EBSW(βx) is the dispersion of the uncoupled BSW. Hamiltonian eigenvalues are: Eup =

1
2

(
EBSW + EX +

√
(EBSW − EX)

2 + Ω2
)

; Elp = 1
2

(
EBSW + EX −

√
(EBSW − EX)

2 + Ω2
)

,

which correspond to the dispersions of the Upper and the Lower Polariton Branch (UPB
and LPB), respectively. A fitting procedure is used to estimate Ω and EX . Worth specifying
is that, to consider the dielectric loading effect introduced by the WS2 monolayer, the values
for EBSW(βx) calculated for the bare 1DPC need be adjusted (redshift) by an additional
energy term E0 that is also obtained from the fit. In Figure 7b, the blue and the red dashed
lines represent the lower and upper polariton dispersion, respectively, the yellow line
represents the exciton energy EX = 2.032 eV, and the green line represents the uncoupled
BSW dispersion, redshift-corrected. From the fit, we obtain a Rabi splitting Ω = 52 meV,
which is similar to previously published results on a different BSW platform [13]
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Figure 7. (a) Sketch of the z-cross section of the flat 1DPC topped with a uniform WS2 monolayer
with an indefinite extension; (b) corresponding dispersion of BSW polariton; (c) sketch of the z−cross
section of the 1DPC patterned with the cavity topped with a WS2 monolayer. The flake has a lateral
size S f lake = 1.6 µm and a thickness 0.65 nm; (d) corresponding dispersion of the BSW cavity polariton
branches (UPBcav and LPBcav).

When the BSW cavity is considered, the BSW–exciton interaction occurs over a spatial
region that is substantially limited by the transverse size of the cavity mode. The sketch in
Figure 7c shows the case of a WS2 monolayer deposited on top of the BSW cavity, extending
over the spacer and the first surrounding DBR period, with a total size S f lake = 1.05 µm
and a thickness of 0.65 nm [59]. Similar to cavity modes in a planar microcavity, the cavity
BSW hybridizes with the excitonic resonance, resulting in a mode dispersion splitting
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into upper and lower polariton branches (UPBcav and LPBcav), as shown in Figure 7d.
The Rabi splitting estimated using the fitting procedure described above is found to be
Ω = 32.1 meV. Given the half-widths of the BSW cavity mode γBSW =6 meV and the A
exciton of WS2 γX =11 meV [60,61], the condition for the occurrence of strong coupling,
i.e., Ω > 1

2 (γBSW + γX), is fulfilled.
Losses due to the WS2 exciton resonance affect the mode quality of the two polariton

branches. Figure 8a shows a calculated quality factor Q = ω0/δω for the bare BSW cavity
mode, UPBcav, and LPBcav in multilayers made of 8 to 16 layers. For all three modes,
resonance frequencies ω0 are recorded on the corresponding dispersion curve, at βy = 0.
While an increase in Q with the number of layers NL is ascribed to a decrease in leaky
power tunnelling through the 1DPC, the absorption by WS2 is responsible for the lower
quality of both polariton branches, as compared to the bare cavity mode. Furthermore,
the upper branch polariton is more severely attenuated, as also observed experimentally
in an analogous system involving strong coupling between ZnO excitons and BSWs [12].
Intensity distributions calculated for UPBcav and LPBcav at βy = 0 are localized in the
neighborhood of the spacer, similar to the bare cavity mode, with a substantially reduced
enhancement due to losses (Figure 8b,c).
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Figure 8. (a) Quality factor of upper (red diamonds) and lower (blue squares) BSW cavity polariton
branches and the bare cavity mode (black circles) as a function of the overall number of layers NL

in the 1DPC; intensity field distribution
∣∣∣<
∣∣Ey(x, z)

∣∣2 >
∣∣∣ of (b) the lower cavity polariton LPBcav,

calculated at }ωLP = 2 eV, βx = πc·(ΛDBR·ωLP)
−1, βy = 0; (c) the upper cavity polariton UPBcav,

calculated at }ωUP = 2.04 eV, βx = πc·(ΛDBR·ωUP)
−1, βy = 0. Both intensity distributions refer to

an NL = 12 1DPC.

It is interesting to note that the BSW hybridization presented above involves the cavity
mode only. This is due to the limited size of the WS2 monolayer, which overlaps mainly
with the cavity spacer, where most of the energy is localized. Instead, if the whole patterned
1DPC is topped with an extended monolayer (Figure 9a), the BSW hybridization is found
to occur also with the BSW band edge modes, as shown in Figure 9b,c, resulting in upper
and lower band edge-polariton branches (UPBbe and LPBbe). Here, we find a Rabi splitting
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Ω = 37 meV for the BSW cavity polariton, and Ω = 37.6 meV for the lower BSW band edge
polariton. The different spatial distribution of the band edge and the cavity modes enables
us to further modulate the photonic mode–exciton interaction by controlling the size and
position of the WS2 monolayer transferred onto the BSW platform.
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4. Discussion

Fostered by an increasing interest toward surface waves on dielectric photonic plat-
forms, we investigated some aspects of the transverse confinement of BSWs in open Fabry–
Perot microcavities. Despite the low effective refractive index contrast produced by the
ultra-shallow patterning/modulations of the multilayer surface, BSWs can be resonantly
confined within sub-micrometric regions. As an extension of the findings presented here,
an omnidirectional confinement on the multilayer plane can be obtained by introducing
axis-symmetric corrugations [40] or dielectric ridges [46]. The design of the surface modula-
tion is addressed in conjunction with the multilayer design, as dielectric loading/unloading
effects can significantly influence the BSW dispersion, resulting in momentum mismatch
with the pattern. In the exemplary cases presented here, we designed an open Fabry–Perot
cavity by employing materials and geometries that can be realistically handled in clean-
room fabrication processes. The cavity mode follows a parabolic energy dispersion as a
function of the transverse in-plane momentum

(
∝ βy

)
, thus suggesting a two-dimensional

analogy to the case of 3D stacked planar microcavities. Cavity Q factors generally increase
with the number of layers within the 1DPC due to reduced leakage losses. Although this
feature may look advantageous when a BSW is near-field coupled from sources directly
located on the 1DPC surface, it can be detrimental in cases of prism-coupling from external
sources, because very little power is resonantly transferred from the glass substrate to the
1DPC top surface.

One of the main advantages in BSW-based platforms is the possibility of enhancing
light–matter interaction on the surface of the photonic structure. This aspect is particularly
useful in the framework of 2D materials such as TMD, that are often transferred on planar
or structured surfaces upon exfoliation from bulk. Fostered by the potential applications of
polariton handling at room temperature, we addressed the hybridization of a BSW cavity
mode with the A exciton in a WS2 monolayer deposited thereto. Strong coupling is found
with both the cavity and the band-edge modes, depending on the spatial overlap with the
interacting modal volumes, resulting in vacuum Rabi splitting in the range from 30 meV to
40 meV.

Our findings contribute to the scientific understanding of BSW-based platforms, par-
ticularly of polariton control at room temperature. We anticipate future opportunities for
embedding TMDs on dielectric multilayers from the perspective of integrated quantum
nanophotonic devices [62].
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Abstract: Submicron long focusing range beams are gaining attention due to their potential applica-
tions, such as in optical manipulation, high-resolution lithography and microscopy. Here, we report
on the theoretical and experimental characterization of an elastomeric polydimethylsiloxane/single
layer graphene (PDMS/SLG) axicon-like tunable device, able to generate diffraction-resistant submi-
crometric spots in a pump and probe configuration. The working principle is based on the phase
change of an input Gaussian beam induced in the elastomer via the thermo-optical effect, while the
heating power is produced by the optical absorption of the SLG. The phase-modified beam is trans-
formed by an objective into a long focus with submicron diameter. Our foci reach an experimental
full width at half maximum (FWHM) spot diameter of 0.59 µm at the wavelength of 405 nm, with
the FWHM length of the focal line greater than 90 µm. Moreover, the length of the focal line and the
diameter of the focus can be easily tuned by varying the pump power. The proposed thermo-optical
device can thus be useful for the simple and cheap improvement of the spatial resolution on long
focus lines.

Keywords: axicons; thermo-optical devices; beam shaping; long focusing devices; graphene–PDMS
hetero interfaces

1. Introduction

Long focusing range beams (LFRB), also known as quasi-Bessel beams (QBBs), are ap-
pealing due to their non-diffractive properties. Their use in various important applications,
including scanning microscopy [1–3], optical manipulation [4,5] and lithography [6–8],
would be enhanced if the focal spot had a submicron full width at half maximum (FWHM)
diameter. As is well known, the submicron requirement can be fulfilled only if the device
producing LFRBs has a high numerical aperture (NA). This is not an easy task to achieve
with refractive axicons (refraxicons) whose NA cannot exceed 0.75 [9]; the other widespread
axicon devices use a high NA microscope objective with a central obscuration that strongly
lowers the efficiency.

Moreover, refraxicons have two typical fabrication errors: (i) an elliptical cross-section
resulting in a nonrotational symmetric beam, and (ii) imperfections of the tip, which is
typically shaped as an aspherical micro lens [10], introducing strong fluctuations in the
focus line. Several techniques have been developed to bypass the effects of imperfect tips,
such as beam expansion, Fourier filtering [9], the use of liquid immersion [11], laser wet
etching [12] or the use of photonic crystals and metasurfaces [9,13,14]. However, these
solutions are often not efficient or are technologically difficult to implement.

An alternative is the use of positive reflective axicons, with benefits including the
absence of chromatism, tolerance to high power densities and a very small cuspidal re-
gion [15]. These characteristics allow working with small laser beams and minimize the
intensity fluctuations in the Bessel focus [10]. However, in a reflective geometry, the focus
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is close to the sample surface and on the same side of the input beam, with consequent
obscuration effects. In order to avoid these drawbacks, the refraxicon must work in a tilted
geometry, which is quite prone to aberrations, particularly for foci with submicrometric
spot diameters. Thus, when a system based on a reflecting axicon is dedicated to submi-
crometric focusing, it usually presents a relevant opto-mechanical complexity [16], low
stability and high cost.

Another desirable feature when working with LFRBs is the possibility to tune the
light distribution without moving parts in the experimental set-up. In this case, the tuning
function is generally obtained with complicated and high-cost experimental benches, or by
the use of specialized components based on metasurfaces [17–19].

In this scenario, the formation of LFRBs with submicrometric cross-section is a field in
which improvements are still demanded, especially in terms of optical efficiency, simplicity
in the fabrication of the device and the tunability of both the focus diameter and extension.

Here, we propose an alternative solution in which LFRBs are formed by exploiting
bilayers composed of a weakly absorbing film and a thicker layer possessing thermo-optical
properties. Under proper illumination, the latter film develops a spatial variation of the
refractive index, which modifies in an axicon-like way the phase of a probe beam. Many or-
ganic polymers exhibit negative thermo-optical coefficients (TOC) with a high absolute value
(i.e., polymetylmetacrilate (PMMA) or polystyrene (PS)). Among these materials, we found
that the most favorable performances concerning TOC, transparency, durability, stability,
processability, cost and ease of supply are exhibited by the elastomer polydimethylsilox-
ane (PDMS). For PDMS, which is stable up to 200 ◦C, the absolute value of the TOC is
around 4.5 × 10−4 ◦C−1, approximately 4-fold higher than that of PMMA or PS.

The heating function is performed by the weakly absorbing film, which must also have
high thermal conductivity. The choice of the proper optical absorbing layer is not a simple
task. In fact, the ideal absorber should present the maximum transparency together with
suitable heating behavior in the whole Vis–NIR region of the electromagnetic spectrum. A
possible approach would be to consider absorbers based on metallic or semiconductors thin
films, whose fabrication, however, is not an easy task using conventional techniques [20–23].
Indeed, the vapor condensation on the dielectric support may lead to a randomly nanos-
tructured surface [21–23]. This is particularly problematic for noble metals thin films,
where the nanostructured surface is characterized by a wavelength-dependent localized
surface plasmon resonance (LSPR). While the metal nanostructures can be fruitfully used
to perform numerous surface-enhanced spectroscopies [24,25], they represent a serious
drawback for the performances of a wideband thermo-optical axicon. Metallic alloys based
on nickel are used for the fabrication of commercial neutral optical density filters (see, for
instance, Thorlabs neutral density reflective filters) up to a transmittance of 80% and an
absorption of 10%, but they suffer from oxidation instability when the temperature rises
up to 100 ◦C. Other nonmetallic absorbing substances, such as carbon black or graphite,
could be used to heat the polymer, but they cannot be deposited in films thin enough to
guarantee a transparency higher than 70% [26,27].

To summarize, the fabrication of ultrathin thin absorbers with (1) high flat spectral
transmission, (2) sufficient absorption in the Vis–NIR spectral region, (3) high and uniform
heat conduction and (4) high chemical and structural stability is currently a difficult challenge.

In this context, particular attention is focused on the emerging 2D materials, thanks
to their intrinsic characteristic of small effective thickness [28] and interesting optical
properties for photonics applications [29–32].

Among the low-dimensional materials, graphene was the first to be obtained experi-
mentally [33,34], and now it can be synthesized by chemical vapor deposition (CVD) in
a controlled number of layers and in foils having linear dimensions in the cm range [35].
These features greatly simplify the optical excitation of the 2D material, together with the
precise control of the optical properties, which strictly depend on the number of single-layer
graphene (SLG) foils. Indeed, in spite of its effective thickness of 0.34 nm, a typical SLG has
an unusual optical absorption of 2.3%, almost flat in the Vis–NIR spectrum [36,37], which
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represents an unsurpassed advantage with respect to other light absorbers. Moreover, its
thermal conduction is one of the highest known (4000 Wm−1 K−1), and it is expected to
efficiently drain the heating power at the graphene–PDMS interface.

In this work, we demonstrate that in spite of its low absorption, the SLG can sig-
nificantly raise its temperature, even delivering moderate optical pump powers, heating
the PDMS sufficiently to push its temperature close to the tolerance limit (~470 K) and
generating a remarkable refractive index gradient. Moreover, the control of the transverse
and longitudinal dimensions of the spot is performed optically by varying the pump power,
allowing the fine-tuning of the focus diameter and its extension.

2. Thermooptical and Electromagnetic Modeling
2.1. Model of the PDMS/SLG Thermooptical Device

The working principle of the proposed thermooptical axicon-like device is reported in
Figure 1.

Figure 1. Working principle of the PDMS/SLG thermo-optical device. The absorbed pump heats
up the PDMS locally, creating a refractive index profile ∆n characteristic of a negative axicon. The
input beam is focused into a light ring by an objective. The successive propagation produces the
sub-micrometric LFRB.

The device is based on a PDMS/SLG bilayer used in a pump and probe configuration.
The pump beam (wavelength: 405 nm) is tightly focused onto the SLG, which absorbs
part of the light and heats the elastomer, generating a negative gradient index (GRIN)
distribution ∆n. A Gaussian probe beam is launched to the device from the back side and
its phase is transformed by the GRIN distribution. As the heating of PDMS is pointy, the
thermo-optical phase issued to the input beam resembles that produced by a negative
axicon. An objective finally focuses the modified probe beam in a tight ring, with a long
focusing range and a submicrometric cross-section.

The geometrical details of the graphene–PDMS thermo-optical device considered in
the simulations are illustrated in Figure 2.

The diameter of the PDMS disk is 5 mm, and its thickness is 2 mm. The elastomer is
in contact with an SLG, deposited on a BK7 glass disk with 1 mm thickness. The whole
system is surrounded by air.

The heat source, located in the SLG, is simulated with a Gaussian heat surface power
distribution (W/m2), with a waist diameter 2w0 = 70 µm. The heating power density is
Q(r) = Ph/(πw0

2)exp(-(r/w0)2), where Ph is the heating power and r is the radial coordinate
on the graphene surface. The maximum Ph is 20 mW, and is varied in steps of 5 mW. The
calculations were performed with the COMSOL MULTIPHYSICS software 5.3a, whose
database of materials provides the physical constants of PDMS and BK7, while those of
graphene are taken from the available literature. As visible in Figure 2, the resulting
temperature distributions T(r,z) in PDMS exhibit a central absolute maximum T(0,0) of
470 K corresponding to Ph = 20 mW, decreasing on the axis with a rate of 10 K/mW.
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Figure 2. Geometry of the thermo-optical model, completed with the boundary conditions used in
the COMSOL code. The convective parameter is h = 10 W/m2K.

Even if the data sheets of PDMS (specifically Sylgard 187) claim that the elastomer is
stable until ~470 K, in order to guarantee a margin of 20 K for a safe operation of the device,
we will consider as the maximum heating power the value Ph = 16 mW, corresponding to a
temperature of 450 K (~150 Celsius). The FWHM of the radial temperature distribution is
constant with Ph and equal to 0.086 mm, indicating a smearing with respect to the width of
the heating source (0.07 mm), likely due to the high thermal conduction of graphene [37].
The temperature distribution T(r,z) gives rise to the variation of the refractive index of
Figure 3 that follows the relationship ∆n(r,z) = −4.5 × 10−4(T(r,z)-T0), where T0 = 293.15 K
is the ambient temperature. For convenience reasons, in the following, we will consider
the absolute value of ∆n(r,z) instead of the actual negative value. As anticipated, the
distribution |∆n(r,z)| resembles a tipped structure that, in analogy with classical axicons,
is responsible for the generation of annular beams (see next section). The apex region,
reported in the inset, has a smoothed apex with a diameter of about 106 µm, higher than
the beam waist of the focused pump beam.

Figure 3. Results of the thermo−optical modeling. (a) Spatial variation of the refractive index due to
the thermo-optical effect. In the inset, the apex distribution is shown. (b) Variation of |∆n(0,0)| with
the heating power. (c) Radial distribution of the modulus on the graphene layer surface for several
heating powers and (d) its axial distribution for the same powers.
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The variation of |∆n(0,0), that is, the absolute maximum of |∆n(r,z)|, is linear with
Ph, as illustrated in Figure 3b, with a growth rate of 0.004 refractive index units (RIU)/mW,
and reaches its maximum of 0.065 at Ph = 16 mW.

The radial behavior of |∆n| at z = 0 mm, namely |∆n(r,0)|, is shown in Figure 3c.
Following the trend of the central maximum, at a given radius r, it decreases proportionally,
with Ph halving at 0.067 mm from the center.

The axial behavior of |∆n| with z is represented in the plot of |∆n(0,z)| reported in
Figure 3d. Its maximum |∆n (0,0)| halves at a depth z = 0.062 mm from the graphene layer.
The behavior of |∆n(0,z)| is linear with Ph at a given z-coordinate, as it happens for the
r-coordinate.

Given the linear relationship between |∆n(r,z)| and T(r,z), the temperature distribu-
tion resembles the distribution of |∆n(r,z)|, and it has not been reported.

2.2. Electromagnetic Modeling

As anticipated, the device exploits the phase variation of a probe beam that travels
through the heated PDMS and experiences a thermo-optical phase variation. A further
phase change is added by a focusing objective to generate the real LFRB. These variations
of the phase of the probe electric field along its propagation are schematically reported in
Figure 4.

Figure 4. Propagation of the electromagnetic field through the optical chain. The input field E0

acquires two phase delays, ∆Φ and ∆Φlens, due to the refractive index gradient in the PDMS and the
lens, respectively. The objective is located at distance d from the sample of about 15 mm. The beam is
finally transformed into a long focusing range beam. See text for further details.

We assume that the input electric field has a Gaussian distribution E0(r0) = Eamp
exp(-(r0/w0)2) where r0 is the radial coordinate at the input plane and w0 is the beam
waist (w0 = 0.5 mm, Eamp = 1 V/m). Concerning the probe wavelengths, we chose two
values representing approximately the range of the visible spectrum, namely λ1 = 633 nm
and λ2 = 405 nm, for red and violet radiation, respectively. Considering the propagation
through the heated PDMS, the electric field experiences an overall phase change ∆Φ (rout)
given by:

∆Φ(rout) =
2π

λ

L∫

0

n(r1, z1)dl (1)

where dl = (dr1
2 + dz1

2)1/2 is the infinitesimal path on the ray trajectory, λ is the wavelength
of the probe beam in vacuum, L is the overall length of the ray trajectory and rout is the out-
put radial coordinate. r1 and z1 are the radial and longitudinal coordinates inside the PDMS,
and the refractive index of the heated elastomer is expressed as n(r1, z1)~n0 + ∆n(r1,z1),
where n0 is the refractive index of PDMS at ambient temperature, and ∆n(r1, z1) is the re-
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fractive index change due to the thermo-optical effect. In the usual paraxial approximation,
dr/dz1 < < 1, so that dl~dz1, and the integral simplifies in:

∆Φ(r0) =
2π

λ

s∫

0

n(r0, z)dz (2)

where s is the sample thickness, r0 is the input radial coordinate and rout has been substituted
by r0.

The field at the PDMS output plane is thus given by E0(r0)exp(i∆Φ(r0)). Then, the
beam propagates towards a focusing objective whose focal length is f. As the objective
is placed after the PDMS surface at a distance d~15 mm, it is located in the Fresnel zone
of the output pupil (approximately represented by the field beam waist), as the Fresnel
number at wavelength λ1 is w0

2/ld = 26.3 >> 1 [38]. By exploiting the discussion on the
Fresnel approximation, the field at the lens input plane is in good approximation of the
geometrical projection of the field present at the PDMS exit face. The focusing objective
issues a phase shift to the incoming field that, in the case of diffraction limited behavior,
is quadratic with r0 and expressed by the well-known relationship ∆Φlens(r0) = –πr0

2/λf.
After the lens, the field propagates towards the observation point P(r,z), where r is the
distance from the optical axis and z is the distance from the lens. The resulting field at P is
found with the application of the Fresnel integral and is calculated with the equation:

E(r, z) = A
∞∫

0

E0(r0) · J0(
2π · r · r0

λz
) exp(i · ∆Φlens(r0)) exp(i∆Φ(r0)) exp(−i · π

r0
2

λz
) · dr0 (3)

where the term exp(-πr0λz) represents the phase change due to the propagation towards
the observation point, A = A0·exp(ikz)/λz and A0 is the amplitude of the impinging electric
field. The intensity is ~|E(r,z)|2 and is expressed in normalized or arbitrary units.

The electromagnetic modeling is used at first to calculate the effect due exclusively
to the thermally induced refractive index distribution, obtained by dropping the phase
contribution ∆Φlens(r0) in the integral (3). The phase term ∆Φ(r0) is evaluated by con-
sidering the refractive index distribution calculated in the thermo-optical model without
approximations.

The theoretical far field intensities for the wavelength λ1 are shown in Figure 5. The
central region of the intensity pattern gradually depletes in response to the increase in Ph,
and the peak to peak diameter increases as well. The axial intensity halves at Ph = 2.4 mW
(Figure 3a) and vanishes at Ph = 4.2 mW (Figure 3b). For higher powers, the probe beam
propagates into the far field as an empty annular beam (Figure 3c), reaching an angular
semi-aperture of 0.0037 rads at Ph = 16 mW.

Figure 5. Upper part: Theoretical far field at three different heating powers Ph at the wavelength of
633 nm. Lower part: definition of the polar angle.
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The results obtained for the probe wavelength λ2 are similar, because the induced
refractive index gradient does not have significant dispersion in the visible range, because
the dominant effect is dependent on the temperature T [39].

The phase-modulated beam is in turn transformed by the focusing lens (objective), and
the corresponding normalized axial and transversal intensity distributions are calculated
by solving the integral of Equation (3) for the three pump powers Ph = 4 mW, 8 mW and 16
mW and considering the focal length f = 2.6 mm of a commercial objective (see Section 3).

The results obtained for the probe wavelength λ1 are reported in Figure 6a,b, while
Figure 6c,d reports the normalized intensities for the wavelength λ2.

Table 1. Theoretical performances of the LFRB system based on PDMS/SLG interface. Objective focal
length: 2.6 mm. Probe wavelengths: 633 nm (405 nm).

Ph (mW) FWHMline (µm) DF (µm) Lµm* (µm) RG (µm)

4 11.5 (9.3) 1.32 (0.6) ND (ND) 4.4 (1.5)
8 26.7 (25.5) 1.21 (0.6) ND (21.3) 3.6 (1.4)
16 88.2 (90.3) 0.96 (0.5) 8.60 (72) 2.3 (1.23)

* Axial length within which DF < 1 µm.

Figure 6. (a–d) Theoretical normalized light distributions beyond the focusing optics (focal length,
origin of the x-axis = 2.6 mm) for three heating powers P4 = 4 mW, 8 mW, 16 mW. Upper row (a,b):
λ1 = 633 nm; lower row (c,d): λ2 = 405 nm. (a,c) Axial and (b,d) radial intensities. In (b,d), only the
radial FWHMs relative to Ph = 16 mW are reported. The other parameters are listed in Table 1 for a
simpler comparison. (e) Computed light intensities for the same heating powers for two wavelengths
λ1 (left side) and λ2 (right side). The light propagates from left to right. Notice the converging ring
on the left of each focal line that evolves in the long range focus.
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Starting from the probe at λ1, the axial distributions show fast rises followed by
slower declines, reaching absolute intensity maxima at coordinates zmax. A weak low
spatial frequency modulation is present, while the high-frequency oscillations near zmax
are absent, demonstrating that the effect of the tip curvature (see Figure 3) is negligible [10].
The axial coordinate zmax has a right shift of about +20 µm passing from Ph = 4 mW to
Ph = 16 mW. At Ph = 16 mW, the axial light distribution has a FWHM value (hereafter
FWHMline) of 88.2 µm, and lowers significantly at lower Ph, down to 11.5 µm (Table 1).
The radial intensity distributions are calculated at the coordinate zmax corresponding to
each heating power, and are plotted in Figure 6b. The curves show that their FWHMs
(hereafter DF) decrease at increasing Ph, and reach the minimum value DF = 0.96 µm at
Ph = 16 mW. Thus, the theoretical model predicts that for the red probe radiation at λ1,
DF is submicrometric at the maximum Ph, while at lower heating powers, it enlarges by
approximately 25% (see Table 1), reaching a value of 1.32 µm at the minimum Ph = 4 mW.

The long focusing feature is evident by comparing the FWHMline of LFRB with the
depth of focus obtained with conventional Gaussian beams, which is routinely considered
as the double of the Rayleigh range, 2πw0

2/λ (hereafter RG). For instance, considering a
Gaussian beam with a waist equal to the half of the DF calculated for Ph = 16 mW, 0.48 µm,
it results in RG = 2.3 µm, which is 24 times lower than FWHMline (see Table 1). Passing to
the probe at wavelength λ2, the trend of the axial light distributions (Figure 6c) follows
approximately the same behavior of those calculated for λ1, showing that the FWHMline
is relatively wavelength-independent (Table 1), while DF decreases with it. Considering,
for instance, the maximum Ph = 16 mW, we have DF = 0.56 µm, against DF = 0.96 µm at
λ1. The Gaussian depth of focus corresponding to DF/2 = 0.28 µm results in RG = 1.23 µm,
73.4 times lower than FWHMline.

For the sake of clarity, the behavior of FWHMline vs. Ph for λ2, the more favorable
condition, is resumed in the 2-Y plot of Figure 7, showing an almost linear trend with a rate
of growth of 7.5 µm/mW.

Figure 7. Focal line length (FWHMline) and maximum on-axis intensity vs. the heating power Ph

for λ2 = 405 nm. The focal length of the focusing lens is 2.6 mm. The increase in FWHMline is
accompanied by a reduction in the intensity. See text for details.

The 2D intensity plots of the focal regions are shown in the false color plots of Figure 6e.
The focusing of the incoming light crowns into annular light distributions appears evident
(see Figure 5), in agreement with the results of the ray tracing simulation presented in
Figure 1.

It is worth noting that as the focus line lengthens at increasing Ph, the side lobes of the
radial intensity shrink towards the center, subtracting power to the central lobe, whose DF
decreases at the same time. This last effect, however, is not sufficient to compensate for the
loss of intensity due to the spread of the optical power in the side lobes, and as a conse-
quence, the maximum intensity of the central spot decreases. This consideration is clearly
evidenced in the plot of Figure 7, calculated for λ2 = 405 nm. Here, the central intensity
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shows a decrease of approximately a decade passing from Ph = 1 mW to Ph = 16 mW, while
the FWHMline expands approximately with the same ratio. As the PDMS/SLG behaves
in a negative axicon-like way, similar trends are expected for a real axicon coupled to a
positive lens [40]. The above result suggests that the operation with this device requires a
preliminary tradeoff between the requirement of a large FWHMline and a proper power
concentration in the focus. In this respect, the tunability of the presented device can be
useful to finely adjust the proper operational conditions.

3. Experimental Section
3.1. Fabrication of the Device

The predicted behavior was experimentally verified using a sample of SLG deposited
on glass and covered with PDMS. The SLG was synthesized by chemical vapor deposition
(CVD) and deposited onto BK7 glass slides of 1 mm thickness by using the experimental
procedures outlined in [41,42]. The details of the methods are reported briefly in the Supple-
mentary Material, where we show in Figure S1 the Raman spectra of the graphene deposited
on the glass, confirming the presence of a high-quality SLG. A small portion of the glass
surface is not covered by graphene to serve as a reference for the absorption measurements.

The graphene monolayers were covered by a 2 mm thick PDMS layer prepared using
a 10:1 mixture of monomer and curing liquid. After the mixture degassing, 1 mL of the
liquid PDMS was poured onto the graphene layer (the viscosity of the liquid mixture was
sufficient to avoid the overflow of the liquid out of the borders of the support) and heated
at 50 ◦C for 20 min to efficiently activate the polymerization, completed overnight in air at
ambient temperature.

3.2. Experimental Set-Up

We performed two different sets of measurements, the first aimed at demonstrating
the formation of the predicted far field annular beams, prerequisite for the formation of
LFRBs, and the second at measuring the diameter and length of the long focus line.

The scheme of the experimental apparatus is shown in Figure 8.

Figure 8. Experimental apparatus. The input probe beam travels through the heated PDMS, which
modifies and transmits it to the focusing objective Obj1 (focal length 2.6 mm), mounted on a three-axis
piezo. The focusing action determines the formation of a superposition volume (evidenced in the
red box and exploded in the upper part) where the long focus develops. The section of the focus
located on the plane πim is conjugated onto the observation screen by a 2-stage optical magnifier,
composed of an objective Obj2 (focal length 2.6 mm, measured magnification 110x, and a 20x Galilean
telescope. The focus image, magnified 2200 times, is then projected onto the screen and imaged by a
CCD camera. An image processing software permits checking the image intensity on a given line in
real time, allowing the monitoring of the change in the spot dimensions in response to changes in Ph,
obtained with a variable attenuator. The measure of the far field annular distributions is performed
without Obj1 and the 2200x magnification system (green frame in the upper left side).
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In the former case, the PDMS/SLG was illuminated from the PDMS side with a focused
pump beam generated by a diode pumped solid state laser (λ2 = 405 nm), whose power can
be adjusted by using an optical variable attenuator (Figure 8). At the same time, the sample
was illuminated from the other side with a collimated probe beam coming from either a
He-Ne laser (probe at λ1) or a diode pumped solid-state laser (probe at λ2). The diameter
of the probe beam was adjusted to obtain an almost input Gaussian waist w0 = 0.5 mm,
corresponding to an intensity waist of 0.36 mm, while the focus of the pump beam was
adjusted in a spot with an average diameter of 70 µm. The probe beam propagates through
the PDMS and is transformed into an annular ring that is projected onto a screen placed at
350 mm distance, as illustrated in the inset of Figure 8.

The images were acquired with a CCD camera (Watec 902H) and elaborated by using
the software IMAGE PRO Plus, providing in real time the light distribution on a chosen
scan line during the pump power changes. After a calibration step, the measurement of the
beam DF can be easily performed.

In the latter case, the measurements on the submicron LFRB were performed using
the complete optical system shown in Figure 8. While the generation of a phase-modulated
beam at the PDMS output remains the same as in the previous paragraph, a high NA
objective Obj1 (Newport MVC-60x, 0.85 NA, 60x, focal length 2.6 mm), whose first interface
is placed at a ~15 mm distance from the sample, focuses the light coming from the output
surface of PDMS. The objective Obj1 is mounted on a three-axis piezo translator (Piezojena
Tritor 100 piezo stage working in closed loop operation, with 80 µm translation range and
0.53 µm/V resolution), and moved in steps of 5.8 µm.

The focal spot produced by Obj1 is magnified by a two-stage optical system, formed by
a second Newport MVC-60x objective Obj2 (0.85 NA, 60x, focal length: 2.6 mm) with 110x
magnification, and a further 20x Galilean telescope. Thus, the transverse light distribution
is magnified 2200 times, and then it is projected onto a screen placed at a fixed position,
where it can be reliably observed by a CCD camera. The image was then acquired and
elaborated with the same procedure used for the analysis of the annular patterns.

The position of best focus is obtained by moving Obj1 axially with the piezo translator
until the intensity pattern on a chosen diametric line reaches the minimum radius, and
the contrast with the side lobes is maximum. A similar measurement was performed at
Ph = 16 mW with the other probe beam at wavelength λ2.

In order to test the long focusing performance of the device, we measured the maxi-
mum light intensity on the focal line at Ph = 16 mW for both radiations at λ1 and λ2. This
operation was performed by moving horizontally Obj1, causing the axial shift of the focus
line in front of the magnifying system. The screen collected the magnified image of the
field intensity present on the conjugated plane πim (see Figure 6). We acquired the image
of the spot focus for different displacements of Obj1, and recorded the central maximum
intensity for each displacement.

4. Results and Discussion

The measured absorption of the PDMS/SLG bilayer was 3.4%, higher than that re-
ported for a free-standing SLG (2.3%) at the wavelength λ1. As this film has sufficient
quality (see Section 3.1), this effect is mainly attributable to the multireflections in the bi-
layer, even if a minor contribution can come from some polymer residuals. To demonstrate
this, we performed a simulation using a graphene refractive index of 2.7 + 1.33i [42], a
monolayer thickness of 0.34 nm and a PDMS refractive index of 1.43. The calculations,
carried out with the multilayer evaluation software WINSPALL, give at 45◦ incidence
angle a reflection R = 2.3% and a transmission T = 0.94%, with a resulting absorption
A = 1 − R − T = 3.6%, close to the measured value.

This weak absorption of SLG is nevertheless high enough to generate the predicted
transformation of the input beam into an annular beam in the far field, as shown in
Figure 9. The images of the rings recorded at a distance of 350 mm from the sample (inset
of Figure 8) show the gradual depletion of the central region with the increase in Ph. At

116



Micromachines 2022, 13, 2083

Ph = 5 mW, the center appears dark, in agreement with the expected theoretical value of
4.2 mW. Figure 9b reports the linear increase in the circles’ diameter (distance between the
maxima) with Ph. The diameter subtends a full angle whose rate of growth is approximately
5.3 × 10−4 rads/mW. This value is close for the two wavelengths, confirming the weak
dispersion of the thermo-optical coefficient of PDMS in the visible range. It is worth
noting that the capability to shape annular rings could be exploited to perform important
functions [43], but the optimization of the working conditions would require a more
detailed investigation that is beyond the scope of the present work.

Figure 9. (a) Annular rings produced at 350 mm distance from the sample at λ1 = 633 nm (upper
part of the photo) and λ2 = 405 nm (lower part) for different heating powers. (b) The ring diameter,
intended as the distance between the maxima directly measured on a diametric scanning line (see
caption of Figure 7), vs. the heating power Ph.

The magnified (2200x) radial light distributions of the focused probe beam at λ1 are
illustrated in Figure 10. The resulting spot diameters are DF = 0.97 µm, 1.25 µm and 1.4 µm
for the three heating powers of 4 mW, 8 mW and 16 mW, respectively. In the case of the
probe beam at λ2 (Figure 11), the measured spot diameters at the same Ph decrease as
theoretically predicted, and their values are DF = 0.59 µm, 0.63 µm and 0.73 µm for the
three powers, respectively, in agreement with the theoretical findings reported in Table 1.

Figure 10. Upper part: photos of the focal LFRB spots magnified 2200 times at different heating
powers at λ1 = 633 nm. The scale bar indicates the effective dimensions of the focal cross−section.
Lower part: Corresponding measured diametric light distributions.
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Figure 11. Upper part: Photos of the focal LFRB spots magnified 2200 times at different heating
powers at λ2 = 405 nm. The scale bar represents the actual dimensions of the focal cross-section.
Lower part: Corresponding measured diametric light distributions.

The experimental axial intensity distributions measured at Ph = 16 mW for the two
probes at wavelengths λ1 and λ2 are shown in Figure 12a,b, respectively. As shown, the
theoretical predictions and the experimental findings agree well. In order to check the foci
robustness to diffraction, we further measured the spot diameters at the extremes of the
FWHMline, axially displacing Obj1 until the two positions P1 and P2, where DF is ~1 µm,
are locked. At the probe wavelength λ1, this happens when the distance P1P2 is equal to
7.8 µm, while at λ2 nm, this distance is equal to 68 µm, not far from the theoretical values
(8.6 µm and 75 µm, respectively).

Figure 12. Upper part: Measured (black dots) and theoretical (red dots) light distributions in the focal
lines for (a) λ1 = 633 nm and (b) λ2 = 405 nm. (c) Definition of the focal LFRB line P1P2, within which
the FWHM spot diameter is submicrometric.

The literature on the topic of long focusing with submicron focal spots is surprisingly
not hefty, and our results can be favorably compared with other ones obtained with more
sophisticated tools. For instance, in [15], the use of a refraxicon fabricated with an ablation

118



Micromachines 2022, 13, 2083

femtosecond laser allowed the theoretical formation of a long focus with a FWHM diameter
down to 0.51 µm and a FWHM depth of focus of 95 µm, at a wavelength of 780 nm. The
research shown in [9] reports on the performance of a metasurface-based axicon, with
a FWHM focus diameter of 0.163 µm at the wavelength of 405 nm, maintained up to a
measurable distance of 160 µm, while from the data reported herein, a FWHM of the focal
length of ~40 µm can be evinced. Moreover, in this latter case, the transmission efficiency is
strongly wavelength-dependent. Indeed, while at the design wavelength of 532 nm, the
maximum experimental transmission of the device is 50%, the efficiency can become as
low as 5% at red wavelengths. A similar drawback is reported in the metasurface-based
axicon reported in [14], where it is demonstrated that the efficiency loss is mainly due to
the geometrical structuration of the single unit cell of the metasurface, and thus inherently
affects all the devices based on this approach. In that paper, a wavelength-independent
spot size of DF = 0.25 µm is reported, but the propagation length within which the spot
diameter is unchanged is limited to 7 µm, while a FWHM axial line focus length of ~11 µm
can be inferred from the reported data.

In our case, the transmission efficiency is ~85% in the whole visible spectrum, being
limited only by the transmission of the objective. Our best focusing performances, experi-
mentally verified at a heating power of 16 mW, are a FWHM spot and depth of focus of
0.56 µm and 90.3 µm, respectively. Noticeably, as shown in Figure S2, performances similar
to those reported in [13] can be reached using the focal length of 0.9 mm of a commercial
GRIN rod lens.

Moreover, it is worth noting that the value of DF may not be so decisive, depending on
the application. For instance, in [16], it was experimentally demonstrated that submicron
features about 5-fold smaller than the FWHM spot diameter can be obtained by pulsed
laser ablation, provided that the on-axis laser fluence exceeds a certain threshold. As a
consequence, submicrometric features can be fabricated using spot sizes even higher than
1 µm. In this perspective, the depth of focus can play a more significant role, and our results
are aligned with other more cutting-edge long focus forming systems. Moreover, when
the interplay between the focus dimension and the laser fluence can make it difficult to
precisely define the parameters of the fabrication process, the availability of a tunable focus
may be an important tool to refine the performances of a working facility.

The most important drawback of the presented device is the high loss of pump power
when the transmitted part is not used as a probe. However, this problem can be reduced by
using multilayer graphene. Indeed, thanks to the progress of the fabrication procedures, a
deposition of up to eight layers has been reported [34]. The amount of absorbed optical
power could be multiplied, maintaining a high transmissivity at the same time, strongly
relaxing the concern of optical pump loss.

5. Conclusions

In this paper, we have reported on a proof-of-concept of a single-layer graphene–PDMS
long focusing thermo-optical device producing foci with submicrometric diameters. Thanks
to the high concentration of the pump power in the subnanometric thickness of graphene,
significant heating can be produced even with the small amount of absorbed optical pump
power, causing temperature variations that give rise to a huge thermo-optical effect in
PDMS, while maintaining a high optical transmission. The generated negative gradient
index distribution has a spatial cuspidal-like shape, as the apex can be tightly reduced by
properly focusing the heating optical pump. An input probe beam is phase-modulated
in the heated PDMS and focused by an objective with short focal length, obtaining a long
focus line where the spot size has submicrometric dimensions. The focusing performances
(length of focus line, diameter of the spot focus) are easily modulable by changing the
pumping power. This capability can be used to find the best tradeoff between the long
focusing action and the achievement of on-axis high light intensity.

Calculations and experiments have shown that with the proper choice of the focusing
lens, our device can reach performances close to those exhibited by other more refined
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tools (for instance, reflective axicons or metasurfaces), with the advantage of an easier
and inexpensive fabrication process. Indeed, at the probe wavelength of 405 nm, we were
able to produce a beam with a radial FWHM of 0.59 µm, and a FWHM depth of focus of
about 90 µm. The present proof-of-concept can be designed in a more compact structure by
substituting the bulky objective with a micro lens, such as a GRIN rod lens, available on
the market even in sub-millimeter lengths.

Supplementary Materials: Refs. [44–47] are cited in Supplementary Materials. The following sup-
porting information can be downloaded at: https://www.mdpi.com/article/10.3390/mi13122083/s1,
Figure S1: Raman spectra of transferred single layer grapheme. Figure S2: The focusing performances
of a PDMS/SLG device coupled to a GRIN lens with 0.9 mm focal length.
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Abstract: Miniaturized mechanical testing based on small sample testing technology is a powerful
technique to characterize the mechanical properties of different materials, and it is being used in
different application fields. However, the small size of the specimens poses several challenges because
the results are highly sensitive to measurement accuracy and the corresponding mechanical properties
can change substantially due to the so-called specimen size effect. In this work, a novel testing device
based on miniaturized specimens is presented. The equipment is designed to test materials in tensile
and compressive loadings, but it is also capable of performing reverse-loading tests. Buckling of
the specimen is an inherent phenomenon in compression loadings, especially for thin materials.
Therefore, specimen geometry is properly studied and optimized to mitigate this effect. To evaluate
the deformation of the specimen, the digital image correlation (DIC) technique is used to capture the
full-field strain in the central gauge section of the sample. A sensitivity analysis of the DIC setting
parameters was performed for this application. To evaluate the performance of the developed system,
experimental results of monotonic tests and tests with reverse loadings (tension-compression) are
presented, considering two high-strength steels (DP500 and DP780).

Keywords: miniaturized specimen; digital image correlation (DIC); Small Specimen Test Techniques
(SSTT); Bauschinger effect; sheet metal characterization

1. Introduction

The mechanical behavior of engineering materials is typically determined by exper-
imental tests using the so-called “macro specimens”, with dimensions on the scale of
millimeters. However, in some applications, the material to be characterized is not avail-
able in the form of large blocks [1], which has recently motivated an increasing interest
in evaluating the mechanical properties of materials with “miniaturized” specimens, also
known by other names such as “small-size”, “sub-size”, or “mini” specimens [2,3]. Minia-
turized specimens were first developed in the 1970s to characterize materials for in-service
nuclear reactor pressure vessels [4]; this is an application in which surveillance capsules are
used to periodically monitor the degradation of vessel materials. These capsules typically
have limited storage space, and for this reason, a limited specimen size is required [5]. As
a result, Small Specimen Testing Technology (SSTT) has been developed and applied in
different application fields such as residual life assessment of in-service components [6],
local measurement of properties in the welding industry [7,8], the additive manufacturing
process [9,10], and the evaluation of mechanical properties of miniature devices such as
microelectromechanical systems (MEMS) [11,12].

Several non-standard test techniques are currently available to evaluate the mechanical
behavior of materials using miniaturized specimens [3]. One of the most used SSTT is
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the miniaturized tensile test (MTT) [13], which uses specimens with dog-bone geometry
with nominal dimensions ranging from several millimeters to hundreds of microns. No
standards have yet been established for MTT, which has resulted in different specimen
designs. The design of miniaturized specimens currently uses one of two approaches:
(1) simply scaling down from standard specimens, or (2) scaling down from standard
specimens, with a subsequent adjustment of some dimensions. A comprehensive review of
this topic can be found in the recent work of [2].

Miniaturized tensile testing encompasses several challenges related to specimen man-
ufacturing, handling, and procedural issues. In addition, the miniaturization may cause the
so-called “specimen size effect”, which leads to different behaviors at the miniaturized and
macro scales. Specimen size effects can be categorized into two different levels. At the first
level, the test results obtained from miniaturized specimens reflect the bulk mechanical
properties described by continuum mechanics. However, for some materials, the results
may deviate from standard specimens, and additional data processing techniques, e.g.,
the inverse Finite Element Method (FEM), are required [14–16]. On the other hand, at
the second level, the specimen can no longer reflects the bulk properties as the thickness
or diameter is further decreased. Typically, the critical thickness value is defined by the
ratio t/d between thickness, t, and grain size, d, of the material. Generally, miniaturized
specimens with a t/d ratio between 6 and 10 can achieve standard bulk behavior.

Sheet metal forming is an important manufacturing process in the production of
metal components, applied in a wide variety of industrial areas such as automotive, naval,
electrical, aeronautics, and aerospace [17]. Sheet metal forming includes simple processes
such as bending, stretch forming and spinning, as well as more complex ones such as roll
forming and deep drawing. In these processes, material behavior assessment is crucial for
the correct calibration of material constitutive models. Therefore, a wide variety of tests are
established in the literature to obtain reliable experimental data used in the identification
of constitutive parameters.

The mechanical characterization of metallic sheets has standardized test procedures,
by using the tensile test (uniaxial loading), according to ISO 6892-1 [18] and the hydraulic
bulge test (biaxial loading), according to ISO 16808 [19]. On the other hand, no standardized
test setup has yet been established to characterize the compressive loading of sheet metal
materials [20]. Moreover, an uniaxial compressive stress state may cause buckling in flat
sheet metal materials for small compressive strains. Therefore, the test method becomes
invalid due to the change on the stress state. Over the past few years, different approaches
have been developed to minimize buckling during compression tests. These approaches
can be categorized into three groups: (i) the pack method, which involves packing a group
of samples together in the thickness direction; (ii) a single sample with a lateral support
system; and (iii) miniaturized test samples with a low gauge length/thickness ratio.

The pack method, developed by Aitchison et al. [21] and later improved by Jack-
man [22], involves joining together a group of samples along the thickness direction to
form a unique specimen. With this strategy, the length/thickness ratio is reduced, and
therefore the buckling instability under compression is minimized. A variation in the pack
method was used by Yoshida et al. [23], in which five specimens were glued together and
then covered with clamping plates. Because the pack method requires a large number of
specimens and complex preparation, some authors prefer to use a single sheet with a lateral
support system. Boger et al. [24] sandwiched a single flat specimen between two solid
support plates using a constant restraining side force. To prevent buckling in the thickness
direction (T-buckling), width direction (W-buckling), and unsupported gap (L-buckling),
an oversized dog-bone specimen was designed. A device with two sets of fork-shaped
supports was proposed in the same year by Sekine and Kuwabara [25] to eliminate the
uncovered area in tensile-compressive relative movements. Because the male and female
dies slide past one another as the sample is compressed, this design made it possible to
support the entire length of the specimen.
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The gauge-length/thickness ratio of the specimen has the biggest impact on the
buckling phenomenon in compression. In order to effectively study the compression
behavior of different sheet metal materials, test methods using miniaturized specimens
have recently been suggested. Tritschler et al. [26], tested a titanium alloy with a thickness
of 1.2 mm in compression using specimens with dimensions of 2.5 mm in length by 2 mm in
width, achieving about 2% compressive strains. Hußnätter [27] used a specimen geometry
of 2 mm length by 2 mm width to characterize the compressive behavior of magnesium
alloy AZ31, achieving about 5% compressive strains before the specimen buckles.

Cruz et al. [28] developed an experimental equipment to perform uniaxial mechanical
tests on miniaturized metallic specimens. The current work is a step forward in these
developments, exploring the applicability of this equipment to describe the mechanical
behavior of sheet metal materials, not only for monotonic uniaxial tests, i.e., tension and
compression, but also for reverse loading tests, i.e., tension followed by compression
or vice versa. Moreover, the digital image correlation technique was coupled with the
miniaturized test device in order to quantify the quality of the test method regarding the
specimen deformation at the scale of observation, in a balance between spatial resolution
and accuracy [29].

2. Materials and Methods
2.1. Materials

In the present work, advanced high-strength steels (AHSS) produced by SSAB com-
pany were used, namely two grades of dual-phase (DP) steel sheets (DP500 and DP780)
with an initial thickness of 0.8 mm. The dual-phase (DP) steel is an advanced high-strength
steel (AHSS), with a good balance of strength and ductility due to its martensite islands in
a ferrite matrix, as represented in Figure 1. Table 1 lists the percentage of alloying present
in each material chemical composition.

(a) (b)
Figure 1. Initial microstructure obtained from SEM of (a) DP500 and (b) DP780 dual-phase steel.

Table 1. Chemical composition of the DP500 and DP780 dual-phase steels.

Element [%] C Si Mn P S Cr Ni V Cu Al Nb B N EC 1

DP500 0.079 0.31 0.65 0.003 0.003 0.03 0.03 0.01 0.01 0.038 0.0 0.0003 0.003 0.20

DP780 0.138 0.20 1.52 0.011 0.002 0.03 0.03 0.02 0.01 0.038 0.014 0.0002 0.003 0.40
1 EC= C + Mn

6 + Ni+Cu
15 + Cr+Mo+V

5

2.2. Design of an Uniaxial Test Equipment for Miniaturized Specimens

The experimental test procedure for miniaturized specimens followed a similar proce-
dure to the one typically carried out for conventional standard specimens, which is based
on moving grips and results of force as a function of elongation/strain data. However,
a very accurate procedure is required because results can be significantly affected by the
testing protocol, including sample preparation, test setup, experimental operation, mea-
surements, and data processing [2]. Several authors have emphasized different aspects
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to be taken into account when testing miniaturized specimens [3]: (a) the importance
of the specimen-fabrication technique, which can have consequences for the measured
properties, particularly on the yield strength; (b) good control and accuracy of the spec-
imen dimensions, which directly relate to the reliability and reproducibility of the test
data; (c) high-quality measuring instruments; and (d) the importance of a precise and
well-aligned test frame, in order to minimize the extraneous bending strains.

Based on these considerations, a new type of equipment was developed, specifically
designed to test miniaturized specimens on a reduced scale, and we refer to it as a Minia-
turized Specimen Tester Device (MSTD) [28]. As represented in Figure 2, MSTD consists of
three groups of components with their well-defined function. Firstly, there is the “motor
group”, which includes a ball screw, driven by a stepper motor, which guarantees continu-
ous and precise movement of the specimen, making it possible to guarantee a minimum
displacement of 2 µm for each step of the motor. Secondly, there is the “frame group”,
which ensures the layout and guidance of the various components, consisting of four
linear bearings that slide on two ground shafts. Finally, there is the instrumentation group,
consisting of a 5 kN “S”-type load cell and two extension measurement components: a
linear ruler for measuring and controlling the positioning of the moving table and a digital
image correlation (DIC) system. The MSTD’s layout allows all components to be on a
common plane, which is advantageous for a precise alignment of the specimen during
the test. Consequently, the appearance of undesirable bending moments is minimized,
especially in compression, which is also essential to prevent the buckling of the specimen.
The equipment, designed to test miniaturized specimens, is capable of withstanding a
maximum axial force of 2.5 kN.

The preparation of the specimen is crucial in MTT because miniaturized specimens are
more susceptible to large-dimensional deviations. Accordingly, in this work the specimen
profile was obtained by wire electrical discharge machining (EDM) using a 0.25 mm wire
diameter. This process is widely used for miniaturized specimen manufacturing, resulting
in good dimensional accuracy and surface finishing [2].

(a) (b)
Figure 2. Miniaturized Specimen Tester Device (MSTD): (a) setup, and; (b) geometry of the miniatur-
ized specimen.

2.3. Testing Conditions

In order to evaluate the monotonic behavior of DP500 and DP780 steels, tests were
performed with tensile and compressive loading using miniaturized samples and the
geometry shown in Figure 2b. Additionally, the same materials were tested on macro-
tensile test pieces, in accordance with ISO 6892-1 [18]. These macro standard tensile tests
were performed on a 300 kN Instron 5900 R testing machine. The experimental conditions
for both geometries are shown in Table 2. The specimens were tested at a constant test
speed, resulting in an initial strain rate of approximately 10−3 s−1, until the material
failed. To ensure the repeatability of the results, two samples were systematically tested for
each geometry.
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Table 2. Experimental conditions for macro and miniaturized samples.

Macro Sample Miniaturized Sample

Number of samples 2 2
Gauge length (L0) 50 mm 2 mm
Crosshead speed 5 mm/min 0.5 mm/min

Frequency of data acquisition 20 Hz 20 Hz
Temperature 23 °C 23 °C

Humidity 53% 53%

2.4. Digital Image Correlation
2.4.1. Choice of the Optical Technique

The DIC technique was coupled with the mechanical tests to quantify the deforma-
tion of the material across the central region of interest for both macro and miniaturized
specimens, with a suitable spatial resolution and accuracy at the scale of observation.
Traditionally, in carrying out experimental tests (e.g., macro tensile test [18]), the strain
components are measured by means of a strain gauge attached to the sample. However,
for miniaturized specimens, these instrumentation devices may not be suitable due to the
reduced sample size. Nevertheless, a non-contact optical technique can be conveniently
used to access full-field strains over the target region. For that purpose, several white-light
and interferometric optical methods have been proposed in the literature [30]. Among
them, DIC has been increasingly used in recent years in the field of experimental solid
mechanics [31,32]. This technique was introduced in the 1980s [33,34] and allows the
measurement of full-field kinematic quantities by tracking unique features on images taken
at different deformation stages, typically by means of a subset-based approach [35–38].
The DIC technique uses a camera-lens optical setup, and it allows variable sensitivity and
resolution in strain measurements. Since the DIC method uses digital images, several
high spatial-resolution digital devices can be used for image acquisition. For example,
DIC can be coupled with Optical Microscopy (OM) [39,40], Scanning Electron Microscopy
(SEM) [41,42], and Scanning Tunneling Microscope (STM) [43] to realize microscale-to-
nanoscale deformation measurements. In the 2D DIC set-up, the planar surface of a
specimen is imaged stringently parallel to the camera sensor and the surface must have a
random pattern of a contrasted speckle pattern. The creations of a quality pattern for DIC
at reduced scales can be challenging [44], and the accuracy of the measurements depends
significantly on the spatial resolution of the imaging system [35].

2.4.2. Optical System and Speckle Pattern

A 2D DIC set-up using a 5 MP CMOS digital camera was selected in this work. The
mounted lens was selected with regard to the specimen size. The details of the camera-lens
system used for the miniaturized tests are summarized in Table 3. In this case, conversely,
to a standard 50 mm focal lens (Fujinon HF50HB-1B 50 mm lens, f/2.3 C–Mount) used in
macroscopic tensile tests, a telecentric lens was selected. It had the advantage of keeping
the image magnification unchanged during the mechanical test, avoiding artifacts due
to, for instance, Poisson effects or slightly out-of-plane movements during the test. In
this case, the undeformed image was focused by fixing the working distance at 63.3 mm
with a magnification factor of 1×. Images were recorded during the tests at an acquisition
frequency of 5 Hz. The central part of the specimens was initially painted by spraying a
thin layer of white paint in order to make the diffuse reflectivity of the surface uniform. The
final speckle pattern was then created by spreading dark paint using an airbrush (Harder &
Steenbeck—Evolution Silverline Solo) with a nozzle set of 0.2 mm. Considering the region
of interest and camera-lens system, an average speckle size of about 6 pixels (21 µm) was
obtained in the speckle quality evaluation. According to international guidelines [45], this
means that a subset size larger than 21 pixels (0.075 mm) or 31 pixels (0.111 mm) must be
used in the DIC measurements for accuracy.

127



Micromachines 2022, 13, 2027

Table 3. Camera-lens optical system for the miniaturized tests.

Camera Basler acA2440-75um, 5 MPixel, CMOS sensor
Pixel resolution 2448 px × 2048 px
Lens Opto Engineering TC 23 09
Field of view 8.8 mm × 6.6 mm
Magnification factor 1×
Working distance 63.3 mm
Image-conversion factor 3.5 µm/px
Image-acquisition frequency 5 Hz
Speckle pattern technique Airbrush (nozzle set of 0.2 mm)
Average speckle size 6 px|21.5 µm

2.4.3. Selecting DIC Setting Parameters

In performing DIC measurements, a convergence analysis must be carried out for
the inherent parameters in the numerical imaging method [29,46]. The set of DIC param-
eters plays an important role in the spatial resolution and accuracy associated with both
displacement and strain measurements [47]. A parametric analysis was therefore carried
out in this study, using the Performance Analysis Tool of the MatchID subset-based 2D
DIC software [48]. The parametric tool allows one to carry out several DIC analyses over
the same set of images by considering several combinations of parameters, as reported in
Table 4. Each relevant parameter was considered over a suitable design space by defining
the minimum and maximum values and a step of an integer increment (i.e., a subset size
with a minimum of 21 × 21 pixels2, a maximum of 91 × 91 pixels2, and increment of 10 pix-
els, Table 4). Results in terms of signal evaluation at the center of the specimen can then be
discussed in light of the preselected DIC setting parameters. The linear strain component in
the x direction (εxx) was used as a reference, since uniaxial tests were carried out along this
axis. Each set of DIC parameters can be associated with a corresponding spatial resolution.
To quantify this metric, the following Virtual Strain Gauge (VSG) measure was used [45,48]:

VSG = [(SW− 1)× ST] + SS [pixels] (1)

where SW stands for a strain window, i.e., the number of displacement data points used
to fit a local polynomial in the neighbor of the subset centroid under evaluation; ST is
the subset step; and SS is the subset size. The VSG can be expressed in physical units
of millimeters if the image conversion factor of the optical system is taken into account
(Table 3).

In order to evaluate the εxx strain signal with regard to the DIC settings as a function
of the VSG, three points of reference at the centre of the specimens were systematically
analyzed for both tensile and compression tests, for the DP500 steel, as schematically shown
in Figure 3.

Figure 4 shows the evolution of εxx as function of points A, B, and C (Figure 3) for
both tensile and compression tests at two different deformation stages corresponding to
low and high average strains, respectively. As can be observed, the DIC setting parame-
ters converge systematically to an average reconstruction of the linear strain. In a more
local analysis, Figure 5 shows the results of the reconstructed εxx value at point B in the
center of the specimen (see Figure 3) as a function of VSG, for the different DIC setting
parameters for both tensile and compression tests and for two stages at low and high strain
values, respectively. A good balance is to be found with regard to the spatial resolution in
reconstructing the strain field. As can be seen in all scenarios, the signal is rather stable
with regard to a set of parameters. This may be expected for a homogeneous material and
uniaxial loading configuration.
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Table 4. Parameters used in the Performance Analysis Tool of MatchID 2D DIC.

Subset-Based Settings

Subset size SS ∈ {21, 31, 41, 51, 61, 71, 81, 91} px
Subset step ST = 10 px (fixed)
Shape function {Affine, Quadratic}

Strain reconstruction-based settings

Strain window SW ∈ {3, 5, 7, 11, 13, 15, 17, 19} data points
Polynomial order * Bilinear (Q4), Biquadratic (Q8)
Strain convention Green–Lagrange

* Local least-squares fitting approach for the strain evaluation.

(a) (b)
Figure 3. Points of reference used in evaluating the reconstruction of the εxx strain signal with regard
to the DIC settings and as a function of the VSG for both (a) tension and (b) compression tests.

Figure 6 shows a complementary analysis plotting the εxx value along the coordinate x
at the center of both the tensile and the compression tests for several VSG values. As can be
seen, the DIC setting corresponding to higher values of VSGshows a smooth signal evalua-
tion, as it may be expected, in contrast with lower VSG DIC settings. In conclusion, from the
analysis in this work, the DIC settings reported in Table 5 were finally selected in a suitable
balance between spatial resolution and accuracy of results for the current application.

Table 5. DIC and strain settings selected in the full-field measurements.

DIC Settings

Correlation criterion ZNSSD
Interpolant Bicubic spline
Subset shape function Affine
Subset size 71 px
Step size 10 px
Image pre-filtering Gaussian, 5 px kernel

Strain Settings

Strain window size 9 data points
Strain interpolation Bilinear Q4
Strain convention Green–Lagrange
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(a) (b)

(c) (d)

(e) (f)

Figure 4. Evaluation of εxx for points A, B, and C (Figure 3) as a function of DIC parameters expressed
with regard to Virtual Strain Gauge (VSG) for both tension and compression tests, at two stages of
deformation corresponding low and high strains. (a) Point A—Tension; (b) Point A—Compression;
(c) Point B—Tension; (d) Point B—Compression; (e) Point C—Tension; (f) Point C—Compression.
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(a) (b)

(c) (d)

Figure 5. Evaluation of εxx at point B (Figure 3) as a function of DIC parameters expressed with regard
to Virtual Strain Gauge (VSG). (a) Tension-Low Strain; (b) Tension—High Strain; (c) Compression—
Low Strain; (d) Compression—High Strain.

Figure 6. Evaluation of εxx as a function of the coordinate x for several Virtual Strain Gauge (VVSG)
values for both tension and compression tests.

3. Results and Discussion
3.1. Monotonic Tension and Compression Tests

For the reconstruction of the strain signal during the mechanical tests, an average
value was systematically calculated at the centre of the specimen corresponding to a region
of 2 mm × 2 mm. Figure 7 shows a representative stress–strain curve for both DP500
and DP780 steel materials. The engineering stress–strain curves, shown in Figure 7a,
indicate that the results obtained from both macro and miniaturized specimens are quite
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comparable. In fact, for both materials, the work hardening is very similar for the mini
and macro geometry, as seen in the true stress–true strain curve (σ− ε) shown in Figure 7b.
However, it can be seen that after the point of ultimate tensile strength, the miniaturized
geometry presents a superior total elongation when compared to the macro geometry.
This difference can be justified by the local necking that occurs after reaching the point of
maximum stress, which translates into a localized strain zone whose size is independent of
the gauge length. Therefore, for smaller gauge lengths, the localized strain has a higher
impact on the total elongation value. Additionally, the variation in necking behavior
should be taken into account as well. As reported by [49], total elongation and post-necking
elongation tend to increase with a decreasing ratio, w/t, between specimen width and
thickness. In fact, when w/t decreases, the shear deformation may occur in both the upper
(lower) and side planes, resulting in complex stress distribution, and the localized necking
changes to diffuse necking, which leads to higher post-necking elongation.

(a) (b)

Figure 7. Experimental tensile stress/strain behavior for DP500 and DP780 steels: (a) engineering
stress–strain curves; (b) true stress–strain curves.

The hardening behavior of the two dual-phase steels under compressive loading was
also evaluated using the miniaturized specimens. The true stress–true strain curve (σ− ε)
for each material is shown in Figure 8a. Additionally, this figure represents, for each
material, the tensile hardening curve obtained using miniaturized samples (curve defined
by points). For an easy comparison with these two tensile curves, the compression results
were reflected for the first quadrant and represented as a dashed line. When analyzing
results, it was verified that the work hardening was similar in the tension and compression
for both materials; however, in terms of compression, the maximum strain values in the
compression test were lower than those reached in tension. As seen in Figure 8b, for a
strain value close to 7%, the force reaches a maximum value. At this point, the test becomes
non-planar and the buckling phenomenon becomes evident. This instability is translated
in the decay of the stress, which means that the test is not longer valid.

3.2. Reverse Loading Tests: Tension–Compression

As represented in Figure 9, a typical hardening curve of a metallic material during re-
verse loading can be divided into four interconnected phenomena [50]: (a) the Bauschinger
effect, which describes a reduction in the yield stress after the occurrence of plastic defor-
mation during the initial loading; (b) the transient behavior, which is given by a smooth
elasto-plastic transition characterized by a change in the work-hardening rate; (c) the work
hardening stagnation, given by a transient behavior in which a stress–strain plateau is
observed; (d) permanent softening, characterized by lower levels of stress after the transient
period when compared to monotonic loading at a given accumulated plastic strain. These
phenomena will hereafter be referred to as Bauschinger behavior. The experimental char-
acterization of Bauschinger behavior is crucial to calibrate advanced constitutive models,
e.g., the multi-surface Yoshida–Uemori (Y–U) [51] kinematic hardening model and the
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Homogeneous anisotropic hardening (HAH) model proposed by [52], and consequently
improves the accuracy of numerical simulation results of sheet-metal-forming processes.
Different authors have shown that the Bauschinger behaviour has a strong influence on
the prediction of the springback [53–55]. This phenomenon, which refers to the elastic
distortion of a part when forming tools are removed, is a major issue in sheet metal forming
processes and its mitigation is crucial.

(a) (b)

Figure 8. True stress–strain curves from monotonic compression tests and comparison with tension
tests; (b) buckling point at the compression test.

Figure 9. Schematic illustration of stress–strain response during forward and reverse deformation.

In this work, the Bauschinger behavior of the DP500 and DP780 materials was evalu-
ated through uniaxial tests with reverse loading (tension–compression) using miniaturized
specimens. The test includes a step of tensile loading, followed by a compression step.
Initially, the tensile step is performed up to a defined pre-strain, ε∗p. In this sense, three
pre-strain values were selected, 0.025, 0.050, and 0.075. After this pre-strain in tensile
loading, the compressive step was carried out until the buckling phenomenon began to
be evident, which is shown, as already mentioned, by a decay of the stress value in the
stress–strain curve. The results for DP500 and DP780 steels are shown in Figure 10a,b,
respectively. For each material, the monotonic uniaxial tensile curve is also represented
for comparison purposes. It can be seen that the tension step of tension–compression test
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matches the uniaxial tensile curve very well, for both materials, which confirms that the
equipment provide excellent repeatability of results. The compression step curves for the
three different pre-strain values show a similar changing trend across the entire strain range,
indicating that the device can provide reliable results for the studied materials. To analyze
the Bauschinger behavior of the dual-phase steels used, the compression-step-hardening
curves were reflected to the first quadrant, as shown in the dashed line in Figure 10. The
yield point for the uniaxial tensile curve and the reflected reverse loading curves, rep-
resented in round points, were taken at the 0.2% plastic strain and are summarized in
Figure 11a. It can be observed that the studied materials present a strong Bauschinger
effect, since the reverse yield stress is significantly reduced during reverse loading. A
strong permanent softening effect is also visible, since the curves do not coincide with the
monotonic tensile curve and tend to be approximately parallel.

(a) (b)

Figure 10. True Stress–Strain curves from tension–compression tests for (a) DP500 and (b) DP780.

(a) (b)
Figure 11. (a) Yield stress, σY , and (b) Bauschinger Ratio, β, values for different pre-strains, ε∗p.

To quantify the Bauschinger effect, several indicators have been proposed over the
years. One of the most used, the so-called Bauschinger ratio, β, is based on stress values
and is expressed mathematically by Equation (2):

β =
σT

max + σC
Yield

σT
max

(2)

where σT
max represents the maximum stress in the forward load (tensile step) and σC

Yield
represents the yield stress in the backwards or reverse load (compression step)-point B
and C, respectively, in Figure 9. The Bauschinger ratio quantifies the magnitude of the
Bauschinger effect. The higher the parameter, the greater the Bauschinger effect of the
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material. In the case of isotropic hardening, the Bauschinger ratio is equal to zero. The
Bauschinger ratio for the materials under this study is represented in Figure 11b, which
is dependent on the applied pre-strain. From these results, it is possible to observe that
both materials have a strong Bauschinger effect, since whenever the loading direction is
reversed, the yield stress is reduced by about 70–80% compared to the value of the stress in
the opposite direction.

4. Conclusions

This work presents the development of equipment dedicated to performing uniaxial,
tensile–compression tests on miniaturized metallic specimens. The experimental equip-
ment, called MSTD (Miniaturized Specimen Tester Device), allows the testing of specimens
on a miniaturized scale, which opens the field of applications, one of them being compres-
sive loading tests, having the advantage of overcoming buckling effects. In addition to
uniaxial tensile, compression, and cyclic tests, it is also possible and expected that equip-
ment will adapt to other fundamental tests for metallic sheets, such as shear and ductile
damage tests.

The digital image correlation (DIC) technique was used to capture the full-field strain
in the gauge section of the sample. A sensitivity analysis of the DIC setting parameters
permitted to quantify the influence on results for subset size, subset step, strain window,
shape function, and polynomial order. These three first parameters are included in the
Virtual Strain Gage variable (VSG) and this variable was tested for different scenarios in
tensile and compressive loading, giving a rather stable signal and a fast convergence of
results. A good balance was found using a VSG of 151 px, which corresponds to 0.53 mm,
thus giving the best ratio for efficiency and accuracy of results.

In order to validate the developed solution, several experimental tests were carried
out using two dual-phase steels: DP500 and DP780. The tests performed on the developed
equipment allowed the comparison of results for different types of loadings. Initially,
monotonic tensile tests were carried out, and the results obtained with the miniaturized
specimens were shown to be quite similar to those obtained by using the standardized
geometry of tensile tests at the macro scale. The results of the compression tests showed
that it is possible, with the developed equipment, to characterize materials up to 7.5%
strain in compressive loading, without buckling, thus creating the possibility of sheet metal
characterization for stress differential and Bauschinger behavior. Additionally, it was seen
that the work-hardening of tested dual-phase steels (DP500, DP780) in compressive loading
is very similar to their work hardening in tensile loading. Finally, uniaxial tests with reverse
loadings showed that both DP500 and DP780 present a strong Bauschinger effect, since the
yield stress undergoes a considerable decrease with reverse loading.
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CCD Charge-Coupled Device
DIC Digital Image Correlation
EDM Electrical Discharge Machining
ESPI Electronic Speckle-Pattern Interferometry
FEM Finite Element Method
HAH Homogeneous Anisotropic Hardening
MEMS Microelectromechanical systems
MSTD Miniaturized Specimen Tester Device
MTT Miniaturized Tensile Test
OM Optical Microscopy
SEM Scanning Electron Microscopy
SS Subset Size
SSTT Small Specimen Test Technology
ST Subset Step
STM Scanning Tunneling Microscope
SW Strain Window
VSG Virtual Strain Gauge
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5. Şahin, S.; Saeed, A. Experimental evaluation of surveillance capsule assemblies for life assessment of CHASNUPP Unit-1 reactor

pressure vessel. Ann. Nucl. Energy 2016, 89, 90–98. [CrossRef]
6. Lucon, E. Material damage evaluation and residual life assessment of primary power plant components using specimens of

non–standard dimensions. Mater. Sci. Technol. 2001, 17, 777–785. [CrossRef]
7. Oluwasegun, K.; Cooper, C.; Chiu, Y.; Jones, I.; Li, H.; Baxter, G. Micro-tensile strength of a welded turbine disc superalloy. Mater.

Sci. Eng. A 2014, 596, 229–235. [CrossRef]
8. Liu, P.; Bao, J.; Bao, Y. Mechanical Properties and Fracture Behavior of an EBW T2 Copper–45 Steel Joint. Materials 2019, 12, 1714.

[CrossRef]
9. Gil, J.; Seca, R.; Amaral, R.; Emadinia, O.; Reis, A.; Jesus, A. 18Ni300 Maraging Steel Produced via Direct energy Deposition

on H13 Tool Steel and DIN CK45. In Key Engineering Materials; Trans Tech Publications Ltd.: Wollerau, Switzerland, 2022;
Volume 926, pp. 194–205. [CrossRef]

10. Azinpour, E.; Cruz, D.J.; de Sa, J.M.A.C.; Santos, A. Phase-field approach in elastoplastic solids: application of an iterative
staggered scheme and its experimental validation. Comput. Mech. 2021, 68, 255–269. [CrossRef]

11. Spearing, S. Materials issues in microelectromechanical systems (MEMS). Acta Mater. 2000, 48, 179–196. [CrossRef]
12. Rajagopalan, J, Microelectromechanical Systems (MEMS)-Based Testing of Materials. In Handbook of Mechanics of Materials;

Schmauder, S., Chen, C.S., Chawla, K.K., Chawla, N., Chen, W., Kagawa, Y., Eds.; Springer: Singapore, 2019; pp. 1955–1979.
[CrossRef]

13. Rund, M.; Procházka, R.; Konopík, P.; Džugan, J.; Folgar, H. Investigation of Sample-size Influence on Tensile Test Results at
Different Strain Rates. Procedia Eng. 2015, 114, 410–415. [CrossRef]

14. Read, D.T.; Liew, L.A.; White, R.M.; Barbosa, N.; Geaney, J. Measuring flow curve and failure conditions for a MEMS-scale
electrodeposited nickel alloy. Mater. Res. Express 2019, 6, 0950a6. [CrossRef]

15. Hyun, H.C.; Kim, M.; Bang, S.; Lee, H. On acquiring true stress–strain curves for sheet specimens using tensile test and FE
analysis based on a local necking criterion. J. Mater. Res. 2014, 29, 695–707. [CrossRef]

16. Kamaya, M.; Kitsunai, Y.; Koshiishi, M. True stress–strain curve acquisition for irradiated stainless steel including the range
exceeding necking strain. J. Nucl. Mater. 2015, 465, 316–325. [CrossRef]

136



Micromachines 2022, 13, 2027

17. Hattalli, V.L.; Srivatsa, S.R. Sheet Metal Forming Processes–Recent Technological Advances. Mater. Today Proc. 2018, 5, 2564–2574.
[CrossRef]

18. ISO 6892-1:2019; Metallic Materials—Tensile Testing—Part 1: Method of Test at Room Temperature. International Organization
for Standardization: Geneva, Switzerland, 2019.

19. ISO 16808:2022; Metallic Materials—Sheet and Strip—Determination of Biaxial Stress-Strain Curve by Means of Bulge Test with
Optical Measuring Systems. International Organization for Standardization: Geneva, Switzerland, 2022.

20. Hetz, P.; Kraus, M.; Merklein, M. Characterization of sheet metal components by using an upsetting test with miniaturized
cylindrical specimen. CIRP Ann. 2022, 71, 233–236. [CrossRef]

21. Aitchison, C.; Tuckerman, L. The Pack Method for Compressive Tests of Thin Specimens of Materials Used in Thin-Wall Structures;
NASA Technical Reports Server (NTRS): Washington, DC, USA, 1939.

22. Jackman, K. Improved methods for determining the compression properties of sheet metal. Automot. Aviat. Ind. 1944, 11, 36–38.
23. Yoshida, F.; Uemori, T.; Fujiwara, K. Elastic–plastic behavior of steel sheets under in-plane cyclic tension–compression at large

strain. Int. J. Plast. 2002, 18, 633–659. [CrossRef]
24. Boger, R.K.; Wagoner, R.H.; Barlat, F.; Lee, M.G.; Chung, K. Continuous, large strain, tension/compression testing of sheet

material. Int. J. Plast. 2005, 21, 2319–2343. [CrossRef]
25. Sekine, A.; Kuwabara, T. 616 Development of In-Plane Reverse Loading Test Apparatus and Measurement of the Bauschinger

Effect of Sheet Metals. Proc. Autumn Conf. Tohoku Branch 2005, 41, 251–252. [CrossRef]
26. Tritschler, M.; Butz, A.; Helm, D.; Falkinger, G.; Kiese, J. Experimental analysis and modeling of the anisotropic response of

titanium alloy Ti-X for quasi-static loading at room temperature. Int. J. Mater. Form. 2014, 7, 259–273. [CrossRef]
27. Hußnätter, W. Yielding of magnesium alloy AZ31. In Proceedings of the ICTP2008, Gyeongju, Republic of Korea, 7–11 September

2008; p. 109.
28. Cruz, D.J.; Shamchi, S.P.; Santos, A.D.; Amaral, R.L.; Tavares, P.J.; Moreira, P. Development of a mini-tensile approach for sheet

metal testing using Digital Image Correlation. Proc. Struct. Integr. 2020, 25, 316–323. [CrossRef]
29. Pereira, J.; Xavier, J.; Ghiassi, B.; Lousada, J.; Morais, J. On the identification of earlywood and latewood radial elastic modulus of

Pinus pinaster by digital image correlation: A parametric analysis. J. Strain Anal. Eng. Des. 2018, 53, 566–574. [CrossRef]
30. Grédiac, M.; Hild, F. (Eds.) Full-Field Measurements and Identification in Solid Mechanics; John Wiley and Sons: Hoboken, NJ, USA, 2012.
31. Pan, B. Digital image correlation for surface deformation measurement: historical developments, recent advances and future

goals. Meas. Sci. Technol. 2018, 29, 082001. [CrossRef]
32. Cunha, F.; Santos, T.; Xavier, J. In Situ Monitoring of Additive Manufacturing Using Digital Image Correlation: A Review.

Materials 2021, 14, 1511. [CrossRef] [PubMed]
33. Sutton, M.; Mingqi, C.; Peters, W.; Chao, Y.; McNeill, S. Application of an optimized digital correlation method to planar

deformation analysis. Image Vis. Comput. 1986, 4, 143–150. [CrossRef]
34. Peters, W.H.; Ranson, W.F. Digital Imaging Techniques in Experimental Stress Analysis. Opt. Eng. 1982, 21, 427–431. [CrossRef]
35. Pan, B.; Qian, K.; Xie, H.; Asundi, A. Two-dimensional digital image correlation for in-plane displacement and strain measurement:

A review. Meas. Sci. Technol. 2009, 20, 062001. [CrossRef]
36. Xavier, J.; de Jesus, A.; Morais, J.; Pinto, J. Stereovision measurements on evaluating the modulus of elasticity of wood by

compression tests parallel to the grain. Constr. Build. Mater. 2012, 26, 207–215. [CrossRef]
37. Sousa, A.M.R.; Xavier, J.; Vaz, M.; Morais, J.J.L.; Filipe, V.M.J. Cross-Correlation and Differential Technique Combination to

Determine Displacement Fields. Strain 2011, 47, 87–98. [CrossRef]
38. Sendrowicz, A.; Myhre, A.O.; Wierdak, S.W.; Vinogradov, A. Challenges and Accomplishments in Mechanical Testing Instru-

mented by In Situ Techniques: Infrared Thermography, Digital Image Correlation, and Acoustic Emission. Appl. Sci. 2021, 11,
6718. [CrossRef]

39. Zhang, D.; Luo, M.; Arola, D. Displacement/strain measurements using an optical microscope and digital image correlation.
OPT Eng. 2006, 45, 2182108. [CrossRef]

40. Sun, Z.; Lyons, J.S.; McNeill, S.R. Measuring Microscopic Deformations with Digital Image Correlation. Opt. Lasers Eng. 1997,
27, 409–428. [CrossRef]

41. Sabaté, N.; Vogel, D.; Gollhardt, A.; Keller, J.; Michel, B.; Cané, C.; Gràcia, I.; Morante, J.R. Measurement of residual stresses in
micromachined structures in a microregion. Appl. Phys. Lett. 2006, 88, 071910. [CrossRef]

42. Touchard, F.; Bridier, F.; Villechaise, P.; Brillaud, J. In-plane strain measurements on a microscopic scale by coupling digital image
correlation and an in situ SEM technique. Mater. Charact. 2006, 56, 10–18. [CrossRef]

43. Vendroux, G.; Knauss, W. Submicron deformation field measurements: Part 1. Developing a digital scanning tunneling
microscope. Exp. Mech. 1998, 38, 18–23. [CrossRef]

44. Dong, Y.; Pan, B. A Review of Speckle Pattern Fabrication and Assessment for Digital Image Correlation. Exp. Mech. 2017,
57, 1161–1181. [CrossRef]

45. Jones, E.; Iadicola, M. (Eds.) A Good Practices Guide for Digital Image Correlation; International Digital Image Correlation Society:
Boston, MA, USA, 2018. [CrossRef]

46. Henriques, J.; Xavier, J.; Andrade-Campos, A. Identification of Orthotropic Elastic Properties of Wood by a Synthetic Image
Approach Based on Digital Image Correlation. Materials 2022, 15, 625. [CrossRef]

137



Micromachines 2022, 13, 2027

47. Lava, P.; Jones, E.; Wittevrongel, L.; Pierron, F. Validation of finite-element models using full-field experimental data: Levelling
finite-element analysis data through a digital image correlation engine. Strain 2020, 56, e12350. [CrossRef]

48. MatchID. MatchID Manual; MatchID: Metrology Beyond Colors: Gent, Belgium, 2017.
49. Yuan, W.; Zhang, Z.; Su, Y.; Qiao, L.; Chu, W. Influence of specimen thickness with rectangular cross-section on the tensile

properties of structural steels. Mater. Sci. Eng. A 2012, 532, 601–605. [CrossRef]
50. Bauschinger, J. On the change of the position of the elastic limit of iron and steel under cyclic variations of stress. Mitt. Mech.

Tech. Lab. Munich 1886, 13, 2.
51. Yoshida, F.; Uemori, T. A model of large-strain cyclic plasticity describing the Bauschinger effect and workhardening stagnation.

Int. J. Plast. 2002, 18, 661–686. [CrossRef]
52. Barlat, F.; Gracio, J.J.; Lee, M.G.; Rauch, E.F.; Vincze, G. An alternative to kinematic hardening in classical plasticity. Int. J. Plast.

2011, 27, 1309–1327. [CrossRef]
53. Lee, M.G.; Kim, D.; Kim, C.; Wenner, M.L.; Chung, K. Spring-back evaluation of automotive sheets based on isotropic–kinematic

hardening laws and non-quadratic anisotropic yield functions, part III: Applications. Int. J. Plast. 2005, 21, 915–953. [CrossRef]
54. Oliveira, M.; Alves, J.; Chaparro, B.; Menezes, L. Study on the influence of work-hardening modeling in springback prediction.

Int. J. Plast. 2007, 23, 516–543. [CrossRef]
55. Yoshida, F. Material models for accurate simulation of sheet metal forming and springback. In Proceedings of the AIP Conference

Proceedings, American Institute of Physics, Penang, Malaysia, 21–23 December 2010; Volume 1252, pp. 71–78.

138



Citation: Nirwan, J.S.; Lou, S.;

Hussain, S.; Nauman, M.; Hussain, T.;

Conway, B.R.; Ghori, M.U.

Electrically Tunable Lens

(ETL)-Based Variable Focus Imaging

System for Parametric Surface

Texture Analysis of Materials.

Micromachines 2022, 13, 17.

https://doi.org/10.3390/mi13010017

Academic Editors: Luigi Sirleto and

Giancarlo C. Righini

Received: 29 October 2021

Accepted: 18 December 2021

Published: 23 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

Electrically Tunable Lens (ETL)-Based Variable Focus Imaging
System for Parametric Surface Texture Analysis of Materials

Jorabar Singh Nirwan 1, Shan Lou 2 , Saqib Hussain 3, Muhammad Nauman 4 , Tariq Hussain 5,6,
Barbara R. Conway 1 and Muhammad Usman Ghori 1,*

1 Department of Pharmacy, School of Applied Sciences, University of Huddersfield,
Huddersfield HD1 3DH, UK; jorabar.nirwan@hud.ac.uk (J.S.N.); b.r.conway@hud.ac.uk (B.R.C.)

2 EPSRC Future Metrology Hub, University of Huddersfield, Queensgate, Huddersfield HD1 3DH, UK;
s.lou@hud.ac.uk

3 Department of Mathematics and Physics, Texas A&M International University, Laredo, TX 78041, USA;
saqib.hussain@tamiu.edu

4 Division of Mathematical and Physical Sciences, Institute of Science and Technology,
3400 Klosterneuburg, Austria; nouman.kakakhail@gmail.com

5 System Engineering Department, Military Technological College, Muscat 111, Oman;
tariq.hussain@mtc.edu.om

6 The Wolfson Centre for Bulk Solid Handling Technology, University of Greenwich, London SE10 9LS, UK
* Correspondence: M.Ghori@hud.ac.uk; Tel.: +44-(0)-1484-4732-95

Abstract: Electrically tunable lenses (ETLs) are those with the ability to alter their optical power
in response to an electric signal. This feature allows such systems to not only image the areas of
interest but also obtain spatial depth perception (depth of field, DOF). The aim of the present study
was to develop an ETL-based imaging system for quantitative surface analysis. Firstly, the system
was calibrated to achieve high depth resolution, warranting the accurate measurement of the depth
and to account for and correct any influences from external factors on the ETL. This was completed
using the Tenengrad operator which effectively identified the plane of best focus as demonstrated
by the linear relationship between the control current applied to the ETL and the height at which
the optical system focuses. The system was then employed to measure amplitude, spatial, hybrid,
and volume surface texture parameters of a model material (pharmaceutical dosage form) which
were validated against the parameters obtained using a previously validated surface texture analysis
technique, optical profilometry. There were no statistically significant differences between the surface
texture parameters measured by the techniques, highlighting the potential application of ETL-based
imaging systems as an easily adaptable and low-cost alternative surface texture analysis technique to
conventional microscopy techniques.

Keywords: surface texture; electrically tunable lens; materials; hypromellose; surface topography;
surface roughness; pharmaceutical tablet; variable focus imaging

1. Introduction

Surface texture may be defined as the repetitive or random deviation from the nominal
surface that forms the three-dimensional topography of the surface and includes roughness,
waviness, lay, and flaws [1]. In general, roughness is caused by fluctuations in the surface
of short wavelengths and is characterised by peaks and valleys of varying amplitudes and
spacings. Waviness (macroroughness) is the surface irregularity of longer wavelengths
and includes all irregularities whose spacing is greater than the roughness wavelengths.
The principal direction of the surface pattern is referred to as lay and is predominately
determined by the fabrication method, while flaws are unexpected, unwanted, and unin-
tentional interruptions in the texture [1,2]. These surface components play a vital role in
determining the functionality and behaviour of materials used in multiple applications
including mechanical components, construction material, surgical implants, and solid
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pharmaceutical formulations; hence, the measurement and control of these properties is
necessary for safe and effective functioning [3,4].

Current surface texture analysis techniques can be divided into two broad categories:
a contact type in which during measurement a component of the measurement instrument
contacts the surface to be measured and includes contact profilometers and atomic force
microscopy (AFM); and a non-contact type which includes coherence scanning interfer-
ometry, confocal microscopy, and scanning laser microscope [2]. These techniques have
been employed extensively in industry and academia with AFM currently considered the
most powerful and versatile technique for nanoscale imaging and multiple studies have
successfully employed this technique, either alone or in combination with another imaging
or analytical technique, to quantitatively assess the surface attributes [3–7]. However,
along with other contact-type techniques, this may cause damage to the sample surfaces
and precise attention must be given for the normal loads to be low enough so that the
contact stresses do not exceed the hardness of the surface to be measured [2]. Furthermore,
measurement of samples can be time consuming, and although this may be improved
with the use of non-contact techniques, these systems are generally large, expensive, and
require high power consumption. Another drawback of currently employed surface texture
analysis techniques is their inability to capture the full surface of a sample; thus, leaving
users restricted to being able to analyse only a limited area. Though, to an extent digital
holographic microscopy has mended this gap [8–12]; however, this imaging technique is
expert and resource intensive with heavy computational load, which necessitates devel-
opment of an accurate and sensitive numerical reconstruction algorithm for meaningful
data processing and results [13]. Moreover, the coexistence of twin images is a continuous
challenge with these imaging systems [14–16].

A unique solution to the aforementioned drawbacks of conventional surface texture
analysis techniques may be found in electrically tunable lenses (ETL), which possess the
ability to alter their optical power in response to an electric signal and have an imaging
system integrated with an advanced image stitching algorithm [3,17,18]. The mechanism
of ETL is achieved via two main approaches: local variations in refractive index which
include liquid crystals, and controlling the shape of the lens with the two main techniques
including electrowetting and shape-changing polymers [19]. In general, liquid crystal
lenses display larger focal length changes with lower applied voltage, although they suffer
from chromatic aberration. Electrowetting lenses have the characteristics of large power
range and fast response speed, while requiring a high driving voltage and possessing an
aperture of limited size [18,19]. Meanwhile, polymer-based liquid lenses allow the flexible
selection of aperture size and are composed of an optical fluid and an elastomeric polymer
membrane, usually polydimethylsiloxane (PDMS) [18–20]. These properties of ETL provide
them with multiple unique advantages over other systems including greater compactness
due to the use of less optomechanical components, a fast frequency response, less mechanic
motion, and lower power consumption [17,18,21,22].

Furthermore, ETL are not only able to image the areas of interest but are also able to
obtain different spatial depth perception (depth of field, DOF) [19,23–26]. Hu et al. [19]
tackled the issue of shallow working volume caused by the limited DOF of conventional
lenses by implementing an ETL to enlarge the 3D shape measurement range. With this
approach, the authors were able to capture always in-focus phase-shifted fringe patterns by
precisely synchronising the tunable lens attached to a camera with the image acquisition
and the pattern projection. A prototype system was developed which was able to perform
high-quality measurement for a depth range of approximately 1000 mm (400–1400 mm) and
a measurement error of 0.05%. The authors concluded that such a system is suitable to be
used for real-time 3D shape measurements by experimentally measuring moving objects.

A practical application of ETL was explored by Fahrbach et al. [23] who combined
a light-sheet microscope with an ETL for the in vivo investigation of highly dynamic
biological samples, for example, a beating zebrafish heart. The authors state that in order
to obtain images of different planes using a conventional light-sheet microscope, it is
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necessary to move the sample relative to the fixed focal plane of the detection objective lens
which limits speed, precision, and may be harmful to the sample. However, with the use
of ETL, the authors were able to achieve flexible volume imaging at much higher speeds
than previously reported and the DOF allowed them to image 17 planes within a beating
zebrafish heart [19]. Similarly, a study conducted by Chen and Lin [26] demonstrated an
electrically tunable endoscopic system by adopting a LC lens with a large spatial depth
perception. As conventional endoscopic systems consist of several solid lenses and suffer
from a fixed and limited DOF, the authors were able to image the object at different objective
distances using the new system and the corresponding DOF helped in enlarging the total
spatial depth perception in the scene [27].

However, although the usefulness of DOF and controlling the optical power in re-
sponse to the electrical signal has been reported, we hypothesised these features can be
exploited to investigate the parametric surface texture analysis of the materials. It is an-
ticipated that the DOF in ETL will be able to provide accurate measurement of peaks
and valleys present on the surface of materials thus allowing quantification of surface
texture parameters. Hence, the aim of the present study was to develop and utilise a
low-cost non-destructive ETL-based imaging system for 3D surface characterisation of
materials. To ensure efficient and accurate analysis of the material surface, the system
will firstly be calibrated using a widely adopted focus measure. The performance of the
newly developed system will also be compared and comprehensively validated against a
previously validated surface texture analysis technique—optical profilometry. Moreover,
an image stitching feature [3] will also be integrated to demonstrate its ability to analyse
the complete surface of the model material sample, a pharmaceutical tablet formulation.
The surface properties of solid-state pharmaceutical formulations are of critical importance
in determining the performance of the dosage form. The surface of dosage forms such as
tablets, can be modified, either intentionally, for example by coating, or unintentionally
through processing. A matrix tablet in its simplest form is a blend of a drug and a polymer
that controls the rate of drug release and in current study this was the pharmaceutical
system used as a model material.

2. Materials and Methods

Hydroxypropyl methylcellulose, HPMC, (K4M) and propranolol HCl were acquired from
Colorcon, Dartford, U.K. and Sigma-Aldrich Chemical Co., St. Louis, MI, USA, respectively.

2.1. Electrically Tunable Lens (ETL)-Based Imaging Setup

The multiple components of the ETL-based imaging system are displayed in
Figure 1. The system comprised a polymer-based liquid ETL (Phaseview, Verrières-le-
Buisson, France) attached to a driver (Phaseview, Verrières-le-Buisson, France) which
provided a voltage to the ETL and allowed tuning of this voltage (voltage range) enabling
adjustment of the ETL focal power (focal power range). The ETL driver was connected to a
computer used to control the voltage. Images were captured via a camera attached to the
ETL system which relayed the live images to the computer for image processing to obtain
3D surface texture parameters. In the current imaging system, a charge-coupled device
(CCD) camera with a light-emitting diode (light source) was employed. Furthermore, four
objective lenses were available to be used with the system possessing magnification powers
of 5×, 10×, 20×, and 50×. The specifications of the objective lenses are displayed in Table 1.
As the focus of the present research was DOF which decreases, along with z-resolution, as
numerical aperture increases, the objective lens utilised for the analyses in this study was
5× magnification. Moreover, to secure the sample under analysis, a high precision 0.25 µm
automatic motorised, computer controlled, vertical translation stage was used.
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Figure 1. Schematic illustration of ETL-based imaging system. (1) computer; (2) ETL driver; (3) cam-
era; (4) ETL; (5) automatic motorized vertical translation stage; and (6) stage controlling system. 

Table 1. Specifications of electrically tunable lens integrated add-on camera system. 
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(%) Max. Slope 
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10× 0.25 160 3 
20× 0.45 40 1 
50× 0.80 6.4 0.25 

Data obtained from the manufacturer. 

2.2. System Calibration 
Calibration of the ETL imaging system was conducted using a high precision 0.25 µm 

automatic motorised vertical translation stage. Briefly, this stage was set to different focus 
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the Tenengrad operator (Equation (1)) [28,29]. Although multiple focus measure tech-
niques are available, an ideal focus measure function produces its maximum value at the 
plane of best focus and values decrease in both directions as the defocus measure in-
creases. This function produces a bell-shaped curve when focus measure values are plot-
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Figure 1. Schematic illustration of ETL-based imaging system. (1) computer; (2) ETL
driver; (3) camera; (4) ETL; (5) automatic motorized vertical translation stage; and (6) stage
controlling system.

Table 1. Specifications of electrically tunable lens integrated add-on camera system.

Objective
Mag

Numerical
Aperture

Z-Range
(µm)

Z-Resolution
(µm)

Z-Axis
Accuracy (%)

Z-Axis
Repeatability (%) Max. Slope

5× 0.10 640 18.5

1 0.35 90◦
10× 0.25 160 3

20× 0.45 40 1

50× 0.80 6.4 0.25

Data obtained from the manufacturer.

2.2. System Calibration

Calibration of the ETL imaging system was conducted using a high precision 0.25 µm
automatic motorised vertical translation stage. Briefly, this stage was set to different focus
heights separated by regular intervals of 0.25 µm. For each focus height (µm), a series of
images was captured while modifying the focal length setting by adjustment of the control
current (mA) applied to the ETL and a focus measure was computed for each image using
the Tenengrad operator (Equation (1)) [28,29]. Although multiple focus measure techniques
are available, an ideal focus measure function produces its maximum value at the plane of
best focus and values decrease in both directions as the defocus measure increases. This
function produces a bell-shaped curve when focus measure values are plotted against
image sequences with different focus distances. In this regard, the Tenengrad operator
has been proven to be more accurate, robust, and less sensitive to noise than other focus
measure functions [17–19].

φTEN(I(x, y)) = ∑
M

∑
N
[S(x, y)]2 (1)
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where,

S(x, y) =
√∣∣Gx(x, y)

∣∣2+
∣∣Gy(x, y)

∣∣2 (2)

where Gx(x, y) and Gy(x, y) are the results of the Sobel operator which is used as an edge
detection method, applied to the area of interest, I, along the x and y direction, respectively.
The focus measure results were plotted against the corresponding control current (mA)
applied which resulted in Gaussian-like curves with the peak representing the plane of best
focus. To ensure the focus measure accurately detects the plane of best focus, the control
current (mA) required to reach the greatest focus measure (a.u.) for each focus height
(µm) (peak of each curve) was plotted against its corresponding focus height to establish a
linear relationship.

2.3. Preparation of Pharmaceutical Tablet Formulation

A pharmaceutical tablet formulation (model sample material) was prepared as de-
scribed by Nirwan et al., 2019 [3]. Briefly, a powder mixture of HPMC (30% w/w) and
propranolol (70% w/w) was prepared using a tubular mixer (Artisan Technology Group®,
Kansas City, MO, USA) at 50 rpm for 15 min, followed by content uniformity testing of the
mixture using ultraviolet spectroscopy which confirmed uniform mixing. Tablets of 300 mg
of the powder mixture were prepared using a Testometric™ M500–50 CT (Testometric™
Company Ltd., Rochdale, U.K.) apparatus directly connected to a computer with a 50 kN
load cell equipped with a 13.00 mm Atlas Evacuable Pellet Die (Specac® Limited, Orpington,
U.K.). Polished flat-faced punches were used, where the lower punch was held stationary
while the upper punch moved at a speed of 3 mm min−1 during loading and 1 mm min−1

on unloading and an applied pressure of 150 MPa was used. Following ejection of the
tablets, they were stored in an air-tight container over silica gel for 24 h to allow for elastic
recovery before further investigation. All compaction work was conducted at a relative
humidity and temperature in the range of 20% to 35% RH and 25 ◦C to 27 ◦C, respectively.

2.4. Imaging and Parametric Surface Texture Analysis of Matrix Tablet

Each tablet was fixed on an automatic motorised vertical translation stage using a
carbon sticky dot. Following this, 35 nanoscale images were captured to allow analysis of
the whole tablet surface using the ETL system in a controlled environment (temperature
18–25 ◦C and RH 25–33%) with an acquisition time of <1 min. The 35 individual images
were stitched together to produce a single image revealing the overall tablet surface by im-
plementing an image stitching algorithm using MATLAB® 2017 software (The MathWorks,
Inc., Natick, MA, USA). The overall process consisted of two stages: (a) image stitching
and (b) image blending. In the first stage, a relative position of the collected images was
generated followed by the identification of the correlation point which was performed by
sliding the adjacent edges of the image in both directions until a best match of edge features
was achieved. This method involves the choice of an optimal search space as illustrated in
Figure 2a, in which a detailed assessment was performed to identify the best correlation
(which was a 20% overlap in the present study). The normalised cross-correlation can be
expressed by the following equation, Equation (3):

∑L−1
x=0 ∑K−1

y=0 (w(x, y)− w)( f (x + i, y + j)− f (i, j))
√

∑L−1
x=0 ∑K−1

y=0 (w(x, y)− w)2
√

∑L−1
x=0 ∑K−1

y=0 ( f (x + i, y + j)− f (i, j))2
(3)

where w(x, y) represents a pixel value of the image, w is the mean value of the overall
pixels included in the box area, f (x + i, y + j) represents a pixel value of the composite
image inside the box area, and f (i, j) is the mean value of the composite image inside
the box area. K and L represent the box dimensions. In the image blending stage, an
advanced image blending algorithm was applied to improve the visual quality of the
composite image. Figure 2b displays this process in which an overlap between a new image
and the composite image is shown. For the collection of 3D quantitative surface texture
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parameters of all the stitched images, MATLAB® 2017 software (The MathWorks, Inc., USA)
was used [30–33]. The mathematical equations (Equations (4)–(19)) and description of the
surface texture parameters measured in this study are presented in Table 2. The surface
texture parameters obtained using the ETL system were validated with a conventional
optical interferometry system (Contour GT Elite K, Bruker Nano Surfaces, Bruker UK Ltd.,
Coventry, U.K.) previously validated by our group with singly acquired images (n = 5) [3].
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Figure 2. Schematic illustrations showing (a) image stitching and (b) blending of overlapping
image intensities. This image is adopted from [3] with permission from the publisher, Royal
Chemical Society.

Table 2. Summary of 3D surface texture parameters [34].

Surface Topography Parameters Description Equation

A
m

plitude

Root mean squared height
(Sq, nm)

Sq presents an overall measure of the
texture comprising the surface. Sq =

√
1

MN

N
∑

j=1

M
∑

i=1
n2
(

xi , yj

)
(4)

Arithmetical average of surface
(Sa, nm)

Provides an average of the overall
roughness of the surface. Sa = 1

MN

N
∑

j=1

M
∑

i=1

∣∣∣∣∣n
2
(

xi , yj

)∣∣∣∣∣
(5)

Skewness of height distribution
(Ssk)

Represents the degree of symmetry of
the surface heights about the mean
plane. The predominance of peaks
comprising the surface is indicated by
Ssk > 0, whereas the predominance of
valley structures is indicated by
Ssk < 0.

Ssk = 1
MNS3

q

N
∑

j=1

M
∑

i=1
n3
(

xi , yj

)
(6)

Kurtosis of height distribution
(Sku)

Reveals the presence of inordinately
high peaks/deep valleys (Sku > 3.00)
or lack thereof (Sku < 3.00) comprising
the surface.

Sku = 1
MNS4

q

N
∑

j=1

M
∑

i=1
n4
(

xi , yj

)
(7)

Highest peak of the surface
(Sp, nm) The height of the highest point. Sp = MAX

(
np
)

(8)

Lowest valley of the surface
(Sv, nm)

The depth of the lowest point
expressed as a negative number. Sv = MIN (nv) (9)

Deviation maximum height
(Sz, nm) The sum of Sp and Sv. Sz =

(∣∣Sp
∣∣+ |Sv|

)
(10)
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Table 2. Cont.

Surface Topography Parameters Description Equation

Spacing

Surface density summits
(Sds, 1/mm2)

Represents the number of summits per
unit area comprising the surface. A
summit is defined as at least 5% of Sz.

Sds =
Number o f summits

(M−1)(N−1). ∆x . ∆y
(11)

Surface aspect ratio
(Str)

Quantifies the spatial isotropy or
directionality of the surface texture.
The Str parameter will be closer to
0.00, whereas a spatially isotropic
texture will produce a Str of 1.00.

Str =
min (
√

t2
x+t2

y )
max (

√
t2

x+t2
y )

(12)

Surface autocorrelation length
(Sal, mm)

Represents the horizontal distance in
the direction in which the
autocorrelation function decays to a
specified value (0.2 by default) the
fastest. This provides a measure of the
distance over the surface such that the
new location will have minimal
correlation with the original location.

Sal = min
(√

t2
x + t2

y

)
(13)

H
ybrid

Surface root mean square
(Sdq)

Provides a measurement of the slopes
which comprise the surface. The Sdq
of a completely level surface is 0.
When a surface has any slope, its Sdq
value becomes larger.

Sdq =

√
1

(M−1)(N−1)

N
∑

j=2

M
∑

i=2
p2

i , j
(14)

Interfacial area ratio
(Sdr, %)

Represents a percentage the additional
surface area contributed by the texture
as compared with the projected
surface. The Sdr of a completely level
surface is 0 and increases with the
spatial intricacy of the texture.

Sdr =
∑N−1

j=1 ∑M−1
i=1 Ai, j−(M−1)(N−1)∆x . ∆y
(M−1)(N−1)∆x . ∆y . 100

(15)

V
olum

e

Material surface volume
(Vm, µm3/mm2)

The material volume Vm(p) at a given
material ratio p is defined as the
volume of the material per unit area
calculated from the (inverse) areal
material ratio function.

Vm = K
∫ p

0%[Smc(q)− Smc (q)] dq (16)

Core surface volume
(Vmc, µm3/mm2)

The volume of material contained
within the material ratio values of 10%
and 80%.

Vmc =
Vm(h0.8 )−Vm (h0.10)
(M−1)(N−1).∆x. ∆y

(17)

Void surface volume
(Vvc, µm3/mm2)

The void volume Vv(p) at a given
material ratio p is defined as the
volume of the voids per unit area
calculated from the (inverse) areal
material ratio function.

Vv = K
100%∫

p
[Smc(p)− Smc (q)] dq (18)

Core void surface volume
(Vvc, µm3/mm2)

The volume of space contained within
the material ratio values of 10%
and 80%.

Vvc =
Vv(h0.10 )−Vm (h0.8)
(M−1)(N−1).∆x. ∆y

(19)

Valley void surface volume
(Vvv, nm3/mm2)

The volume of space of the surface
from the height corresponding to a
material ratio value (80% by default)
to the lowest valley.

Vvv =
Vv(h0.8 )

(M−1)(N−1).∆x. ∆y
(20)

2.5. Statistical Analysis

Analysis of variance (ANOVA) (confidence limit of p < 0.05) was used to investigate
the statistical significance between the various surface texture parameters. Moreover, linear
regression and root mean square error were also calculated for the 2D line scan data points.
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3. Results and Discussion

To achieve high depth resolution, ensure accurate measurement of depth, and to
account for and correct any influences from external factors including temperature on the
ETL, calibration of the system is an essential process. The calibration process as described
in Section 2.2 resulted in the Gaussian-like curves displayed in Figure 3a with each curve
representing a different focus height as set on the automatic motorised vertical translation
stage. The graph displays the focus measure (a.u.) achieved as calculated using the
Tenengrad operator as the control current (mA) applied to the ETL which is adjusted
to modify the focal length setting (Figure 3a). To ensure the focus measure accurately
detects the plane of best focus, the control current (mA) required to reach the greatest
focus measure (a.u.) for each focus height (µm) (peak of each curve) was plotted against
its corresponding focus height (Figure 3b). This graph displayed a linear relationship
between the control current applied to the ETL and the height at which the optical system
focuses with a correlation coefficient of the linear regression of 0.999 indicating that the
focus measure accurately detects the plane of best focus.
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Figure 3. (a) Focus measure sweep as a function of tunable lens control current for different focus
height and (b) focus height as a function of the tunable lens control current, calibration curve of the
ETL imaging system.

Furthermore, the effectiveness of the Tenengrad operator as a focus measure is demon-
strated in Figure 4 in which the Gaussian-like curve obtained for the 25 µm focus height is
displayed along with the images captured at the peak and the extreme ends of the curve.
These images reveal the most in-focus image at the peak of the curve and a decrease in
focus on either side of the peak. This trend was especially evident upon visual analysis of
the points of reference in each corresponding image which are highlighted with arrows in
Figure 4 and display more in-focus features in the image captured at the peak of the curve
compared with the images captured at either side.

Qualitative surface texture analysis was conducted using the ETL system as well as
optical profilometry by producing 3D images of the surface of the tablet as presented in
Figure 5a–d. The images acquired from both systems were successfully stitched, as shown
in Figure 6a–d, using the method reported recently by our group [3]. The overall images
have not showed any discrepancy. The comparability of both techniques for the analysis of
the surface texture is shown in the rectangular boxes on the tablet surface which highlight
the same area of the surface in the image captured using optical profilometry (Figure 5a)
and the ETL system (Figure 5c). In these images, an almost identical surface texture can be
seen within the respective rectangular boxes of both techniques with a similar location, size,
and intensity of valleys as demonstrated by 2D line scans (Figure 7). The 2D line scan data
points were further comparatively analysed and the findings showed a good agreement
in data with RMSE (root mean square error) = 0.166 and R2 (correlation coefficient) = 0.96,
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Figure 7b. Overall, these images display a smooth tablet surface with minimal peaks and
an equal distribution of valleys (Figure 5a–d). However, a higher degree of valleys can be
seen in the image generated by the ETL-based system as displayed by the darker spots on
the tablet surface (Figure 5c,d) and 2D line scan (Figure 7).
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Figure 7. (a) 2D line scans of the tablets generated using a line passing through the exact centre
point of the pharmaceutical tablet images generated using optical profilometry and newly developed
ETL-based imaging system and (b) quantitative comparison by determining the root mean square
error (RMSE) of the 2D line scan data points.
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To further explore the comparability of both surface texture analysis techniques,
quantitative analysis was also conducted by analysing surface texture parameters. The
surface texture parameters explored in this study include amplitude, spacing, hybrid, and
volume parameters. Amplitude parameters, which are also known as height parameters,
provide analysis of vertical deviations of the roughness profile of the surface from the mean
line, whereas spatial parameters focus on the direction of the plane. Hybrid parameters
characterise both the height direction and the direction of the plane. Finally, volume
parameters relate to the volume of material contained within specified material ratio values
using the areal material ratio curve.

Surface texture analysis was conducted using the ETL system as well as optical
profilometry and results are presented in the form of box and whisker plots to allow visual
comparison of the surface texture parameters obtained using both techniques (Figures 8–10).
The first of the amplitude parameters analysed were the arithmetical mean height (Sa) and
the root mean square height (Sq). These measures assess the average standard deviation
of the valleys and peaks in a surface profile and are typically used as a general evaluation
of the surface roughness [35]. The mean Sa of the tablet surface obtained using the ETL
system and optical profilometry was 3.35 µm and 3.32 µm, respectively, and the mean
Sq was 4.28 µm and 4.23 µm, respectively. The maximum peak height (Sp), which is the
height of the highest peak within the defined area, and the maximum pit height (Sv),
which is the absolute value of the depth of the deepest pit within the defined area, were
also analysed. The mean Sp and Sv of the surface obtained using the ETL system were
48.80 µm and 57.00 µm, respectively, and 51.86 µm and 54.48 µm, respectively, for optical
profilometry. The sum of Sp and Sv were also calculated and defined as the maximum
height (Sz). The mean Sz of the tablet surface obtained using the ETL system and optical
profilometry was 110.20 µm and 106.34 µm, respectively. Furthermore, the skewness (Ssk),
which represents the degree of symmetry of the surface heights about the mean plane, was
also evaluated. The mean Ssk obtained using the ETL system and optical profilometry was
−0.20 µm and −0.189 µm, respectively, indicating the predominance of valley structures
and a height distribution skewed above the mean plane (Ssk < 0). The kurtosis (Sku), which
measures the sharpness of the roughness profile, indicated either a normal distribution
(Sku = 3.00) or slightly skewed towards a presence of inordinately high peaks/deep valleys
(Sku > 3.00) as determined by the mean Sku obtained using the ETL system (3.00 µm) and
optical profilometry (3.044 µm). Upon visual analysis of the box and whisker plots of the
amplitude parameters (Figure 8), it may be observed that the surface texture parameters
obtained using the ETL system generally resulted in a slightly larger interquartile range
(Figure 8a–f) indicating greater variability in the results, however, not significant.

The spatial parameters explored in this study relate to the autocorrelation function
which is a measurement of how regular or periodic the surface is. This is quantified by
comparing a shifted image of the surface with the original image. An autocorrelation
function of 1.00 indicates that the shifted surface is identical to the original surface, whereas
an autocorrelation function of −1.00 suggests that all peaks align with corresponding
valleys [30]. One application of the autocorrelation function in surface texture analysis
is the measurement of the autocorrelation length (Sal) which represents the horizontal
distance in the direction in which the autocorrelation function decays to a specified value
(0.2 by default) the fastest. This provides a measure of the distance over the surface such
that the new location will have minimal correlation with the original location. The mean
Sal obtained used the ETL system and the optical profilometry system were 92.50 µm and
91.20 µm, respectively. Furthermore, the texture aspect ratio (Str) was also measured which
quantifies the spatial isotropy or directionality of the surface texture. This value is calculated
by dividing the value of Sal by the horizontal distance in the direction of the slowest decay
of autocorrelation function to the value (0.2 by default). The mean values of Str were
calculated as 0.901 and 0.880 for the ETL system and optical microscopy, respectively.
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Figure 10. Spatial parameters of 3D surface texture analysis. (a) Vm: material surface volume; (b) Vv:
surface void volume; (c) Vvv: valley void volume; (d) Vvc: core void volume; and (e) Vmc: core
material surface volume; (f) Vvc + Vmc: core void plus core material surface.

The hybrid parameters characterised in the present study include the developed
interfacial area ratio (Sdr), root mean square of the slope (Sdq), and summit density (Sds).
Sdr and Sdq are useful parameters for differentiating surfaces of similar amplitudes and
average roughness and effectively quantify the spatial intricacy of the surface as well as
the slope. The mean values of Sdr and Sdq computed using the ETL system and optical
microscopy were 0.500 and 0.512, respectively, for Sdr, and 1.00 and 1.02, respectively, for
Sdq. Sds, on the other hand, is a measure of the number of summits comprising the surface
per unit area using a definition of a summit as 5% of Sz. Use of the ETL system and optical
profilometry produced mean Sds values of 82.6 1/µm2 and 84.2 1/µm2, respectively. Both
imaging techniques revealed no statistically significant difference between the methods
(Figure 9).

The volume parameter defined as the material volume (Vm) provides a measure
of the volume of material of the surface from the height corresponding to a material
ratio value (which may be set to any value from 0% to 100%) to the highest peak of
the surface. Similarly, Vmc (core material volume) is the volume of material contained
within the material ratio values of 10% and 80%. The mean values calculated for these
two parameters using the ETL system and optical microscopy were 0.190 µm3/µm2 and
0.192 µm3/µm2, respectively, for Vm, and 1.86 µm3/µm2 and 1.84 µm3/µm2, respectively,
for Vmc. Other volume parameters explored in the present study include the void volume
(Vv), dale void volume (Vvv), and core void volume (Vvc) which all provide a measure of the
volume of material that would fill the surface between the chosen material ratio values [30].
The mean Vv, Vvv, and Vvvc values measured for the ETL system were 3.86 µm3/µm2,
0.198 µm3/µm2, and 3.12 µm3/µm2, respectively, and 3.82 µm3/µm2, 0.195 µm3/µm2,
3.15 µm3/µm2, respectively, for optical profilometry. Similar to the amplitude parameters,
visual analysis of the box and whisker plots of the volume parameters (Figure 10) revealed
slightly larger interquartile range for the parameters obtained using the ETL-based imaging
system compared with optical microscopy (Figure 10a–c,e–f) indicating variability in the
results, however, not statistically significant.
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4. Conclusions

The current study successfully developed and employed an ETL variable focus imag-
ing system for the quantitative surface texture analysis of a pharmaceutical solid dosage
form (model material sample). The Tenengrad operator used to calibrate the system effec-
tively identified the plane of best focus as demonstrated by the linear relationship between
the control current applied to the ETL and the height at which the optical system focuses.
The system was then successfully utilised to obtain surface texture parameters which re-
lated to the amplitude, spatial, hybrid, and volume characteristics of the surface. Moreover,
validation of the ETL system against optical profilometry revealed comparable values of the
parameters for both techniques with no statistically significant differences between the two.
These results highlighted the potential application for ETL systems as an easily adaptable,
low cost alternative non-destructive surface texture analysis method due to its enhanced
DOF compared with conventional microscopy techniques including contact profilometers,
AFM, coherence scanning interferometry, confocal microscopy, scanning laser microscope,
and structure light scanning. It is anticipated that the benefits of this technique will have a
wide-ranging impact in multiple industries as a powerful method for the surface analysis
of materials including mechanical components, construction material, surgical implants,
and pharmaceutical formulations.
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Abstract: A variety of specialty fibers such as no-core fiber (NCF) have already been studied to
reveal their sensing abilities. In this work, we investigate a specialty fiber, square-core fiber, for
temperature and strain sensing. A simple single-mode–multimode–single-mode (SMS) fiber sensor
was fabricated, consisting of a 30-cm-long square-core fiber. The experimental results indicate that
the maximal wavelength-temperature and wavelength-strain sensitivities are −15.3 pm/◦C and
−1.5 pm/μY, respectively, while the maximal power-temperature and power-strain sensitivities are
0.0896 dBm/◦C and 0.0756 dBm/μY. Analysis of the results suggests that the fiber sensor has the
potential to be used as a high-sensitivity temperature sensor with a low strain sensitivity.

Keywords: multimode interference; square-core fiber; temperature measurement; strain measure-
ment; optical fiber sensors

1. Introduction

Optical fiber sensors have been a promising sensing device for decades due to their
intrinsic characteristics, such as compact size, fast response, low cost, and insensitivity
to electromagnetic fields [1–4]. A wide variety of configurations have been successfully
reported according to the development of optical fiber fabrication techniques, for instance,
based on fiber Bragg gratings (FBGs) [5], long-period gratings (LPGs) [6], Raman scatter-
ing [7], and Brillouin scattering [8]. The fabrication of these configurations usually requires
sophisticated devices that result in relatively high costs. To address these factors, a simpler
structure based on multimode interference was first reported by Mehta et al. in 2003 [9].
Since then, the multimode interference effect, which exists in multimode waveguides,
has been comprehensively investigated. The basic optical fiber structure to fabricate a
multimode interference device is a so-called single-mode–multimode–single-mode (SMS)
fiber sensor, consisting of a short segment of multimode fiber (MMF) sandwiched between
two single-mode fibers (SMFs).

Single-mode–multimode–single-mode (SMS) fiber structure has received significant
attention in the last years because of its unique spectral features, high sensitivity, easy
fabrication, and potential low costs [10,11]. It also shows great compatibility with other
photonic devices and structures. For example, it can easily connect to other fiber structures
with great flexibility to achieve better sensor performance such as higher sensitivity or multi-
parameter measurement [12,13]. As such, it can perform flexibly as a variety of sensors in
different scenarios, including temperature sensors [14], curvature sensor [15], refractive
index sensors [16,17], humidity sensors [18], position sensors [19], strain sensors [20], and
biomedical sensors [21].

Due to the high demand for sensing stability and measurement accuracy of fiber sen-
sors, several effective post-processing technologies have been studied, such as tapering [22],
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etching [23], and polishing [24]. These approaches often require high-precision apparatus
that drastically raise the manufacturing costs and difficulties, such as a high-accuracy
fiber side-polishing system. An alternative approach, which can fulfill this demand with
low costs and less complexity, is to consider specialty fibers by studying their feasibil-
ity and sensing performance. Some multimode-interference-based fiber sensors using
specialty fibers have been reported to reveal the advantages of studying specialty fibers.
Zhao et al. have fabricated a multimode-interference-based fiber sensor by splicing two
segments of SMF and a 5-cm-long hollow core fiber (HCF) via two abrupt tapered joints.
A temperature sensitivity of 0.0123 nm/◦C and a curvature sensitivity of −5.05 dB/m−1

have been obtained [25]. Another multimode-interference-based fiber sensor consisting of
cascaded MMF and photonic crystal fiber (PCF) fusion spliced with two sections of SMF
was demonstrated by Yang et al., which has obtained a strain sensitivity of −14.89 pm/μY
and a temperature sensitivity of −243.8 pm/◦C [26].

Here, we investigated the sensing performance of a simple multimode-interference-
based fiber sensor containing a specialty fiber, the square-core fiber, for temperature and
strain measurement. Square-core fiber produces an optical beam with uniform intensity
over the core area because the shape of the core promotes mode mixing as light propagates
through the fiber. It results in an even distribution of spatial modes in the output beam;
therefore, it is ideal for applications such as laser machining. Further, square-core fiber
also offers reduced focal ratio degradation, which means the square core shape is free
from the input–output correlations, showing great potential for imaging and spectroscopy
applications. These features of square-core fiber have been demonstrated by Velsink et al.
by investigating the core shape, i.e., square core shape and circular core shape, for wavefront
shaping application where a focus is formed at the output of the MMF [27]; however, the
sensing ability of square-core fiber has not been experimentally studied. In this work, we
demonstrated that the sensing performance of square-core fiber is promising. In addition, as
the square core shape has not been experimentally proved, a comparison to other specialty
fibers, which are mostly circular core shapes, is also presented. The experimental results
also show that this fiber sensor can exhibit great potential applications in strain-insensitive
temperature measurement.

2. Sensor Fabrication and Principle

A simple SMS fiber structure implementing the square-core fiber is proposed and
studied. The general sensing principle of the SMS fiber sensor is based on the self-imaging
effect in the multimode waveguide, i.e., multimode interference (MMI). The injected
light is guided from the input SMF into the MMF and propagates along with the MMF
core. The spot-size difference between the fundamental modes in the SMF and MMF
excites a few lower modes in the MMF, which propagate with different propagation
constants. The transmitted light in the MMF section generates multiple characteristic dips
(or peaks) induced by multimode interference in its transmission spectrum [28]. At the
second conjunction, these fields are coupled back to the fundamental mode of the output
SMF. It needs to clarify that if the evanescent field of the SMS structure does not leak
into the external media, it cannot sense the ambient changes. According to the detailed
calculation [29,30], the sensing principle can be summarized as

%>DC = | �2
0 + �2

1 4
8 (V0−V1)! + �2

2 4
8 (V0−V2)! + . . . |2 , (1)

where %>DC is the power in the output SMF, �8 is the field amplitude of the 8-th mode at
the first SMF/MMF boundary, V8 is the propagation constant of the 8-th mode, and ! is
the length of the MMF. Equation (1) shows that the optical power in the output fiber is
affected by physical changes caused by temperature and strain. A shift in the transmission
spectrum occurs when temperature change and strain are applied to the MMF because
they influence the inherent thermal expansion, photoelastic and thermo-optic effects of
the fiber material, refractive indexes of the fiber, and fiber core diameter [31,32]; therefore,
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these changes can be quantitatively evaluated by measuring the shift in either power or
spectral location of peaks (or dips).

Figure 1 shows the schematic diagram of the experimental setup for temperature and
strain measurement. The square-core fiber (FP150QMT, Thorlabs) features a 150 ± 10 μm ×
150 ± 10 μm square silica core, surrounded by a ϕ225 μm circular polymer cladding. The
square-core fiber with a length of 30 cm is used as the sensing region, as shown in Figure 2.
As the cladding material comprises hard polymer, it is connected to two silica SMFs (size:
9/125 μm) by butt-coupling, i.e., both ends of the square-core fiber are connected to the ends
of SMFs via FC/PC mating adaptors [33]. One end of the SMF connects to a broadband
light source (BLS, central wavelength 1550 nm) emitting the incident light, while the end
of the other SMF connects to an optical spectrum analyzer (OSA), which simultaneously
detects the changes in the light spectrum. To investigate the response of the proposed
fiber sensor to axial strain variation, the sample is placed and clamped on two translation
stages, which can be accurately controlled and hence apply varying axial tensile stress on
the sample according to a standard strain calculation equation [31]:

ΔY =
Δ!
!

, (2)

where ! is the initial distance between two translation stages and Δ! is the additional
displacement when longitudinal stress is introduced to the proposed fiber sensor. The
square-core fiber segment is also placed on a heating plate used as the heating device to
control the temperature with 0.1 ◦C resolution.

℃

OSABLS

Heating Device
Fixed Stage Translation Stage

SMF SMF

Square-Core Fiber

Applied Strain

SMF SMF
Square-Core Fiber

Sensor Configuration

Figure 1. Schematic diagram of the experimental setup for temperature and strain measurement.
The insert shows the schematic diagram of the fiber sensor; BLS, broadband light source; SMF,
single-mode fiber; OSA, optical spectrum analyzer.

(a) (b)

Circular Cladding
(Hard Polymer)

Square Core
(Silica)

Figure 2. (a) Photo of square-core fiber from the top view. (b) Schematic diagram of the square
core shape.
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The transmission spectrum contains multiple dips caused by multimode interference
within the spectrum range. In typical multimode interference structures, the interference
fringes are being distorted due to multiple modes which are excited and participate in the
interference. Although any of these dips (or peaks) can be used as a spectral indicator for
sensing, the least distorted one is typically chosen to minimize the measurement error. In
this work, we choose the one close to the central wavelength 1550 nm of the BLS. Note
that the spectral distortion is significant in square-core fiber because of its imperfect end
faces. In Figure 2a, it can be seen that the end face of square-core fiber is not perfect. This
factor affects the coupling and the distortion in the transmission spectrum. Commonly,
the specialty fibers can not be cleaved by standard cleaving devices, as the technology of
cleaving specialty fibers has not been satisfactorily proved yet; however, if the imperfection
is not in the fiber core region, the influence can be reduced or minimized. Further, using
other methods, such as polishing, can improve the sensor performance. Despite these
issues, this sensor structure is interesting because of its simple and inexpensive fabrication
method and is therefore investigated in more detail.

3. Experiment and Discussion

The temperature dependence of the proposed fiber sensor was first measured with-
out strain applied during the experiment. The square-core fiber section was heated in
10 ◦C steps to stabilize the sensing ability from 30 ◦C to 80 ◦C. As shown in Figure 3a, the
wavelength and power of the chosen dip change as the temperature changes. When the
temperature increased, the dip shifted to shorter wavelengths accompanied by the transmis-
sion power increasing. The resulting changes in dip wavelength and transmission power
versus temperature are plotted and fitted in Figure 3b. The fitting results of wavelength-
temperature (blue solid line) and power-temperature (green dash-dot line) both exhibit a
high linear regression coefficient value ('2) when subject to linear regression analysis. It
was determined that the wavelength-temperature sensitivity is −15.3 pm/◦C with an '2

value of 0.954, and the power-temperature sensitivity is 0.0896 dBm/◦C with an '2 value of
0.970. The experiment was carried out for the second round in the same temperature range,
and the spectral dip shifts on temperature and the fitting results are as shown in Figure 3c,d,
respectively. The measured wavelength-temperature sensitivity is −14.8 pm/◦C with an '2

value of 0.930, and the power-temperature sensitivity is 0.0857 dBm/◦C with an '2 value
of 0.978. The absolute value of wavelength-temperature sensitivity is comparable with
other specialty fiber sensors, such as the fiber sensor based on cascaded single-mode–no-
core–single-mode (SNS) and single-mode–multimode–single-mode (SMS) fiber structure,
the absolute value of obtained wavelength-temperature sensitivity is around 1.7 times than
that [34].

Furthermore, the experiment of strain measurement was conducted at room tempera-
ture (averagely 20 ◦C). The measured dependence of the spectral dip on strain is shown in
Figure 4a. The spectral dip shifts to shorter wavelengths with increasing strain applied,
whereas the transmission power increases. Figure 4b illustrates the dip wavelength and
transmission power against strain, which also includes the linear fit of wavelength-strain
(blue solid line) and power-strain (green dash-dot line), respectively. It can be seen that both
fitting curves exhibit good linearity with high linear regression coefficient values ('2). The
wavelength-strain sensitivity is −1.2 pm/μY with an '2 value of 0.953 and the power-strain
sensitivity is 0.0678 dBm/μY with an '2 value of 0.985. The experiment was carried out
for the second round in the same strain range, and the spectral dip shifts on strain and the
fitting results are as shown in Figure 4c,d, respectively. The measured wavelength-strain
sensitivity is −1.5 pm/μY with an '2 value of 0.928, and the power-strain sensitivity is
0.0756 dBm/μY with an '2 value of 0.981. The absolute value of wavelength-strain sensi-
tivity is comparable to the strain sensitivity of a thin core fiber implemented multimode
interference fiber sensor with a core offset structure [35].
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Figure 3. Measured dependence of spectral dip shifts on temperature in the range of 30 ◦C to 80 ◦C
in steps of 10 ◦C, (a) first round and (c) second round. Dip shift as a function of temperature, (b) first
round and (d) second round. The blue solid line represents dip wavelength shift against temperature,
and the green dash-dot line represents dip power against temperature.

The two-round reproducibility of the temperature and strain measurement is pre-
sented. Figure 5a shows the average wavelength-temperature sensitivity and power-
temperature sensitivity are −15.1 pm/◦C and 0.0877 dBm/◦C, respectively. The maxi-
mal standard deviation of wavelength shifts is 0.0177 nm and of transmission power is
0.2174 dBm. Figure 5b shows the average wavelength-strain sensitivity is −1.3 pm/μY and
average power-strain sensitivity is 0.0717 dBm/μY. The related maximal standard deviation
of wavelength shifts and transmission power are 0.0176 nm and 0.5675 dBm, respectively.

Comparing Figures 3b and 4b, the absolute value of wavelength-temperature sensitiv-
ity shows high-temperature measurability, while the small absolute value of wavelength-
strain indicates that the proposed fiber sensor is less sensitive to applied strain. Therefore,
the multimode interference in the square-core fiber can be potentially exploited to develop
high-sensitivity temperature sensors with reduced strain sensitivity. Table 1 presents a com-
parison of the temperature measurability for different specialty fibers, which shows that
the temperature sensing ability of square-core fiber is promising with a simple structure.
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Figure 4. Measured dependence of spectral dip shifts on strain in the range of 50 μY to 150 μY in steps
of 20 μY, (a) first round and (c) second round. Dip shift as a function of strain, (b) first round and
(d) second round. The blue solid line represents dip wavelength shift against strain, and the green
dash-dot line represents dip power against strain.
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Figure 5. (a) Relation between average wavelength shifts and temperature, and the relation between
average power changes and temperature. Error bar indicates the standard deviation. (b) Relation
between average wavelength shifts and strain, and the relation between average power changes and
strain. Error bar indicates the standard deviation.
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Table 1. Comparison of temperature sensitivities with other multimode-interference-based optical
fiber sensors using specialty fibers.

Optical Fiber Sensor Structure Measurement
Range Sensitivity (max.) Reference

SMF-HCF-SMF (with
abrupt taper joints) 18–50 ◦C 12.3 pm/◦C [25]

SMF-No-Core Fiber (NCF)-
SMF-MMF-SMF 30–90 ◦C 9.2 pm/◦C [34]

SMF-Tapered NCF-SMF 0–280 ◦C 16.56 pm/◦C [36]

SMF-NCF-SMF (with FBG) 0–50 ◦C 12.8 pm/◦C [37]
Tapered SMF-Micro MMF-

Tapered SMF 35–60 ◦C 0.028 dB/◦C [38]

SMF-Square-Core Fiber-SMF 30–80 ◦C
−15.3 pm/◦C

0.0896 dBm/◦C This work

4. Conclusions

In conclusion, the sensing characteristics of square-core fiber were experimentally in-
vestigated in a simple SMS structure for temperature and strain measurement. The obtained
maximal wavelength-temperature and wavelength-strain sensitivities are −15.3 pm/◦C
and −1.5 pm/μY, respectively, with the maximal power sensitivities of 0.0896 dBm/◦C
and 0.0756 dBm/μY for temperature and strain. The measurement results proved that
square-core fiber is promising for sensing. Further, it also indicates that this sensor can
exhibit great potential applications in strain-insensitive temperature measurement.
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Abstract: Azobenzene is one of the most investigated photo-responsive liquid crystalline molecules.
It can isomerize between two different isoforms, trans (E) and cis (Z) configurations, when stimulated
by light. It is used as a molecular engine in photo-mobile materials (PMPs). The use of liquid crystals
(LCs) as building blocks enhances the mechanical properties of the PMPs. It is not easy to obtain
PMPs with monodomain configurations when the LCs are 100% azobenzene. In this work, we
studied three LC mixtures, describing the thermo/mechanical phenomena that regulate the actuation
of such materials. The nematic temperature of the LC elastomers was measured and the PMPs
carefully characterized for their bending and speed capability. Our finding suggests that the ratio
between linear and cross-linker monomer greatly influences the nematic temperature of the mixture.
Furthermore, 100% azobenzene materials polymerized using dicumyl peroxide can be useful to
design polarization-selective switches.

Keywords: azobenzene; photo-mobile polymers; liquid crystals; thermal properties

1. Introduction

Conversion of light into mechanical work has been a hot topic for over 50 years. This
approach is of great interest because actuators can be temporally, spatially, and remotely
controlled by light, which can be beneficial in various applications [1–7].

One of the most investigated photo-responsive liquid crystalline molecules is the
azobenzene [5,8–11] that isomerizes between trans (E) and cis (Z) configurations [12,13]
when stimulated by polarized light. This isomerization can be exploited to use azobenzene
as an engine to impart phototropic properties to materials. Azobenzene has been included
in materials or as a dopant dye or as moiety in the polymeric network. In 1967, Lovrien [14]
was the first to dope a polymer with photosensitive chromophores (such as azobenzene)
generating a photomechanical outcome. However, phase separation of the chromophore
and the matrix might occur, which is the major drawback. Initially in the early works [15],
the synthesis of polymer networks with embedded azobenzene had a limited contractile
strain (less than 1%) and the materials used to record optical gratings [16,17]. Later,
with the use of liquid crystal (LCs)-based acrylate monomers, it was possible to improve
the strength and strain of such materials [18,19]. This approach is of interest, since the
characteristic anisotropy of LCs increases the mechanical properties of the polymer. The
use of azobenzene molecules embedded as moieties in liquid crystal elastomers (LCEs)
yields photo-mobile materials that efficiently convert light into mechanical output [5,19].
Subsequently, the focus in the literature was to decrease their concentration to allow the use
of photo-initiators, which are greener and easier to use compared to traditional initiators.
Photo-initiators cannot absorb enough energy to start polymerization in the presence of
an azobenzene concentration higher than 20%. Furthermore, it is difficult to obtain PMPs
with monodomain configurations with 100% azobenzene, since the nematic temperature
range of azo-based LCs is quite narrow. In this work, three LC mixtures comprised
of 100% of azobenzene moieties were developed and characterized. In particular, the
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thermo/mechanical phenomena that regulate the actuation of such materials are described.
Also, as compared to traditional methods [5,6], the polymerization was achieved using
dicumyl peroxide. Our finding suggests that such material can be useful for designing
polarization-selective switches. The polarization effect on the activity of the switch seems
to be independent from thermotropic components.

2. Materials and Methods
2.1. Preparation of Cell Reactor

For preparing reactor cells, we used glass slides and plastic spacers. Each glass slide
was cut at needed measurements using a diamond tip. Subsequently, they were washed
using, in sequence, first, glassware liquid cleaner (10 min sonic bath), then ultra-pure water
(10 min sonic bath), acetone (20 min sonic bath), and finally isopropanol (5 min sonic bath).
Once dry, the glass slides were spin-coated (3 s 4000 rpm, 30 s 4000 rpm, 3 s 0 rpm) using
Elvamide (1%, 3%, 6%, w/w concentration in methanol). Finally, the slides were rubbed
automatically using an automatized home-made machine. The rubbed sides of two glasses
were faced anti-parallelly (respect to the rubbed direction) and spaced with a 50 µm thick
Kapton layer to obtain a cell reactor.

2.2. Themo-Optical Characterization of Monomer Mixtures

To evaluate the orientational order of the mixture of LC monomers, we estimated the
order parameter using linear dichroism measurements by transmission of light through the
sample, with a set-up composed of: polarized laser (wavelength 633 or 457 nm), a heater
chamber with an optical window (Mettler Toledo FP82HT), and a power detector (Coherent
Model M-2). To evaluate the order parameter from polarized transmitted light, we used
the dichroic ratio as reported in Equation (1) [10], with a transition moment parallel to the
principal axis of the molecules:

S =
(A ‖ −A⊥)
(A ‖ +2A⊥) (1)

where A⊥ and AII are the absorbances of the cell containing the molten monomers mix,
which have a director (defined as the mean value of the directions of the molecular long
axes) n perpendicular or parallel, respectively, to the direction of the laser polarization. The
absorbance was calculated as: log10

1
T , where T represents the cell transmittance.

The birefringence of the molten mix was investigated by introducing a polarizer before
the power detector, and measuring the transmittance when the cell was perpendicular,
parallel, or tilted 45 degrees as compared to the direction of the laser polarization.

2.3. Synthesis of the Photo-Mobile Polymer

The PMP films were prepared using three mixtures of LC monomers. We used
three different molar ratios between A6zA6 (cross-linker) and A6z2 (linear) (BEAM co.
www.beamco.com–structures in Supplementary Materials Figure S3) of 1:8, 1:1, and 8:1.
The initiator used was the dicumyl peroxide, and this was 6.6 mol% of the total. The
mixture of LCs used in this work are achiral and nematic molecules.

The mixtures were solubilized in DCM to help the homogenization at room tempera-
ture. The solvent was left to evaporate overnight under the fume hood.

Once dry, the mixture was injected by capillarity in the cells and the initiator activated.
Subsequently, the cells were heated to the nematic temperature using the heating stage of
Mettler Toledo FP82HT.

2.4. Spectrophotometry Measurement

Spectrophotometer JASCO V-650 (accuracy 0.5 nm, range 190–850 nm, Oklahoma,
OK, USA) was used to investigate the optical properties of the PMP films. Both total
transmittance T (%) and total reflectance R (%) were measured using the integrating sphere
JASCO ISN-722 (inside diameter 60 mm, range 200–870 nm).
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2.5. Photo-Actuation Characterization of PMPs

The PMPs actuators were cut as cantilevers (5 mm × 1 mm) and irradiated at 405,
457, 532, and 785 nm with 100:1 polarized laser. The set-up was composed of a neutral
density filter, a retarder waveplate (λ/2), a focusing lens, and a sample holder mounted on
a 3D translator.

The movements of the cantilevers were recorded at 60 fps. The movies were unpacked
using virtualDub (v1.10.4). The bending angle was measured from the frames collected,
considering both the initial and the final position of the cantilever respective to a graph
paper placed behind the sample. The angle was converted first in radiant then in arclength
(mm), and the speed calculated in m/s. The seconds were obtained by considering the
number of frames in which the cantilever reaches its maximum bending.

2.6. Thermographic Measurements

Thermal response of the PMP film under laser irradiation was investigated by ther-
mographic measurements. Analysis was performed using a LWIR AVIO TVS500 camera
with an uncooled microbolometric detector (spectral range 8–14 µm, FPA 320 × 240 pixels
and NETD ~60 mK at 25 ◦C) mounted with a 22 mm focal lens with iFOV 1.68 mrad.
Thermal movies of the PMP films with a frame rate of 10 Hz were recorded while they
were irradiated with a laser wavelength of 457 nm and power in the range 10–80 mW. The
commercial software, IRT Analyzer (GRAYESS Inc.), which was supplied with the camera,
was used for monitoring the temperature in real-time and for basic operations.

2.7. Polarized Optical Microscopy

The experiments were performed with a polarized upright microscope (Olympus BX51).

3. Results and Discussion
3.1. Fabrication and Synthesis Optimization

In the first step of this work, the possibility of preparing the reactor cells with Elvamide-
coated glasses was investigated. Three different concentrated solutions of Elvamide were
studied for this purpose (1%, 3%, or 6% w/w). After the spin-coating, the Elvamide films
were characterised with different thicknesses to understand their influence on the rubbing.
In particular, with 1% solution, the thickness of the spin-coated layer is 25 nm, and such a
low level of thickness does not allow the formation of proper rubbing paths; in fact, the
PMPs prepared do not bend properly (Figure S1 in Supplementary Materials). When the
concentration of Elvamide is increased up to 3% and 6%, the thickness is between 75 and
200 nm (Table 1). The best results in terms of alignment are obtained with a 6% Elvamide
coating. In fact, the PMPs produced at 6% are optimal in term of bending (Figure S1 in
Supplementary Materials).

Table 1. Thickness of Elvamide coating layer before rubbing.

Name Thickness

1% Elvamide 25 nm
3% Elvamide 75 nm
6% Elvamide 200 nm

Afterwards, the polymerization temperatures were investigated to obtain optimal
PMPs using A6zA6 and A6z2 mixtures (A6zA6:A6z2 = 8:1 or 1:1 or 1:8 molar ratio).

The first approach used to understand the nematic range of the mixtures in use was
DSC (Figure 1). Unfortunately, such a technique does not show enough information to
pinpoint a precise nematic temperature (Figure 1). In fact, either the nematic region is too
short, meaning it is covered by the isotropic melting signal, or too large to select a single
temperature. For these reasons, another approach was followed, as described in Figure 2.
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Figure 1. Melting profiles of LCs employed: (a,b) show the melting profile of A6zA2 and A6zA6, 

respectively, these are the monomer LCs used for the mixtures. (c) Melting profile of LC81 that does 

not show any nematic range, possibly because it is covered by the isotropic temperature. (d) Melting 

profile of LC18: in this case, again the isotropic temperature covers the nematic range. (e) Melting 

profile of LC11: in this case, it is possible to see the nematic phase between the two melting 

temperatures, indicating a range centered around 84 °C. 

Figure 1. Melting profiles of LCs employed: (a,b) show the melting profile of A6zA2 and A6zA6,
respectively, these are the monomer LCs used for the mixtures. (c) Melting profile of LC81 that
does not show any nematic range, possibly because it is covered by the isotropic temperature.
(d) Melting profile of LC18: in this case, again the isotropic temperature covers the nematic range.
(e) Melting profile of LC11: in this case, it is possible to see the nematic phase between the two
melting temperatures, indicating a range centered around 84 ◦C.

This information was extrapolated from data collected using the set-ups described in
Figure 2.

For the nematic phase, the order state can be defined as the preferred direction and a
degree of order of the liquid crystals [20]. Such parameters can be used as a quantitative
tool. Due to the opacity of our PMPs, we use them not as a quantitative method, but as
a qualitative method, to narrow down the range of temperatures. For this reason, the S
was used together with the transmittance of the LCs to pinpoint precisely the nematic
temperature of the mixture.

In particular, the state of order of the mixtures was calculated as a function of the
temperature. When the transition moment (defined as the electric dipole moment associated
with the transition between the two isomers) is oriented parallel to the molecular long axis,
the order parameter has the relationship (1) noted in Materials and Methods.

The transition moment is oriented parallel to the molecular long axis thanks to the
rubbing of the cells, and subsequently parallel or perpendicular to the polarized light.
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Figure 2. Schematic configuration of the transmittance measurement experiment. (a) Configuration
to measure the state of order adjusting the position of the reactor cell parallel or orthogonal to the
table. (b) Crossed polarized configuration to measure the transmittance when the rubbed cell is
tilted 45 degrees as compared to the table. P and A are polarizer and analyzer, respectively. Ph is a
photodiode used to measure the transmittance.

In particular, the cell reactors are infiltrated with the monomer mixtures in isotropic
conditions (98–110 ◦C), in the absence of the initiator. Subsequently, the transmittance of the
mixtures is measured between 75 and 100 ◦C with a rate of 0.5 ◦C/measure, using a 100:1
polarized laser with a wavelength of 532 nm (Figure 2a). The laser wavelength is chosen
to avoid, as much as possible, the trans–cis isomerization of the azobenzene, and to have,
at the same time, an appreciable absorbance. The transmitted light was measured with a
power meter and converted in percentage, considering, as reference, the transmittance of
an empty cell. Additionally, to evaluate the order state of the melted monomer mix, the
measurements were performed with the director both parallel and orthogonal to the table.
To precisely determine the polymerization temperatures, the maximum light-transmittance
was measured with the cell between two crossed polarizers. Using this approach when the
LC cell is rotated of 45 degrees in respect to the polarized light, and the LCs are nematic,
the polarized light is rotated, and rotated again by the second polarizer, then having a
maximum peak of transmission. In case the cell is in an isotropic state, or parallel to one of
the two polarizers, the light is not rotated and cancelled by the second polarizer.

These measurements were performed for all formulations to investigate the effect
of the ratio between linear (L) and cross-linker (C) monomer on the LCs organization.
In Figure 3a–c, we report the transmittance measurements for the three mixtures. First,
the mix with a ratio of 8:1 (LC81) was measured. Interestingly, the transmission of light
polarized parallelly and perpendicularly shows an opposite trend between 87.5 ◦C and
80 ◦C, indicating that in that range of temperatures, the mixtures of liquid crystals arrange
from an isotropic to a nematic to a crystal phase. During the cooling, the transmittance
signal decreases around 85 ◦C (Figure 3a) when the director is parallel to the laser po-
larization, showing that the molecules are recrystallizing from an isotropic state towards
the nematic phase. For this reason, order state calculation was performed to pinpoint the
current nematic temperature range. Consequently, the order state (S) calculations increase
for the LCs in the range between 81.5 and 84 ◦C (Figure S2a in Supplementary Materials).
To narrow this range down, an analyser was set parallel to the optical table between the
heating stage and the power meter (Figure 2b). When the polarization of the laser and the
axis of the analyser are perpendicular, the power meter shows a minimum in transmission,
as long the nematic director of the cell is parallel to one of the two directions. When the cell
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is rotated 45 degrees instead at the isotropic–nematic transition, the maximum temperature
in transmission is recorded. This happens because the liquid crystals induce a rotation to
the polarization axis of the light. In fact, we found that only at 83, 82, and 81.5 ◦C does the
mixture have a higher order state (Figure S2b in Supplementary Materials).
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Figure 3. (a) Transmittance measurement of LC81. (b) Transmittance measurement of LC18.
(c) Transmittance measurement of LC11.

The same measurements were performed for the other mixtures. The mixture LC18
displays a flex in transmittance around 88 ◦C, possibly indicating that the passage from the
isotropic to nematic phase starts there (Figure 3b). After this, we used the order parameter
to narrow the temperature range (Figure 4a). In Figure 4a, it is possible to see when the LCs
transition from isotropic to nematic. In fact, we clearly see this between 88 and 86 ◦C, when
the signal rises from the baseline, indicating an increment in order. Again, to clarify the
data obtained via S calculation, the transmittance of the cell was measured between two
crossed polarizers. Using this approach, the nematic range is narrowed down to only two
temperatures, 87 and 88 ◦C (Figure 4b). The last mixture (LC11) does not show any clear
change in the transmittance graph (Figure 3c). When the order parameter is measured,
a wide range of temperatures are found (Supplementary Figure S2c). Unfortunately, not
even measuring the transmission between the two polarizers helps narrowing down the
range (Figure S2d). At a molar ratio of 1:1, the two LCs possibly compete for the mix’s
stabilization, never reaching an equilibrium. For these reasons, the temperature chosen for
LC11 is based on the observation of the direct transmittance (Figure 3c), showing a slight
peak at 84 ◦C.
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3.2. Polymerization and Alignment Confirmation

The polymerization of monomer mixtures (A6Z2 and A6ZA6, Beamco; monomers were
used as received) is achieved by injecting an initiator together with the mixture (Dicumyl
peroxide-DPX-6.6 mol%) in the rubbed cells. The mixtures are infiltrated in an isotropic
state (temperature ≥ 100 ◦C), avoiding the activation of the initiator (temperature > 110◦).
Traditionally, these type of monomers mixtures are polymerized with an initiator such
azobisisobutyronitrile (AIBN), and infiltrated in a vacuum oven to remove bubbles [5].
DPX avoids the use of a vacuum oven; in fact, in the conditions used, gas bubbles do
not form in the PMP. This approach greatly simplifies the synthesis of PMPs with 100%
azobenzene moieties.

To obtain an isotropic configuration, the initiator was activated at 130 ◦C for 3 h and
the sample kept at a temperature greater than 100 ◦C. To achieve a nematic organisation,
the mixtures were kept at 160 ◦C for 20 s to initiate polymerization. Afterward, the
PMP was placed on a stabilized heating plate or on a heating stage at the temperature
measured previously.

After the polymerization occurred, a polarized microscope was used to check the
birefringence properties of the PMPs. Interestingly, the samples LC11 and LC18 are semi-
transparent, and it is possible to demonstrate their ability to rotate the polarized light
(Figure 5a). In contrast, the PMP LC81 is opaque and does not have considerable transmit-
tance to measure its birefringence.

For this reason, the alignment of the azobenzene moieties in LC81 was studied per-
forming a transmittance experiment, as previously explained for the monomer mixtures.

In brief, the transmittivity of the film was measured between 25 and 100 ◦C using a
polarized He/Neon laser with a wavelength of 633 nm, for which the absorbance of the
azobenzene it is close to zero.

Interestingly, the nematic PMP (Figure 5b 8:1 ratio) shows a highly ordered state
(S = 0.9) between 20 and 30 ◦C. After increasing the temperature, the order state parameter
decreases in all samples measured, indicating a correlation between temperature and
LCs order state. This experiment shows that when the PMPs are polymerized at a lower
temperature (nematic temperature), the S of the azobenzene moieties is higher than when
polymerized at higher temperatures (isotropic states). In fact, when the factor S of the films
are compared, a clear difference between the two PMP is observed (Figure 4a). The PMPs
polymerized at the LC nematic temperature (A6zA2:A6zA6 = 8:1) show a higher order
state up to 70 ◦C. Instead, the PMP polymerized in isotropic state show a low order state
starting from room temperature.
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Figure 5. (a) Polarized microscopy images of LC18, showing the birefringence properties of the
materials. The bar represents 200 um. (b) Order state parameter of LC81 measured at various
temperatures (probe wavelength λ = 633 nm).

3.3. PMP Absorbance and Thermo-Mechanical Properties

The optical properties of PMPs were also investigated by spectrophotometric analysis.
In Figure 6, the transmittance (blue line) and the reflectance (black line) measured for a
PMP film with a thickness of 50 µm are reported. The absorbance of the film is successively
calculated using the well-known relation A(%) = 100− T(%)− R(%), and represented in the
same figure with a red line. The absorbance estimated is higher than 90% in the wavelength
range UV/VIS 200–500 nm, then the values decrease quickly to a few percentages in the
near-infrared region (Figure 6). These results show how a laser source with wavelength of
457 nm can be an optimal choice to investigate the behavior of the film bending, because
of the absorption of optical energy. Interestingly, the PMP shows reflectivity up to 30%
after 550 nm. This effect is probably due to various factors. Polymeric material glossiness
is related to its smoothness [21]. Probably, because of our preparation/polymerization
procedure, the material does not show much reflectivity, since the rubbing causes the for-
mation of a very rough surface. Another factor is correlated to the presence of azobenzene,
which in our analysis condition, shows a light orange color. Azobenzene, even in different
conditions than ours, was previously used to switch optical properties of liquid crystals
mixtures and elastomers [22].
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Figure 6. Spectral characterization of LC81: reflectance (black line), transmittance (blue line), and
absorbance (red line).

Subsequently, the three PMPs were characterized for their mechanical response to
polarized light (457 nm). The samples were cut as cantilevers (5 × 1 mm) and positioned
with the rubbing direction perpendicular to the optical table.

First, the results show that the PMP LC81 is better at converting light into mechanical
energy (Figure 7a). Second, the performances of the film is better when the laser polarization
orientation is parallel to the rubbing direction compared to the perpendicular orientation.

For the first observation, it is obvious that the ability of the PMP LC81 to convert light
into mechanical work is due to the degree of cross-linking. In fact, LC11 and LC18 have,
respectively, four and eight times more the content of cross-linker. This results in more
brittle and rigid materials.

The second observation is more difficult to justify, because it is deeply correlated to
azobenzene properties. In fact, azobenzene behavior is correlated to the way it interacts
with the polarized light. When the molecule long axis is parallel to the polarization of the
laser, it absorbs the energy and uses it to isomerize to a more energetic isoform (trans>cis).
Through its relaxation time (laser switched off) or heat, the molecule would back-isomerize
to trans. This cycle happens a certain number of times (trans>cis>trans), until the molecular
long axis of the azobenzene turns perpendicular to the polarization [23]. At that point, the
molecule does not interact anymore with the laser [23]. That is clearly shown in Figure 7b,
where the performance of the material is better when the orientation of the polarized light
is parallel to the rubbing direction. This is more proof that our synthesis approach allows a
good alignment and organization of LCs in the PMP.

LC81 is also characterized for its bending speed (up to 0.02 m/s), showing a fast and
dose-dependent response to polarized light (Figure 7c). Interestingly, when the laser is
turned off, the material returns to its starting position as fast as when bending with the
light on.

This material is notably polarization-dependent, as already explained, but in this
configuration, and at this specific polymerization temperature, we observe a new behavior
(Figure 8). In fact, the PMP can be programmed to act as a switch using the polarization
of the laser. If the PMP is hit by a laser polarized parallel to the rubbing director, it bends
toward the laser and then goes back to its initial position when the laser is turned off
(Figure 8a,b). When the PMP is firstly hit with a laser polarized perpendicularly and
turned off and then hit with parallelly polarized light, the PMP changes bending direction
(Figure 8c). Furthermore, this behavior can be reverted to the original by continuously
irradiating the PMP first with parallel polarized laser, and then changing the polarization
to perpendicular. In this case, the PMP reverts back to its initial configuration. This
behavior is mainly observed with LC81, meaning that the degree of cross-linking plays
a fundamental role in such behavior. Less cross-linking means a looser and more elastic
network. Furthermore, the observed behavior, is probably correlated with the intrinsic
nature of the materials. In fact, the PMPs studied are LCEs that notably retain the properties
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of their building blocks: liquid crystals. In this case, the sole liquid crystal used has
azobenzene moieties that rotate its molecular long axis in function of the light polarization.
For these reasons, we argue that the combination of azobenzene properties and the degree
of cross-linking is the main cause of such behavior. Such behavior could possibly be finely
modulated in depending on azobenzene concentration and degree of cross-linking.
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Figure 7. (a) Bending of LC81 when irradiated with polarized light parallel and perpendicular to the
rubbing direction, (b) bending of LC81, LC18, and LC11 irradiated by polarized light parallel to the
rubbing direction, and (c) bending speed of LC81 when the laser is ON and OFF.

Finally, we investigated the thermal response of the LC81 PMPs by thermographic
analysis when irradiated with a laser wavelength of 457 nm. In Figure 9a, the maximum
temperature increases (∆T) that the film reaches in the range 0–80 mW are shown, con-
sidering both parallel and perpendicular laser polarization. As visible from the graph,
the temperature trends achieved for the two different polarizations are similar, and can
be considered quite linear with respect to the laser power. The temperature values with
parallel polarization are only slightly higher than those measured with the perpendicular
polarization. These results relate to the thermal behavior of the sample, and do not justify
the differences in mechanical response (Figure 7b) associated with the two laser polar-
izations, indicating how the thermal effects do not play a predominant role in the film’s
movement. In Figure 9b, an example of a thermal image acquired during the measurements
is shown.
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Figure 9. Thermographic analysis: (a) maximum temperature increases (∆T) that the film reaches
when irradiated with a laser wavelength of 457 nm with power in the range 0–80 mW, (b) example of
thermal image acquired during the measurements.

4. Conclusions

We developed and characterized three azobenzene-based photo-mobile polymer mix-
tures to understand how the ratio between the linear (L) and cross-linker (C) monomer
influences their final properties. We found that the nematic temperature of the LCs mixture
is greatly influenced by the ratio of L and C. In fact, increasing the molar ratio in favor of
the cross-linker (LC18), considerably increases the nematic temperature (up to 88 ◦C).

Furthermore, we characterised their light-to-mechanical properties, and show that
when the ratio is in favor of the linear monomer, the PMPs bend more and the process is
faster compared to the other mixtures. Finally, we show that the thermal effects do not play
a predominant role in the movement of the film.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi13101665/s1, Figure S1: (Left) PMP polymerized in cells with
1% Elvamide. (Right) PMP polymerized in cells with 6% Elvamide. Figure S2: (a) order state of LC81,
(b) transmittance of LC81 between crossed polarizers, (c) order state of LC11, (d) transmittance of
LC11 between crossed polarizers. Figure S3: Here are depicted the LC monomers used in this work.
The monomers are mixed in two different molar ratios (8:1 1:1 1:8). (Up) monomer A6zA6 (down)
monomer A6z2.
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Abstract: Quartz tuning forks (QTFs) are employed as sensitive elements for gas sensing applications
implementing quartz-enhanced photoacoustic spectroscopy. Therefore, proper design of the QTF
read-out electronics is required to optimize the signal-to-noise ratio (SNR), and in turn, the minimum
detection limit of the gas concentration. In this work, we present a theoretical study of the SNR trend
in a voltage-mode read-out of QTFs, mainly focusing on the effects of (i) the noise contributions of
both the QTF-equivalent resistor and the input bias resistor RL of the preamplifier, (ii) the operating
frequency, and (iii) the bandwidth (BW) of the lock-in amplifier low-pass filter. A MATLAB model
for the main noise contributions was retrieved and then validated by means of SPICE simulations.
When the bandwidth of the lock-in filter is sufficiently narrow (BW = 0.5 Hz), the SNR values do
not strongly depend on both the operating frequency and RL values. On the other hand, when
a wider low-pass filter bandwidth is employed (BW = 5 Hz), a sharp SNR peak close to the QTF
parallel-resonant frequency is found for large values of RL (RL > 2 MΩ), whereas for small values of
RL (RL < 2 MΩ), the SNR exhibits a peak around the QTF series-resonant frequency.

Keywords: quartz-enhanced photoacoustic spectroscopy; quartz tuning fork; voltage-mode read-out;
front-end electronics; signal-to-noise ratio; gas sensing

1. Introduction

Quartz-enhanced photoacoustic spectroscopy (QEPAS) is a well-known technique
used for the detection of specific trace gases in complex mixtures [1–7]. The high per-
formances in terms of selectivity and sensitivity allow for the exploitation of this tech-
nique in a wide range of applications, such as environmental monitoring [8–10], chemical
analysis [11,12], and advanced biomedical diagnostics [13,14]. In QEPAS, acoustic waves
are generated between the prongs of a quartz tuning fork (QTF) by the absorption of
modulated light from the gas molecules, via non-radiative relaxation processes [2,15]. QTFs
are employed as piezoelectric sensitive elements to transduce pressure waves in an electric
signal [2,6]. This technique was firstly introduced in 2002 and exploited standard QTFs
resonating at 32 kHz [16]. These quartz resonators are characterized by a good immunity
to environmental acoustic noise because of their high quality factors (Q) and compact
dimensions. Due to the sharp resonance, external noise sources outside of the resonator’s
small bandwidth (~4 Hz at atmospheric pressure) do not influence the QTF signal [17].

Suitable front-end electronics must be designed to read-out the signal generated by the
QTF. The common read-out architecture employed in QEPAS sensors is the transimpedance
amplifier (TIA) [8–14], schematically depicted in Figure 1.
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Figure 1. QTF read-out by means of a transimpedance preamplifier.

In this configuration, the current generated by the QTF (Iqtf) due to the charge dis-
placement caused by piezoelectric effect when pressure waves put prongs in vibration is
forced to flow entirely in the feedback resistor RF. Due to the virtual ground established on
the inverting node of the operational amplifier (OPAMP), the measurement is insensitive to
the stray capacitance Cst and, in turn, the output voltage (Vout) is proportional to Iqtf.

Recently, it has been demonstrated that a voltage-mode approach for the read-out
electronics of QTFs can be advantageous in terms of signal-to-noise ratio (SNR) [18–21].
In this case, the piezoelectric transducer is coupled to a voltage amplifier, realized by
means of a classic OPAMP in a non-inverting configuration, as illustrated in Figure 2,
and characterized by very high input impedance. Since the QTF is an open circuit at
DC, a load resistor RL must necessarily be connected to the non-inverting input of the
amplifier to establish its DC voltage to ground, when the input bias current of the OPAMP
can be neglected.
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Figure 2. Voltage-mode read-out of the QTF (OPAMP in non-inverting configuration).

The thermal noise of the resistor RL contributes to the overall noise spectral density of
the circuit output. Furthermore, the QTF experiences the loading effect due to RL; then, the
input voltage Vqtf of the amplifier results from the product of the current generated by the
QTF under this load and the value of RL itself. As a consequence, RL has a direct impact on
both the level of the useful signal Vout and the noise at the output of the preamplifier.

QEPAS requires synchronous detection techniques based on lock-in amplifiers (LIAs)
to efficiently extract the useful signal component from the noise floor [2,22–26]. In LIAs,
the amplifier signal is first multiplied with both a sinewave and a 90◦ phase-shifted copy of
that sinewave at a selected operating frequency (fop); then, a low-pass filter (LPF) is used
to retrieve the signal component at fop or its multiples [22,26]. The phase noise in high-Q
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mechanical oscillators, such as QTFs, could be detrimental when LIAs are employed, since
the amplitude of the output signal, and, in turn, the SNR, will be affected [27].

Both QTF signal and noise sources undergo the signal conditioning chain composed
of the front-end voltage amplifier, the multiplication with a sine wave at frequency fop, and
the low-pass filter. Therefore, a study on the SNR as a function of (i) the parameters of the
amplifier components, (ii) the operating frequency, and (iii) the low-pass filter bandwidth
must be carefully conducted to fully exploit the resonance properties of the QTF and
maximize the performances of a QEPAS sensor.

In this work, we reported the effect of the RL value on the frequency where the SNR
exhibits its peak at the output of the lock-in amplifier, i.e., the optimum operating frequency
for the QEPAS system. Starting from the well-known Butterworth–Van Dyke model for
the QTF [17,28–30], we derived an analytical expression for the amplitude of the signal
generated by the QTF as a function of frequency at different RL values. For our purposes,
only the main electronic noise contributions were considered, whereas phase noise was not
taken into account. Furthermore, a mathematical modelling was developed with MATLAB
for all the relevant contributions to the total noise spectral density at the output of the
preamplifier, making possible a comparison among their relative weights. Finally, the
behavior of the SNR as a function of the lock-in demodulation frequency was studied at
different RL values and LPF bandwidths, namely, the acquisition time. All the proposed
analytical expressions were validated by comparing the developed MATLAB model with
SPICE simulations, carried out considering a realistic model for the OPAMP used in the
preamplifier. As a result of the study, general guidelines for the choice of the resistor
RL and the most suitable operating frequency for the QEPAS system implementing the
voltage-mode read-out of QTFs can be derived. Furthermore, the proposed analysis allows
for the study of the noise contributions at different bandwidths to optimize the acquisition
time of QEPAS measurements.

2. Signal Response of a Quartz Tuning Fork Read Out in Voltage Mode

As mentioned above, the Butterworth–Van Dyke circuit and an equivalent Thevenin
source were employed to model the QTF when excited by an acoustic wave [17] to
find an analytical expression of the output signal Vout as a function of frequency for
the circuit in Figure 2. For this investigation, we considered (i) an OPAMP with suffi-
ciently high gain-bandwidth product so that the gain of the non-inverting configuration is
Av = Vout/Vqtf = 1 + RF/RS, as shown in Figure 2; and (ii) the capacitance Cin between the
non-inverting input and ground. Thus, the circuit to be studied is sketched in Figure 3.

Here, the parasitic shunt capacitance Cp between the terminals of the QTF is in parallel
with the input capacitance of the voltage amplifier Cin, so that the total parasitic capacitance
which loads the QTF is Cpt = Cp + Cin. The voltage source Vin represents the internal electric
signal generated by the piezoelectric effect, when the QTF is excited by an acoustic wave.
Straightforward calculations provide the expression of the transfer function Hv(jω) between
the internal voltage Vin(jω) and the output voltage Vout(jω):

Hv(jω) =
Vout(jω)
Vin(jω)

=

= Av
jωCsRL

1−ω2(LCs+RpRLCptCs)+jω[(Rp+RL)Cs+RLCpt−ω2LCptCsRL]
.

(1)

The squared modulus of this transfer function, which describes how the squared
amplitude of the circuit response depends on the frequency, can be written as follows:

|Hv(jω)|2 =
A2

v(
1−ω2

ω2
R

)2

ω2R2
LC2

s
+
(

1 + Cpt
Cs

)2
[(

1− ω2

ω2
P

)
+ RP

RL

Cs
Cpt+Cs

]2
, (2)
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where ωR = 1√
LCs+RpRLCptCs

is the angular frequency in which the transfer function

Hv(jω) exhibits a real value andωP = 1√
L

CsCpt
Cs+Cpt

= 1√
LCeq

is the parallel-resonant angular

frequency of the QTF as loaded in the circuit shown in Figure 3.
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Figure 3. Butterworth–Van Dyke model for the QTF in the voltage-mode read-out circuit.

AC SPICE simulations have been carried out to confirm the validity of the expression
in Equation (2). The set of typical parameters listed in Table 1 has been used for the QTF in
both the analytical model and SPICE simulations. Moreover, in SPICE simulations, Cin is
included in the model of the AD8067, provided by Analog Devices. AD8067 is a low-noise,
high speed, FET input operational amplifier. Thanks to its very low input bias current, it is
suitable for precision and high gain applications [31].

Table 1. Parameter values used to compare the results of expression in Equation (2) to SPICE simulations.

Parameter Value

Cp 5 pF
Cs 5.2424 fF
L 4.5 kH

Rp 92.7 kΩ
Cin 1.5 pF
RF 47 kΩ
RS 1 kΩ

The series-resonant frequency fS of the QTF is:

fS =
ωS

2π
=

1
2π
√

LCs
= 32768 Hz,

whereas its quality factor Q is

Q =
1

ωsRpCs
= 104,
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which are typical values for a standard QTF used in QEPAS sensors [2,16,17,26]. Moreover,
the gain of the non-inverting configuration is Av = 48 and the parallel-resonant frequency of
the QTF is fP =ωP/2π = 32,781 Hz. The value of CP ∼= CP + CS could be found by measuring
the equivalent capacitance of the QTF at low frequencies using the capacitance-voltage
profiling technique. The ratio CS/CP is extracted by the ratio fP/fS after measuring the
parallel and series-resonant frequencies of the QTF, where the sensor exhibits the minimum
and maximum admittance, respectively. Last, L can be found from fS, knowing CS, and
RP is extracted from the quality factor Q of the QTF [21]. Figure 4 shows the comparison
between the results provided by the SPICE simulations and the analytical model for three
different values of RL (100 kΩ, 0.5 MΩ, and 2.5 MΩ).
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Figure 4. Comparison between SPICE simulations and analytical model in Equation (2) of the
frequency response of the circuit in Figure 3 for RL = 100 kΩ, 0.5 MΩ and 2.5 MΩ.

The perfect matching between two modellings demonstrates that Equation (2) can be
used to accurately represent the behavior of the circuit in Figure 3. The maximum difference
between the peak frequencies of corresponding curves is in the order of a few hundredths
of Hz and the mean absolute percentage error between corresponding curves is about 1.8%.

2.1. Peak Frequency of the QTF Signal Response as a Function of RL

As shown in Figure 4, the output signal amplitude and the peak frequency fpeak
strongly depend on the value of the resistor RL. This is particularly relevant for an optimal
choice of the operating frequency in the QEPAS technique, aimed at exploiting as much as
possible the resonance properties of the QTF.

Figure 5 shows the fpeak trend as a function of RL. This curve was retrieved computing
|Hv(jω)|2 for different values of RL and then applying MATLAB “max” function to yield
fpeak values.

For RL values lower than 100 kΩ, fpeak tends to the series-resonant frequency
fS = 32768 Hz; whereas, for values of RL higher than 2 MΩ, fpeak tends to assume the
values of the parallel-resonant frequency fP, in our case equal to 32781 Hz.

The behavior of the peak position as a function of the value of RL can be explained
considering the two terms which compose the denominator of the function |Hv(jω)|2 in
Equation (2), reported here, below, for ease of reading, as Den1 and Den2:

Den1(ω) =

(
1− ω2

ω2
R

)2

ω2R2
LC2

s
, Den2(ω) =

(
1 +

Cpt

Cs

)2
[(

1− ω
2

ω2
P

)
+

RP

RL

Cs

Cpt + Cs

]2

(3)
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The behavior of Den1 and Den2 as a function of frequency is reported in Figure 6a,b
for RL = 100 kΩ and RL = 10 MΩ, respectively.
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Results show that Den1(ω) is strongly dependent on the value of RL. In the investi-
gated frequency range: (i) the maximum value of Den1 varies from 868.3 in Figure 6a to
0.17 in Figure 6b; (ii) the blue curve at 100 kΩ varies more rapidly than the Den1 curve
at 10 MΩ in the frequency range close to the minimum; and (iii) the frequency where the
Den1 minimum occurs decreases by more than 20 Hz, from 32,768 Hz in Figure 6a to
32,746 Hz in Figure 6b. Conversely, the dependence of Den2(ω) on RL is only due to the
term RP

RL

Cs
Cpt+Cs

, which is negligible when RL ≥ 1 MΩ, since Cs << Cpt and RP << RL. Indeed:
(i) the red curve maximum value varies from 30.8 in Figure 6a to 21.5 in Figure 6b; (ii) Den2
value variations in the frequency range close to the minimum value are slightly different at
100 kΩ and at 10 MΩ; and (iii) the difference frequency where the Den2 minimum occurs
is about 13 Hz, from 32,794 Hz in Figure 6a to 32,781 Hz in Figure 6b. As a result, for
RL < 100 kΩ, the contribution of Den1(ω) becomes dominant, so that when RL decreases,
the minimum value of the denominator of |Hv(jω)|2 tends to the zero of Den1(ω) function,
located atω =ωR. Moreover, in this range of RL values,ωR could be approximated toωS:

ωR =
1√

LCs + RpRLCptCs

∼= 1√
LCs

= ωS,

and the peak of |Hv(jω)|2 tends to the series-resonant frequency of the QTF. Instead, for
RL > 2 MΩ, Den1(ω) becomes less relevant and Den2(ω) tends to be dominant in the sum
of the two terms. As a consequence, the minimum of the sum tends to the zero of Den2(ω).
Finally, in this range of RL, this zero is very close toω = ωP, thus, the peak of |Hv(jω)|2 is
almost coincident with the parallel-resonant frequency of the QTF.

2.2. Peak of the QTF Signal Response as a Function of RL

The trend of the peak value of |Hv(jω)|2 as a function of RL value is shown in Figure 7.
The same method applied for Figure 5 was used to obtain this curve.
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The peak value of |Hv(jω)|2 is an increasing function of RL up to a saturation value at
RL > 1 GΩ. As discussed in the previous section, for large values of RL,ωpeak = 2πfpeak is
very close to the parallel-resonant angular frequencyωp and the peak of |Hv(jω)|2 tends
to the following value:

∣∣∣Hv

(
jωpeak

)∣∣∣
2 ∼= |Hv(jωP)|2 ∼= A2

v
ω2

PR2
LC2

s(
1− ω2

P
ω2

R

)2 (4)
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The denominator of Equation (4) can be rewritten as:

1− ω
2
P

ω2
R
= 1− LCs + RpRLCptCs

LCeq
=

L
(
Ceq −Cs

)
− RpRLCptCs

LCeq
∼= −RpRLCpt

L

Since CEquation ∼= Cs and RL is very large, it results

∣∣∣Hv

(
jωpeak

)∣∣∣
2 ∼= A2

v

1
LCeq

R2
LC2

s

R2
pR2

LC2
pt

L2

∼= A2
v

LCs

R2
pC2

pt
,

which is independent on RL.
However, the performance of the QEPAS technique will depend on the SNR obtained

at the output of the preamplifier, not only on the amplitude of the signal. Therefore, it
is mandatory to carry out a detailed study of the electronic noise contributions that are
involved in the circuit, with the purpose of finding out the optimal operating frequency
maximizing the SNR.

3. Contributions to the Output Noise Spectral Density

The most relevant contributions to the total electronic noise at the output of the
voltage-mode preamplifier are shown in Figure 8.
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Figure 8. Noise contributions in the circuit of Figure 3.

In our calculation, the phase noise was neglected [27] and only the main electronic
noise contributions were considered. Each resistor Ri of the circuit has been associated to
its thermal noise voltage source, en_i

2 = 4kTRi. The OPAMP noise has been characterized
by means of the classic equivalent input noise voltage (en_op) and current (in+ and in−)
sources. To simplify the study without losing accuracy, it is possible to neglect the noise
contributions of RF and RS, composing the feedback network, due to the small values of
these resistors. For the same reasons, the equivalent noise current in− associated to the
inverting input of the OPAMP likewise does not give any relevant contribution. Moreover,
all the sources in Figure 8 can be considered independent, so that the total output noise
power spectral density Sntot(ω) can be evaluated as follows:

Sntot(ω) ∼= Snp(ω) + SnL(ω) + Snop(ω) + Snin+(ω), (5)

where the terms of the right-hand side come from Rp, RL, en_op, and in+, respectively. In
Equation (5), the single terms are the product of the spectral density of each noise source
multiplied by the squared modulus of the transfer function between the noise source and
the output of the circuit, determined using the superposition principle [32].

186



Micromachines 2023, 14, 619

Concerning the noise associated to the resistor Rp, the transfer function Snp(ω) be-
tween the source en_p and the output of the preamplifier is Hv(jω), thus:

Snp(ω) = 4kTRp|Hv(jω)|2.

As a consequence, the behavior of Snp(ω) as a function of both the frequency and RL
is the same discussed in Section 2.

Let us now consider the noise contribution from the resistor RL. The transfer function
between the source en_l and the output of the front-end is:

HL(jω) =
Vn_out(jω)

en_l(jω)

= Av
1−ω2LCs+jωRpCs

1−ω2

ω2
R
+ jω[(RL+Rp)Cs+ RLCpt− ω2LCptCsRL]

. (6)

The denominators of Hv(jω) and HL(jω) are the same and the two transfer functions
differ only in their numerator. The contribution of the thermal noise of the resistor RL to
the total output noise spectral density is:

SnL(ω) = 4kTRL|HL(jω)|2. (7)

Figure 9 shows the behavior of SnL as a function of the frequency, for four different
values of RL (100 kΩ, 500 kΩ, 6 MΩ, and 20 MΩ).
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Figure 9. Comparison between SPICE simulations and analytical model described in Equation (7) of
the output noise spectral density contribution from the thermal noise of RL, for four different values
of the resistor: 100 kΩ, 500 kΩ, 6 MΩ, and 20 MΩ.

The curves calculated with Equation (7) and those obtained by SPICE simulation are
in excellent agreement. The function |HL(jω)| has a minimum located atω = ωS, since, at
the series-resonant frequency, the Butterworth–Van Dyke impedance model of the QTF is
reduced to Rp, which is its minimum value. Accordingly, also SnL(ω) exhibits a minimum
at the same frequency. Furthermore, a peak appears around the parallel-resonant frequency
for increasing values of RL. Figure 10 reports the behavior of the peak value of SnL(ω) as a
function of RL, which varies from 500 kΩ to 20 MΩ.
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Figure 10. Peak of the output noise spectral density contribution due to RL as a function of RL itself.

Using the set of parameters listed in Table 1, starting from low values of RL, this
peak appears when RL ∼= 500 kΩ (dashed magenta and green curves in Figure 9), then
increases up to RL ∼= 6 MΩ (Figure 10). Beyond this value, the peak decreases for increas-
ing values of RL and the function SnL(ω) assumes lower values in the frequency range
under investigation.

Figures 7 and 10 suggest that, at least for what concerns the noise contributions con-
sidered up to now, it is convenient to work with large values of the resistor RL because the
amplitude of the output signal increases with RL (see Figure 7) and the noise contribution
due to this resistor decreases (see Figure 10), whereas the contribution from the thermal
noise of Rp has exactly the same frequency behavior of the signal.

Let us now consider the contribution of the input equivalent voltage noise of the
OPAMP to the total output noise:

Snop(ω) = e2
n_op|Hen(jω)|2. (8)

Since the flicker noise has been considered negligible in the narrow bandwidth of
interest, namely, around the QTF resonance frequency, the input equivalent noise voltage
has a constant power spectral density, i.e., it can be considered as white noise. The value of
en_op has been set at 6.6 nV/

√
Hz, as reported in the data sheet of the AD8067 [31]. The

transfer function Hen(jω) is the following:

Hen(jω) =
Vn_out(jω)
en_op(jω)

= Av
1−ω2(LCs+RpRLCpCs)+jω[(Rp+RL)Cs+RLCp−ω2LCpCsRL]

1−ω2(LCs+RpRLCptCs)+ jω[(Rp+RL)Cs+ RLCpt− ω2LCptCsRL]
,

(9)

in which the numerator differs from the denominator only for the capacitance Cpt = Cp + Cin
replaced by Cp. This contribution can be considered as constant in the frequency range
investigated for QEPAS applications.

The contribution of the input equivalent current noise in+ to the overall output noise
spectral density Sntot(ω) is

Snin+(ω) = i2n+(ω)R2
L|HL(jω)|2. (10)

Using Equations (10) and (7), the contributions to Sntot(ω), respectively due to in+ and
RL, can be compared:

Snin+(ω)

SnL(ω)
=

i2n+(ω)RL

4kT
.
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The contribution of Sin+(ω) can be neglected with respect to SnL(ω) if

i2n+(ω)� 4kT
RL

.

If we consider a large RL value, i.e., 100 MΩ, Sin+(ω) will be negligible at room temper-
ature if in+ << 13 fA/

√
Hz. Since the AD8067 has FET inputs, in+(ω) cannot be considered

white, but is a linear function of the frequency, in the range where the flicker noise can
be neglected [33]. In our model, the value of in+(ω) at 10 kHz has been set to 1 fA/

√
Hz,

a slightly higher value than the one reported in the datasheet of the OPAMP, which is
0.6 fA/

√
Hz [31], and the slope of the linear function has been set to +20 dB/dec [33].

Figure 11 shows the excellent correspondence between the analytical model used for in+(ω)
and the input equivalent noise current resulting from a simulation carried out with the
SPICE model of the AD8067.
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Figure 11. Fitting between the analytical model and SPICE simulations of the input equivalent noise
current of the AD8067.

It is worth noticing that around the resonance frequencies of the QTF, the level of in+(ω)
remains lower than the limit of 13 fA/

√
Hz determined above. Thus, we can conclude that

the contribution Sin+(ω) can be neglected with respect to SnL(ω) in the noise analysis of our
circuit without losing accuracy.

The analysis carried out so far allows for a comparison of the terms in Equation (5) to
understand which ones are dominant for the output noise spectral density of the preampli-
fier. Figure 12 compares the spectral contributions of the OPAMP and the resistors Rp and
RL to the overall Sntot(ω) at the output of the circuit. The terms due to en_op and in+, namely,
Snop(ω) and Snin+(ω), respectively, have been summed, resulting in the overall noise contri-
bution of the OPAMP (Sopamp(ω)) and allowing for a comparison of the analytical model
with the results of SPICE simulations, in which the two terms are not distinguishable. The
same RL values of Figure 9 have been considered (100 kΩ, 500 kΩ, 6 MΩ, and 20 MΩ).

For all the considered cases, the results provided by the analytical model and the SPICE
simulations exhibit a very good agreement. In addition, the contribution of the OPAMP to
the total output noise is always negligible compared to the sum of the contributions from
RL and Rp. SnL(ω) tends to prevail over Snp(ω) for RL < 6 MΩ (Figure 12a,b), whereas the
opposite happens when the value of RL is larger than 6 MΩ (Figure 12c,d). This confirms
the previous conclusion about the advantage of working with large values of the resistor
RL in order to achieve good performance in terms of SNR.
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Figure 12. Contributions to the overall output noise spectral density due to the OPAMP and resistors
Rp and RL, for (a) RL = 100 kΩ, (b) RL = 500 kΩ, (c) RL = 6 MΩ, (d) RL = 20 MΩ: comparison between
the results obtained with the analytical model and SPICE simulations.

4. Signal-to-Noise Ratio at the Output of the Lock-in Amplifier

Synchronous detection techniques based on laser modulation and lock-in amplifier are
always used in QEPAS sensors to increase the SNR of the measurements. In the previous
sections, the amplitude of the useful signal and the noise spectral density at the output of
the voltage-mode preamplifier are expressed as a function of frequency. These expressions
can be conveniently exploited to evaluate the SNR at the output of the LIA. Thanks to
synchronous demodulation and narrow-band low-pass filtering, the LIA output signal
is DC-level proportional to the amplitude of the preamplifier response at the operating
frequency. When the preamplifier response is acquired at the QTF resonance frequency, the
trend of the SNR can be investigated in a small range around fs. Thus, if the preamplifier
response is acquired at a certain frequency fop close to fs, the output signal is proportional
to |Hv(fop)|. For what concerns noise, as a result of demodulation, the LIA transfers
around DC the noise spectrum at the output of the preamplifier, centered around the
LIA reference frequency. This noise is then filtered by means of the LIA narrow low-pass
filter. Thus, the LIA behaves in practice like a narrow band-pass filter centered around
its reference frequency. Hence, LIA was modelled as a biquadratic band-pass filter with
a transfer function:

HLIA(jω) =
jωop

Qfilt
ω

ω2
op −ω2 + jωop

Qfilt
ω

, (11)

characterized by unity gain at center frequency and −3dB bandwidth BW =ωop/Qfilt [34].
Therefore, we can describe the behavior of the SNR at the output of the LIA as a func-

tion of the chosen operating frequency fop = ωop/2π by means of the
following function:

SNRn
(
ωop

)
=

|Hv(ωop)|√∫ ∞
−∞ Sntot(ω)|HLIA(jω)|2dω

=

∼= |Hv(ωop)|√∫ ∞
−∞ Snp(ω)|HLIA(jω)|2df+

∫ ∞
−∞ SnL(ω)|HLIA(jω)|2dω

(12)

where the amplitude of the input signal Vin (see Figure 3) has been normalized to 1 V.
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By separating the noise contributions from Rp and RL, we can define two functions:

SNR2
np
(
ωop

)
=

∣∣Hv
(
ωop

)∣∣2
∫ ∞
−∞ Snp(ω)|HLIA(jω)|2dω

and

SNR2
nL
(
ωop

)
=

∣∣Hv
(
ωop

)∣∣2
∫ ∞
−∞ SnL(ω)|HLIA(jω)|2dω

Thus, the total normalized squared-SNR can be rewritten as follows:

SNR2
n =

1
1

SNR2
np

+ 1
SNR2

nL

. (13)

First, let us consider a very narrow-bandwidth BW = 0.5 Hz, corresponding to a
settling time of about 1.3 s for an equivalent first-order LIA low-pass filter. In this case,
the behavior of the integrated noise as a function of fop is expected to be very similar to
the output noise spectral density. Thus, the SNRnp contribution is expected to be almost
spectrally flat since the noise from RP and the signal have the same transfer function Hv(f).
Nonetheless, considering a representative value for RL = 100 kΩ, a peak of SNRnp emerges
around the peak frequency of |Hv(f)|, because of the effect of integration, as reported
in Figure 13. As shown in Figure 13, for a bandpass filter, the effect of the integration
bandwidth on the input noise spectral density can be more intuitively represented by
means of a simple brick-wall filter.
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Figure 13. Integration of the contribution Snp (red line), due to RP, to the total output spectral noise
density at a low-pass filter bandwidth of 0.5 Hz around the operating frequency fop, for fop = fpeak

and fop 6= fpeak (RL = 100 kΩ).

Indeed, in the narrow integration bandwidth, the function Snp(f) takes monotonically
decreasing values on both sides of fop = fpeak; whereas, for any other frequency value, Snp(f)
has decreasing values in one direction, but increasing values in the other, as illustrated in
Figure 13. As a consequence, the value of the integrated noise normalized to the value
of the signal reaches a minimum value at fop = fpeak, generating a peak value in the
function SNRnp(fop).

The presence of a peak value for SNRnp is also visible in Figure 14, which reports
SNRnp as a function of the frequency fop, for different values of RL. Moreover, for increasing
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values of RL, the peak moves from fS to fP; for large values of RL, it becomes slightly more
pronounced, even though the overall behavior always remains rather flat.
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Figure 14. RP noise contribution to the SNRn at the LIA output as a function of the operating
frequency, for different values of RL and at a low-pass filter bandwidth of BW = 0.5 Hz.

As for the term SNRnL, its behavior as a function of fop is strongly affected by the
minimum of the noise spectral density SnL at fS. This effect prevails over the peak value
of the signal, which moves towards fP for increasing values of RL, resulting in a local
maximum point on SNRnL which is always located at the series-resonant frequency fS for
any value of RL. Figure 15 shows the behavior of SNRnL as a function of the operating
frequency for different RL values.
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Figure 15. RL noise contribution to the SNRn at the LIA output as a function of the operating
frequency, for different values of RL and at a low-pass filter bandwidth of BW = 0.5 Hz.

Higher values of SNRnL are obtained for increasing values of RL values. Therefore, as
reported in Equation (13), SNRnp becomes dominant in the calculation of the overall SNR
for large values of RL.

We can now consider the overall SNR at the LIA output given by Equation (13) as
a function of fop. Figure 16 reports the SNRn as a function of fop for different values
of RL with BW = 0.5 Hz. Here, a comparison between the results given by the analyt-
ical model and the corresponding SPICE simulation is also proposed, highlighting an
excellent correspondence.
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Figure 16. Total normalized signal-to-noise ratio SNRn at the LIA output as a function of the
operating frequency, for different values of RL and at a low-pass filter bandwidth of BW = 0.5 Hz.
The corresponding results of SPICE simulations are also reported.

For low values of RL, SNRnp is almost flat (see Figure 14) and the peak of the total
SNRn coincides with the peak of SNRnL, so the best operating frequency for QEPAS is
the series-resonant frequency fS of the QTF. When RL is increased, as already pointed out,
the contribution of SNRnL becomes less relevant, so a local peak in the SNRn emerges,
corresponding to the peak of SNRnp, which occurs at the parallel-resonant frequency fP.

From Figure 16, it is evident that the SNRn peak feature at fS becomes less sharp as
RL increases. For RL = 100 MΩ, the SNRn becomes quite flat around fS and a sharp peak
appears at fP. In general, slightly better results in terms of SNR are obtained with large
values of RL.

The study above has been carried out for a LIA with a very narrow-band filter, which
is useful when the requirements in terms of noise rejection are very harsh and the long time
needed for a single measurement can be tolerated. With fast measurements [35,36], the
bandwidth of the LIA filter must necessarily be increased, and the results of the previous
analysis must be revised. Moreover, the QTF response time represents a further issue to
deal with when fast measurements are needed. The response time is given by:

τ =
Q
πfs
∼= 100 ms.

This implies that, in conventional QEPAS applications, a long integration time
(300 to 400 ms) is required to acquire the LIA output signal. Nevertheless, specific QEPAS
techniques such as Beat Frequency (BF) QEPAS exploit the fast transient response of an
acoustically excited QTF to retrieve the gas concentration, the resonance frequency, and the
quality factor of the QTF [7]. This approach overcomes the limitations imposed by the time
response of the QTF, allowing shorter acquisition times and faster measurements.

As concerns the contribution to the total SNR at the LIA output due to the resistor
Rp, since the integration bandwidth is larger, the effect of the integration around fpeak,
described above (see Figure 13), is more relevant. Consequently, the peak of SNRnp as a
function of the operating frequency, always placed at fpeak, becomes sharper and more
pronounced. Figure 17 shows the behavior of SNRnp as a function of fop when BW = 5 Hz,
corresponding to a settling time of about 130 ms for an equivalent first order LIA low-pass
filter for the same values of RL considered in Figure 14.

194



Micromachines 2023, 14, 619
Micromachines 2023, 14, x FOR PEER REVIEW 18 of 22 
 

 

 

Figure 17. RP noise contribution to the SNRn at the LIA output as a function of the operating fre-

quency, for different values of RL and at a low-pass filter bandwidth of BW = 5 Hz. 

We now analyze the RL noise contribution to the SNR for increasing values of the 

LIA bandwidth. The effect of the minimum of SnL, placed at fS, tends to be less relevant, 

because of the increase of the integration bandwidth. Therefore, the function SNRnL be-

comes flatter around the series-resonant frequency. Nonetheless, for small values of RL, 

the peak of the signal is located at fS and, consequently, the peak of SNRnL is still placed at 

fS. When RL is increased, the peak of the signal moves towards the parallel-resonant fre-

quency fP and the effect of the minimum of SnL becomes less relevant, so SNRnL tends to 

be flat. For large values of RL, SnL values decrease (see Figure 12c,d), whereas the peak of 

the signal placed at fP increases; as a result, SNRnL exhibits a peak at fP, which becomes 

sharper as RL increases. The behavior of SNRnL as a function of the operating frequency fop 

is shown in Figure 18 for BW = 5 Hz. 

 

Figure 18. RL noise contribution to the SNRn at the LIA output as a function of the operating fre-

quency, for different values of RL and at a low-pass filter bandwidth of BW = 5 Hz. 

Finally, from Equation (13), Figure 19 shows that the peak value of SNRn results at fS, 

where the peak of both SNRnp and SNRnL is located, for low values of RL.  

Figure 17. RP noise contribution to the SNRn at the LIA output as a function of the operating
frequency, for different values of RL and at a low-pass filter bandwidth of BW = 5 Hz.

We now analyze the RL noise contribution to the SNR for increasing values of the LIA
bandwidth. The effect of the minimum of SnL, placed at fS, tends to be less relevant, because
of the increase of the integration bandwidth. Therefore, the function SNRnL becomes flatter
around the series-resonant frequency. Nonetheless, for small values of RL, the peak of the
signal is located at fS and, consequently, the peak of SNRnL is still placed at fS. When RL
is increased, the peak of the signal moves towards the parallel-resonant frequency fP and
the effect of the minimum of SnL becomes less relevant, so SNRnL tends to be flat. For
large values of RL, SnL values decrease (see Figure 12c,d), whereas the peak of the signal
placed at fP increases; as a result, SNRnL exhibits a peak at fP, which becomes sharper as RL
increases. The behavior of SNRnL as a function of the operating frequency fop is shown in
Figure 18 for BW = 5 Hz.
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Finally, from Equation (13), Figure 19 shows that the peak value of SNRn results at fS,
where the peak of both SNRnp and SNRnL is located, for low values of RL.
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Figure 19. Total normalized signal-to-noise ratio SNRn at the LIA output as a function of the
operating frequency, for different values of RL and at a low-pass filter bandwidth of BW = 5 Hz. The
corresponding results of SPICE simulations are also reported.

For increasing values of RL, the SNRn peak feature starts to flatten out until, for values
of RL larger than about 2 MΩ, a peak emerges close to fP, where both SNRnp and SNRnL
have their maximum value. This peak becomes as sharper as RL increases, as shown
in Figure 19, which represents the behavior of SNR as a function of fop for BW = 5 Hz.
Additionally in this case, SPICE simulations are in very good agreement with the results
provided by the analytical model. The SNRn peak at 100 MΩ is more than two times higher
than the values close to fs.

Finally, the presented study can be applied to compute the Normalized Noise Equiva-
lent Absorption (NNEA), an important parameter to compare QEPAS sensors [2,4,5,7,10].
NNEA is defined as follows:

NNEA =
P·α

SNR·
√

∆f

where P is the laser optical power, α is the absorption coefficient of the gas under investiga-
tion, SNR is the signal-to-noise ratio, and ∆f is the integration bandwidth.

In [10], an NNEA of 5.0 × 10−9 W·cm−1/
√

Hz for the detection of CO2 in an N2
mixture, employing a transimpedance amplifier with a 10-MΩ feedback resistor and a
narrow-bandwidth LIA filter, was demonstrated. Assuming the same value of NNEA
for a voltage preamplifier with a 10-MΩ bias resistor and an integration bandwidth of
0.5 Hz, a 100-MΩ bias resistor and the same integration bandwidth would lead to an
NNEA of 4.4 × 10−9 W·cm−1/

√
Hz, thus an improvement of a factor of 1.1, as suggested

from Figure 16.
Considering a 5 Hz LIA filter bandwidth, an NNEA of 5.8 × 10−9 W·cm−1/

√
Hz can

be calculated for a bias resistor of 10 MΩ. An improvement of a 1.4 factor can be calculated
when a bias resistor of 100 MΩ is employed, leading to a NNEA of 4.1 × 10−9 W·cm−1/

√
Hz.

Table 2 summarizes the NNEA values obtained for different values of RL and ∆f: it can be
observed that increasing RL at a fixed filter bandwidth always results in an improvement
of the NNEA.

Table 2. NNEA for different values of RL and ∆f, calculated starting from the value reported in [10]
for the detection of CO2 in an N2 mixture.

RL [MΩ] ∆f [Hz] NNEA [W·cm−1/
√

Hz]

10 0.5 5.0 × 10−9 [10]
100 0.5 4.4 × 10−9

10 5 5.8 × 10−9

100 5 4.1 × 10−9
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5. Discussion and Conclusions

In this work, we investigated the SNR trend as a function of the operating frequency
for a voltage-mode read-out of QTFs, comparing the results obtained by the developed
model with SPICE simulations. The effects of the RL values, the operating frequency,
and the bandwidth of the LIA low-pass filter on the overall SNR were investigated. We
firstly demonstrated that the contribution of the OPAMP to the output noise of the voltage
preamplifier can be always neglected and the output noise power density is dominated
by the contributions of the QTF-equivalent resistor Rp and RL. Moreover, the dominant
contribution to the total noise changes from RL, when RL < 10 MΩ, to Rp, for RL > 10 MΩ.

According to our model, the peak value of the SNR tends to increase along with the
bias resistor RL.

When a narrowband low-pass filter of the LIA is employed (e.g., bandwidth of
0.5 Hz), the curves shown in Figure 16 suggest that only a limited increase of the SNR
can be obtained by either increasing the value of the resistor RL or varying the operating
frequency. For RL < 10 MΩ, the best operating frequency for the QEPAS technique is the
series-resonant frequency of the QTF fS, where SNR function exhibits a peak value. This
peak becomes less pronounced when RL is increased. A 10-MΩ bias resistor ensures a
1.3 times higher SNR at the series-resonant frequency fS, with respect to a 100 kΩ-bias
resistor. For large values of RL, SNR tends to be flat around fS and a small peak emerges at
the parallel-resonant frequency fP. For instance, increasing the value of RL up to 100 MΩ
leads to a further increase of the SNR peak by a factor of 1.4. Thus, for these large values of
RL, the choice of the optimal operating frequency for QEPAS is not very critical, in case of a
narrow-band LIA filter.

When a wider LPF bandwidth of the LIA is employed (e.g., bandwidth of 5 Hz), the
SNR peak as a function of the operating frequency is still placed at fS for small values of RL,
as in the case of narrow-band filter (see Figure 19). For large values of RL, the SNR peak at
fP tends to be sharper as compared to the case of narrow-band LIA filter, thus the operating
frequency for the QEPAS technique must be chosen as close as possible to fP to maximize
SNR. As an example, for RL = 100 MΩ, the SNR peak is 1.4 times higher with respect to
RL =10 MΩ.

In addition, the parallel-resonant frequency fP of the QTF depends on the input ca-
pacitance of the OPAMP, so it is not an intrinsic property of the sensitive element. Thus,
suitable techniques must be used to measure fP in presence of Cin to exploit large values of
RL, increase SNR, and optimize the performance of the QEPAS sensor, especially when short
acquisition times are needed. Instead, for long acquisition times, large values of RL are not
very effective for the increase of the overall SNR, and an accurate setting of the operating
frequency close to fs is not critical because of the flatness of SNR as a function of fop. Of
course, the value of RL cannot be made too large, since the input bias current of the OPAMP
would cause unacceptable input offset levels. All the results obtained with the previous
analysis have been confirmed by AC and noise SPICE simulations of the voltage preamplifier
followed by a band-pass filter with center frequency fop and variable bandwidth.

Since, in QEPAS applications, several QTFs have been employed [1–14], the same
study has also been carried out for a representative QTF characterized by an fS = 12.484 kHz
and a quality factor of 104 [9], and the same results were found.

The reported voltage amplifier, implementing the AD8067, will be employed to vali-
date the results obtained both with our model and with the SPICE simulation.
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