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Alessandro Brusa, Nicolò Cavina, Nahuel Rojo, Jacopo Mecagni, Enrico Corti, Davide Moro, 
et al.
Development and Experimental Validation of an Adaptive, Piston-Damage-Based Combustion 
Control System for SI Engines: Part 2—Implementation of Adaptive Strategies
Reprinted from: Energies 2021, 14, 5342, doi:10.3390/en14175342 . . . . . . . . . . . . . . . . . . . 231
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Abstract: The forthcoming implementation of the China VI emission regulations, which are currently
the most stringent around the world targeted at light-duty gasoline engine vehicles, will not
only further restrict the emissions of gaseous pollutants, but also put forward, for the first time,
the requirements of particulate number (PN) emissions with a limit set at 6 × 1011#/km. To achieve
the stringent emission targets, the ceramic wall-flow gasoline particulate filter (GPF) will be effective
to achieve the reduction of the particulate number tailpipe emissions in a way similar to the widely
applied diesel particulate filter (DPF) in diesel engines. This paper investigated the effect of a coated
gasoline particulate filter (GPF) on the PN emission and engine performance. The effects of two
factors, including the washcoat powder material bulk density and type of coating, were studied with
regard to three primary performances of GPF, including high three-way catalytic performance, low
pressure drop, and high PN filtration efficiency, according to the original equipment manufacturer
(OEM) requirements. The outcomes show that the use of high bulk density materials resulted in a low
washcoat volume and hence a decrease of flow resistance and backpressure, in addition to high PN
filtration efficiency. The type of coating had notable influence on the backpressure and PN filtration
efficiency. The coating length and coating amount both had notable influence on the backpressure
and PN filtration efficiency.

Keywords: washcoat; powder material bulk density; coating; backpressure; PN filtration efficiency

1. Introduction

In order to further improve engine fuel economy and reduce CO2 emissions, turbocharged
gasoline direct injection (GDI) engines have prevailed as the power source for light-duty vehicles [1].
However, compared to vehicles equipped with traditional port fuel injection engines, GDI engines are
known to have higher engine-out soot and particle number emissions, especially under cold start and
high-speed, high-load operating conditions [2–4]. The latest China VI light-duty emission regulations
will be implemented in 2020. For China VI, the certification test driving cycle will be changed from the
New European Driving Cycle (NEDC) to the Worldwide Harmonized Light Vehicles Test (WLTC),
which includes more transient operation points, leading to an increase of the maximum speed and
acceleration, as well as a move to larger loads for engine operating regions [5]. Moreover, the pollutants
limits will be substantially tighter. The particle number emissions requirement will be introduced in
the China VI emission regulations for the first time, with the same limit set of 6 × 1011#/km in the
China VI-a and VI-b stages. In addition, the real driving emissions (RDE) certification test will be

Energies 2020, 13, 693; doi:10.3390/en13030693 www.mdpi.com/journal/energies
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implemented in China VI-b stage in 2023, in which the conformity factor (CF) of the particulate number
(PN) and NOx will be limited to be 2.1 and the CO2 emissions will be recorded. There is no doubt that
the stringent requirements in China VI will be even more challenging for light-duty vehicles equipped
with turbocharged GDI engines, especially in terms of meeting the PM/PN limit requirements.

For light-duty gasoline vehicles, in response to the upcoming implementation of the China VI
emission regulations, advanced exhaust gas aftertreatment technologies (e.g., GPF) must be applied to
reduce the vehicle tailpipe emissions in addition to the adaptation of engine internal parameters, such as
air/fuel ratio, fuel injection strategy, and combustion phasing, to further optimize the combustion
system in order to reduce the engine-out raw emissions [6–9]. The technology of DPF to solve the
problem of diesel particulate emissions has been applied for many years, and its effectiveness on the
reduction of particulate emission has been well confirmed [10,11]. It is considered that the use of
GPF has the potential to effectively reduce gasoline particulate emissions over a wide range of engine
operating conditions [12]. However, employing GPF as a solution to reduce particulate emissions also
results in an increase of the pressure drop of the entire exhaust aftertreatment system. Consequently,
the drop increases the backpressure of the exhaust manifold, and hence imposes a negative influence
on the engine power output, fuel economy, and CO2 emissions [13].

In general, there are two types of particulate filters applied to the exhaust aftertreatment system
currently: One is bare GPF without any catalyst coated, and the other is cGPF, which is coated
with some amount of catalyst and could even further improve the three-way catalytic performance.
Compared to the bare GPF, it is considered that adopting the coated GPF (cGPF) has more advantages,
such as reducing the cost of substrates, packaging improvements, and an increase in soot regeneration
performance under cold running conditions [14]. It is believed that the coated GPF will become the
mainstream in auto original equipment manufacturers (OEMs) in the future. Coated GPF should
fulfill design requirements in order to achieve sufficient particulate number filtration efficiency to
meet the PN regulation limit. In the meantime, the pressure drop must be minimized to reduce its
influence on engine power output and fuel economy. Different kinds of coatings with integrated
pore characteristics of the filter wall were confirmed to have an evident effect on the reduction of the
pressure drop and to increase PN filtration efficiency [15,16]. Consequently, this study concerned the
coated GPF and describes the optimization design methodology. The results are discussed in detail in
the subsequent sections.

2. Experimental Section

In this study, the influence of the pressure drop of the washcoat on the GPF were tested on a
cold flow bench (computerized flowbench SF-1020 Probench), as can be seen from the Figure 1 and
Table 1. The pressure drop of the test GPF samples was carried out on the SF-1020 Probench with 25 ◦C
ambient temperature and an atmosphere pressure of 1 atm. Five air flow rates were studied, ranging
from 200 kg/h to 600 kg/h at a step of 100. The GPF design was a cylinder with a diameter of 132.1 mm
and a length of 127 mm. The cell structure was 300 cpsi/8 mil and the porosity was approximately 65%.
Detailed parameters are listed in the Table 2.

Table 1. Measurement conditions of the pressure drop on the gasoline particulate filter (GPF).

Measurement Equipment SF-1020 Probench
Flow Measurement Accuracy ±0.5% of reading in normal operating ranges

Repeatability ±0.25% of reading
Range 0–1000 cfm

Temp. Measurement Accuracy ±0.3% ◦C
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Figure 1. Measurement equipment SF-1020 Probench.

Table 2. Measurement conditions of the pressure drop on the GPF.

Measurement Equipment SF-1020 Probench
Temperature 25 ◦C

Atmosphere Pressure 1 atm
Air flow rate 200 kg/h, 300 kg/h, 400 kg/h, 500 kg/h, 600 kg/h

GPF size Φ132.1 mm × 127mm 1.74 L
Cell structure 300 cpsi/8 mil

Porosity Approx. 65%
Mean Pore Size Approx. 20 um

Catalyst amount 100 g/L

In this study, the influence of the particle number filtration and gas pollutant abatement efficiency
of the washcoat on the GPF were tested on a light-duty passenger car, equipped with 1.4-liter
displacement turbocharged gasoline direct-injection (TGDI) engine, which was employed for the
on-engine experiment at test driving cycle Worldwide harmonized Light vehicles Test Cycle (WLTC)
on vehicle emission hub of HORIBA test equipment. The tests used China VI emission regulation 92 #
gasoline, as can be seen from the Figure 2. The information of the test engine and the washcoat are
shown in Table 3.

Figure 2. Tests of the particulate number filtration and efficiency.

Table 3. Main parameters of the test vehicle.

Vehicle reference mass 1460 kg
Engine 1.4 L TGDI

Test driving cycle WLTC

Closed-coupled TWC Φ118.4 mm × L60 mm, 200 g/L
0/47/3 Fresh

Under-floor catalyzed GPF Φ118.4 mm × L127 mm, 100 g/L
0/7/3 Fresh

3
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3. Results and Discussion

3.1. Washcoat Powder Material Bulk Density

The effects of washcoat powder material bulk density on gasoline particulate filter performance
were first studied. In order to study the factor, the catalyst coating amount was kept constant at 100 g/L.
In the meantime, the bulk density of powder material of the washcoat was changed by adjusting
the percentage of composition of the powder. Two kinds of compositions were employed in the
study, namely aluminum oxide and cerium zirconium composite oxides. Two types of powder with
different bulk densities, referred to as GPF-A and GPF-B, were investigated. Detailed information of
the powders is listed in the Table 4. As listed in Table 4, GPF-A represents the washcoat, which used
low-level bulk density material. The percentage of the aluminum oxide was 0.37 g/mL and the cerium
zirconium was 0.27 g/mL. On the other hand, GPF-B represents the high-level bulk density material
washcoat, with 0.76 g/mL and 0.55 g/mL for the two materials. For the convenience of comparison,
GPF-Ref represents a commercial GPF with same catalyst coating amount.

Table 4. Comparison of bulk density of GPF-A and GPF-B (g/mL).

Aluminum Oxide Cerium Zirconium Composite Oxides

GPF-A 0.37 0.27
GPF-B 0.76 0.55

The pressure drop of test GPF samples against the air flow rate is plotted in Figure 3. It can be
seen from the Figure 3 that the pressure drop of the GPF-B in the whole test flow range was about
34.9% lower than that of the GPF-A, and 11.1% lower than that of the commercial GPF-Ref. As can be
seen from Table 2, the bulk density of the powdery material used in the GPF-B was about twice as high
as that of GPF-A. Therefore, the washcoat volume of former coating was smaller than that of the latter
under the same coating amount. Consequently, the type of washcoat with a smaller volume avoided
extensive build-up in the pores of the substrate, and hence reduced flow resistance. Eventually, it led
to a decrease in pressure drop.

Figure 3. Influence of washcoat material bulk density on pressure drop.

In order to further check the influence of bulk density on the pressure drop, the microstructure of
the GPF washcoat was characterized by scanning electron microscope (SEM). The images of the two
types of coating are seen in Figure 4. The white part in the figure represents the washcoat, and the
dark grey part represents the substrate. As described above, the washcoat in GPF-A showed extensive
piling up, especially on one side of the substrate, which had a great hindering effect on the gas flow.
As the material bulk density increased, the washcoat of GPF-B had a lower volume and appeared
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to accumulate very little. Hence, the flow resistance of GPF-B was obviously lower than GPF-A, as
confirmed in pressure drop test.

Figure 4. SEM images of the GPF samples of GPF-A and GPF-B.

The results of fresh state PN efficiency by the two types of washcoat are shown in Figure 5. It can
be seen that the efficiency was significantly improved by both washcoats, further confirming the
effectiveness of the washcoat on the reduction of particle emission. More importantly, compared with
GPF-A, the PN filtration efficiency of GPF-B slightly increased by about 2.9% after raising the bulk
density of the coating material. More dispersed distribution of the inner coating in the large pores
by application of high bulk density coating material is considered to be the reason for the higher PN
filtration efficiency.

Figure 5. Influence of the washcoat material bulk density on particulate number (PN) filtration efficiency.

In order to check the influence of the bulk density on the light-off temperature on the emission of
gasoline engine, the results of CO/HC/NOx light-off temperature (T50) of engine bench test of GPF-A
and GPF-B are further shown in Figure 6. It can be confirmed that the coating material bulk density
had little impact on CO/HC/NOx light-off temperature.

5
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℃

Figure 6. Influence of coating material bulk density on T50 of CO/HC/NOx.

3.2. Catalysts Coating

In addition to the material of the washcoat on GPF performance, the impact of catalyst coating on
GPF performance was also studied. Two factors, namely the direction and the length of the coating,
were investigated via experiment. The catalyst coating amount was kept constant (approx. 100 g/L) for
fair comparison. The test samples were prepared in four different types of coating using the S-75%
and S-100% to represent single-side coating with 75% and 100% of substrate length for coating length,
respectively, whereas T-50% and T-75% represent two-side coating with 50% and 75% of substrate
length for coating length, respectively. The sketches of different catalyst coating are shown in Figure 7.

Figure 7. Diagram of two different catalyst coating of GPF.

The experiment boundary conditions for the measurements and procedure are same as Table 1.
The experimental test was carried out on the cold flow bench with 25 ◦C ambient temperature and an
atmosphere pressure of 1 atm. The four catalysts coating tested were S-100%, S-75%, T-50%, and T-75%.

The pressure drop, with four different kinds of catalyst coatings against air flow rate, is plotted in
Figure 8. It can be seen that catalyst coating had moderate influence on the pressure drop, including
the coating direction and coating length. First, all the coatings increased the pressure drop at each flow
range. Moreover, the pressure drop of the S-100% was the highest in the whole flow range in the test,
followed by T-75%, T-50%, and S-75%. Different coatings had a great influence on the distribution
of the coated washcoat in the interior of GPF. The T-75% coating did not only make the washcoat
cover the inlet and outlet wall of substrate more uniformly, but also increased the washcoat density
per length, resulting in the highest pressure drop. For the S-100% coating, it was not easy to control
the coating process operation because it was prevent the penetration of the washcoat throughout the
S-100% length-coating process, and it was also difficult to guarantee the uniformity of the coated
washcoat. The T-50% coating did not only greatly reduce the pressure drop, but was also easy to be
controlled for coating. In addition, better uniformity and distribution of the coated washcoat can also
be achieved by this coating. Although the pressure drop was the lowest for the S-75% coating, a blank
of 25% length was left to the substrate, which largely affected the PN filtration efficiency.

6
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Figure 8. Influence of catalysts coating on GPF cold flow pressure drop.

Furthermore, series of WLTC emission tests were conducted to determine the impact of several
different catalyst coatings on PN filtration efficiency. Figure 9 shows the results of the fresh state PN
filtration efficiency of four different kinds of catalyst coating. Corresponding to the results of the
pressure drop, the T-75% coating had the highest PN filtration efficiency, reaching more than 95%.
The PN filtration efficiency of S-100% and T-50% coatings, respectively, were about 92% and 89%, while
the S-75% had the lowest PN filtration efficiency with approximately 85%. It can be concluded that the
pressure drop is positively correlated with the PN filtration efficiency after further comprehensive
analysis in terms of influence of different coatings on pressure drop and PN filtration efficiency. Based
on the principle that the pressure drop should be reduced as much as possible on the premise of the
PN filtration efficiency to meet development requirements, the T-50% was determined the optimum
catalyst coating.

Figure 9. Influence of catalyst coatings on PN filtration efficiency.

4. Conclusions

In this study, the washcoat for a gasoline particulate filter (GPF) was experimentally studied.
The influence of material selection and different kinds of coatings on the pressure drop, PN filtration
efficiency, and three-way catalytic performance were examined. The two main conclusions were drawn
as follows:

1. The bulk density of powder materials employed in GPF washcoat had a great influence on the
backpressure. High bulk density materials resulted in a low washcoat volume and hence the
decrease of flow resistance and backpressure. The PN filtration can also be improved using high
bulk density powder materials due to the more dispersed distribution of the inner coating.

7
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2. The kind of different coatings, which included coating directions, coating length, and coating
amount, had notable influence on the backpressure and PN filtration efficiency. T-50% has
been experimentally confirmed as the optimum catalyst coating, which meets both the lower
backpressure and PN filtration ratio that fulfilled the development requirements.
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Abbreviations

PN Particulate Number
PM Particulate Matter
GDI Gasoline Direct Injection
RDE Real Driving Emissions
GPF Gasoline Particulate Filter
PFI Port Fuel Injection
NEDC New European Driving Cycle
DPF Diesel Particulate Filter
MPS Mean Pore Size
AFR Air Fuel Ratios
PGM Platinum Group Metals
TWC Three-Way-Catalyst
WLTC Worldwide harmonized Light vehicles Test Cycle
SEM Scanning Electron Microscope
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Abstract: One of the disadvantages of spark ignition engines, whose power is regulated by throttling,
is the increased fuel consumption at low loads and when the engine is idle. The combined method of
engine power regulation by switching off the cylinder group and throttling working cylinders is one
of the effective ways to improve fuel economy in the above-mentioned modes. This article presents
the research results of the combined method of engine power regulation which can be realized by
minor structural changes in operating conditions. The method implies the following: at low loads and
at idle speed of the engine. Fuel supply to the group of cylinders is switched offwith the simultaneous
increase of the cyclic fuel supply in the working cylinders. The adequacy of the calculated results
has been checked by the indication of operating processes in switched off and working cylinders.
The research results of a six-cylinder spark ignition engine with the distributed gasoline injection
using the combined power regulation system have been shown. The angles of opening the throttle
which provides a non-shock transition from the operation with all cylinders to the operation with the
cylinder group switched off have been determined.

Keywords: spark ignition engine; combined method of power regulation; fuel economy; the idling
mode; switching off the cylinder group

1. Introduction

Many factors influence fuel economy (FE) and the amount of pollution (HS) in the exhaust gas
(EG) of cars with internal combustion engines (ICE). Research carried out on automobile engines shows
that the modes of car motion have great influence on these indicators.

The movement of a car, in large cities in particular, is accompanied by complicated operating modes
of the engine: acceleration, deceleration, constant and unstable modes, and modes of independent and
forced idling. In this case, most of the time cars move at a low speed, with the engine running at low
loads and at idle speed.

Energies 2020, 13, 1076; doi:10.3390/en13051076 www.mdpi.com/journal/energies
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Operating modes of automobile engines under operating conditions have been investigated in
many papers. At low speed and low load, high heat transfer and combustion losses occur, directly
affecting engine operating conditions [1]. In most cases, these actual engine operating conditions are
not reflected in standardized driving cycles and, sometimes, summaries of experimentally-derived
cycles are also used to evaluate traffic jams [2]. Design changes, such as ceramic-coated engines,
have also been used to reduce heat loss, which, when used in combination with biodiesel as fuel,
have shown optimum engine operating conditions [3]. This effect is also noticeable when using
triglyceride-based biodiesel as fuel [4]. Hydroxyl gas can also be used as an indicator to improve
engine natural conditions, resulting in higher thermal efficiency and improved exhaust emissions [5].
The possible use of biobutanol as another source of biofuels and similar trends in engine operating
conditions due to its higher oxidative stability [6] as a spark ignition [7], as a compression ignition
engines [8]. It is also known that the use of alcohol additives in petrol improves its properties and
achieves an ecological effect [9]. The EGR system shows a different reduction in cycle pressure [10]
which is noticeable when operating small engines [11]. Studies [12–15] shows that the basic operating
modes of both freight and passenger vehicles moving in cities are part speed and loading modes.
They involve acceleration, steady mode, and active and forced idling while driving and braking the
car. Most of the time the vehicular engines run the open throttle or with a fuel supply of not more
than 50%. The time of operation with a full load, when supplying the fuel is close to the maximum,
is not more than 30%. This is particularly emphasized in the context of the development of smart cities,
where freight delivery can be modeled on special robotic vehicles [12]. It is important to emphasize
that the use of such transport is specialized and more tailored to individual customers, with a higher
standardized freight flow due to the limited engine described above and the rail network used [13].
Nevertheless, the combined approach to passenger and freight transport is widely developed [14].
This option offers great advantages especially when considering ecological aspects [15].

In general, it can be concluded that under operating conditions, the main motor vehicle modes
of operation are part load speed modes and idling modes. In these modes, the fuel economy of
spark ignition engines significantly deteriorates which is one of the main disadvantages of these
engines. The reason for this deterioration is the decrease of the indicated efficiency of the actual
cycle. It is due to the increase in the relative amount of EG and the deterioration of mixing and
combustion conditions [16–23]. Double sparking can cause early release of heat and reduce the
knocking effect [16]. Spark shortening phenomena have been observed during the extension of the
spark discharge period [21]. What is especially important with the dual fuel system with biogas and
ethanol fuel is the reduction in the knocking effect at full engine load [17]. Additionally, exhaust
residuals have a direct influence on the combustion process [18]. With the use of hydrogen as an
additive in the fuel it is possible to extend the combustion limits of the lean [19]. Another way is
to use the thermal efficiency optimization strategy in the case of lean combustion, which also helps
to combat combustion variations [20]. The deterioration of mixing and combustion conditions was
also addressed using a multi hole injector [22], and in a wide range of engine speed [23]. In addition,
the degree of repeatability of successive cycles is increased. Mechanical losses grow which consist
of friction losses and pump losses. These losses significantly increase with decreasing load. This is
due to the rise of dilution in the inlet line and when throttling can reach 50% of the total mechanical
loss [24,25]. Relative friction losses also increase significantly when the load changes. They do not
depend on the rotational speed of the crankshaft, which has been proved in many previous papers.
This was confirmed by both machine learning model simulations [26], using artificial neural network
modeling [27], a zero-dimensional cylinder pressure model [28], the crankshaft rotation measurement
experimental method [29], using the crankshaft dynamics research method [30], a comparison of
frictional losses research [31], and both by studying the influence of initial starting conditions on the
above factors [32].

One of the most effective methods to improve fuel efficiency in the above-mentioned modes is
switching off the group of cylinders with the change of the gas exchange system. This method is widely
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used in modern engines. In fact, it is the combined method of power regulation as it includes switching
off the cylinder group and throttling the working cylinders. The homogeneity of the flammable
mixture influences the efficiency of disconnecting the cylinders [33]. This is noticeable especially with
direct injection spark engines [34]. This also allows for an ecological effect [35] and the fuel economy
effect [36], and the issue of tribological performance of piston compression ring and connecting rod
bearing is also addressed [37]. According to Ihlemann at al. this is the technology of the future [38].

The use of this method requires significant changes in the design of the engine and is realized in
the production process.

The aim of this work is improving fuel economy of spark ignition engines applying the combined
method of power regulation.

The combined method, in which the system of gas exchange does not change, has been studied.
The power of the engine at small external loads is obtained by switching off the cylinder group when the
second group of cylinders works with a large opening of the throttle and higher efficiency. The group
of cylinders is switched off by disabling the fuel supply to these cylinders. The position of the throttle
valve and the cyclic supply of fuel in the working cylinders is simultaneously increased. It ensures
equal power for the operation with all cylinders and with the cylinder group switched off.

2. Theoretical Substantiation of Possible Improvement of Fuel Economy

One of the main reasons for the significant deterioration of fuel economy of spark ignition engines
in low load and idling modes is a decrease of the indicated efficiency of the engine and an increase of
mechanical losses. Under the combined power regulation method, if the indicated efficiency increases
and the mechanical losses decrease, as compared to throttle all cylinders, fuel economy of spark ignition
engines is improved.

The comparison has been made for a six-cylinder engine with a distributed gasoline injection
system and feedback [35,39]. The dependency of the indicated efficiency on the average effective
pressure, which is proportional to the external load, has been determined taking into account the nature
of the combustion, the duration of the combustion phases, and the effect of residual gas [10,34,40].

The dependencies of the indicated efficiency “ηi” on the average effective pressure “pe” from zero
to an average effective pressure of 0.35 MPa are shown in Figure 1. It implies throttling and switching
off three cylinders at loads where the operation of three and six cylinders is possible [39].

As it can be seen from the shown dependencies, the value of the indicated efficiency when three
cylinders are switched off, ηi varies from 0.306 (in idling mode) to 0.345 (before the enrichment of the
mixture). When throttling, the indicated efficiency ηi th at this load varies within the range of 0.26, ...,
0.32. Thus, the transition from throttling fuel-air mixture to the combined method at idling modes
and low loads by switching off the cylinder group and throttling working cylinders can increase the
indicated efficiency of a gasoline engine with an electronic control and a feedback injection system
by 13.7–7.8%. With an average effective pressure of more than 0.325 MPa, it is advisable to throttle
all cylinders.

The effect of the combined method of power regulation on mechanical losses has been estimated
at the same values of the average effective pressure pe.
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Figure 1. The dependency of the indicated efficiency on the average effective pressure when six
cylinders are throttled and when three cylinders are switched off (Opel C30 LE engine). Indices: th,
index to indicate throttling; d, index to indicate deactivation; ηi th, indicated efficiency of throttling; ηid,
indicated efficiency when three cylinders are switched off (deactivated).

The average effective pressure pe required for vehicle motion when throttling and switching off
“k” cylinders of the engine with “i” cylinders has been determined by the dependencies:

pe th = pi th − pm th, (1)

ped =
i− k

i
pid − pmd (2)

where pi th and pid are the average indicated pressure when throttling and switching off the
cylinders; pm th and pmd are the average pressure of mechanical losses using the combined method of
power regulation.

It is known that, during throttling, the average mechanical loss pressure pm th includes the average
pressure pt th used for friction, pressure pg th for the gas exchange process, and pressure pd th for the
camshaft drive, auxiliary equipment and ventilation losses. That is:

pmth = ptth + pgth + pdth. (3)

When “k” cylinders of an “i”-cylinder engine are switched off, the average mechanical loss pressure
pm d includes the average pressure p/t d used for friction in the working “i-k” cylinders and pressure
p//t d in “k” switched off cylinders, the loss pressure pg d for gas exchange process in the “i-k” working
cylinders and p//g d in “k” switched off cylinders, the pressure pd d for the camshaft drive, auxiliary
equipment, and ventilation losses, as well as the average pressure pq d for heat losses in the switched
off “k” cylinders is:

pmd =
i− k

i
ptd +

k
i
p′′td +

i− k
i

p′gd +
k
i
p′′gd + pdd +

k
i
pqd (4)

Components of mechanical losses have been calculated using theoretical and empirical
dependencies. Some of them have been partially identified experimentally.

Using these data, the dependence of the engine performance on the average effective pressure has
been shown when throttling (Figure 2) and switching off the three cylinders of the engine (Figure 3) for
n = 1800 rpm.
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Figure 2. The dependencies of engine parameters on average effective pressure during throttling
(n = 1800 rpm).

 
Figure 3. The dependencies of engine parameters on average effective pressure when three cylinders
are switched off (n = 1800 rpm).

As can be seen from the comparison of the dependencies of pmd(peth) (Figure 3) and pmth (ped)
(Figure 2), the same pe, mechanical losses when the cylinders are switched off are smaller compared
with the throttling. For pe = 0 it has been obtained: pmth = 0.153 MPa, pmd = 0.145 MPa, and for
pe = 0.35 MPa: pmth = 0.138 MPa, pmd = 0.109 MPa. Thus, with the transition to the combined method
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of power regulation of gasoline engine, fuel economy improvements can be expected as a result of
reducing the internal losses.

Using the method of the volume balance, a mathematical model of the engine operating process
with cylinders switched off has been developed [23,41,42]. The adequacy of the calculated results has
been checked by the indication of operating processes in switched-off and working cylinders.

The mathematical model to evaluate vehicle fuel consumption and pollution emission in a
driving cycle using the combined method of power regulation has been developed in scientific
papers. Fuel economy modeling is closely linked to vehicle weight, which is increasing by 4.7%
annually on cars sold in the Chinese market since 2015 [43], therefore, modeling of exhaust emissions
and energy sustainability is performed [44], which is heavily dependent on the interests of energy
distribution companies [45]. The assessment of pollutions emissions is related to the promotion of
green vehicle use [46], both with an efficient quantified risk assessment [47] resulting from the use of
floating vehicle data [48] and on the optimization of control strategy to reduce fuel consumption [49],
fuel consumption software (PΔP) [50], interactions between vehicles and pedestrians [51], and vehicle
routing problems [52]. Ehsani et al. provides a clear model for the dependence of fuel consumption on
carbon dioxide emissions [53]. Applying such a model would reduce freight transport exhaust and
improve fuel economy [54]. However, such links are very much dependent on traffic jams if we look at
the urban situation [55].

The theoretical analysis shows that the use of the combined power regulation method will
improve fuel economy of spark ignition engines compared with throttling in partial load modes and
idling modes.

3. Materials and Methodology

3.1. Working out the Fuel Supply System

The experimental model of a fuel supply system to implement the combined power regulation
method is based on a Bosch “Motronik ML 4.1” (“Robert Bosch GmbH”, Gerlingen, Germany) fuel
supply system in the mechanical drive throttle. The scheme of the experimental system is shown in
Figure 4 [20]. The main algorithm of its operation implies the termination of the fuel supply to the
switched-off cylinders without changing the gas exchange in small loads and idling modes. The engine
is equipped with the new system without structural changes in the electronic control unit of the
injection system and engine ignition. It can, therefore, be installed on vehicles in operation. This system
of power regulation has five patents in the Ukraine for utility models [35].

The system works as follows: an electromagnet (31), whose operation is controlled by the electronic
control unit of the nozzles (11), is added to the fuel supply system of the engine with a mechanical
cable throttle actuator. The core of the electromagnet is connected to the tension roller (27) through
which the control cable passes to the throttle (28).

With partial loads and idling mode running, the electric current of the electromagnet (30) is
activated by the command of the electronic control unit (11) to the coil relay switching the electromagnet.
When the electromagnet (31) switches on, its core moves the tension roller (27) to a predetermined
value Δl. As a result of it the opening angle of the throttle (17) is changed to a predetermined value
according to the engine operation with the cylinders switched off.

At the same time, the electronic control unit of the nozzles (11) receives the signals from the
rotational speed sensors (24) and the position of the throttle (16) disables the nozzle assembly (10) by
re-directing the electric current to the ballast resistance (9). As a result, the engine does not enter the
emergency operating mode.

With an increase in the engine load to a mode where the operation with a subset of cylinders
becomes less economical with respect to fuel consumption than with all cylinders, at the same crankshaft
rotation frequency, the electronic control unit of the nozzles (11), according to the signal of the position
sensor of the throttle valve (16), connects the block of the inactive nozzles (10) to the fuel supply system.
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At the same time, electromagnet (31) controls the tension roller (27). The angle of opening the throttle
(17) changes to the value corresponding to the engine operation with all cylinders.

When reducing the load of the engine or during transition to the idling mode, when the engine is
more efficient at switching off the cylinder group, there is a reverse process of disconnecting the block
of injectors and the inclusion in the chain of the ballast resistance. The angle of opening the throttle
changes simultaneously to the value corresponding to the engine operation for part of cylinders.

The cold start of the engine and its heating occurs due to the engine operation with all cylinders.
This is provided by the air temperature sensor (19) and the temperature sensor of the engine (22), the
signal of which comes to the electronic control unit of the nozzles (11). The group of switching off
cylinders can also be changed.

Figure 4. The scheme of experimental power system: 1—fuel tank, 2—electric fuel pump, 3—fuel
filter, 4—electronic control device (microprocessor), 5—battery, 6—ignition switch, 7—main relay,
8—pump relay, 9—ballast resistance, 10—disconnected injectors, 11—electronic unit for controlling
the nozzles, 12—non-inverting nozzles, 13—fuel distributor, 14—cold start system, 15—idling speed
stabilization device, 16—sensor of position and a value of accelerating throttle valve, 17—throttle valve,
18—air vent, 19—air temperature sensor, 20—λ-sensor, 21—thermal timer, 22—engine temperature
sensor, 23—crankshaft angle sensor, 24—speed sensor, 25—throttle control lever, 26—locking roller,
27—tension roller, 28—throttle valve drive cable, 29—gas pedal, 30—relay for electromagnet switching,
31—electromagnet, 32—load sensor.

3.2. Working out the Experimental Installation

For experimental research, an experimental installation has been developed consisting of a
six-cylinder inline Opel C30 LE engine. The technical characteristic, given in Table 1.
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The engine has been installed on a universal brake stand SGEU-100 with an electric brake AKB-92-4,
the power of 100 kW and a maximum rotation 3000 rpm. The installation enables testing the engine in
wide limits of external loads. The schematic diagram of the experimental installation with measuring
devices is shown in Figure 5.

The experimental prototype of the fuel supply system to implement the combined power regulation
method is installed on the engine (Figure 6).

Separate exhaust pipes for a group of three cylinders that constantly work and a group of
switched-off cylinders have been installed on the engine. In the outlet pipeline of a continuously
working cylinder group, a three-component catalytic converter manufactured by the Arvin Tefh company
(Madison, IN, USA) has been installed on the 1.5 L engine. This is only the working cylinder group.

Table 1. Technical characteristics of the Opel C30 LE engine.

Parameters Value

Type and location of cylinders gasoline, inline
Number of cycles 4-stroke
Order of cylinders 1-5-3-6-2-4

Diameter of cylinder and piston stroke, mm 95 × 69.8
Working volume, cm3 2969

Compression ratio 8.6
Nominal power kW/at the frequency of rotation, rpm 115/5400

Maximum torque, Nm/at the frequency of rotation, rpm 230/4100
Minimum rotational speed of the crankshaft in idle mode, rpm 750, . . . , 820

Number of valves per cylinder 2
Fuel injection system Motronik ML4.1

Fuel Automotive gasoline A-95

 

Figure 5. Schematic diagram of the experimental installation: 1—stand SGEU-100 with an electric
brake AKB-92-4; 2—weighing head VKM-57; 3—device to measure the frequency of crankshaft rotation
of the engine; 4—oil temperature sensor; 5—pressure sensor in the fuel line; 6—dilution sensor in
the intake manifold; 7—air flow meter RG-600; 8—weight measuring device for fuel consumption;
9—coolant temperature sensor at the exit from the block of cylinders; 10—device to measure the
ignition angle; 11—temperature sensor of the coolant at the inlet to the block of cylinders (temperature
sensor for cooling fluid); 12—EG temperature sensor; 13—dryers of VH samples; 14—throttle valve;
15—liquid U-shaped pressure gauge; 16—SINCRO EGA 2001 gas analyzer; 17—344 HL–01 gas analyzer;
18—switch of EG flow between gas analyzers; 19—exhaust pipe of the group of cylinders which are
switched off; 20—three-component catalytic converter; 21—device to measure the angle of opening the
throttle valve; 22—experimental installation to switch off a group of cylinders; 23—gearbox of the Opel
Omega A3.0; 24—the exhaust pipe of a group of cylinders which constantly work.
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Figure 6. The fuel supply system for the Opel C30 LE engine.

Measurement equipment accuracy is presented in Table 2.

Table 2. Equipment and measurement accuracy.

Parameter Dimension Measuring Equipment Measurement Error

Engine speed rpm Electronic digital
frequency meter F 5035 ±1

Torque Nm Weight head VKM-57 ±0.69
Fuel and air consumption time s Electronic stopwatch 0.01

Fuel consumption g Electronic scales
VNM-3/6 ±0.5

Air flow m3 Gas meter “PГ–600” 0.1
Air pressure Pa Barometer, aneroid ±0.5

Air temperature ◦C Mercury thermometer ±0.1
SOI degree Strobe DA-5100 ±1

Vacuum in intake manifold kPa Model vacuum gauge
“OBB1–160” ±1

Coolant temperature at the outlet from
the cylinder block

◦C Gauge thermometer ±1

Coolant temperature at the inlet to the
cylinder block and oil temperature

◦C Logometer ±5

Oil pressure in the lubrication system kgf/cm2 Pressure gauge 0.1
Exhaust temperature ◦C Potentiometer EPP-09 ±10

Concentrations in the exhaust gas:
carbon monoxide CO
carbon dioxide CO2

hydrocarbon HC

%
%

ppm

Infrared type gas analyzer:
SINCRO EGA 2001 C ±0.01

±0.01
±1

Exhaust concentrations of nitrogen
oxides NOx

ppm Chemiluminescent gas
analyzer 344-HL-14 ±10
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4. Results and Discussion

The efficiency of the combined method as for fuel economy improvement has been assessed on
the load characteristics in the load area, where the engine can operate with throttling six cylinders or
with throttling three cylinders and three cylinders are switched off.

Figure 7 shows the load characteristics of the engine for its operation with three and six cylinders
at n = 2600 rpm. Hence, it is evident that throughout all loads from idling modes and before the
operation of the enrichment device, the stoichiometric composition of the fuel and air mixture is
maintained, regardless of the number of working cylinders (λ = 1.0). When three cylinders are switched
off in this high-speed mode, the maximum torque of the engine Mt decreases from 191 Nm to 84 Nm.
For loads up to 65 Nm for three-cylinder engine performance there is an improvement in fuel economy
compared to the operation with all cylinders, hourly Gf and brake specific fuel consumption (BSFC) is
reduced by an average of 13%. At the same time, load reduction fuel economy improves. In idling
modes for fuelling a three-cylinder engine, the fuel economy is about 19%. When the load Mt = 65 Nm,
fuel consumption for the engine running on six and three cylinders is the same. At a larger load
the engine operation with a group of switched off cylinders becomes less economical and therefore
inappropriate. The operation of the engine with three cylinders compared to the operation with six
cylinders is characterized by a larger opening of the throttle φdr, the lower thinning of Δpk, and larger
volumetric efficiency of engine ηv, with practically the same air flow Gair.

BSFC

ϕ

G

η

G

λ
6

λ
3

G

G

 Δ

n

G

ΔΔ

ϕ ϕ

g g

λ
6

λ
3

ηη

G

Figure 7. Load characteristics of the Opel C30 LE engine at n = 2600 rpm operating with three and
six cylinders.
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When determining the load characteristics, the concentration of pollutions in exhaust gases of the
engine has been measured before and after the converter. The obtained characteristics are shown in
Figure 8.

An analysis of the environmental performance of the engine indicates a significant increase in
nitrogen oxide NOx concentration when the engine runs on three cylinders compared with the engine
running on six cylinders. When applying a three-component catalytic converter, the NOx concentration
in both cases is significantly reduced to practically the same level. Similar results were obtained by
Ozhan et al. after years of research using multilevel flow modeling [56]. Concentrations of carbon
oxide CO, carbon dioxide CO2, and hydrocarbons HC in the operation of the engine with catalytic
converters with different numbers of working cylinders are also practically the same.

GCO

NO

CO

HC,

CO2,

n

GCO

G
ΣCO

GHC

Figure 8. Load characteristics of the Opel C30 LE engine at n = 2600 rpm operating with three and six
cylinders (environmental indicators).
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The improvement in fuel economy for the operation with three cylinders has been obtained in
other high-speed modes (Figure 9); the engine load was low (Mt = 40 Nm).

One of the main issues when adjusting the power of a gasoline engine by the combined method is
to determine the rules of changing the position of the throttle valve when switching off and switching
on the cylinder group. It provides a non-shock process of changing the number of working cylinders.
To establish such a pattern, an experimentally determined series of load characteristics with the
measurement of the engine torque, fuel consumption, and the position of the throttle valve for each
speed mode, a load mode has been established. The results obtained are similar to those of Fleischman
et al. bus tests, where the test was conducted under roadworthiness test conditions [57]. When it is
exceeded, the operation of the engine with the switched-off cylinders is inappropriate in terms of
fuel economy.

   BSFC

M

  BSFC

   BSFC

G

Figure 9. Load characteristics of the Opel C30 LE engine at different speeds operating with three and
six cylinders.

Figure 10 shows the experimental dependencies of the hourly flow of petrol Gp and the opening
angle of the throttle valve φdr on the torque Mt of a six-cylinder Opel C30 LE petrol engine with a
distributed injection system with a feedback with six and three cylinders at different speeds.

The dependencies show that when the group of cylinders is switched off and on, the position of
the throttle valve does not change, and the torque will vary several times.

As can be seen from the characteristics shown, the same torque when switching off and on a group
of cylinders can be obtained at different ratios of the opening angle of the throttle valve.
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The analysis of experimentally determined characteristics (Figure 11) shows that for the engine
in all high-speed modes to obtain a practically unbreakable transition from the operation with three
cylinders to the operation with six cylinders, and vice versa, it is advisable to do the transition at a
torque moment Mt close to 50 Nm and a ratio of the opening angle of the throttle valve of 1.75.

M

G

 ϕ

Figure 10. The dependencies of hourly consumption of gasoline and angles of opening throttle flaps on
the torque of the Opel C30 LE engine. The 6c shows that engine operation on six cylinders; 3c: engine
operation on three cylinders.

One of the main factors influencing the efficiency of the combined method for power regulation
of a multi-cylinder petrol engine is the duration of switching off and on the cylinder group.

The exact duration values of the transition process when switching off and on the cylinder group
have been determined by indicating the operating process in the cylinder. Figure 11 shows a fragment
of oscillograms of the operating process in cylinder A, when fuel is supplied to the cylinder; B, when
fuel is not supplied to the cylinder. Oscillograms have been recorded at a load of Mt = 50 Nm,
(n = 2000 rpm).

From these fragments it can be seen that both switching on and switching off the cylinder have
a transition process in 1–2 operating cycles and almost without gradual increase or decrease of the
indicated pressure. When the cylinders are switched on (Figure 11A), the full operating cycle has been
restored for approximately 0.15 s. At the same time, the maximum combustion pressure, starting
from the second cycle, remains unchanged during all subsequent cycles within the uneven values of
cylinder operation.

A similar process occurs with switching off the cylinders (Figure 11B). After the fuel injector stops
working, the first operating cycle is without breaking the parameters of the operating process. The next
one is without the combustion process. The duration of the transition process when switching off the
cylinders lasts for about 0.1 s.

To prove a short-term nature of the transition process, when cylinders are turned on and off, the
oscillograms of the operating process during acceleration and deceleration of the engine (Figure 12) at
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loads have been recorded in unstable modes. The brake stand has created loads according to its speed
characteristics (Figure 13).

Additionally, Figure 12 shows the oscillograms of the throttle position change φdr, the dilution
in the inlet line Δpk, the operation of the fuel nozzle, the moment of the TDP, and the moment of a
spark jump.

With the gradual opening of the throttle, the rotational speed “n”, the maximum pressure in
the switched off cylinder “p” and, therefore, the load on the engine increase. At the throttle angle
the cylinders are switched off. When the angle is larger, the engine operation with the cylinder part
becomes inefficient. At the same time, the angle of opening the throttle is reduced to avoid a spin-like
torque change. This causes an increase in the dilution in the inlet pipeline Δpk, which results in a
decrease of the maximum pressure “p” in the next cycle after the cylinders are switched on. In this
cycle, the combustion process still does not occur. In subsequent cycles the combustion process is
restored and the maximum pressure increases as a result of further opening of the throttle.

(A) 

 
(B) 

Figure 11. Fragments of oscillograms of the transition process of the Opel C30 LE engine when: (A) fuel
is supplied to the cylinder, and (B) fuel is not supplied to the cylinder.

24



Energies 2020, 13, 1076

 
Figure 12. Fragments of oscillograms of the transition processes of the engine when a cylinder is
switched on and off during acceleration and deceleration ϕr: the position of the rheostat to control the
stand load.

Figure 13. Speed characteristics of the SGEU-100 brake stand.

When the throttle valve closes, a reverse process occurs. In the process of switching the opening
angle of the throttle valve φdr sharply decreases. There is a decrease of the dilution in the inlet line.
In the next cycle after the cylinders are switched off, the combustion characterized by low pressure
in the cylinder does not occur. In the first cycle after the cylinders are switched off, the maximum
pressure becomes even lower than in subsequent cycles. It is due to the fact that the pressure reduction
wave from the throttle valve has not yet been able to reach the switched off cylinders.

Such a short-term transition process is facilitated by the instantaneous reduction of the dilution
when the position of the throttle valve is changed. Due to this all fuel residues from the inlet valve are
absorbed into the cylinder.

With further closure of the throttle valve, the dilution increase and the maximum cylinder pressure
gradually decreases as a result of volumetric efficiency of engine reduction. The oscillograms recorded
with different acceleration and deceleration rates show similar processes of switching the cylinders on
and off.
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The oscillograms of transition processes recorded in various modes of the engine show that the
duration of the transition processes when the cylinder is switched off and on the petrol injection is
insignificant and is within 1–2 operating cycles. It enables to increase the speed of the transition
process, to improve the engine power regulation. It is one of the reasons to improve fuel economy
when applying the combined method of power regulation for a multi-cylinder petrol engine.

5. Conclusions

Experimental studies of a six-cylinder engine have shown that when using the combined method
of power regulation. The engine runs steady in all load and high-speed modes. The experimentally
established fuel economy at the idling mode is about 19%, and the average economy of loading modes
is about 13%.

The application of the combined power regulation method almost does not affect the environmental
performance of the engine with a three-component catalytic converter installed in the production system.

The shock-free process of switching off and on a group of cylinders may provide a change in the
position of the throttle in these processes with a certain ratio. In this case, the cyclic supply of gasoline
also varies with the corresponding value. The composition of fuel and air mixture does not change.

For the Opel C30 LE engine in all high-speed modes to obtain an almost unbreakable transition
from the operation with three cylinders to the operation with six cylinders and vice versa, it is advisable
to do the transition at a torque close to 50 Nm and the ratio of the throttle opening angle at 1.75.

It has been established that the duration of switching on and switching off the cylinder group
does not exceed 1–2 operating cycles. It cannot significantly affect fuel economy.
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Abstract: Improvements in internal combustion engine efficiency can be achieved with proper thermal
management. In this work, a simulation tool for the preliminary analysis of the engine cooling
control is developed and a model-based controller, which enforces the coolant flow rate by means
of an electrically driven pump is presented. The controller optimizes the coolant flow rate under
each engine operating condition to guarantee that the engine temperatures and the coolant boiling
levels are kept inside prescribed constraints, which guarantees efficient and safe engine operation.
The methodology is validated at the experimental test rig. Several control strategies are analyzed
during a standard homologation cycle and a comparison of the proposed methodology and the
adoption of the standard belt-driven pump is provided. The results show that, according to the
control strategy requirements, a fuel consumption reduction of up to about 8% with respect to the
traditional cooling system can be achieved over a whole driving cycle. This proves that the proposed
methodology is a useful tool for appropriately cooling the engine under the whole range of possible
operating conditions.

Keywords: spark-ignition engine; fuel economy; model predictive control; electric pump; engine
thermal management

1. Introduction

Steadily increasing challenges for climate change are leading to the development of new
technologies for sustainable mobility, which include powertrain electrification like hybrids, plug-in
hybrids, and fully electric vehicles. These solutions provide a very interesting opportunity in terms of
fuel-saving and air quality, especially in very congested areas; however, they have the drawback of
being expensive and some environmental issues seen from a life-cycle assessment (LCA) point of view
are still unresolved [1]. In this context, internal combustion engines, and in particular spark ignition
(SI) engines, still offer significant developmental margins to meet future requirements, both in terms of
CO2 emissions reduction within the limits prescribed by the regulatory agencies [2,3] and in terms of
engine performance and will presumably be widespread in the automotive industry for the next few
decades [4].

Several technical solutions have been developed to optimize SI engines in terms of fuel
consumption, performance, and emissions. Gasoline engines “downsizing” and supercharging
boosting [5], innovative intake strategies [6–8], cooled external exhaust gas recirculation [9], and
innovative after-treatment technologies [10,11] have been shown to improve the efficiency of
spark-ignited gasoline engines. A further contribution to fuel consumption reduction is given
by the adoption of an optimized engine thermal management [12,13]. In fact, with optimized thermal
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management, a contribution of about 3% over the total CO2 decrease was estimated [5] and, if compared
to different technological options, it is the most cost-effective by accounting for about 200 Euro/(km/L
saved) [14].

The primary requirement of optimized thermal management is the reduction of the warm-up
time, which, by speeding-up lubricant heating, reduces frictional losses [13–15] and improves engine
efficiency as a direct consequence. Lower coolant flow rates than the ones delivered by the traditional
engine cooling system are, therefore, needed in this case. On the contrary, higher coolant flow rates
than the ones commonly used under low-speed, high-load conditions, can be effective in mitigating
knock and, therefore, diminishing the use of more fuel-consuming strategies like spark retard and
mixture enrichment [16]. Unfortunately, the regulation capabilities of a standard engine cooling system
are restricted by the adoption of a crank-shaft driven pump and a wax thermostat valve. These devices
cause engine overcooling for about 95% of its operating time [17], during which the single-phase
forced convection takes place. The possibility of optimizing the cooling system relies, therefore, on the
removal of the standard crankshaft-driven pump and the inclusion of electrically driven pumps and of
advanced electronic actuators, associated with proper control strategies. Solutions, which include an
electrically driven pump, whose control is based on empirical methods can be found in [18,19], where
improvement in specific fuel consumption of up to 2% is achieved. The adoption of electrically driven
pumps and actuators presents a further advantage: the possibility of moving towards nucleate boiling
flow regimes and to achieve a precision cooling strategy, which can provide a reduction in warm-up
time of about 18% and a remarkable reduction of the power supplied to the coolant pump (up to 1.85
kW) [20]. To this aim, more sophisticated control approaches than the empirical ones are needed for
keeping the boiling regime under control.

A control method, which has gained attention in recent years, is model predictive control (MPC),
which permits the control of multi-input multi-output (MIMO) systems with constraints in an optimized
way [21] and has found wide application in many slow-dynamic areas of engine control [22,23]. MPC
was primarily implemented on compression-ignition (CI) engines [24–26] and recent attempts on
spark-ignited (SI) engines [27–29] have also been proposed. The working principle of the MPC is based
on the definition of a quadratic cost function, which integrates the deviation of an engine parameter
from its desired values over a period of time, which is the prediction horizon; the cost function is
minimized by manipulating the actuator set-points; in such a way, the optimal control actions are
determined. In particular, the MPC algorithm requires the use of an engine model, which determines
the current state of the engine from the sensors signals; the model is linearized about the current states
and is then used to determine new actuator set-points that meet the cost function requirements within
prescribed constraints. Linearization is carried out off-line for a variety of operating points and the
results of the optimization problem are stored in the onboard controller.

A systematic control approach for the optimal thermal management of the coolant flow rate in
an SI engine, based on MPC, was proposed by Pizzonia et al. [30]. The controller is based on the
development of an engine thermal model, which predicts the heat transfer regime occurring between
the engine walls and the coolant for a given engine operating condition. The model also predicts
the occurrence of nucleate boiling and defines an index, namely the NB_Index, which operates as
a virtual sensor for the detection of the boiling intensity. The control actuator is an electric pump,
which gives the possibility of operating with reduced coolant flow rates when compared to the ones
delivered by the belt-driven pump. The controller can also operate higher coolant flow rates under
low-speed, high-load conditions and can keep the pump running after engine switch-off to avoid
after-boiling [31–33].

In this work, a simulation tool for the proposed controller is developed with the aim to preliminarily
evaluate different control strategies and give an estimation of the controller’s effectiveness in terms
of constraint requirements and engine efficiency. The proposed engine simulator is validated at the
experimental test rig during a standard homologation cycle. Then, a variety of controllers are proposed
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and the benefits in terms of fuel consumption reduction, when compared to the crankshaft-driven
pump, are quantified.

The model developed for the controller design and the controller working principle are summarized
in Section 2. A simulation algorithm, which predicts the controller behavior, is validated in Section 3.
Different control strategies are developed and simulated during a New European Driving Cycle
(NEDC) homologation cycle and the results in terms of fuel consumption reduction and CO2 emissions
are presented in Section 4. Several engine operating conditions different from the NEDC cycle are
analyzed in Section 5. Finally, the achieved results are discussed in Section 6.

2. Materials and Methods

The proposed approach is based on the development of a controller, which is able to optimize the
coolant flow rate in the presence of nucleate boiling. For this purpose, a lumped-parameters model
for the thermal exchange between the coolant and the engine walls is developed. The model predicts
the occurrence of nucleate boiling by defining a metric for nucleate boiling detection. An extensive
description of the model and controller is included in [30,34]; however, both the model and the
controller are briefly described in the following subsections for the sake of clarity.

In the present work, the operating scheme of the controller is implemented numerically, with the
aim to preliminarily simulate its behavior under various engine operating conditions, to predict the
effects of the control strategy on fuel consumption and eventually to improve the controller design.
The controller is also implemented at the experimental test rig and is tested under real engine operation.

2.1. Engine Thermal Model

A zero-dimensional approach is adopted for modeling the heat transfer between the engine
walls and the coolant; the model dynamically predicts the occurrence of nucleate boiling [34].
The spatial-averaged wall and coolant temperatures,

.
TW and

.
TC are obtained from the following

energy conservation equations:
.
TW

.
CW =

.
Qg −

.
QC, (1)

.
TC

.
CC =

.
QC −

.
Qr, (2)

CW and CC are the engine and coolant thermal capacities.
.

Qg,
.

QC, and
.

Qr are the heat transfer
rates from the combustion gases to the metal, from the metal to the coolant, and from the coolant to the
radiator (Figure 1).

 

Figure 1. Thermal energy fluxes between the in-cylinder gases and the wall (
.

Qg) between the walls

and the coolant (
.

QC) and between the coolant and atmosphere (
.

Qr) [35].

.
Qg is estimated by Equation (3) developed in [34], which includes the fuel flow rate,

.
mf, the

coolant flow rate,
.

mc, and the engine speed, N:
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mn2
c
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The coefficients c, n, n1 and n2 were calibrated at the experimental test rig.
The heat-transfer rate to the coolant is determined by the following correlation:

.
QC = hmacA(TW − T∞) + hmicAnb(TW − Tsat) (4)

which takes into account forced convection and nucleate boiling. The heat transfer coefficient, hmac,
due to forced convection is modeled through the well-known Dittus–Boelter correlation [36], while
for hmic, due to nucleate boiling, the Chen approach is used [37]. In Equation (4), TW is the metal
temperature, T∞ is the bulk flow temperature, Tsat is the coolant saturation temperature at the given
pressure, A is the total heat transfer area and Anb is the percentage of the wall area affected by the
nucleate boiling. The latter is calculated as:⎧⎪⎪⎪⎨⎪⎪⎪⎩Anb =

(qW − qONB)
qW

·A qW > qONB

Anb = 0 qW < qONB

, (5)

where qw is the actual thermal flux through the engine walls and qONB is the threshold thermal flux,
which determines the nucleate boiling onset [34].

The heat transfer rate from the coolant to the atmosphere through the radiator is computed as:

.
Qr =

.
mccp(TC,out − TC,in) (6)

where TC,out and TC,in are the coolant temperatures at the radiator inlet (engine-outlet) and radiator
outlet (engine-inlet), respectively, and cp is the coolant specific heat.

Finally, an index, which indicates if boiling occurs, is defined:

NB_Index =
qW − qONB

qONB
. (7)

Hence, if NB_Index ≤ 0 no boiling occurs; if NB_Index ~ 0 nucleate boiling occurs; for NB_Index
~ 1 saturated boiling conditions are reached. Details on the modeling equations for nucleate boiling are
included in [34].

2.2. Controller Design

The coolant flow rate is the variable selected for the optimization of the engine thermal management.
Other quantities, which define the engine operating point, such as the engine speed and load, are
determined by the drivers’ needs; therefore, they cannot be known a priori and, from the control point
of view, are considered as disturbances. However, these quantities are measured onboard and are
useful for the proper functioning of the controller.

Figure 2 shows the working scheme of the controller in real-time operation at the experimental test
rig. Measurements of coolant temperature at the engine outlet, of fuel flow rate and engine speed are
usually available on modern engines; in addition, the proposed controller requires the measurement of
coolant pressure for the detection of nucleate boiling. At each time step, the signals from transducers
are sent to the data acquisition system (DAQ) and to the computing facility, where the controller
is implemented. The model is used to calculate the wall and coolant temperatures, which, in turn,
are used as controller inputs for the calculation of the correction to be applied to the actual coolant
flow rate. This correction is then converted into a proper voltage, and hence into a proper rotational
speed for the electrically driven pump, which delivers the corrected coolant flow rate to the engine.
The working principle onboard a vehicle in real-time is very similar as the computing facility and the
DAQ are substituted by the electronic control unit (ECU).
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Figure 2. Operating scheme of the controller at the experimental test rig.

Figure 3 enters in more detail regarding the interaction between the model and the controller.
The signals, out from engine transducers, are sent to the model, which computes the wall and coolant
temperatures (TW, TC) for that particular engine operating point (Equations (1) and (2)).

 
Figure 3. Schematic of the interaction between the model and the controller. The variables computed
by the model determine the state of the system and define the control stability region.
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These values are used by the controller to select a control region in the plane (TW, TC), which
defines the state of the system. The controller, in fact, enters the state space with a couple of values
(TW, TC) (Point A in Figure 3) and selects the control region, which is approximated by an ellipsoid,
where the point enters. Each ellipsoid is characterized by an equilibrium coolant flow rate,

.
mc,eq, an

equilibrium coolant temperature, TC,eq, an equilibrium wall temperature, TW,eq and two-state feedback
control gains, K1 and K2. These characteristic values are collected and read from a look-up table and
the correction to the equilibrium coolant flow rate is calculated as:

Δ
.

mc = K1(TW − TW,eq) + K2(TC − TC,eq) (8)

The number of control regions (ellipsoids) is determined in order to cover all the possible states
of the systems and, hence, the entire range of engine operating conditions and to make sure that the
behavior of the linearized model does not differ significantly from the non-linear one. The values of
K1, K2, and the definition of the equilibrium values, which determine the coolant flow rate correction,
are the result of an optimization problem, which is carried out off-line, during the controller design
stage. The optimization problem includes the model linearization for an engine operating point, the
definition of the constraints on input and output variables and the minimization of a cost function. In
particular, constraints are defined for the disturbances and the output variables; for the disturbances,
the constraints define the minimum and maximum expected values for engine load and speed; for
the output variables, the constraints define the maximum and minimum allowed values of wall
temperature, coolant temperature, and boiling level, which guarantee for instance engine reliability.
Then, a cost function, which integrates the deviation of the engine parameters from the desired values
is defined and the linear objective minimization problem is formulated. The solution returns the
state-feedback controller gains, K1 and K2 and the controller stability region, whose shape, in the state
space, is that of an ellipsoid. In conclusion, the controller acts with the aim to vary the coolant flow rate
to guarantee that, as long as the disturbances are contained within prescribed constraints, the engine
temperatures are kept inside the stability region of the controller, rejecting the disturbances variations
and satisfying, therefore, the constraints on the output variables TW and TC and on the NB_Index.

The simulation tool developed in the present work operates following the scheme in Figure 3. In
this case, the input data, instead of being read from the transducers, are read from an input file, which
includes the fuel flow rate,

.
mf, engine speed, N, coolant pressure, pin and coolant temperature, TC,in;

these data are usually obtained from real engine operating conditions. The coolant flow rate,
.

mc, is
computed by the controller and is given as an input to the engine thermal model.

3. Experimental Validation

The controller is validated at the experimental test rig. Tests are carried out on a spark-ignition
engine, whose displacement is 1.2 dm3; it delivers a maximum power of 60 kW between 5000 and
6000 rpm. The test bench is equipped with an eddy current engine torque dynamometer, which
controls engine speed and allows load variation by setting either torque or throttle position. The fuel
consumption is measured through an AVL 733S metering system; coolant pressure and temperatures
at engine inlet and exit are measured by means of pressure transducers and temperature sensors
(PT100-type), respectively. Figure 4 shows the experimental test rig.
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Figure 4. Experimental test rig for the 1.2 dm3 engine.

The cooling circuit layout includes an electrically driven pump manufactured by OMP, which
delivers a maximum coolant flow rate of 240 dm3/min at 5000 rpm, maximum power of 1000 W, and
overall efficiency of 67%. The coolant flow rate is measured by means of an electromagnetic flowmeter
(Proline Promag E 100). Finally, K-type thermocouples are positioned in the cylinder head and block
(Figure 5). The radiator and pressurized expansion tank are the production ones.

 

Figure 5. Thermocouple positions in engine head and block.

The NEDC is replicated at the stationary test bench. To this aim, the torque-speed couples of
values adopted during the NEDC tests at the rolling bench have been adapted for the stationary test
rig tests and have been changed into throttle opening-engine speed series of data, applied to the dyno.
The fuel flow rate (in arbitrary units for the privacy policy of the engine constructor) and the engine
speed from rolling test bed and stationary test rig are shown in Figure 6, where a high level of similarity
between both cases is well visible.
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Figure 6. Comparison between the rolling test bed and stationary test rig fuel flow rate (top) and
engine speed (bottom) for the 1.2 dm3 engine.

Figure 7 shows a comparison between the average wall temperature calculated by the model and
the thermocouple measurement in a specific engine head location when the controller is operating.

 
Figure 7. The average metal temperature during the New European Driving Cycle (NEDC); comparison
between numerical simulations and experimental tests (the temperature at position 11C of Figure 5).

The agreement is satisfactory; the differences can be explained by considering that simulations
are carried out by using engine speed, fuel flow rate, and coolant temperature values given by the
constructor as measured at the rolling bed. On the contrary, in the current experiments, the engine
speed, fuel flow rate, coolant pressure, and temperature values are those actually measured during the
lab tests (Figure 6, top).

Figure 8 displays the NB_Index for both simulated and experimental controller. The results are
satisfactory and simulations are in accordance with the experimental data.
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Figure 8. NB_Index during the NEDC; comparison between numerical simulations and experimental tests.

Details on the controller parameters adopted for validation purposes will be described in the next
section, where the results of numerical simulations carried out with three different controllers will
be presented.

4. Results

The controller is designed to operate at the lowest coolant flow rate as long as the wall temperature
is lower than 100 ◦C. In such conditions, the energy required by the pump is the lowest possible;
at the same time, the engine temperature is in the range of metal reliability and the coolant is safe
from boiling. After the engine wall reaches the threshold value of 100 ◦C, the controller adjusts the
coolant flow rate determined by the ellipsoid crossed by the trajectory. In the present work, three
different control strategies are developed: in the first case, a low nucleate boiling level of the coolant
is allowed; in the second case, the allowed boiling level is the same as the one obtained when the
standard belt-driven pump operates; finally, a slightly higher boiling level is admitted. The tests are
carried out for the New European Driving Cycle (NEDC), for which experimental data of fuel flow
rate and engine speed for the current engine are supplied by the manufacturer (Figure 6).

4.1. Controller with Low Boiling Levels

The control region and the evolution of the state of the system during the NEDC are plotted in
Figure 9.

Figure 9. Control region and system trajectory during the NEDC for low boiling levels.

The initial wall and coolant temperature are the ambient values corresponding to 20 ◦C. In the
dashed area, where the wall temperature is lower than 100 ◦C, the coolant flow rate is the lowest
(~180 dm3/h) and the wall and coolant temperature vary according to the fuel flow rate enforced
during the low part of the NEDC. When the wall temperature rises to reach 100 ◦C, the trajectory
crosses the ellipsoid and the coolant flow rate is modified to satisfy the controller constraints for the
selected ellipsoid.
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The constraints for Ellipsoid No.1 are summarized in Table 1. The constraints on fuel flow rate
and engine speed are given by the NEDC; the maximum fuel flow rate,

.
mf, is about 9 kg/h and the

engine speed can vary in the range 500–4000 rpm. The maximum coolant flow rate,
.

mc, is determined
by the pump, which delivers about 6000 dm3/h. Finally, the constraints on the output variables are
defined by the constructor. If a moderate boiling level is required (NB_Indexmax = 0.3), with an average
pressure of 1.4 bar, a maximum average coolant temperature of TC of 110 ◦C and a maximum average
wall temperature TW of 160 ◦C can be achieved.

Table 1. Constraints on input and output variables for Ellipsoid No.1.

Input/Output Variable Equilibrium Min/Max
.

mf (kg/h) 3.5 0–9
Eng. Speed (rpm) 2750 500–4000

.
mC (dm3/h) 1800 176–6000

TW (◦C) 122.5 85–160
TC (◦C) 83 56–110

NB_Index (-) −0.1 −0.5–0.3

The resulting coolant flow rate during the NEDC is displayed in Figure 10a. It can be observed
that, as long as the wall temperature is lower than 100 ◦C (Figure 10c), the pump delivers the lowest
coolant flow rate and no boiling occurs (Figure 10b) owing to the low metal and coolant temperatures
achieved in this operating range (Figure 10c). When the threshold wall temperature is exceeded,
the state of the system crosses Ellipsoid No.1 (Figure 9) and the coolant flow rate varies in order to
satisfy the controller constraints whilst the fuel flow rate and engine speed vary according to Figure 6.
Figure 10c,d shows that both the wall and coolant temperatures are kept within the prescribed ranges.
At the same time, the NB_Index is lower than the maximum allowed value (Figure 10b).

  

  

Figure 10. Coolant flow rate (a), NB_Index (b), wall (c), and coolant (d) temperature when the controller
operates with low boiling levels.

40



Energies 2020, 13, 1148

4.2. Controller with Moderate Boiling Levels

If moderate boiling levels are allowed, like the ones that occur when the standard belt-driven
pump is adopted (NB_Index ~ 0.5/0.6), a new controller can be adopted. In this case, a new control
region with a higher NB_Index is obtained with lower coolant flow rates, which increase the wall
and coolant temperatures and move the equilibrium point towards higher values (Ellipsoid No.2).
The control region is, however, smaller than the previous one (Ellipsoid No.1), owing to the constraints
on the maximum wall and coolant temperatures, which are substantially unchanged when compared
to the previous case. As Ellipsoid No.2 is not large enough to cover the gap with the dashed area, a
transition region (Ellipsoid No.1) is, however, needed and the controller is made up of two ellipsoids,
as displayed in Figure 11. When the system state (TW, TC) is in the region, which belongs to both
ellipsoids, Ellipsoid No.2 is used.

Figure 11. Control region and system trajectory during the NEDC for moderate boiling levels.

The equilibrium values and the constraints for the moderate boiling controller are summarized in
Table 2. The results in terms of coolant flow rate, wall and coolant temperature, and NB_Index are
displayed in Figure 12. As long as the state of the system lies in Ellipsoid No.1, no differences occur
with respect to the previous case. Owing to the fuel flow rate increase, at time 822 s, the state of the
system crosses Ellipsoid No.2; as this controller allows higher boiling levels than Ellipsoid No.1, the
coolant flow rate decreases, while the wall and coolant temperatures and the NB_Index rise. The state
of the system remains in this controller region for about 60 s before returning to Ellipsoid No.1, owing
to the reduced fuel flow rate. In this region, the coolant flow rate tends to increase and to lower the
temperatures; however, as the fuel flow rate is reduced, no significant variations in coolant flow rate
occur. In the final part of the NEDC cycle, where the fuel flow rate increases significantly, the state of
the system crosses Ellipsoid No.2 again and the coolant flow rate increases considerably; the wall and
coolant temperatures and the boiling levels are kept within the prescribed limits. The effectiveness of
the controller is demonstrated for the whole NEDC cycle, where the constraints on the variables are
satisfied, as displayed by the dashed areas in Figure 12b–d.

Table 2. Constraints on input and output variables for Ellipsoid No.1 and Ellipsoid No.2.

Ellipsoid No.1 Ellipsoid No.2

Input/Output Variable Equilibrium Min/Max Equilibrium Min/Max
.

mf (kg/h) 3.5 0–9 3.5 0–9
Eng. Speed (rpm) 2750 500–4000 2750 500–4000

.
mC (dm3/h) 1800 176–6000 1200 176–6000

TW (◦C) 122.5 85–160 138 110–160
TC (◦C) 83 56–110 84.4 70–110

NB_Index (-) −0.1 −0.5–0.3 0.1 −0.2–0.6
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Figure 12. Coolant flow rate (a), NB_Index (b), and wall (c) and coolant (d) temperatures for moderate
boiling levels.

4.3. Controller with High Boiling Levels

If higher boiling levels are accepted, Ellipsoid No.2 can be further modified and a new equilibrium
point with a higher NB_Index can be designed (Table 3).

Table 3. Constraints on input and output variables for Ellipsoid No.1 and Ellipsoid No.2.

Ellipsoid No.1 Ellipsoid No.2

Input/Output Variable Equilibrium Min/Max Equilibrium Min/Max
.

mf (kg/h) 3.5 0–9 3.5 0–9
Eng. Speed (rpm) 2750 500–4000 2750 500–4000

.
mC (dm3/h) 1800 176–6000 915 176–6000

TW (◦C) 122.5 85–160 135.5 110–160
TC (◦C) 83 56–110 85.0 70–110

NB_Index (-) −0.1 −0.5–0.3 0.2 0–0.8

The maximum boiling level considered in the present case is about 0.8; the new controller is
displayed in Figure 13 and the corresponding coolant flow rate, wall and coolant temperatures, and
NB_Index are shown in Figure 14. As the state of the system crosses Ellipsoid No.2, the coolant flow
rate is reduced as higher temperatures are allowed; at the same time the NB_Index increases and, at
the highest fuel flow rate, it reaches, without exceeding, the maximum allowed value.
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Figure 13. Control region and system trajectory during the NEDC for high boiling levels.

  
Figure 14. Coolant flow rate (a), NB_Index (b), and wall (c) and coolant (d) temperature for high
boiling levels.

4.4. Comparison with the Belt Driven Pump

A comparison of the adoption of the standard belt-driven pump and the electrically driven pump
with the developed controllers is presented in this section. In the following figures, the controllers
with low, medium and high boiling levels will be denoted as Controller A, B, and C, respectively.

Figure 15 displays a comparison between the coolant flow rate as obtained with the
crankshaft-driven pump (top) and with the controllers (bottom). In the urban part of the cycle
(time ~ 770 s), the standard belt-driven pump delivers a considerably higher coolant flow rate
(800 ÷ 2000 dm3/h) than the controller (176 ÷ 1000 dm3/h), while no difference occurs among the
various controllers. In fact, Ellipsoid No.1, which acts in this part of the cycle, is the same for the
three controllers. In the extra-urban part of the NEDC, the coolant flow rate increases for all cases.
The highest coolant flow rate, even higher than the belt-driven pump, is delivered by Controller A,
which allows low boiling levels, while Controller C, which allows a higher degree of boiling, reduces
considerably the coolant flow rates in this part of the cycle.
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Figure 15. Coolant flow rate delivered by the standard belt-driven pump (top) and by the various
controllers during the NEDC (bottom).

The boiling levels are plotted in Figure 16 for all the cases. The figure shows that, in the urban
part of the NEDC (time ~ 770s), the mechanical pump overcools the engine; the lower coolant flow
rate delivered by the controller enhances NB_Index, which is, however, negative and the coolant is
safe from boiling. In the extra-urban part of the cycle, the boiling level starts to increase and, with the
adoption of the mechanical pump, the maximum level of boiling is NB_Index ~ 0.5. Controller A limits
the NB_Index at 0.3, Controller B allows the same boiling level as the belt-driven pump and Controller
C slightly enhances this limit.

Figure 16. NB_Index for the various cooling strategies.

The boiling levels, however, preserve the engine metal, whose average temperature during the
NEDC cycle is plotted in Figure 17. The figure shows that, despite the adoption of lower coolant flow
rates, in the hottest part of the cycle the temperatures are well within the reliability limits. The analysis
is carried out over the average wall temperature; it is, however, worth pointing out that, from the
experimental data, the difference between the average metal temperature and the hottest thermocouple
is about 40 ◦C, as displayed in Figure 18, and is still in the metal reliability range.
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Figure 17. Average metal temperature during the NEDC.

 

Figure 18. Simulated and measured metal temperatures during the NEDC cycle.

A final comparison regards the fuel economy related to the adoption of the controller. The results
are summarized in Figure 19. The amount of fuel consumed to actuate the belt-driven pump is about
9.3% of the fuel consumed over the entire NEDC cycle. The largest amount is consumed during the
four urban driving cycles (7.8%) and the remaining 1.5% is consumed during the extra-urban driving
cycle. When the controller is adopted, the fuel consumption due to the actuation of the electrically
driven pump is considerably lowered. If the controller with low boiling levels is adopted (Controller
A), the total fuel consumption for pump actuation is reduced from 9.3% to 2.1%, with a fuel-saving of
about 7.2%. In this case, only a very small amount of fuel is consumed during the urban part of the
cycle (~0.42%), owing to the low coolant flow rate adopted; the remaining 1.7% is consumed during
the extra-urban cycle, where the coolant flow rate rises. For the case of the controller, which allows the
same boiling level as the mechanical pump, namely Controller B, the total fuel consumption for pump
actuation is reduced to 1.2%, i.e., 8.1% less than the standard belt-driven pump. The fuel consumed
during the urban cycle is the same as Controller A (~0.42%), where the coolant flow rate is the minimum,
while a significant reduction occurs in the extra-urban cycle, where a fuel consumption of about 0.8%
is achieved. Finally, when the controller with the highest boiling level is adopted (Controller C), the
fuel consumption for pump actuation is the lowest; in this case, the fuel consumption is reduced at
1.1% of the total fuel consumed in the NEDC. The fuel consumed during the UDC is about 0.4%, which
is the same as the previous cases, while it reduces to 0.7% in the EUDC, where the coolant flow rate is
the lowest when compared to the other cases.
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Figure 19. Fuel consumption reduction achieved with the use of the controller during the NEDC cycle.

The results in terms of fuel economy are reported in Table 4. From the above considerations,
Controller B is the most effective, as it allows the achievement of the same boiling level as the belt-driven
pump, with a significant fuel economy. This controller will be, therefore, taken into consideration for
evaluating its performance for the engine operating under different conditions from the NEDC cycle.

Table 4. Fuel consumption for pump actuation during the NEDC.

Fuel Consumption (Total over the NEDC = 513 g)

NEDC 4 UDC 1 EUDC

Belt-driven pump 47.9 g (9.3%) 40.1 g (7.8%) 7.8 g (1.5%)
Controller A 10.7 g (2.1%) 2.1 g (0.4%) 8.5 g (1.7%)
Controller B 6.3 g (1.2%) 2.1 g (0.4%) 4.2 g (0.8%)
Controller C 5.4 g (1.1%) 2.1 g (0.4%) 3.3 g (0.7%)

5. Other Test Cases

The selected controller (Controller B) is tested under various operating conditions, which differ
from the NEDC cycle, in order to assess its robustness during real engine operations. The operating
conditions include the cold start (wall and coolant temperatures starting from 0 ◦C and from −20 ◦C), a
prolonged high load operation with a maximum fuel flow rate of 9.0 kg/h and a prolonged high load
operation with a maximum fuel flow rate of 18.0 kg/h.

5.1. NEDC with TC0 = 0 ◦C and TW0 = 0 ◦C

The controller is applied to the engine, which performs the NEDC in a typical winter environment
where the starting temperatures are about 0 ◦C. The controller output is plotted in Figure 20, which
shows that, even though the wall and coolant temperatures start from 0 ◦C, the trajectory falls inside the
control regions, and no further ellipsoids, for covering different engine operating points, are needed.

The desired specifications of the controller are satisfied also in this case, as displayed in Figure 21.
In particular, the main difference with the previous case, where an ambient temperature of 20 ◦C was
considered (Section 4.2), occurs for the wall temperature and for the NB_Index in the early 160 s of the
cycle; after that time interval, the two cases practically overlap.
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Figure 20. Coolant and wall temperatures during the NEDC starting from 0 ◦C environment.

Figure 21. Controlled coolant flow rate (top), average wall temperature (middle) and NB_Index
(bottom) during the NEDC cycle starting from 20 ◦C (red line) and 0 ◦C (blue line) environment.

5.2. One Urban Driving Cycle and One Extra-Urban Driving Cycle with Prolonged High Load Operation at
.

m f = 9 kg/h

The case where the engine performs one urban driving cycle, one extra-urban cycle and is then
kept at high load operation (constant fuel flow rate and engine speed) for about 60 s, is simulated
(Figure 22). The maximum fuel flow rate during the extra-urban cycle is about 9 kg/h; this value is the
upper limit of the constraint on the fuel flow rate during the controller design procedure (Table 2).
The engine speed is 3700 rpm.

Figure 22. Fuel flow rate variation for prolonged high load operation.
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Figure 23 shows that, also for this case, the trajectory falls inside the control regions owing to the
fact that the constraints on the input variables, mainly the one on fuel flow rate, are satisfied.

Figure 23. Coolant and wall temperatures for prolonged high load operation (
.

mf = 9 kg/h).

The results in terms of coolant flow rate, wall temperature, and NB_Index are displayed in
Figure 24, where a comparison with the crankshaft-driven pump is also included. As expected, the
controller allows the adoption of lower coolant flow rates than the mechanically driven pump; however,
during the high load operation, the coolant flow rate is blocked at a value of 3300 dm3/h (at 3700 rpm)
for the belt-driven pump, while it increases at 3800 dm3/h for the controlled pump. Despite the wall
temperature levels being almost the same, the NB_Index exceeds the upper limit of 0.6 in the case of
the belt-driven pump, while it remains in the prescribed limits with the controller (NB_Index = 0.55).

Figure 24. Controlled coolant flow rate (top), average wall temperature (middle), and NB_Index
(bottom) for prolonged high load operation (

.
mf = 9 kg/h).

5.3. One Urban Driving Cycle and One Extra-Urban Driving Cycle with Prolonged High Load operation at
.

m f = 18 kg/h

The last simulated case is similar to the previous one, except for the high load operation. In this
case, in fact, the fuel flow rate is fixed at about 18 kg/h, far beyond the engine operating range and
the controller design constraints; this case is presented only for an illustrative purpose and is not a
realistic case.

As Figure 25 shows, at high load operation the trajectory exceeds the ellipsoids borders, indicating
therefore that, as the constraints on the input variables are not satisfied, the controller is not able to
guarantee that the coolant flow rate is adequately corrected. In fact, Figure 26 shows that, during
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the high load operation, the controller enforces the highest possible coolant flow rate allowed by the
actuator (~7000 dm3/h); this value is higher by the one fixed by the belt-driven pump, which at 3700
rpm delivers a coolant flow rate of about 3300 dm3/h. The metal temperatures are similar for both
cases, while a relevant difference occurs in the NB_Index. With the belt-driven pump, a severe boiling
occurs (NB_Index ~ 1.8); the controller contributes to reducing considerably this value to about 0.7,
which, however, slightly overcomes the maximum allowed value (NB_Index = 0.6).

Figure 25. Coolant and wall temperatures for prolonged high load operation (
.

mf = 18 kg/h).

Figure 26. Controlled coolant flow rate (top), average wall temperature (middle), and NB_Index
(bottom) for prolonged high load operation (

.
m f = 18 kg/h).

6. Discussion

The novel approach was validated at the experimental test rig during a standard driving
homologation cycle and its effectiveness was demonstrated. Several control strategies were simulated,
with three different allowable boiling levels. In particular, a controller, which allows a lower boiling
level (NB_Indexmax = 0.3) than the one reached with the belt-driven pump under the same engine
operating conditions (NB_Indexmax = 0.6) was first analyzed. Then, a second controller, which permits
the same boiling level as the one achieved with the belt-driven pump (NB_Indexmax = 0.6) was
simulated. Finally, a controller which tolerates a maximum boiling level of about NB_Indexmax = 0.8
was tested.

The findings can be summarized as follows:

• Increasing the allowed boiling level determines lower coolant flow rates; the metal temperatures
are always kept inside the defined reliability limits.
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• A reduced coolant flow rate under part-load conditions generally reduces fuel consumption.
The 1.2 dm3 engine considered burns about 500 g during the NEDC and about 9.3% of this fuel is
spent for the mechanical pump, while the fuel consumption for the electric pump, in the case of
the low boiling level controller (NB_Indexmax = 0.3), is about 2%; the fuel-saving is therefore in
the order of 7%. The benefit increases for the case of the high boiling level controller, when about
1.1% of the fuel is used by the electric pump and a fuel-saving of about 8% is achieved.

• The benefits of the proposed approach also occur under prolonged high-load, moderate-engine
speed conditions in terms of engine reliability. In these conditions, in fact, the controlled electric
pump delivers considerably higher coolant flow rates than the standard belt-driven pump and
keeps the boiling levels within the safety limits (NB_Index = 0.7, in contrast with NB_Index > 1
for the case of the belt-driven pump).

7. Conclusions

In this work, a tool for designing a controller for the optimal thermal management of a
spark-ignition engine was presented. The proposed approach aims at improving the engine efficiency
for all those cases where the traditional belt-driven pump determines engine overcooling and at
improving the engine reliability, with higher coolant flow rates than the traditional system, for all
those cases where overheating could occur. This goal was achieved with the adoption of an electrically
driven pump, instead of the standard crank-shaft driven one, which is driven by a specific controller.
The controller makes use of a lumped-parameters model of the thermal exchange within the engine
and of a metrics of the nucleate-boiling level, the NB_Index.

The results presented demonstrate that a controller is a useful tool for appropriately cooling the
engine under the whole field of possible operating conditions. This facilitates an increase in engine
efficiency without substantial modifications to the engine cooling system layout: just the substitution
of the belt-driven pump with an electrically driven one is required.

The possibility of further efficiency improvements will be investigated as a future development
by applying the proposed methodology to knock mitigation.
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Abstract: This study provides an experimental evaluation of the effectiveness of Miller cycles with
various combinations of lift and intake valve closing angle for a passenger car engine with premixed
combustion in naturally aspirated operation. A fully variable electro-hydraulic valve train provided
different valve lift profiles. Six load points, from 1.5 up to 5 bar brake mean effective pressure at
a constant engine speed of 2000 min−1, were tested with 6 different intake valve lift/intake valve
closing angle combinations. The intake valve closing angle was always set before bottom dead
center to achieve the desired load with unthrottled operations. Experimental comparison with
throttled operation outlines an indicated efficiency increase of up to 10% using high intake lift with
early valve closing angle. Furthermore, this analysis outlines the influences that early intake valve
closing angle has on fuel energy disposition. Longer combustion duration occurs using early intake
valve closing angle because of turbulence dissipation effects, leading to slight reductions in the
heat-to-work efficiency. However, overall pressure and temperature levels decrease and consequently
heat losses and losses due to incomplete combustion decrease as well. Overall, we found that
combustion deterioration is compensated/mitigated by the reduction of the heat losses so that
reductions of pumping losses using early intake valve closing can be fully exploited to increase the
engine’s efficiency.

Keywords: Miller cycles; early intake valve closing; electro hydraulic valve train; energy balance;
heat losses

1. Introduction

This work outlines an experimental investigation of unthrottled Miller cycles using a self-developed
electro hydraulic valve train [1,2]. While valve lift is set for all cylinders on the intake and exhaust side,
respectively, the valve timing is set individually for the intake- and exhaust valves for each cylinder.

In conventional stoichiometrically operated spark ignition engines, which control the amount of
aspirated gas by throttling the intake airflow, pumping losses make the engine efficiency deteriorate
significantly, in particular at low loads. This leads to high fuel consumption during typical operation
of non-hybrid powertrains [3]. Controlling the amount of fresh gas by adjusting the intake valve
closing (IVC) angle promises to reduce or eliminate pumping losses. The intake valves can be closed
either before or after bottom dead center. The resulting cycles are usually called Miller and Atkinson,
respectively. Late IVC (Atkinson) as a general strategy for load control is problematic, because late
intake closing interferes at low load with the ignition angle. Therefore, early IVC (Miller) was used
throughout the work presented here.

Whether avoiding pumping losses by early IVC in a spark-ignited concept increases the engine’s
brake efficiency or not is, however, not clear a priori because of the following detrimental effects:
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1. Miller cycles are normally used to increase the efficiency and are characterized by a larger
expansion ratio compared to the compression ratio [4]. To maintain an effective compression ratio,
the geometrical compression ratio is increased. However, load control by phasing the IVC while
keeping the geometrical compression ratio reduces the effective compression ratio with decreasing load.

2. Although Miller timing reduces pumping losses, it also reduces turbulence intensity. Turbulent
kinetic energy is generated during the intake flow process and dissipated later because no momentum
addition is present to compensate for the viscous losses [5]. The fast turbulence dissipation for the same
engine as used in this research with its standard valve timing settings, but with direct gas injection,
is documented in [6]. The earlier the valve closes, the lower the turbulence present during combustion
therefore is, which leads to a lower turbulent flame speed. Using early intake closing, the combustion
is expected to be slower and less efficient [7].

Miller cycles are often achieved using camshaft-based systems, limiting the possible advantages.
A paper by Unger and Schwartz [8] lists the progress and challenges of unthrottled Miller cycles
achieved with a serial-production continuously variable valve train where valve timing it strongly
coupled to the valve lift. As a result, at low load operating points the maximum valve lift is even lower
than 1 mm [9]. This leads unavoidably to strong throttling effects for short valve openings, mainly
because the valve’s opening and closing velocities become very low. This drawback does not exist for
the electro hydraulic valve train used here, as the valve movement (i.e., the time from fully closed to
fully open and vice versa) is independent from valve lift or valve timing.

Therefore, the work presented here allows experimental quantification of the net effects of early
intake valve closing and valve lift to the engine’s efficiency independently. The analysis also focuses
on the identification and quantification of the individual losses arising from Miller cycles.

2. Experimental Setup

Experiments were performed on a Volkswagen engine with four cylinders and a displacement
of 1.4 L, which was operated with port-fuel-injected natural gas and controlled under stoichiometric
conditions. The complete camshaft system—composed of the camshaft, gears, chain, and timing
adjustment—was removed and the engine was fitted with the electro hydraulic valve train (shown in
Figure 1, left).

  

Figure 1. Electro hydraulic valve train on the VW EA111 short block (left), engine on the test
bench (right).

The cylinder head was modified to hold the variable valve system, while the entire short block
remained unchanged from factory specifications. The entire engine control and valve train control
were based on a single dSPACE Microautobox rapid prototyping system and the control functionalities
were all fully developed in house. Besides the control of injection, ignition, and valve train, the engine
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control also recorded the cylinder pressure signals of all cylinders and provided closed-loop control of
the center of combustion. The center of combustion, estimated online with the Rassweiler and Withrow
method [10], was set to 368 ◦CA by closed-loop-control of the ignition angle. This value was chosen
for all the experiments as it gives the highest efficiency (or maximum brake torque, respectively) and it
ensured stable operation [11]. Figure 1 (right) provides a picture of the test-bench setup (engine and
entire control unit) and Table 1 lists the main characteristics of the experimental setup.

Table 1. Main characteristics of the experimental setup.

Engine basis Volkswagen 1.4 L, production code EA111
Bore/stroke/number of cylinders 76.5 mm/75.6 mm/4

Compression ratio 10
Fueling Port fuel injection of natural gas using Bosch NGI2 injectors

Valve train Self-developed, electrohydraulic, water-glycol (engine coolant)
used as the hydraulic working fluid

Engine control Rapid prototyping system (dSPACE)
In-cylinder pressure transducers M10 Piezoelectric, water-cooled (Kistler 6061B)

Stoichiometry sensor Wide band (Bosch LSU 4.9)

Valve lift measurement Linear encoders (Elgo Electronic),
using custom-developed converters

Test bench Horiba Dynas LI250
Test bench automation Horiba STARS Engine
Torque measurement HBM T40 torque transducer

Fuel flow measurement Coriolis sensor (Rheonik RHM015)
Combustion air flow measurement ABB Sensyflow P

Emission measurement system Horiba Mexa-One-D1-EGR

The working principle of the valve train is basically a hydraulically excited spring–mass-system [12]
which is able to recover energy. Because of the nature of a spring-mass–system, its oscillation frequency
(hence the opening or closing duration in the time domain) is independent in the amplitude (hence
the valve lift). The oscillation frequency is set, for a given mass of the moving parts, by choosing the
stiffness of the springs. This is done in such a way that an adequate valve opening duration is achieved
at the engine’s maximum speed. In the current setup, a duration for valve opening of around 3 ms was
chosen. Constant opening and closing durations in the time domain translate to the faster movements
in the crank angle domain as the engine speed was reduced. This lead to a very fast release or blocking
of the gas flow at lower engine speed.

On the intake side, the valve lifts were set by the hydraulic pressure level. The opening of the
valves was initiated by energizing a magnetic coil [13]. The valves remained open until the current to
the coil was cut. The valve lift profiles are divided into three main phases: opening, holding and closing.
All three phases were mechanically automated to allow opening, keeping open, closing, recuperation
of hydraulic fluid and soft seating without the need of electronical feedback control of the valve lift and
with just one magnetic coil per actuator [1]. Because of the efficient recuperation, the energy demand
of the electro hydraulic valve train was lower than that of cam-driven valve systems.

Figure 2 shows a scheme of the test-bench and depicts the relevant signals (Data acquisition,
control units and main mechanical parts).

Figure 3 shows intake valve lift measurements at an engine speed of 2000 min−1 recorded during
the fired engine experiments explained in detail in the following sections. These experiments were
performed in order to characterize different Miller cycles, as well as the influence that different
combinations of IVC time and lift have on pumping losses variation and efficiency. For the sake of
consistency, all the valve timings except IVC angle and intake lift were kept constant for all experiments.
As Figure 3 shows, the time to open or close the valves remained constant, independent of the valve
lift, which ensures a fast release of the flow area even at low valve lifts. This fast opening, even for
small valve lifts, is a major advantage of the system described here.
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Figure 2. Scheme of the engine’s and valve train’s setup.

Figure 3. Measured valve lift profiles for different lift- and duration setting of the intake valves.

The intake valve lift was measured for each cylinder using the linear encoder (reported in Table 1)
and it depended only on the hydraulic pressure level, which is the control input. For the sake of
simplicity, only the maximum achieved lift for each pressure level was used throughout this analysis.

3. Theoretical Considerations and Description of Procedures

The mass flow (
.

m) through the intake valve can be described using an approximated form of the
isenthalpic orifice equation for compressible fluids, as reported in Appendix A. The approximation
was used to qualitatively describe the flow through the intake valve. When the effective area is small
(cdA), namely at low lifts, the mass flow decreases, hence lowering the in cylinder pressure during the
aspiration phase and increasing the pumping losses [14]. The valve throttling effect is less significant
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at lower piston speeds, which occur around top dead center and bottom dead center, and generally at
lower engine speeds.

Intake valve opening time, exhaust valve opening and closing instants, and exhaust valve lift
were kept constant during all experiments described here. To compensate for cylinder-to-cylinder
distribution and for the small difference between valve profiles during each test, the indicated mean
effective pressure (IMEP) was kept constant in all the cylinders by closed-loop-control of IVC timing
for each cylinder individually. Since the IMEP was the same in all cylinders, the mass per cylinder was
approximated as one fourth of the total mass flow measured. This approximation holds by assuming
that the indicated efficiency is the same in all the four cylinders.

A constant load level can be achieved with different combinations of IVC time and intake lift.
For similar loads, four concurring influences driving the fuel efficiency were identified:

1. Variation in pumping losses due to different valve lift.
2. Variation in combustion efficiency due to earlier IVC time resulting in slower combustion due

to a lower turbulence.
3. Influence due to lower overall pressures and temperatures during the high-pressure loop IMEP

using earlier IVC timing.
4. Influence of lowering the compression ratio while keeping the expansion ratio constant.
The burned rate variation was analyzed following the procedure outlined in [15]. With this

methodology, the combustion characteristics were evaluated through the mass fraction burned (xB).
The calculation procedure is reported in Appendix B. The positive and negative IMEP were calculated
from cylinder pressure and volume. The area enclosed by the part of the cycle that runs clockwise
(counterclockwise) represents the positive (negative) work. The negative work represents the pumping
mean effective pressure (PMEP). In contrast, the 360 degree integration between top dead center and
top dead center enables a correct reading in terms of total work, but it provides a false division between
positive and negative IMEP [16].

To compare the Miller unthrottled experiments with normal throttled operations, the valve timings
were not changed, with exception of IVC, which was set to 200 ◦CA after top dead center and lift,
which was kept at 3.5 mm. The lift was not increased any further because, for the engine speed
analyzed, no differences were observed when using higher lifts. To achieve the same load as with IVC
variation, the intake manifold pressure was controlled using a throttle.

To evaluate the experimental uncertainty, the measurement uncertainty of the individual sensors
has to be taken into account. Table 2 lists the uncertainties for each used measurement (m).

Table 2. Measurements uncertainty.

Measurement Uncertainty

Fuel mass flow
{

0.2% mass f low > 1.8kg/h
0.5% mass f low < 1.8kg/h

Cylinder pressure 0.6%
Air to fuel ratio 0.7%

Lower Heating Value 0.1%
Exhaust Gas Temperature 0.4%

The experimental uncertainty (ΔV) was calculated according to Equation (1), where m indicates
the measurement. This calculation assumes the worst-case scenario of linear error propagation.

ΔVi =
∑∣∣∣∣∣∂Vi
∂mi

∣∣∣∣∣Δmi (1)

4. Results and Discussion

In the first step, described in Section 4.1, the experiments were analyzed as a function of IMEP. This
was to gain a basic insight about the different influences of early intake valve closing angle and valve lift
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on overall efficiency, pumping losses, and combustion deterioration. Afterwards, in Section 4.2, a brief
comparison between unthrottled and throttled operation is presented. In the third step, in Section 4.3,
a Willans analysis was used, as explained in [17], to distinguish between influences on thermodynamic
efficiencies and gas exchange losses. Finally, in Section 4.4, the first law energy balance [18] is described
for a constant fuel mass flow, different valve timings, and manifold pressures. This analysis provides
insights about the disposition of the initial fuel energy [19].

All experiments and analyses were performed at an engine speed of 2000 min−1 for different
engine loads. This engine speed is chosen because it represents a typical maximal engine speed during
urban driving cycles [20] where pumping losses have a big impact on the efficiency.

4.1. Intake Valve Closing Angle and Lift Combinations (IMEP Analysis)

The same loads were achieved at different valve lifts using different IVC angles. The goal was
to reconstruct the influences driving the efficiency variation for different IVC and lift combinations.
Thanks to the fast opening of the valves, lifts as low as 0.9 mm were relevant for analysis. Lifts higher
than 4.1 mm were not analyzed because, for the chosen engine speed and loads, no effects were seen
using higher lifts. Figure 4 illustrates: (a) the pumping losses; (b) the indicated efficiencies; and (c) the
experimental uncertainty of the indicated efficiency as a function of IMEP and intake valve lift. Plot (d)
shows the pressure volume diagram of three experiments in double logarithmic scale. The engine
output of all three experiments was the same, 3 bar brake mean effective pressure (BMEP), but it was
achieved with different IVC and lift combinations. These three experiments are highlighted in the (a),
(b) and (c) plots in Figure 4 with blue red and green points. It has to be pointed out that the energy
demand for valve actuation depends, among other parameters, on the valve lift. Smaller valve lifts
mean less losses for valve actuation, especially because a large part of the actuation energy for exhaust
valves is dissipative and cannot be recovered with any valve actuation system. Therefore, choosing the
minimum valve lift for best indicated efficiency is generally beneficial.

Figure 4. Analysis of efficiency and pumping losses at an engine speed of 2000 min−1.

Pumping losses, plot (a) in Figure 4, considerably decreased at constant IMEP for higher lifts
and they slightly increased at constant lift for higher IMEP. For higher lifts, the pressure difference
between in cylinder and intake manifold (which is close to ambient pressure with throttle fully open)
decreased (by same mass flow), reducing the pumping losses. To achieve the same in cylinder mass,
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the IVC was therefore advanced. The increase of PMEP at higher loads and constant lift can be
explained by the cylinder motion. In fact, the cylinder accelerated from top dead center to maximal
speed at half stroke and decelerated in the second half stroke. For this reason, the in-cylinder pressure
during intake in the middle of the stroke decreased. For constant valve lift, higher pumping losses
occurred at higher loads. Two factors influenced the variation of indicated efficiency, plot (b) in
Figure 5. Firstly, the efficiency increased at higher loads. This is a normal trend in internal combustion
engines, as some losses (e.g., wall heat losses) do not proportionally scale with load. Additionally,
at higher loads, the thermodynamic efficiency increases due to the more efficient combustion. Secondly,
the efficiency increased at higher lifts, thanks to the reduction in PMEP. No clear decrease in indicated
efficiency was visible at high lifts. In fact, early IVC time could not only be responsible for reduced
PMEP, but also for combustion deterioration, and hence lower efficiency due to lack of turbulence.
Nevertheless gas exchange improvement at the engine speed of 2000 min−1 investigated here was
found to always overcome the possible degradation of the combustion process. The valve train was
able to achieve valve lifts up to 9 mm, but for the engine speed of 2000 min−1 discussed here lifts above
4 mm did not show an additional gain. As higher valve lifts need more energy for the valve train itself,
which would negatively affect the engine’s effective work, an adaption of the valve lift to the engine
speed is beneficial.

The pV diagram, plot (c) in Figure 4, depicts the same loads, achieved with different combinations
of IVC angle and lift. The three analyzed experiments are also shown as points in plots (a), (b) and (c)
in Figure 5. The important parameters for these experiments are listed in Table 3.

Table 3. pV diagram experiments details. IVC – intake valve closing; PMEP – pumping mean
effective pressure.

Blue Red Green

IVC 111 ◦CA 97 ◦CA 84 ◦CA
Lift 0.9 mm 1.6 mm 4.1 mm

PMEP 0.190 bar 0.099 bar 0.047 bar
ηind 33.6% 34.6% 34.4%

At higher lifts, the IVC timing was advanced to keep the load constant. Earlier IVC corresponds to
lower effective compression ratio, lowering the overall pressure during the high pressure loop (shown
in Figure 4 plot d). As expected, the pumping losses increased at lower lifts (up to four times). During
the gas exchange process (where pumping losses occur), the lines diverged most between 0.1 and
0.3 L (visible in Figure 4 plot d). The pumping losses were mainly present in the middle of the stroke,
where the piston moves fastest. Comparing these unthrottled operating points, the fuel consumption
was reduced up to 3% (relativ) at 3 bar BMEP with higher lifts and earlier valve closing.

To understand the magnitude of the combustion deterioration, the burned rate variation was
analyzed. Figure 5 depicts the flame development phase (0–5% of mass fraction burned), the main
combustion duration (5–95% of mass fraction burned), and the IVC angle as a function of IMEP and lift.

The flame development phase and combustion duration show inverse correlation with IVC time.
This can be explained taking into account the turbulence dissipation inside the cylinder. Once the
intake valves were closed, the turbulent kinetic energy dissipated, and the lack of turbulence slowed
down the flame propagation. At constant load, a higher lift corresponded to earlier IVC and lead,
therefore, to a longer combustion and flame development phase. In spite of the fact that the combustion
duration increased for higher lift and earlier IVC, the efficiency increased as a combined effect of
combustion deterioration, changes in heat losses (see also Section 4.4) and a decrease in pumping loss.
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Figure 5. Combustion duration and IVC angle.

Cycle-to-cycle-variation is shown in Figure 6. It depicts the coefficient of variation (COV) of
IMEP as a function of lift and IMEP. The COVIMEP was calculated according to Equation (3) and was
evaluated for 167 consequently recorded cycles.

COVIMEP =
std(IMEP)

mean(IMEP)
× 100 (2)

 

Figure 6. Cycle to cycle variation.

No significant influence on lift/IVC on cycle-to-cycle-variation was observed; COVIMEP depends
mainly on the in cylinder mass. All levels were unproblematic as it is usually accepted that COVIMEP

values below 5% lead to very smooth engine operation. It must be mentioned that cyclic variation can
be more prominently influenced by changing the valve overlap, which was not done in this analysis.
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4.2. Throttled versus Unthrottled Operation

Measurements were made to compare the standard throttled Otto cycle, where IVC is set to
200 ◦CA and load is controlled by adjusting the pressure in the intake manifold, with the Miller cycle
where the intake valve timing is adjusted while the throttle upstream the intake manifold remains
open. Table 4 lists, for three IMEP values, the indicated efficiencies and the pumping losses for the
throttled Otto cycles, as well as for the Miller cycles using best efficiency IVC lift/timing combinations.

Table 4. Comparison between throttled and unthrottled operation.

IMEP [bar]
Indicated
Efficiency

Pumping Losses
[bar]

Fuel Saving Compared to
Throttled Operation

Throttled
Otto cycles

2.5 28.8% 0.389
3.5 32.1% 0.365
4.5 34.0% 0.324

Unthrottled
Miller cycles

2.5 31.8% 0.032 9.4%
3.5 34.1% 0.053 6.1%
4.5 35.4% 0.057 3.9%

For all three IMEP values (2.5, 3.5 and 4.5 bar) significant fuel savings were achieved using Miller
cycles instead of throttled operation.

Figure 7 depicts the pressure volume diagram of the throttled and unthrottled case for 4 bar BMEP.

Figure 7. Pressure volume diagramm.

Even at medium load, where the differences in pumping losses are low (0.3 and 0.06 bar),
an improvement in efficiency of 3.9% was recorded. This suggests that the combustion deterioration
losses due to lack of turbulence are often overestimated or mitigated by other factors.

4.3. Willans Approximation to Decouple Thermal Efficiency and Pumping Losses

Typically, the energetic behavior of an energy conversion or transmission device is described by
its efficiency, which is the ratio of the useful to the invested energy. Energy conversion devices always
have intrinsic dissipative losses, which means that they need a certain input to cover dissipation,
even if no output is delivered. This leads to nonlinear efficiency versus load curves, especially towards
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low output. In order to systematically analyze the energetic input-to-output behavior of an energy
conversion device, the direct representation of output versus input-energy turns out to be much more
meaningful than the study of the efficiency, or the specific fuel consumption, versus load. This kind of
representation is usually called a “Willans plot” [21], referring to observations of Peter Willans [22],
who saw in the late 19th century that input versus output power on high-speed steam engines can be
represented by an affine relationship.

Equation (3) outlines the affine Willans approximation for internal combustion engines,
which returns the IMEP (output) as a function of fuel mean effective pressure (FuelMEP, input).
PMEP represents the gas exchange losses (calculated as stated in previous chapter) and the Willans
efficiency (ew) represents the thermodynamic properties of the engine [17].

IMEP︸︷︷︸
− 1

Vd

∮
pdV

= ewFuelMEP︸����︷︷����︸
2

.·m f uel ·LHV

n·Vd

− PMEP︸�︷︷�︸
negative area
pv diagram

(3)

FuelMEP, which is proportional to the fuel quantity, can be interpreted as the IMEP level an engine
would deliver without pumping losses (PMEP = 0) and with a hypothetical efficiency of 100% (ew = 1,
i.e., perfect conversion of the fuel’s thermal energy into work) [17]. The Willans efficiency ew can be
interpreted as the engine’s “inner efficiency” driven by the quality of the thermodynamic cycle.

Equation (4) outlines the energy conservation equation for a control volume that surrounds the
engine [19].

.
m f uelQLHV = Pp +

.
Qw +

.
He +

.
He,ic (4)

The fuel energy power calculated with the fuel mass flow (
.

m f uel) and fuel lower heating value

(QLHV) is divided between power delivered to the pistons (Pp), wall heat losses (
.

Qw), exhaust enthalpy

(
.

He), and exhaust enthalpy loss due to incomplete combustion (
.

He,ic). By integrating Equation (4) over
one engine cycle and dividing it by the displacement volume (Vd), the specific per cycle mean effective
pressures were derived. Equation (5) outlines the energy equation in mean effective pressure terms.

FuelMEP = IMEP + QwMEP + HeMEP + He,icMEP
FuelMEP = IMEP+ + PMEP + QwMEP + HeMEP + He,icMEP

(5)

In Equation (5), the IMEP is further divided into positive IMEP (IMEP+) and PMEP. The remaining
terms are wall heat losses mean effective pressure (MEP), incomplete combustion enthalpy MEP,
and exhaust enthalpy MEP. The latter was calculated according to Equation (6) [17]. The temperature
used in Equation (6) is the one measured at exhaust manifold entrance and the mass (m) is the total
mass flowing through the engine in one engine cycle.

HeMEP =
cpmT

Vd

cp =

⎧⎪⎪⎨⎪⎪⎩573 T0.097 T < 700K

392 T0.155 T > 700K

(6)

Since precise calculation of wall heat losses and incomplete combustion enthalpy need complex
modeling, these two terms were combined and named rest heat losses mean effective pressure
(QrestMEP). They were calculated as the remaining part of the FuelMEP according to Equation (7).

QrestMEP = FuelMEP−QEMEP− IMEP (7)

This approximation is valid for two reasons. First, the remaining term is mostly dependent on the
wall heat losses, which normally have a minimum share of 20% of fuel energy compared to a maximal
share of incomplete combustion of 5% [19]. Second, both wall heat losses and incomplete combustion
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(quenching and blowby) are expected to decrease for lower pressures and temperatures. For the same
load, shorter IVC time with higher lift results in lower pressures and therefore lower temperatures,
reducing the wall heat losses. For lower pressure, the amount of fuel in the crevice volume and the
amount of leakage decreased, lowering the incomplete combustion enthalpy.

As the Willans approximation was used to split the influences into pumping losses and fuel
conversion efficiency at constant IMEP, it allowed us to separate the effect that early IVC has on gas
exchange and thermodynamic properties. Figure 8 depicts, from left to right, the pumping losses
PMEP, the Willans efficiency ew, and the fuel mean effective pressure FuelMEP as a function of lift for
three different IMEP.

 

Figure 8. Willans pararameters.

Higher Willans efficiency was reached at higher IMEP because higher in cylinder mass generally
results in better Willans conversion efficiency. The Willans efficiency at constant IMEP slightly decreased
with higher valve lifts (earlier IVC), which was a combined effect of slower combustion, lower heat
losses (detailed discussion see below), and lower in cylinder mass. As expected, when using early
IVC to control the load a clear reduction in PMEP was visible at higher lifts, and therefore earlier IVC
for all three IMEP. FuelMEP decreased with increasing valve lift (earlier IVC) and, since FuelMEP is
proportional to the fuel use, this suggest that increasing valve lift (earlier IVC) has a net beneficial effect.

The variations in Willans efficiency are driven by various influences. Figure 9 illustrates some
factors affecting these variations. It depicts, from left to right, the combustion duration, the rest
heat losses mean effective pressure (composed from wall heat losses and incomplete combustion),
and the exhaust heat losses mean effective pressure as a function of intake valve lift for the three IMEP
levels discussed.

An increase in combustion duration was observed at constant IMEP for higher lifts because of the
aforementioned turbulence decrease with earlier IVC, which reduce the Willans efficiency. At the same
time, the wall heat losses for higher lifts decreased and the exhaust heat losses remained approximately
constant. The combined effect was, as shown in Figure 8, a slight reduction of the Willans efficiency.
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Figure 9. Influence of intake valve lift on Willans efficiency.

Based on the Willans analysis for the engine considered, it can be concluded that the positive effect
on engine efficiency of reducing pumping losses with early IVC is stronger than the losses attributed
to early IVC. A tradeoff, or at least an attenuation of the disadvantage of the slightly less efficient
combustion, can be recognized in the variation of the heat losses and in the incomplete combustion
due to the lower pressures and temperatures achieved with early IVC. This experimental observation
is in opposition to some results from the literature [7,23].

4.4. Engine Energy Balance

Variation in the Willans efficiency at constant IMEP and different IVC lift combination depend
on the variation of in cylinder mass, combustion deterioration, exhaust heat losses, wall heat losses,
and incomplete combustion heat losses. In order to interpret the influences driving the efficiency
variation, an energy balance analysis was carried out for a constant FuelMEP level. Since FuelMEP is
directly proportional to the fuel mass and the engine is strictly run at λ = 1, this resulted in a constant
in cylinder air- and fuel mass. For this analysis, the losses arising from wall heat losses and incomplete
combustion were grouped together into rest heat MEP. In this way, the FuelMEP (i.e., the hypothetical
IMEP a 100% efficient engine would produce) was divided between IMEP, exhaust heat MEP, and rest
heat MEP.

Figure 10 shows this analysis for 9 bar and 13 bar FuelMEP. On the left sides, the FuelMEP
was divided into exhaust heat MEP, IMEP, and the rest heat MEP. On the right side, the IMEP was
further split into positive IMEP and PMEP. Four points with the same FuelMEP were compared.
The first point represents throttled operation (TB), the remaining ones represents three Miller cycles
achieved with increasing valve lift (therefore earlier IVC). The right plot in Figure 10 shows, beside the
division between the different terms of the energy balance, their relative experimental uncertainties as
a percentage of FuelMEP, which was calculated according to Equation (1). IMEP and PMEP uncertainty
arises only from pressure measurement, whereas the exhaust MEP uncertainty is derived from the air to
fuel ratio, fuel mass flow, and exhaust temperature measurements. The remaining MEP uncertainty is
derived from the sum of the previous uncertainties and from the FuelMEP uncertainty, which depends
on air to fuel ratio, fuel mass flow, and lower heating value measurements.
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Figure 10. Energy balance at 9 bar (above) and 13 bar (below) FuelMEP for throttled (TB) operation
and three levels of valve lift (three values of IVC).

On the left side in Figure 10, the increase in IMEP (from left to right columns) depicts the increase
in indicated efficiency with higher valve lift (earlier IVC). To compensate for this effect, both wall heat
losses MEP and exhaust heat MEP decreased. As the right side shows, the increase in efficiency was
dominated by the reduction in PMEP. In spite of the fact that the wall heat losses and the exhaust heat
losses decreased, the positive IMEP slightly decreased with higher valve lift (earlier IVC) because of
the turbulence effect discussed.

5. Conclusions

This paper presents the experimental results achieved by applying early IVC (Miller cycle) to
a four-cylinder engine operated with natural gas and fitted with a fully variable electro-hydraulic
valve train. The focus of the work presented is the effect of IVC at low loads, and IVC effects on
boosted operation were not considered. Loads ranging from 1.5 up to 5 bar BMEP were achieved in
unthrottled operation with different combinations of IVC and intake lift, and the results were compared

65



Energies 2020, 13, 1682

to throttled operation. Pumping losses reduction achieved with early IVC explains the efficiency
gains achievable using early IVC. An indicated efficiency increase of up to 10% was observed when
compared to throttled operations using high lift with an early IVC angle. Efficiency increases of up
to 3% were observed by comparing unthrottled operations with higher lifts. As expected, a longer
combustion duration resulted from earlier IVC angles. The earlier the valve closes, the more the lack of
turbulence during combustion slows down the flame propagation. Therefore, the heat supply is less
efficient. To understand the net effects, a Willans approximation was used to split the influences into
pumping losses and fuel conversion efficiency at constant IMEP for various IVC and lift combinations.
The Willans efficiency decrease for earlier IVC angles was weaker than expected, the reason being that
multiple factors affect the Willans efficiency variation (in cylinder mass, heat losses, and combustion
efficiency). The simplified energy balance for constant FuelMEP outlines that the earlier IVC angles
lower heat losses (wall, incomplete combustion and exhaust ones), since early IVC strategies reduce
in-cylinder temperature levels. For example, at low loads (ca. 3 bar IMEP), by advancing IVC the
combustion deterioration was almost completely compensated by the reduction in heat losses so that
the effect of reduced pumping losses with early IVC is fully exploited.

Studies in the literature typically report a tradeoff between pumping losses and combustion
deterioration for premixed combustion [4,7,23]. The present experimental research shows that the
behavior of the heat losses is an additional factor that also has to be considered, as it plays an important
role in the overall energy balance. It can therefore be concluded that early IVC does not only reduce
turbulence (therefore increasing combustion duration), but it also lowers pressure and temperature,
thus leading to a significant reduction in wall heat losses, blowby, incomplete combustion, and also
exhaust gas temperature.
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Appendix A

The flow through a valve can be described through the isenthalpic orifice equation for compressible
fluids. The approximation is valid for constant isentropic coefficient of 1.4 and a pressure ratio over
the valve bigger then 0.5. Furthermore, the approximation assumes no losses in the accelerating part
and fully turbulent flow after the narrowest point. The mass flow depends on the upstream (pin) and
downstream (pout) pressure of the valve, as well as on the area of the valve (A), the discharge coefficient
(cd), and the fluid density (ρ) according to Equation (A1) [17].

.
m(t) ≈ cdA(t)

√
2ρ pout

[
1− pout

pin

]
(A1)

Appendix B

The burned rate variation was analyzed following the procedure outlined in [15]. With this
methodology, the combustion characteristic was evaluated through the mass fraction burned (xB),
which was estimated from the cylinder pressure trace (p), the volume (V), and from the per cylinder
per cycle mass flow (m). By neglecting quenching, the fuel energy converted (ΔQ f ) is transferred to
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the gas (ΔQn) and partially to the walls (ΔQw). The heat transferred to the gas (Equation (A2)) was
approximated using Rassweiler and Withrow’s assumption [10].

ΔQn = mcv(Ti+1 − Ti) =
cv

R
Vi+1

⎡⎢⎢⎢⎢⎣pi+1 − pi

(
Vi

Vi+1

)k⎤⎥⎥⎥⎥⎦ (A2)

The heat transferred to the wall was approximated with Hohenberg’s assumption (Equation (A3))
where n is the engine speed and Δα is the angular increment. The heat transfer coefficient (αw) was
calculated as a function of in cylinder pressure (p), temperature (T), volume (V), and mean piston
speed (cm).

ΔQw = [αwAw(T − Tw)]
Δα
6n

αw = 0.0013V−0.06p0.8T0.4(cm + 1.4)0.8 J/m2K
(A3)

The temperature (T) isentropic coefficient (k) and the specific heat at constant volume/pressure
(cv/cp) were calculated according to Equation (A4).

Ti =
piVi
mR

k =
cp
cv

cv = 700 + 0.255T [J/kgK]
(A4)

This methodology returns the mass fraction burned as a function of the crank angle, as shown
in Equation (A5).

xB(θi) =

∑i
0 ΔQ f∑N
0 ΔQ f

=

∑i
0 ΔQn + ΔQw∑N
0 ΔQn + ΔQw

(A5)

The heat release rate was calculated, from spark to bottom dead center, on the expansion stroke.
The calculations were discreetly done in 0.2 ◦CA steps using measurements at the current angle
(subscript i) and on the next discrete value (subscript i+1). The end of combustion wass set at the
location of the first negative chemical fuel heat release transferred to the gas (subscript n) [24].

The two blue lines in Figure A1 represent the heat release rate (full line) and the wall heat losses
(dashed line). The red points depict the mass fraction burned evolution calculated according to
Equation (A5) for a 5 bar BMEP achieved with a 0.9 mm lift and an IVC angle of 155 ◦CA.

Figure A1. Mass fraction burned calculation.
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Abstract: Inconel 601 is one material of choice for intermediate- to high-temperature protective
coatings for spark plugs’ ground electrodes. Production of ground electrodes of spark plugs implies
the following operations: the tamping of the copper core in an Inconel 601 cup, cold-forming of the
assembly, annealing, welding, and bending of the final spark plug. On the production line, the use of
Inconel 601 as a protective coating for ground electrodes leads to possible cracking in the welded area
after bending. In the present paper, possible causes of cracking are analyzed. It is clearly shown that
a combination of Copper –Inconel interface oxidation, Inconel yielding during the heat treatment,
and micro-movements during bending lead to cracks in the welded area of the ground electrode. First,
the detrimental effect of gaps, between Copper and Inconel 601, is shown experimentally. Second,
a thermo-mechanical analysis combined with SEM (Scanning Electron Microscopy) observations
identified the annealing treatment and interface oxidation as the main cause of gaps. Third, bending
simulations show the relation between these gaps and cracking. Finally, a new ground electrode
design, preventing cracks, is suggested.

Keywords: spark plug; new design; experimental analysis; thermo-mechanical model; Inconel 601

1. Introduction

Considering the increased cost of oil and the stringent emission regulations, engine design should
satisfy three important expectations: lower fuel consumption, lower emission, and correct function
of engine. The combustion of air/fuel mixture is the main task of spark plugs in spark ignition
engines. Spark plugs produce about a thousand sparks per minute in a combustion chamber under
high pressures and temperatures [1]. Engine modifications to decrease emission and lower fuel
consumption cause intensified thermal loads on the spark plugs [2]. To resist high-temperature wear
and corrosion, ground electrodes of spark plugs formed by a copper core and a high-temperature
corrosion-resistant Nickel-based alloy mantle have been developed. Inconel 601 is the material of
choice for high-temperature corrosive environments [3,4].

Coating with Inconel 601 will be done by lubricated cold working (Figure 1a,b). Then, the ground
electrodes are submitted to an annealing (in a very large furnace) at a temperature of 1040 ◦C during
20 min in a protected atmosphere containing hydrogen and nitrogen (Figure 1c). Cooling is performed
using liquid nitrogen. Finally, the assembly is assembled to a steel shell by resistance braze welding

Energies 2020, 13, 3798; doi:10.3390/en13153798 www.mdpi.com/journal/energies
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(Figure 1d), and bent (Figure 1e,f). Bending is done in a specially designed tool. Several operations are
used to guarantee perfect alignment of the tool and the ground electrode. Resistance braze welding
is commonly used for assembling different kind of materials (copper, nickel-based alloy, and steel).
The effect of different welding parameters was analyzed in detail in Reference [5].

  

(a) (b) (c) 

   
(d) (e) (f) 

Y
Z

Y
Z

Figure 1. Manufacturing processes of a ground electrode. (a) Tamping of the copper in Inconel 601
cup, (b) cold working of the assembly, (c) annealing: temperature variation, (d) welding of the ground
electrode to the steel shell [5], (1) and (2) indicate respectively the ground electrode and the welded
zone, (e) bending inducing cracks (red rectangle), (f) final spark plug with crack in A.

The use of Inconel 601 led to some unanticipated difficulties during the different production phases.
After bending, a small proportion (ppm) of spark plugs revealed unexpected cracking in the welded
volume. The first investigations of spark plugs with cracks systematically revealed a gap between the
copper core and the Inconel 601 mantle (Figure 2). Experimental evidence thus pointed to a strong
correlation between cracking in the welded zone and the presence of gaps. High-temperature corrosion
of Inconel 601 has been analyzed extensively in the literature [3,4]. However, the present paper analyzes
the synergetic effects between Cu–Inconel 601 interface pollution, heat treatment-induced Inconel
yielding, and cracking due to micro-movement during bending. Only the combination of experimental
characterizations with thermo-mechanical analysis of the heat treatment and the bending procedure
allow to understand these synergetic effects. To the best of our knowledge, this is completely novel
and leads to an innovative ground electrode design.
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(b) (c) 

  

(a) (d) (e) 

Figure 2. (a) Spark plug, Tomographic (b,d) and light microscopic (c,e) observations of the welded
zone after bending (zone A in (a)). After cold forming, the ground electrode (d,e) was cleaned prior to
the annealing treatment under lab conditions (Section 2.1).

Section 2 is devoted to the experimental analysis. First, samples were prepared under laboratory
conditions, permitted to generate two series of ground electrodes with and without gaps, respectively.
A systematic analysis confirmed that gaps cause cracking during bending. At this point, the detrimental
effect of gaps is thus confirmed. However, the possible cause of gaps is still to be elucidated. Therefore,
Section 2 ends with a microscopic characterization of samples exhibiting gaps. These analyses clearly
reveal an oxide layer at the copper–Inconel interface. Thus, bad interface adhesion may be suspected
as the main cause of gaps. This led to the thermo-mechanical analysis of the annealing treatment
offered in Section 3. This model confirms the tendency of gap formation during heat treatment for
small adhesion between the copper core and Inconel mantle. The welding was analyzed in detail in
Reference [5]. Gaps induced by the heat treatment will not disappear during welding. Sections 2
and 3 confirm the causes of gap formation: bad adhesion and yielding of the Inconel mantle during
the heat treatment. However, at this stage, the detrimental effect of possible gaps during the bending
operation still has to be clarified. Possible micro-movements during bending were suspected to
cause cracking. The bending model in Section 4 compares the stress distribution in electrodes with
and without gaps. Effectively, gaps lead to stress concentrations in the welded volume prone to
cracking. At the end of Section 4, all the possible causes of cracks induced by residual gaps are clearly
understood. Clearly, gaps have to be avoided at any cost. As mentioned above, only a few parts per
million of ground electrodes exhibit heat treatment-induced gaps and consequent cracking during
bending. The microscopic observations of Section 2 suggest bad adhesion due to oil pollution at the
interface. This pollution corresponds to oil residues after the cold forming of the Inconel mantle.
Consequently, two solutions may be considered. The first solution consists of very costly cleaning
and control procedures to guarantee oil-free interfaces and consequently, good adhesion between the
copper core and Inconel mantle. Based on the mechanical analysis of the heat treatment, we opted for
a less expensive solution. Section 5 presents a new ground electrode design preventing large plastic
deformations of the Inconel mantle and, hence, avoiding the gap formation.
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2. Experimental

2.1. Materials and Process

Two materials were used in this study: Cu-OF (Free-Oxygen Copper)high-purity copper wires
and Inconel 601 [6–9] coatings. The chemical compositions are given in Table 1. Oil residues after
cold forming were suspected to cause bad adhesion, and consequently, gaps after the heat treatment.
Hence, samples were produced under laboratory conditions. To ensure cleanliness, the Inconel buckets
were thoroughly washed, and cleaned in an ultrasonic bath (96◦ ethyl alcohol). Then, 18 specimens
without oil and 18 specimens with intentionally added oil were prepared. For all samples, the copper
wires were tamped in the Inconel 601 mantle. Then, the assembly was cold-formed under the presence
of CONDAMAX ALS oil (commercial brand). Finally, all samples were annealed at 1040 ◦C during
20 min in a hydrogen- and nitrogen-protected atmosphere. Cooling was achieved in liquid nitrogen.

Table 1. Chemical compositions of materials.

Wt (%) Nickel Copper Chromium Iron Aluminum Carbon Magnesium Bismuth Sulfur Silicon

Inconel 601 58–63 1 21–25 18 1–1.7 0.1 1 - 0.015 0.5
Copper - 99.95 - - - - - <510−3 - -

2.2. Interface Gaps after Heat Treatment

Gaps between the copper core and Inconel 601 were determined after heat treatment
by tomographic observations on a North Star Imaging® topographer (with two-dimensional
(2D)/three-dimensional (3D) radiology, a voltage range of 10 to 160 kV) under a magnification
of 2000 on 36 samples at different locations on each sample. Figure 3 shows a typical cross-section
obtained by tomography with indication of the measurement zones. In the following, Zi designates
the value (in μm) of the considered gap. The corresponding measurement locations (in mm) are
given in Figure 3b. On each sample, the lateral gaps were measured in the center (Z3). Gaps, Z1,
between the upper end of the copper core and the Inconel bucket were also recorded. Thus, for each
series of samples (with or without oil), there were 18 tomographic measurements for Z1 and 36 for Z3.
The gaps at locations Z1 to Z4 were checked by optical light microscopy on ten samples. The correlation
between tomographic and optical observations was satisfactory. The largest difference between the
two measurement techniques was smaller than 4%.

 
(a) 

 
(b) 

Figure 3. Measuring gaps: (a) typical cross-section after tomographic observation, (b) schematic
representation of half of the ground electrode with exact locations of the gap measurements. Z1, Z2,
Z3, and Z4 are microscopic gaps between Copper and Inconel, measured respectively at 7.5, 6.5, 3.5,
and 0.4 mm from AA’.
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Table 2 summarizes the gaps at Z1 and Z3, determined by tomography on 18 oiled and 18 non-oiled
samples. At Z3, two measurements (each side) were made on each electrode. Only the maximum
value of both was recorded. Both gaps Z1 and Z3 are much larger on oiled samples than on the
non-oiled ones. For both series, the standard deviation is very large. Let us consider an interval of 1
standard deviation on each side of the mean value. Gap Z1 leads to overlapping intervals for both
series (oiled and non-oiled). However, these intervals do not intersect for gap Z3. In the following
section, the relation between the measured gaps and the tendency to crack during bending is analyzed.

Table 2. Gaps measured at room temperature after annealing by tomographic observations at locations
Z1 and Z3 on 18 specimens with and 18 specimens without oil. Mean and standard deviation (SD)
are shown.

With Oil Without Oil

Gap Values Mean SD Mean SD

Z1 (μm) 164 128 84 52

Z3 (μm) 23 11 6.1 2.9

2.3. Cracking during Bending

All electrodes of both series were welded and bent. During the welding operation, the maximum
gap, Z3, was on the outer side of the electrode (red rectangle in Figure 4). After welding and bending,
all electrodes were observed, once more, by tomography to detect eventual cracks. Figure 4 summarizes
the observations on the 18 oiled and 18 non-oiled electrodes. In the (Z1, Z3)-space, clearly, two domains
appear. For Z3 smaller than 10 μm, no cracks were detected. All electrodes with gaps (after heat
treatment) larger than 12 μm exhibited cracks after bending. Determining the exact boundary shared by
both domains would need a larger number of tests, however, this is not the purpose of the present work.

Figure 4. Relation between observed gaps and cracking after bending. The admissible gaps are shown
in blue. Lateral gaps larger than 10 μm systematically lead to cracking.

All “oiled” electrodes exhibited cracks after bending, while all “non-oiled” electrodes underwent
bending without leading to cracks. Thus, large gaps (Z3 > 14 μm) systematically led to cracking.
Cleaning the samples with the lab procedure leads to heat treatment-induced gaps smaller than this
threshold (samples represented in blue in Figure 4). This corresponds to the main results on the
production line. However, all oiled samples exhibited large gaps and cracks after bending. These
samples represent a small percentage on the production line. To show the detrimental effect of oil “residues”,
the detrimental effect of intentional added oil on otherwise clean samples has been proven. The copper–Inconel
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interface of “oiled” samples has been characterized thoroughly. Section 2.4 presents the main results of
these characterizations needed for the mechanical analyses.

2.4. Characterization of the Inconel–Cu Interface

Oxidation of Inconel 601 was thoroughly analyzed in the scientific literature [8,9]. Even at
temperatures above 1000 ◦C, a protective Cr2O3 layer exists (see References [1,2,10–13]), and the
oxidation rate seems to be controlled by transport through this layer [1,8].

In the present work, the oxidation kinetics is not addressed. The focus is on the formation of
oxides at the Inconel–Cu interface. First, the chemical compositions of the different components,
present at the Inconel–Cu interface after annealing of “oiled” samples, were determined by Raman
Microscopy (XPloRA ONE Raman, laser with a wavelength of 532 nm, and a range between 150 and
4000). The spectra exhibit typical peaks [14] for NiO, Cr2O3, and Al2O3 at the Inconel–Cu interface.

The presence of oxides in oiled samples was confirmed by EDX (energy dispersion X ray)analyses
(SEM (Scanning Electron Microscopy): ZEISS SUPRA 55 at 20 keV and WD (Working distance)= 10 mm,
10−3 Pa with EDX detector: Oxford XMAX 80 mm2). Figure 5 offers detailed EDS maps of the Cu–Inconel
interface. All the maps were done in the white rectangle (continuous line on the SEM observation).
Close to the interface with Cu, the Inconel 601 presents increased Cr and O contents corresponding
to Cr2O formation, whereas the Inconel core is Cr-depleted and enriched in aluminum and oxygen.
At a distance larger than 10 μm inside the Inconel 601, Al was detected in grain boundaries. The latter
suggests Al2O3 formation in the Inconel grain boundaries. Thus, EDS (energy dispersion spectrometry)
maps indicate the formation of a Cr2O3 layer at the Inconel surface and the formation of an underlying
(inside the Inconel) layer with high Al2O3 content, preferentially at the Inconel grain boundaries.
Several authors [15–17] have mentioned oxide formation at Inconel grain boundaries (Cr2O3 and Al2O3).

Figure 5. EDS mapping of the interface between copper and Inconel 601 after heat treatment of a
sample prepared with oil. Mapping was done in the white rectangle.

Both oxides (Al2O3 and Cr2O3) are formed at high temperature (during the heat treatment).
Both oxides exhibit much smaller coefficients of thermal expansion than the Inconel matrix.
During cooling, the Cr2O3 layer will be submitted to compressive stresses. However, the Al2O3,
present at the grain boundaries, will undergo large tensile stresses. This may lead to localized grain
boundary cracks. Figure 6a–g depicts optical observations of the Inconel 601–copper interface prior to
welding and bending. These observations show the damaged interface after heat treatment. Figure 6h
shows cracks after welding and bending. Figure 6a–e corresponds to the upper half of one sample
and Figure 6h corresponds to the lower half of another sample. The optical observations essentially
highlight a damaged interface. Figure 6f shows a SEM observation in zone B. On this SEM observation,
grain boundary damage in the Inconel 601 is visible. The same zone (same sample) was used for the
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EDS mappings in Figure 5. Moreover, crack propagation starting from this interface (during bending)
is shown in Figure 6h. Prior to welding and bending, the microstructure of region C corresponds to
Figure 6f. However, the micro-cracks are smaller. Crack formation in region C (Figure 6h), during
bending, is controlled by the presence of micro-cracks and the particular boundary conditions during
the bending operation. This is addressed in Section 4.

 
Figure 6. Samples prepared with oil, interface damage (after heat treatment), and consequent cracking
(after welding and bending): optical and SEM (Scanning Electron Microscopy) observations of damage
close to the Cu–Inconel 601 interface. (g) Overall view of the sample. (a–f) Correspond to a sample after
heat treatment (prior to welding and bending) and (h) corresponds to another sample (after bending).
(a–c) Copper–Inconel 601 interface in regions (A1, A2, A3), (d–e) copper–Inconel 601 interface in regions
(B1, B2). (f) SEM observation of the interface in region B1. (h) Optical observation of the interface in
region C after welding and bending with crack propagation through the Inconel 601.

Thus, all the results point to oxide formation at the Inconel grain boundaries. A similar mechanism
was reported by Garat et al [17]. These oxides grow at high temperature during the annealing treatment.
They initiate grain boundary damage in the Inconel 601 during cooling to room temperature. Hence,
in the following section, the annealing treatment is modeled assuming zero adherence between Copper
and Inconel 601.

3. Thermo-Mechanical Analysis of Current Ground Electrode Design

The thermal strains and stresses induced by the annealing and cooling were modelled using
Sysweld™ [18]. The effect of plastic dissipation on heat transfer is neglected. Therefore, the simulation
is based on a thermal followed by a mechanical analysis [19–23]. The metallurgical phenomena are not
taken into account. The heat transfer analysis is based on the solution of the classical heat equation [23].
The mechanical analysis is based on the usual equations describing the static equilibrium and additive
small strain decomposition ε = εe + εp + εth, where ε, εe, εp, and εth are the total, elastic, plastic, and
thermal strains, respectively. All temperature-dependent material properties are given in Tables 3
and 4. The coefficients of thermal expansion of the two materials were determined by dilatometry tests.
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Table 3. Physical properties of Inconel 601 [9].

T (◦C) 20 100 200 300 400 500 600 700 800 900 1000

λ (W/m·k) 11.2 12.7 14.3 16.0 17.7 19.5 21.0 22.8 24.4 26.1 27.8
C (J/Kg·k) 448 469 498 523 548 578 603 632 657 686 712
α (10−6K−1) 9.8 10.98 11 12.25 12.19 11.1 13.12 13.88 13.36 12 13.32

E (GPa) 206 202 197 191.2 184.8 178.2 170.8 161.3 150.2 137.9 124.7
Rp02 (MPa) 240 230 200 170 150 150 160 160 160 120 90

Table 4. Physical properties of copper [6].

T (◦C) 20 100 200 300 400 500 600 700 800 900 1000

λ (W/m·k) 410 398 386 380 360 353 348 340 335 330 320
C (J/Kg·k) 386 396 400 410 415 420 440 450 460 470 500
α (10−6K−1) 13.5 13.96 14.25 14.62 15.47 15.09 14.01 15.12 14.84 15.35 19.17

E (GPa) 117 119 114 98 68 50 - - - - -
Rp02 (MPa) 170 160 150 120 90 50 - - - - -

Different geometries will be studied depending on the presence or absence of initial gaps (prior to
annealing) between copper and Inconel 601. Two-dimensional (2D) generalized plane strain models
will be used. The generalized plane strain assumption in Sysweld™ [18], allows 2D models with
non-zero (but constant) strain σzz. The latter adds a degree of freedom to the problem. It is well-known
that such thermo-mechanical models overestimate the σzz stresses due to the constraint imposed by
the generalized plane strain condition. In order to check the ability of such models to predict gap
formation in the (xy) plane, a comparison with a full 3D model will be done in one case (without
initial gap). First-order finite elements with selectively reduced integration will be used both in 2D and
3D [18], due to their ability to simulate complex elastoplastic problems.

3.1. Geometry and Finite Element Mesh

Symmetry allows modelling 1⁄2 of the electrode in 2D, and 1⁄4 in 3D. Figure 7a depicts the dimensions
of the ground electrode. X designates an axis of symmetry. Two contact geometries were simulated:
without initial gap (Figure 7b) and with an initial gap of 5 μm (Figure 7c).

 
Figure 7. Considered geometries (a) overall dimensions, (b) geometry without initial gap between the
copper and Inconel, (c) with an initial gap of 5 μm, (d) zoom on the initial gap.
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Several mesh densities were tested. Figure 8 depicts the optimum mesh finally used in all
further analyses. With 10 elements in the y direction, corresponding to an element size of 0.06 mm,
mesh refinement would not lead to significantly different results.

On interfaces between solid bodies, Sysweld™ uses a master-slave algorithm. Mechanical contact
is defined between interacting faces using an algorithm which strictly enforces a non-penetration
condition. Perfectly sliding conditions are assumed at the interface.

Figure 8. Finite element meshes for (a) generalized plane strain model and (b) three-dimensional
(3D) model.

3.2. Thermo-Mechanical Loading

The ground electrode was placed in a furnace with homogeneous temperature. The annealing
temperature as a function of time is depicted in Figure 1c. There was an initial increase from room
temperature to 1040 ◦C during 20 min, followed by a plateau, then rapid liquid nitrogen cooling, and
finally, slow air cooling to room temperature. As the heating is long, a homogeneous temperature
was applied to all the nodes of the ground electrode. During cooling, a heat exchange coefficient
between the external surface of the Inconel 601 and the nitrogen atmosphere, hnitrogen (3000 W K/m2),
was considered (Figure 7). The external temperature was set to −150 ◦C. The heat exchange coefficient
between air existing in the gap and both Inconel 601 and copper was set to hgap (Figure 7). For thermal
contact, a geometric search was performed to find the element on the master surface onto which each
element on the slave surface is subjected. The equivalent gap conductibility was defined as the inverse
of the gap width (g) multiplied by the thermal conductivity of the air (kg) in the gap:

hgap = kg/g (1)

Displacement components are blocked so as to respect symmetry conditions for the 2D and the 3D
models. At point A, the copper is linked to Inconel so that its body motion will be blocked (Figure 7).
A sliding contact between copper and Inconel 601 (Figure 7) was assumed. Time steps of 10 s and 1 s
were used for the heating and the cooling, respectively. For the mechanical calculations, a time step of
0.5 s was used.

3.3. Stress Distribution in the Electrode during Annealing

Figure 9 depicts the distribution of axial stress, σxx, at different times during the annealing
treatment (Figure 1c). The results correspond to an initial gap (prior to annealing) of 5 μm. The 3D
and 2D generalized plane strain models predict very close axial stress distributions in the Inconel.
After cooling to room temperature, a difference in the copper core is observed. The sole difference
between 2D and 3D models concerns the compressive stresses (σzz) predicted in the copper core, which
are higher with the generalized plane strain model. As damage is observed in the Inconel 601, we focus
essentially on the stress field in this material. Concerning the Inconel 601 coating, only both ends of
the electrode are submitted to significant stresses at high temperature (t2 and t3). At room temperature
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(t4), no noteworthy stress subsists in the Inconel. At high temperature, the stress in the Inconel 601
varies continuously from less than −80 MPa to more than +80 MPa through the thickness at both ends
of the electrode. This stress distribution corresponds to bending of the Inconel 601 coating. The same
stress levels are achieved without an initial gap of 5 μm.

Figure 9. Axial stress, σxx, predicted by the three-dimensional (3D) and the two-dimensional (2D)
generalized plane strain models with an initial gap of 5 μm.

Figure 10b depicts the axial stress, σxx, at time t2 (beginning of temperature plateau) in the Inconel
coating. At the very top of the electrode (x = 0), the stress is close to zero. This corresponds to the
Inconel 601 closing of the electrode. For x > 0, the outer Inconel 601 (lines L3, L4) is submitted to
compressive stresses, whereas the inner Inconel 601 (lines L1, L2) is submitted to positive axial stresses.
The coating is submitted to bending around the z-axis.

  
(a) (b) 

Figure 10. Stress distribution in the sample. (a) Schematic electrode geometry with 4 lines (Li) defined
in the Inconel coating. (b) Axial stress (σxx) in the Inconel along lines Li.

During heating, copper expansion induces compressive loading along the copper–Inconel interface.
At the electrode top (upper part in Figure 10a), thermal expansion of copper is hindered most. At the
“free” bottom, thermal expansion is hindered less. Effectively, the induced bending stresses (σxx)
decrease close to the free end. This point will be of prime significance to suggest a new electrode design.
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The consequence of residual plastic deformation in the Inconel (the gaps at room temperature) is
discussed thoroughly in the Section 3.4.

3.4. Gaps versus Time

Predictions of the 2D plane strain model were checked in the preceding section on the stress maps.
Gaps after annealing and cooling have been simulated with this model for both assumptions: an initial
gap prior to heat treatment of 5 μm and no initial gap.

Figure 11 shows the gaps as a function of time predicted by the 2D model with an initial gap
of 5 μm and without an initial gap. For the gap at Z1 (Figure 11a), a small time delay as well as a
difference in the maximum value are observed. In both cases, with or without initial gap, no contact at
the top of the ground electrode is observed. Gaps Z2 to Z4 (along the electrode axis) are only slightly
affected by an initial gap of 5 μm (Figure 11b). The final gap in the middle of the electrode (Z3) depends
on the presence or absence of an initial gap. If no initial gap is present, contact loads between Copper
and Inconel 601 all along the x axis prevent the free bending movement. This leads to smaller gaps at
Z3 than in the case without an initial gap.

Positive gaps are predicted during the heating. Copper exhibits a larger coefficient of thermal
expansion than Inconel 601. Hence, at first glance, a decrease of the gaps would be expected during
heating. But, closing the bottom of the electrode prevents the latter from “free” expansion. Hence,
locally, at the very bottom of the electrode, the Inconel 601 is submitted to severe contact loads
and bending.

  
(a) (b) 

No initial gap
Initial gap

Final gap at room 
temperature

Z3Z4

Z2

No initial gap
Initial gap

Final gap at room 
temperature

Figure 11. Evolution of the gaps during annealing. (a) Z1 at the top of the electrode, (b) Z2, Z3, and Z4

along the electrode’s axis.

As the presence of gaps seems to play a key role, the model results were checked at
the 4 locations defined in Figure 3 by light optical measurements on 10 samples. To the
best of our knowledge, no such measurements have been made on comparable geometries
previously. Ishikawa [24] analyzed thermal stresses in a plane cylinder. Bengeri et al [25]
modeled shrink fit stresses in circular cylinders. However, thermal stresses were not analyzed
in hollow cylinders with a rectangular cross-section. Thus, the only verification available consists
in comparing new simulation and new experimental measurements. Table 5 shows simulation
results corresponding to a zero initial gap and the experimental data. Considering the complexity
of the phenomena involved, a good agreement between experimental observations and mechanical
predictions of gaps after annealing is achieved. The presence of gaps after annealing is confirmed.
Persistence of the gaps after cooling clearly confirms irreversible (plastic) deformation of the Inconel 601.

At this stage, the presence effect of gaps after annealing treatment has been observed
experimentally. The existence was attributed to small (no) adhesion between the Copper core
and Inconel. This assumption was justified by present thermomechanical analysis. The detrimental
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effect of the gaps during annealing has been observed experimentally. In the next section, the effect of
gaps on the bending behavior is analyzed by a mechanical model.

Table 5. Heat treatment-induced gaps at room temperature, simulation results, and optical
measurements. Mean and standard deviation (SD) are shown

Location

Model versus Experiment Z1 Z2 Z3 Z4

2D plane strain model (μm) 41 1.5 15 40
Light optical

measurements (μm)
Mean 29 2.1 17 30.1

SD 2.2 0.9 2.0 2.5

4. Cracking during Bending Due to Micro-Movements

4.1. Model Description

As explained in Section 3, the generalized plane strain assumption leads to an overestimation of
σzz stress. The experimentally observed cracks appear in the (xy) plane, and (xy) stress maps obtained
during forming are simulated accurately by 2D generalized plane strain [26,27]. In order to simplify
the problem, and to reduce the calculation time, the bending of the spark plug is modeled in 2D using
Sysweld™ [18]. Figure 12 summarizes the geometry, boundary conditions, and finite element mesh.
The bending tool and core were modelled as non-deformable solids. The electrode was meshed using
linear rectangular elements of size of 0.1 (Figure 12c). The model features 1079 elements and 1094
nodes. Displacements of the shell and the bending core nodes are blocked (Figure 12b). The bending
tool is moving along Ox at a speed Vx = 0.01 m/s (Figure 12b). A time step of 10−4 is used for the
analysis. For contact conditions, the bending tool is declared as master, and the ground electrode
is declared as slave. In the presence of gaps, the Inconel 601 presents the master surface, and the
Copper is the slave surface. Isotropic von Mises plasticity with Johnson–Cook behavior was considered
(Table 6). The general expression of the stress (σ) is given by:

σ = [A + Bεn] ×
[
1 + Cln

.
ε
.
ε0

]
×

[
1−

(
θ− θt

θmelting − θt

)m]
(2)

where ε ,
.
ε, and θ correspond respectively to the strain, strain rate, and temperature,

.
ε0, θmelting, and θt

designate a reference strain rate, the melting temperature, and the transition temperature, and A, B,
and C are material-specific parameters, given in Table 6. Stationary bending simulations were done at
room temperature (θ = 25 ◦C).

Bending has been simulated with no initial gap and with a gap of 40 μm.

   

(a) (b) (c) 

Figure 12. Schematic representation of (a) the geometry of the workpiece and the bending tools,
(b) boundary conditions, and (c) finite element meshes.
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Table 6. Johnson–Cook’s law parameters for different materials [6,9].

A (MPa) B (MPa) n C m

Copper Cu-OF 170 405 0.22 0.02 0.72
Inconel 601 450 1700 0.65 0.017 1.3

Steel 244 554 0.217 0.0088 0.047

4.2. Stress Distribution in the Welded Area after Bending

Figure 13 shows the distribution of the maximum principal stress in the ground electrode at the
end of the bending operation. Figure 13a,b corresponds, respectively, to a ground electrode with
and without gap prior to bending. Of particular interest is area A. Effectively, cracks were observed
experimentally in this area after bending. In the presence of gaps (Figure 13a), a significant maximum
principle stress was predicted in the area where cracks were observed. However, the ground electrode
without gap leads to a much smaller maximum principle stress in the same zone. As expected,
the micro-movements allowed by the presence of gaps led to severe stress concentration at the outer
border of the ground electrode.

 
(a) 

 
(b) 

Figure 13. Maximum principal stress distribution (σ1) in the case (a) with gaps, and (b) without gaps
at the interface between copper and Inconel 601.
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The results of Section 2.2 revealed a strong relation between the presence of gaps after annealing
and cracks after welding and bending. The results of Section 2.3 revealed the presence of a Cr2O3

layer leading to bad adherence between Cu and Inconel 601. Section 3.3 confirmed the presence of
gaps after annealing and cooling, and the present section confirms the high stresses induced during bending
under the presence of gaps. Thus, during annealing and cooling, the Inconel 601 undergoes irreversible
(plastic) deformation. In the next section, a new ground electrode design avoiding the yielding of the
Inconel 601 during annealing is recommended.

5. New Design of the Ground Electrode Avoiding Micro-Movements

5.1. Geometry and Finite Element Mesh

The thermo-mechanical model of the annealing treatment clearly showed bending of the Inconel
due to larger thermal expansion of the copper core. Bending was allowed due to the open bottom of
the ground electrode. Based on this finding, 1 mm of material was added to the bottom of the ground
electrode (Figure 14a). The same approach as in Section 3 was adopted for annealing modelling. A 2D
generalized plane strain model with an initial gap of 5 μm before annealing was used. The same mesh
size was chosen (Figure 14b) and the same thermal loading was applied. The additional material was
used to prevent gap formation during annealing. After annealing, it has to be cut.

 
(a) 

 
(b) 

Figure 14. (a) New geometry design, and (b) finite element meshes for generalized plane strain model.

5.2. Stress Distribution in the Electrode during Annealing

Figure 15a shows the distribution of axial stress at various heat treatment times (Figure 1c).
The results correspond to an addition of 1 mm of material to the bottom of the ground electrode. In the
Inconel 601 coating, only the two ends of the electrode are subjected to high stresses (at t2). The stress
concentration at intermediate temperature t2 (red) is due to the copper core pushing the Inconel mantle.
This corresponds to the thermal elongation of the copper in the x direction. At high temperature
(t3), softening of the Inconel leads to a smaller stress in the same region. At room temperature (t4),
compressive stresses in a small part of the additional material are found. Otherwise, the additional
material undergoes small tensile stresses.
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(a) 

(b) 

Figure 15. 2D generalized plane strain model with 1 mm of additional material and with an initial gap
of 5 μm. (a) Axial stress σxx, (b) stress σyy.

The additional material prevents bending and hence movement of the Inconel in the y direction.
To prevent this movement, small tensile stresses, σyy, appear in the additional material (Figure 15b).
At temperature (t2), the copper core pushes the Inconel. But, this load is equilibrated by tensile stresses
in region A. However, a very small outward movement of the Inconel occurs close to the electrode
bottom with yielding of the Inconel. But, the additional material (dashed area A) remains essentially
elastic. Thus, when cooled to room temperature, the bottom part of the Inconel undergoes compressive
stresses. For both materials, the stresses in region C are extremely small. Thus, the additional
material leads to a satisfactory new stress distribution. No significant tensile stresses are found at
room temperature.

5.3. Gaps versus Time

The aim of adding material was to decrease the final lateral gaps (Z2 to Z4). Z1 is not critical
for the bending operation. Figure 16 shows a comparison between predicted gaps without (current
geometry) and with additional material (new geometry). All gaps (Z2 to Z4) decreased significantly
with the additional material. Moreover, all gaps at room temperature were smaller than the threshold
of 10 μm. The new geometry leads to better stress distributions in the electrode and acceptable room
temperature gaps.
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Figure 16. Influence of the additional material on final gap after annealing (Figure 1c) along the
electrode’s axis.

6. Conclusions

Ground electrodes with Inconel 601 coating were analyzed. On the production line, cracking was
observed on a small proportion (ppm) of electrodes with this new Inconel 601 coating. In the present
paper, possible causes of cracking were analyzed experimentally and by mechanical models.

Two series of ground electrodes (with and without oil) were prepared and underwent the
same production process. This original approach combined with advanced characterization
techniques allowed us to identify gaps between Copper and Inconel 601 as the main cause of
cracks. A thermo-mechanical model confirmed high stress concentrations during bending due to
micro-movements allowed by gaps. A second thermo-mechanical model explained the presence of
gaps by Inconel yielding during heat treatment. At this stage, the genuine combination of astute
experimental procedure and well-chosen thermo-mechanical models allowed for the following simple
conclusion: oil residues may lead to interface gaps, and the latter cause cracking during bending.
Based on this knowledge, a completely new ground electrode design could be suggested. This new
design is more cost-effective than advanced cleaning.
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Abstract: The complexity of modern hybrid powertrains poses new challenges for the optimal control
concerning, on one hand, the thermal engine to maximize its efficiency, and, on the other hand,
the vehicle to minimize the noxious emissions and CO2. In this context, the engine calibration has to
be conducted by considering simultaneously the powertrain management, the vehicle characteristics,
and the driving mission. In this work, a calibration methodology for a two-stage boosted ultra-lean
pre-chamber spark ignition (SI) engine is proposed, aiming at minimizing its CO2 and pollutant
emissions. The engine features a flexible variable valve timing (VVT) control of the valves and an
E-compressor, coupled in series to a turbocharger, to guarantee an adequate boost level needed for
ultra-lean operation. The engine is simulated in a refined 1D model. A simplified methodology,
based on a network of proportional integral derivative (PID) controllers, is presented for the
calibration over the whole operating domain. Two calibration variants are proposed and compared,
characterized by different fuel and electric consumptions: the first one aims to exclusively maximize
the brake thermal efficiency, and the second one additionally considers the electric energy absorbed
by the E-compressor and drained from the battery. After a verification against the outcomes of an
automatic optimizer, the calibration strategies are assessed based on pollutant and CO2 emissions
along representative driving cycles by vehicle simulations. The results highlight slightly lower CO2

emissions with the calibration approach that minimizes the E-compressor consumption, thus revealing
the importance of considering the engine calibration phase, the powertrain management, the vehicle
characteristics, and its mission.

Keywords: virtual engine calibration; ultra-lean combustion; hybrid vehicle; 0D-1D engine modelling

1. Introduction

In the 2013, the Diesel-gate scandal erupted in the USA, flooding into Europe and worldwide,
involving more than 11 million of vehicles produced by various car manufacturers [1]. The related
rumors hit the entire automotive sector, leading to the idea that the traditional internal combustion
engine (ICE), fed by fossil fuels, would disappear within a few years. A full-electric mobility, based on
battery electric vehicles (BEVs), has been deeply promoted by politicians and public opinion, as the
unique available solution to fulfill more and more stringent regulations [2].

At the same time, however, alternative propulsion architectures, such as hybrid electric vehicles
(HEVs) and plug-in HEV (PHEVs), due to their lower costs and greater autonomy, continuously gained
new market shares. Today, they represent much more than a temporary solution, filling the gap
between standard ICE-powered vehicles and full electric mobility.

Energies 2020, 13, 4008; doi:10.3390/en13154008 www.mdpi.com/journal/energies

87



Energies 2020, 13, 4008

As known, the choice for the optimal electrification level of a vehicle requires to consider its entire
life cycle, including the CO2 formation during the vehicle manufacturing and the one associated to
electrical energy production and distribution. Under this point of view, the overall CO2 emissions from
the two extreme antagonist vehicles (ICEs and BEVs) become comparable and are strongly dependent
on the so called “energy-mix” utilized for electrical energy production [3,4]. In particular, BEV or
PHEV have consistent benefits only when renewable energy sources are used, leading to the conclusion
that an electric mobility cannot be considered as the only practical alternative due to the limited and
country-dependent availability of renewable sources. Additionally, as already remarked, the higher
ownership cost of the BEV, combined with the high battery charging time and the low autonomy,
strongly limits their market acceptance and diffusion [5]. In the light of those concerns, rather than a
pure-electric future, a scenario should be expected in the years to come characterized by variegated
technologies that are best suited to the contest in which they are employed. This means that ICE-based
vehicles, HEVs, PHEVs, BEVs and fuel cell-based vehicles will coexist in the market for a long time,
pushing car manufactures to improve the propulsion system efficiency [6] with the aim to respect the
stringent regulation in terms of CO2 and pollutant emissions.

Among the various pathways to improve the thermal efficiency of ICEs, various knock mitigation
measures were attempted, such as the variable compression ratio [7], the cooled exhaust gas recirculation
(EGR) [8], and the water injection [9]. Benefits of fuel consumption highly depend on the considered
operating condition [10]. An increasing research work is nowadays devoted to ultra-lean combustion
systems since they have the potential of simultaneously reducing the cylinder-out NOx emissions and
the fuel consumption in the whole engine operating domain. Among the various concepts analyzed in
the literature to sustain a lean combustion [11,12], such as fuel stratification [13,14], HCCI [15] and
SACI [16], the employment of a pre-chamber (PC) ignition system is nowadays considered the most
practical solution. In this architecture, a small PC volume is connected to the main chamber (MC)
through some orifices. The combustion process starts in the PC and propagates in the MC one, in the
form of hot burned jets ejected from the pre-chamber. The high turbulence intensity of these jets ignites
the MC mixture and ensures a stable flame propagation even under extremely lean mixtures [17,18].

The aim of this activity is to numerically analyze the calibration and the energy management
strategy of a HEV equipped with an ultra-lean PC engine. The overall propulsion system under
investigation is developed within the framework of the EAGLE H2020 project (https://h2020-eagle.eu/).
The hybrid architecture and the components’ sizing has been completely defined by the manufacturer
and includes two electric motor/generator units, a battery, and two gearboxes. The system is designed
to provide the maximum flexibility and a versatile series/parallel operation. A hybrid series-parallel
architecture was chosen to combine the advantages of series powertrain in urban driving (including
smooth takeoff) and of the parallel mode over rural/highway routes. Close-to-optimal operations for
the ICE are guaranteed by a four-speed gearbox placed between the ICE and differential. A gearbox is
preferred to a CVT power-split device to get a higher mechanical efficiency. The switch between series
and parallel modes is handled by three clutches, which also help to decrease the mechanical losses
when one of the motors is not used.

The thermal unit is equipped with an active pre-chamber ignition system and a flexible intake
and exhaust VVT device. The very high air-flow demand of the ultra-lean architecture requires the
adoption of a two-stage boosting system composed of a variable geometry turbocharger, coupled in
series to an E-compressor (E-Comp). The presence of an electrically driven compressor implies that the
energy input to the engine is not just the chemical energy given by the fuel. The energy input in the
E-Comp also plays a role on the effective engine efficiency. The overall boost level can be then shared
between the turbocharger compressor and the E-Comp, depending on the electrical energy input given
to the second one. The latter is provided by the same battery pack of the hybrid propulsion system.
In other words, the possibility to modify the overall boost level sharing between the LP compressor and
the E-comp opens the way to two calibration variants. From one side, an intensive use of the E-Comp
leads to a reduced backpressure and an improved brake thermal efficiency (BTE). A more frequent
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battery discharge/recharge is, however, to be expected along a driving mission. The opposite situation
occurs when the boost level is mainly provided by the standard turbocharger. The main objective
of this paper is hence to provide some insights on the calibration and energy management strategy,
which provides the minimum CO2 and pollutant emission along representative vehicle missions.

To this aim, the pre-chamber engine under investigation is schematized in a 1D modeling
framework. An “in-house” quasi-dimensional model is employed to reproduce the main in-cylinder
phenomena, such as mixture formation, combustion, turbulence, and emissions. Its reliability has
been validated in a prototype single-cylinder unit in previous activities [19,20]. Here, the same model,
with few enhancements, is applied to foresee the behavior of the multi-cylinder engine as well.

The engine control parameters are set by coupling the 1D model to an external optimizer. The latter
is instructed to maximize the engine BTE or, alternatively, a properly defined overall BTE, which also
considers the electrical energy absorbed by the E-Comp (strategies #1 and #2). Optimization results are
obtained at two engine speeds over a load sweep. They are then utilized to define a number of heuristic
rules implemented within several PID controllers in the 1D model, mimicking the mathematical
optimization procedure. This rule-based (RB) calibration strategy is preliminary validated through a
direct comparison with the results of the external optimizer. Then it is utilized to compute two sets of
complete engine performance maps, summarizing the calibration strategies following the maximum
BTE and maximum overall BTE (OBTE), respectively. Finally, these two sets are embedded in a vehicle
simulation able to quantify the CO2 and pollutant emissions over two different driving cycles, namely
the worldwide harmonized light vehicles test cycle (WLTC) and a real driving emission (RDE) cycle.
This framework is schematized and summarized in the flowchart in Figure 1.

 
Figure 1. Flowchart of the methodology followed in the work.

The paper is organized as follows: firstly, the ultra-lean engine layout is described and the
employed combustion model suitable for a pre-chamber engine is briefly recalled. Then, the numerical
RB calibration procedure is illustrated and verified against the results of a multi-purpose optimizer.
Finally, the energy management strategy developed by the authors is summarized [21] and the vehicle
simulation outcomes are shown. In order to quantify the potential benefit of this HEV combined with
this high-efficiency engine, the vehicle emissions are also compared against the current regulation
limits (Euro 6d) and the CO2 European targets.

2. Engine Description

The SI engine under study, outlined in Figure 2, is a prototype power unit constituted by four
cylinders and equipped with active pre-chambers. Main features of the investigated engine are
summarized in Table 1. The PC features four orifices of 1mm [22], and each cylinder has two intake
and exhaust valves. The engine presents a cam phaser for both the intake and the exhaust camshaft.
Moreover, two different cams profiles can be selected on the intake camshaft, allowing for an early
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valve closure (Standard Miller Lift-SML), or an extremely advanced valve closure (Extreme Miller
Lift-EML) [22–24]. The latter is particularly suitable to limit the knock occurrence at high load.

Figure 2. Schematic engine layout.

Table 1. Engine main features.

Multi-Cylinder Pre-Chamber Engine

Bore 76mm Vpre-chamber/VTDC ~3%

Stroke 90mm PC hole number 4
Displacement 1633 cm3 PC hole diameter 1 mm

Compression ratio 15.8 Ajet holes/Vpre-chamber ~0.03 cm−1

Fuel in main chamber PFI, RON 95 Intake Valve Opening 344–370 CAD (@0.7 mm lift)
Fuel in pre-chamber DI RON 95 Exhaust Valve Closure 350–380 CAD (@0.7 mm lift)
Pre-chamber volume ~1000 mm3 Start of PFI 140 CAD BTDC

Minimum PC injection duration 300 μs Start of in-PC injection 300 CAD BTDC

The engine is fed with liquid gasoline through four port fuel injectors located just upstream the
intake valves (InjMC), and four direct injectors located into each PC (InjPC). A two-stage boosting
system provides the needed boosting level to match the prescribed load target. It is composed by
a variable geometry turbocharger (LPC and LPT) and a high-pressure (HP) compressor (E-Comp),
driven by an electric motor (EM). An electric generator (EG) mounted on the engine shaft provides the
electrical energy to recharge the battery (Ba) and to power the EM. The electric fluxes are shown as a
dashed line in Figure 2.

As experimentally and numerically demonstrated [18–20], the introduction of a pre-chamber
allows to strongly extend the lean burn limit of a conventional SI engine. This engine is designed to
operate with very lean air/fuel mixtures to improve the engine efficiency and reduce the NOX emission
in a zone as wide as possible for the operating domain.

The presence of a high number of degrees of freedom makes the calibration of such a complex
engine very challenging. In particular, the engine has nine control parameters, namely the relative
air/fuel ratio (λ) in the chambers (labelled as λPC and λMC), the LPT rack position, the power input to the
E-Comp, the intake and exhaust cam phases, the spark timing (or the combustion phasing, which can
be represented by the angular position when half of the in-cylinder fresh charge is burned—50% of
mass fraction burned, MFB50), the throttle valve position, and the SML/EML cam profile.

3. D Engine Model Description and Validation

Consistently with the engine geometry, a detailed 0D/1D scheme is developed in a commercial
modeling framework. The description of the flow inside the intake and exhaust pipes is based on a
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1D approach, whereas “in-house” 0D sub-models are used to reproduce the in-cylinder phenomena
typical of this novel architecture, such as air/fuel mixture preparation, combustion, turbulence and heat
transfer. Regarding PFI and DI injections, it is assumed that the 30% of the injected fuel instantaneously
evaporates, without considering spray evolution and liquid wall film formation. An empirical
correlation is used for the estimation of the mechanical friction losses, dependent on engine speed,
combustion phasing, and in-cylinder pressure peak. The steady-state flow coefficients for both the
intake and the exhaust valves have been measured on a similar single-cylinder research engine and
are here assigned to predict the flow permeability through the cylinder head [19,20,22]. A standard
map-based approach is employed to reproduce the boosting system.

Each cylinder is schematized by two 0D volumes, a constant one (PC) and a variable one (MC),
connected by means of an equivalent orifice. In particular, the overall cross-sectional area of the
four holes is assigned in the above orifice. The orifice model also takes into account a discharge
coefficient, fixed to a constant value of 0.65, which gives the best agreement with the PC-MC pressure
difference along the compression stroke. According to a classical filling-emptying technique, mass and
energy equations are solved in both volumes to estimate the mass exchange between them, based on
pressure difference and overall effective cross-sectional area. The combustion process is described by a
rearranged quasi-dimensional fractal model, developed by the authors in the last years [25]. It is based
on a two-zone (burned and unburned gases) approach, and it is applied in a similar way in both MC
and PC. In this context, the overall burn rate can be expressed as the sum of “classical fractal flame
propagation” and a “turbulent jet combustion,” expressed by the Equation (1).(

dmb
dt

)
overall

=

(
dmb
dt

)
f ractal

+

(
dmb
dt

)
jet

(1)

The first term of Equation (1), applied in both PC and MC, describes the burning rate through the
fractal approach under the hypothesis that the flame front locally propagates at a laminar speed, SL,
and that the combustion process is promoted by the turbulence-induced flame wrinkling, Σ, leading to
the following expression: (

dmb
dt

)
f ractal

= ρuALSLΣ (2)

where ρu is the unburned gas density and AL is the laminar flame front area. The second term of
Equation (1) models the burning rate contribution in the MC due to the turbulent jets, under the
hypothesis that the jets entrain fresh charge (air and fuel) and rapidly burn it, in turn releasing heat.
This is described by the equations below:(

dmb
dt

)
jet

=
dmb,entr

dt
=

mentr −mb,entr

τ
; τ =

ΛT

SL
(3)

dmentr

dt
= cjet

.
mjet

√
ρPC

ρMC
(4)

The jet-induced burning rate is assumed proportional to the difference between the current
entrained mass (mentr) and its burned portion (mb,entr). The Equation (3) resembles the well-known
eddy burn-up approach [26,27], for which τ is a characteristic time scale. This last is calculated as the
ratio between the Taylor length scale, ΛT, and the laminar flame speed, SL. Finally, the total entrained
mass, mentr is computed by the integration of its time derivative, according to Equation (4), which in
turn is estimated by the semiempirical correlation reported in [28]. This entrained mass is a function of
the mass flow rate from the PC,

.
mjet, on a tuning constant cjet ad on the density ratio between PC and

MC. Equally, the burned entrained mass, (mb,entr), is estimated by the integration of Equation (3).
The summarized combustion model requires the evaluation of a few parameters—namely the

flame wrinkling Σ and the Taylor scale ΛT—which depend on the turbulent field established in the
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combustion chamber. An “in-house” developed phenomenological K-k-T turbulence sub-model is
employed to estimate those quantities [29]. The turbulence model takes into account the energy flux
transferred from the mean flow kinetic energy, K, to the turbulent one, k. The model includes proper
balance equations for tumble and swirl angular momentum, T and S. The model is applied to both
PC and MC, and also considers the turbulence production induced by the incoming/outcoming flow
through the orifices [20].

The description of the knock phenomenon is based on the calculation of the auto-ignition (AI)
delay time of the air/fuel mixture in the unburned zone. In particular, AI is carried out with a tabulated
approach [30], employing preliminary auto-ignition chemical kinetic simulations performed in a
homogeneous reactor at a constant pressure. The kinetic scheme adopted for the estimation of the table
includes five elements, 201 species, and 1548 reactions [31] and an additional skeletal sub-mechanism
for toluene oxidation to handle a toluene reference fuel. The AI time, τAI, is stored in the table as
a function of pressure, temperature, equivalence ratio, and residual content. As known, due to the
presence of the cyclic dispersion, faster-than-average pressure cycles may induce the presence of a
stochastic soft-knock, even when the average cycle is working in a safe, non-knocking combustion.
Since, in the adopted approach, the AI integral, Equation (5), is computed on the average cycle, a small
safety margin is applied, and the knock event is considered to occur when the AI integral exceeds a
tunable lower-than-unity threshold level. ∫

dt
τAI

(5)

The model allows to estimate the regulated cylinder-out emissions, namely CO, HC, and NO.
For the evaluation of CO and NO, a multizone-zone approach is applied in both PC and MC to estimate
the burned gas stratification. Each burned parcel is compressed/expanded adiabatically according to
the in-cylinder pressure. The estimated local zone temperatures are employed within the well-known
extended Zeldovich mechanism for the estimation of the NO [32], whereas the CO is computed with a
two-step reaction scheme [33]. The experimental findings show that in ultra-lean engines the noxious
emissions are mainly composed of NO2, therefore in the adopted approach the NO production derived
by the Zeldovich mechanism is assumed to completely oxidize the NO2 when the burned gases
evolve along the exhaust pipes. Concerning the HC, the crevice contribution and the post-oxidation is
considered only for the MC, neglecting the PC contribution. In the employed model, the HC filling and
emptying within the crevice regions is followed [34]. The temperature in this volume is considered to
be the same as the piston wall, while the pressure equals the one in the cylinder. When unburnt fuel is
released from the crevices, a proper boundary layer temperature is computed, at which the released
HC partly oxidize according to the kinetic rate proposed in [35].

The quasi-dimensional combustion model was tuned with reference to a research engine [19,20],
having geometrical and architectural characteristics similar to the four-cylinder engine under study for
which experimental data are not yet available. The model was tuned by a trial-and-error procedure
aiming to obtain the best agreement with pressure signals in both PC and MC. A unique set of tuning
constants was selected for all the operating conditions, characterized by very different speeds, loads,
and air/fuel ratios (λ up to 2.4 in the main chamber) [19,20].

4. Optimization Approach for Engine Calibration

With the aim of calibrating the engine, a value for each of the nine control parameters listed in the
“Engine Description” section must be specified in each operating condition. The purpose of this task is
the optimization of the engine performance over the entire operating domain.

The calibration procedure here targets the maximum possible efficiency, fulfilling several
constraints—i.e., maximum pressure inside MC and PC, knock intensity, turbo speed, boost level,
E-Comp power, internal EGR amount, etc.—prescribed to confine thermal and mechanical stresses and
operating reliability for the engine and for its components.
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To find the optimal set of the control parameters at variable speeds and loads, an automatic
optimization is performed, realized by using an external multi-purpose optimizer. The optimization is
performed considering two different control strategies with differentiated fuel and electric consumptions.
Particularly, the first control strategy (strategy #1) aims to maximize the conventional BTE, namely:

BTE =
PICE

.
m f LHV

(6)

where PICE is the brake power at the engine shaft, ṁf is the total injected fuel flow rate, and LHV is the
lower heating value of the fuel.

The second one (strategy #2) is oriented to the optimization of the overall BTE:

OBTE =
PICE − PHPC/ηHPC

.
m f LHV

(7)

where PHPC is the mechanical power at the E-Comp shaft and ηHPC is the electro-mechanical efficiency
of the E-Comp. Based on its definition, the OBTE also considers the electric energy required by the
E-Comp and drained from the battery.

For both examined control strategies, the optimization is realized along a brake mean effective
pressure (BMEP) sweep at two different engine speeds, namely 2000 and 3000 rpm. Low/medium
engine rotational speeds are selected because of their relevance regarding the vehicle homologation
cycles. The load sweep is automatically realized by alternatively maximizing or minimizing the BMEP,
together with the BTE/OBTE, hence performing four different multi-objective problems for each engine
speed. Each optimization problem hence identifies a single branch of the BTE/BMEP or OBTE/BMEP
Pareto frontiers.

The selected optimization tool is the genetic MOGA-II algorithm, which represents the best choice
for the case of a multi-variable/multi-objective problem. The nine control parameters previously listed,
apart from the relative air-fuel ratio in the main chamber which is always metered to fix a value
of two, represent the independent variables of the optimization problem. Each variable is changed
within a prefixed allowable range. The selection of the intake valve lift profile is indeed handled by
introducing a fictitious discrete variable, associating values of 0/1 to the Standard/Extreme Miller valve
lifts, respectively.

The logical scheme of the optimization process was already reported in a previous author’s
work [36], and here it is partially modified by the addition of SML/EML and EVC (exhaust valve
closure) variables. The optimizer algorithm, at each step with an iterative process, selects the eight
engine control variables, passing them to the 1D engine model to evaluate the variables of interest.
At the end of each simulation, the estimated values of the objective function are returned to the
optimizer to start the next iteration. This process pursues as long as the optimal levels, being part of
the Pareto frontier, are achieved.

As said, the optimizer evaluations are post-processed and filtered to check that some monitored
variables do not exceed prescribed threshold levels. As an example, the maximum in-cylinder pressure
is limited to 180 bar, the maximum plenum pressure to 4.5 bar, the maximum E-Comp power to 10 kW,
the maximum AI integral to 0.8, etc.

5. Assessment between RB and Optimizer Calibrations

The previously described optimization procedure is too time consuming to be directly employed
to compute the complete engine performance map. To speed up the numerical calibration, a set
of heuristic rules were defined to reproduce as best as possible the behavior of the mathematical
optimization (rule-based calibration). The RB was applied by including a network of logical switches,
PID controllers, and “math functions” in the 0D/1D environment.
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Preliminarily, a prefixed running line was chosen on the LPC map as a tradeoff between an
appropriate surge margin and a suitably high-pressure ratio to avoid an excessive E-Comp shaft power
absorption (below 10 kW). Under these operating conditions, the E-Comp running line was directly
identified to reach the HP boost level necessary to fulfill a prescribed full load (FL) target, depicted
in red in Figure 3. By changing the LPC running line, a different sharing of the overall boost level
between the LPC and the E-Comp would have been accordingly identified. However, whatever the
choice for the LPC running line, at very high engine speeds (usually over 4500 rpm) for the selected
boosting devices, the constraints on the maximum E-Comp power and/or maximum boost level could
not be fulfilled. For this reason, the only way to achieve the FL target was to inject more fuel in the
main chamber, resulting in a λMC < 2. The L2 line in Figure 3 identifies the BMEP region below which
a λMC = 2 operation can be sustained (light yellow domain), while the area above the L2 line defines
the operating domain with λMC < 2 (highlighted in orange).

 
Figure 3. BMEP–rpm map containing the BMEP target (FL), and the L2 and BB lines.

In the low-load region, an additional line is defined corresponding to the BMEP levels reached
with the LPT fully open and no power given to the E-Comp, named Base Boost Line (BB in cyan in
Figure 3). In these conditions, the E-Comp is bypassed, acting on dedicated control valves. Above the
BB line, the engine load is regulated by a progressive closing of the LPT and a proportional increase
of the E-Comp power. Below the BB line, the LP and HP compressor settings continue to be fixed,
while the load is only regulated by the progressive closure of the throttle valve.

Concerning the VVT position of intake and exhaust camshafts, simple rules are defined to select
an advanced IVC (intake valve closure) at low load to have a pumping losses reduction. The intake
valve advancing is, however, limited at very low load to avoid an internal EGR rate above 20%. In this
way, a stable combustion process can be guaranteed in the real engine at the expense of a certain
pumping losses increase.

In the mid-load range, the intake VVT is moved towards a later IVC to allow for increased air
flow rates, while, at a very high load, an early IVC is once again preferred to reduce the effective
compression ratio for knock control. The exhaust valve is accordingly controlled to limit the valve
overlap and/or to increase the expansion work at a low load.

The actual positions of the BB and L2 lines also depend on the selection of the intake lift profile,
namely the SML or the EML. To reduce pumping losses, the EML is always specified when the
computed airflow rate is below 100 kg/h. By analyzing the results of the previous mathematical
optimization, it was indeed found that for strategy #1 (max BTE), the SML is only selected below a
specific BMEP limit (namely 6.5 bar), while it is always selected above 100 kg/h airflow rate in the
strategy #2 (max OBTE). This can be easily explained by observing that the SML requires a lower
boost level for the same load. For this reason, a lower E-Comp power is required, which improves the

94



Energies 2020, 13, 4008

OBTE. Moreover, to better reproduce the optimization results, a different running line is selected for
the strategy #2, moving the boost sharing mainly on the LPC and reducing the E-Comp contribution.

The proposed rule-based methodology is quite refined to provide engine operations very close
to the optimal BTE and OBTE, as confirmed in the following. In addition, the advantage of this RB
strategy is related not only to its easy implementation in the used 1D software, but also to its much
faster execution compared to a set of multi-objective optimizations.

To quantify the reliability of the two implemented calibration strategies, their outcomes were
compared to the optimization results. The optimization outcomes are shown in the next figures with
open symbols and label Opt and refer to the outcomes belonging to the Pareto frontier.

Figure 4 reports the comparisons of BTE and OBTE at 2000 rpm for the considered calibration
strategies (#1 and #2). In both cases, a considerable agreement was realized along the BMEP sweep
between Opt and RB procedures. Figure 4 also shows the potentiality of the analyzed engine architecture
to reach a very high BTE level of about 50% at the higher load. In the latter conditions, lower OBTE is
reached due to the relevant power request by E-Comp (see OBTE definition in Equation (5)). Indeed,
OBTE assumes a maximum value around 42% at medium loads, with a slight reduction at the highest
BMEP levels.

 
(a) strategy #1 (b) strategy #2 

Figure 4. Brake thermal efficiency (BTE) and overall brake thermal efficiency (OBTE) comparison in a
BMEP sweep at 2000 rpm for strategies #1 (a) and #2 (b).

Quite satisfactorily, RB/Opt agreements were found for the most relevant engine calibration
variables depicted in Figures 5 and 6. The first assessment regards the intake valve strategy and the
intake/exhaust valve timings, which are plotted in Figure 5. Considering the strategy #1, the Extreme
Miller was mainly preferred all along the BMEP sweep, while in the strategy #2 at medium/high loads,
the Standard Miller strategy was chosen.

On a general viewpoint at both low and high loads, IVC is selected near to the most advanced
timing setting. This option, as said, is preferred for minimizing the pumping losses at low loads and
mitigating the knock occurrence at high loads [37]. In the medium BMEP range, especially for strategy
#2, IVC is slightly delayed, allowing for higher air flow rates and resulting in a better agreement with
the Opt outcomes. EVC indeed exhibits an approximately constant trend with load.
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(a) strategy #1 (b) strategy #2 

Figure 5. Selected intake valve lift profile, IVC and EVC, comparison in a BMEP sweep at 2000 rpm for
strategies #1 (a) and #2 (b).

 
(a) strategy #1 (b) strategy #2 

Figure 6. Low/High pressure ratios and MFB50 comparison in a BMEP sweep at 2000 rpm for strategies
#1 (a) and #2 (b).

Figure 6 shows the sharing of the overall engine boosting between the two compressors, depicting
the HP and the LP pressure ratios. As expected, strategy #1 favored a higher boosting by the E-Comp
instead of the LPC. Conversely, for strategy #2 the boosting was principally realized by the LPC;
instead, the E-Comp worked by having a pressure ratio as low as possible. This choice involved an
increased engine exhaust backpressure, but it resulted in a lower power absorbed by the E-Comp.
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The results in Figure 6 also show that HP and LP pressure ratios assume unit values below 5 bar
BMEP, suggesting a throttle-based load control. Above 5 bar, both LP and HP boosting are progressively
regulated by a partial closing of the LPT rack and by simultaneously increasing the E-Comp power.

It is worth underlining that the RB strategy #1 between 4–10 bar shows some discrepancies if
compared to the optimal outcomes. More specifically, the RB approach determined a delayed IVC,
which is compensated by a lower HP boost pressure. Nevertheless, this reflects a slight BTE lowering
compared to the optimizer output (less than 1%).

As a further assessment between RB and Opt methodologies, in Figure 6 the BMEP trends of
MFB50 are reported, highlighting a satisfactory RB/Opt agreement. For this combustion parameter, the
optimal value is usually around 6–10 CAD AFTDC. Indeed, in the case of later phasing, the combustion
develops during the expansion stroke, leading to a less effective work exchange between the piston
and the gas, while, in the case of too advanced MFB50, a relevant portion of the combustion process
takes place during the compression stroke, increasing the compression work exerted by the piston
on the fluid. An almost flat trend was obtained for strategy #1 in a wide load range (2–15 bar BMEP)
with most of the points in the band 5–10 CAD AFTDC. A slightly delayed MFB50 at both higher and
lower BMEP values was detected. At high loads, this is due to knock mitigation, while at low loads,
it is because of the combustion lengthening and of the limitation on the maximum allowable spark
advance. For the strategy #2, MFB50 showed a different trend with a more pronounced delay of the
MFB50 at increasing loads (above 10 bar BMEP). This, of course, is the only possibility for knock control
once the Standard Miller profile for the intake valves has been selected. This quite different behavior
was very well captured by the RB strategies.

Although not discussed here for sake of brevity, another outcome of the optimization is that a
close-to-stoichiometric mixture is preferred in the pre-chamber for whatever is the BMEP. A certain
mixture leaning is required at high loads to limit the pressure peak in the PC.

To further prove the consistency of the RB calibration, Figures 7 and 8 present additional
comparisons between RB and Opt strategies, referring to the engine speed of 3000 rpm. Once again,
a satisfactory RB/Opt agreement for all the considered variables was reached all along the BMEP sweep.
Figure 7 shows that, for this higher speed, the optimal control involved more relevant modifications of
intake valve lift profiles and IVC/EVC timings at changing loads.

For strategy #1, different from the previous speed, the Standard Miller was selected in a restricted
low/medium load range (4–5.5 bar BMEP) to enhance the effective compression ratio and hence the
efficiency in the light of a minor knock tendency at this speed. However, the Extreme Miller was once
again preferred as soon as the load increases (Figure 7). For strategy #2, an earlier transition from
the Extreme Miller to the Standard Miller by increasing the BMEP was detected if compared to the
results at 2000 rpm. Once again, at medium loads the IVC was delayed, allowing for increased airflow
rates. EVC trends appear almost load insensitive regardless of the calibration strategy, and a modest
discrepancy between RB and Opt procedures was detected especially at very low BMEPs (0–2 bar in
Figure 7). This is probably due to a more refined calibration given by the optimizer, which tends to
reduce the valve overlap with the aim to limit the internal EGR even more than the logics of the RB
approach. Referring to the results plotted in Figure 8, similar considerations to the ones already carried
out for the case at 2000 rpm still hold.

Concerning the combustion phasing differences between 2000 and 3000 rpm, a greater delayed
MFB50 was observed at low loads for the engine speed of 3000 rpm, mainly ascribed to a pronounced
combustion lengthening of its initial stage due to an excessive rich mixture in the pre-chamber at the
spark event. This is due to the lower bound of the PC injection duration of 300 μs (see Table 1). At high
loads, a less pronounced MFB50 delay occurred for the strategy #2 due to the lower knock tendency at
3000 rpm. In summary, the above discussed results highlight that the RB calibration demonstrates to be
extremely trustworthy for various load levels and for two different speeds, allowing to reach efficiencies
and control variables very close to the ones obtained by the optimizer-based methodology. In the light
of the latter consideration, the developed RB calibration was broadened to the full engine speed/load
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range in order to investigate the close-to-optimal engine performance in the whole operating domain,
as reported hereinafter.

 
(a) strategy #1 (b) strategy #2 

Figure 7. Intake valve lift profile, IVC, and EVC comparison in a BMEP sweep at 3000 rpm for strategies
#1 (a) and #2 (b).

 
(a) strategy #1 (b) strategy #2 

Figure 8. Low/High pressure ratios and MFB50 comparison in a BMEP sweep at 3000 rpm for strategies
#1 (a) and #2 (b).
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6. Map of Engine Performance

According to the RB control strategy, the entire engine operating map was computed (consisting in
143 operating points—11 rpm × 13 BMEP) for the two different calibration strategies above discussed.
In Figure 9, the BTE maps for calibration strategies #1 (a) and #2 (b) are shown. The maximum levels
for both strategies occur at 2000 rpm, close to the full load region. The OBTE maps for the different
strategies are shown in Figure 10. For these, the maxima occur at medium speeds (2000–2500 rpm) and
medium–high loads (8–14 bar BMEP). According to the selected optimization targets, a 3% higher peak
BTE was obtained in the strategy #1 (Figure 9a), while a 1% higher peak OBTE was obtained in the
strategy #2 (Figure 10b).

 
(a) BTE strategy #1 (b) BTE strategy #2 

Figure 9. Map of BTE (%) for strategies #1 (a) and #2 (b).

  
(a) OBTE strategy #1 (b) OBTE strategy #2 

Figure 10. Map of OBTE (%) for strategies #1 (a) and #2 (b).

The gap between BTE and OBTE for the strategy #1 was about 7% in the OBTE peak zone,
and gradually decreased at higher speeds and low loads. A similar behavior characterizes the strategy
#2, having in the peak zone a gap of about 3–4%. This is due to the power absorbed by the E-Comp,
whose maps are reported in Figure 11. For strategy #1, the E-Comp power gets to the upper bound of
10 kW, which is about the 8% of the power rated by the engine, while for strategy #2, it only gets a
maximum of about 7 kW.
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(a) E-Comp Power, strategy #1 (b) E-Comp Power, strategy #2 

Figure 11. Map of E-Comp power consumption (kW) for strategies #1 (a) and #2 (b).

For the considered engine, featuring an ultra-lean air/fuel mixture, both strategies involved a very
high plenum pressure, which is mandatory to achieve the load target. As an example, Figure 12a shows
the boost pressure map for the strategy #1, which highlights a peak of 4.3 bar at the highest speeds
and loads. The intake plenum pressure was conserved above 1.0 bar in most of the map (reduced
pumping losses), and above 0.5 bar even in the area at lowest BMEP. The lambda target of 2 in the
main chamber was reached in most of the operating domain, as shown in Figure 12b, except in the
maximum power area. This is due to the attainment of the maximum E-Comp power, which obliges to
reduce the mixture leaning (λMC < 2) to get the load. Similar boost pressure and lambda maps are also
found for the strategy #2.

  
(a) Intake plenum pressure, strategy #1 (b) Lambda ratio, MC, strategy #1 

Figure 12. Map of intake plenum pressure (bar) (a) and (b) map of λMC (-) for strategy #1.

The predicted brake-specific emissions of NOx and HC are shown in Figure 13a,b, respectively,
still referring to strategy #1. With the aim to limit the temperature peaks in the burned zone of the
combustion chamber preventing the formation of the above pollutants, the ultra-lean combustion
concept was used. The NOx production was very low in most parts of the operating map, except
for the high speed and load zone. This is due to the lower mixture leaning in the above-mentioned
zone, compared to the λMC = 2 target (see λMC contours in Figure 12b). Due to the higher burned
temperature, if compared to the one in the MC, for this engine the NOx production was prevailing in
the pre-chamber. Despite the large excess air, the HC production is not negligible over the whole engine
domain (Figure 13b). This is due to the lean burning concept, which, compared to a conventional
stoichiometric engine, reduces the in-cylinder temperatures and consequently makes the post-oxidation
phenomenon less effective. Looking to Figure 13b, the shape of the HC iso-contours is justified by a
faster post-oxidation at increasing speed (less time for wall heat losses) and load (lower percent wall
heat losses).
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(a) BSNOx, strategy #1 (b) BSHC, strategy #1 

Figure 13. Map of (a) brake specific NOx emission (g/kWh) and (b) map of brake-specific HC emission
(g/kWh) for strategy #1.

7. Vehicle Simulations

7.1. Hybrid Vehicle Architecture

The main characteristics of the vehicle here investigated are reported in Table 2 [38]. The vehicle
is a HEV, belonging to the C-class. It is characterized by a combined parallel/series powertrain,
schematized in Figure 14. The powertrain is composed of an ICE, two electric motor/generator units,
(EM and EG), a battery (Ba), three clutches (Cl1–3) and two gear boxes (GB1–2).

Table 2. Main characteristics of the tested HEV.

Vehicle

Mass, kg 1730
Car aero drag, m2 0.775

Tire rolling resistance coeff., - 0.008
Wheel diameter, m 0.723

Axle ratio, - 4.4
Axle inertia, kgm2 1.5

Internal Combustion Engine

Displacement, cm3 1633.1
Max Power, kW 125

Inertia, kgm2 0.35

Electric Generator

Max Power, kW 55
Max Torque, Nm 165

Inertia, kgm2 0.10

Electric Motor

Max Power, kW 50
Max Torque, Nm 240

Inertia, kgm2 0.10

Battery

Internal Resistance, Ohm 0.375
Voltage, Volt 400.0

Energy density, Wh/kg 170.0
Usable battery sizing, kWh 0.50

SoC limits, - 0.2–0.9
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Table 2. Cont.

Gear-Box1

Gear 1 Ratio, - 2.72
Gear 2 Ratio, - 1.64
Gear 3 Ratio, - 0.99
Gear 4 Ratio, - 0.60

Gear-Box2

Gear 1 Ratio, - 2.67
Gear 2 Ratio, - 1.03

 

Ba

ICE

EG

EM GB2

GB1 Diff. Wheel

Cl2

Cl3

Cl1

Figure 14. Powertrain schematic of the tested HEV.

7.2. Simulation Platform

The vehicle simulations were carried out by a “in-house developed” software, implemented
in Fortran language (UniNa Vehicle Simulation-UNVS) [21]. It is based on a “backward-facing”
(quasi-static) method [39]. All of the powertrain schematic components in Figure 14 were defined by a
lumped-parameter method. The approach to describe the thermal unit was quasi-steady map based.
In particular, the BSFC maps, derived from the calibration strategies #1 and #2, were implemented in
the vehicle simulation, together with the curve of maximum shaft torque. In addition to the BSFC
maps, the vehicle model handled the corresponding E-Comp power consumption maps. The electrical
absorption of the E-Comp is considered as an additional load on the battery. The ICE thermal transient
was neglected in the simulations, resulting in a null fuel consumption penalization at the cold start.
The exhaust gas after-treatment system was not modeled, so the predicted emissions have to be
considered as “engine-out” values. The electric unit efficiencies were described once again by a
map-based approach, dependent on speed and shaft torque. The battery was treated by a conventional
State of Charge (SoC) model [40]. In order to estimate the Joule-effect losses, an internal resistance was
set, neglecting the possible variations in changing SoC and temperature. The mechanical losses in the
gearboxes were evaluated assuming constant efficiencies (equal to 0.97).

7.3. Efficient Thermal Electric Skipping Strategy

The vehicle control strategy here adopted, if compared to the well assessed strategies (namely
Pontryagin minimum principle [41], dynamic programming [42] or ECMS [43]), is designed to be
simplified. The conventional power-split logics, typical of the abovementioned strategies, is substituted
with an alternative utilization of the thermal and electric units for the vehicle driving (Efficient
Thermal Electric Skipping Strategy–ETESS [21]). The basic concept behind ETESS is an alternate
use of the electric units and thermal engine so to fulfill the power demand at the vehicle wheels.
The choice between the two modes depends, at each time, on the comparison between the effective
fuel rate of the thermal engine needed to fully satisfy the power demand at the vehicle wheels, and an
equivalent fuel rate related to a pure electric driving of the vehicle. The ETESS is featured by a
much-reduced computational effort if compared to most common optimization strategies, leading to
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similar performance in terms of kilometric consumption and emission [21]. The results shown in the
next section were obtained by the off-line variant of the ETESS, where the control is tuned to realize the
battery energy balance between the beginning and the end of the driving mission [44].

7.4. Simualtion Raster and Results Discussion

The vehicle simulations were carried out for two driving cycles, namely the WLTC and a real
driving cycle (RDC) [45]. The results of CO2 and pollutant emissions (grams per kilometer) are
represented under the form of bar charts in Figures 15 and 16. Each couple of bars compares the results
of the calibration strategy #1 (red) and strategy #2 (blue), reporting on the top percent difference.

 
Figure 15. Strategies assessment of CO2 emission and their percent difference along WLTC and RDC.

  
(a) (b) 

Figure 16. Strategies assessment of NOx emission (a) and of HC emission (b) and their percent difference
along WLTC and RDC.

Starting from the CO2 results shown in Figure 15, a first consideration is that the emissions are
below the target imposed by the European Union for the 2021 of 95 g/km, but above the one of the
2025, equal to about 81 g/km or whatever is the ICE control strategy. These results indicate that the
HEV vehicle here analyzed, even equipped with a very efficient thermal unit, was not enough to
match the EU 2025 target and a plug-in HEV variant is mandatory to get this. The pollutant emission
outcomes, as stated above, refer to engine-out values compared to the tailpipe reference standards
imposed by the legislation. The potential abatement due to an aftertreatment system is not explicitly
considered. However, the comparison can also help to evaluate and design the most adequate exhaust
after-treatment system (EATS) for the considered application. Looking at the values for the nitrogen
oxides (Figure 16a), it can be seen that the emissions are within the bounds. The HC values (Figure 16b),
for both the considered cycles and calibration strategies, are much higher than the limit imposed
from the Euro 6d, highlighting the need for an oxidizing EATS for regulation compliance. Anyway,
the technology of an oxidizing EATS at the current state-of-art is very robust, low-cost and reliable,
not representing a substantial challenge for a real on-vehicle application. The engine calibration,
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either strategy #1 or #2, does not seem to exert a substantial influence on the pollutant emissions. It is
worth noting that the ETESS control strategy was not conceived to minimize the pollutant emissions,
but the fuel consumption and hence the CO2 emissions.

The comparison presented underlines that the strategy #2 allows slightly lower CO2 emissions for
both the considered driving cycles. To clarify this result, the instantaneous trends of some representative
control and performance parameters are plotted in Figure 17 with reference to the WLTC. The trends
underline that the powertrain control is practically the same for both the ICE calibrations, resulting in
almost superimposed traces of ICE power (b), EM power (c) and gear number (g). Some differences
emerge for the trends of E-Comp power (d) and SoC (e), which reflect slight misalignments of fuel
consumption (f) and battery power (h) profiles. Note that a positive value of battery power corresponds
to an energy flux drained from the battery.

To better highlight the differences among the two engine calibrations, the plots of SoC, fuel rate
and battery power are reproposed in Figure 18 with a magnified time scale in the most load-demanding
portion of the driving cycle, namely between 1450–1750 s. During this period, the fuel rate is lower for
the calibration strategy #1 if compared to the strategy #2, while the opposite occurs for the battery
power consumption due to a higher E-Comp power absorption (Figure 17d). This reflects in a faster
decrease of the SoC, which leads to reduced electric driving in the first portion of the cycle where the
load demand is lower. For this reason, the ICE works for a longer time in the operating conditions,
namely at low load/speed, where its efficiency is well below its maximum level. On the contrary,
the calibration strategy #2 allows longer pure electric driving in the first portion of the cycle, avoiding
for the thermal engine operations with a very reduced efficiency.

A similar behavior emerged for the RDC, as shown in Figure 19. This reports the vehicle speed
profile (a) and the SoC trend (b). Note that the initial SoC level was chosen to get simultaneously the
optimal control and battery energy balance along the cycle. Such a choice is a consequence of the
simplified approach for the battery treatment, where the losses are not dependent on the instantaneous
SoC level and on the possible stress when the extreme SoC bounds are attained.

Once again, during the most load-demanding portion of the cycle (after about 5400 s), the battery
discharge for the calibration strategy #1 was faster, and this was compensated by a reduced use of
electric driving in the first portion of the cycle. This occurrence globally penalizes the strategy #1 in
comparison with the strategy #2.

Under a more general point of view, for a given battery capacity and vehicle mission, the engine
calibration, which reduces the energy drain from the battery, allows for a more efficient choice of the
electric driving phase along the cycle. In the presented cases, however, a limited benefit has been
estimated. An explanation of such reduced fuel consumption differences can be drawn by analyzing
the time evolution of the engine operating point. Referring to the RDC, the instantaneous engine
operating points, sampled at each second, are shown in Figure 20. They are plotted over the map of
OBTE difference between strategies #2 and #1. It can be observed that most of the samples are located
in a speed range between 1500 and 2500 rpm and with loads below 8/9 bar BMEP, where the OBTE
difference is lower than 0.6% and the E-Comp power is small (Figure 11). Changes between the two
calibrations only emerge outside the above operating area where the percentage difference in terms of
OBTE increases, contributing to reduce the fuel consumption of strategy #2. Similar considerations can
be applied to the WLTC results. Different driving missions and more load demanding are expected to
bring out more relevant differences between the considered strategies.
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Figure 17. Instantaneous trends of vehicle speed (a), ICE power (b), EM power (c), E-Comp power (d),
SoC (e), fuel rate (f), gear number (g), and battery power (h) along WLTC.

Even if the advantage of the strategy #2 cannot be considered yet as a general result due to the
need of further verifications with different powertrain/vehicle types, it seems that a reduced battery
consumption, even if the thermal engine will not give its maximum efficiency performance, is the path
to improve the hybrid vehicle fuel economy. As stated above, further analyses will be performed in the
next development of this activity to confirm the generality of this result.
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Figure 18. Instantaneous trends of SoC (a), fuel rate (b), and battery power (c) along the last portion
of WLTC.

 
Figure 19. Instantaneous trends vehicle speed (a) and SoC (b) along the RDC.

 
Figure 20. Instantaneous engine operating point along the RDC over the OBTE difference between
strategy #2 and #1.

8. Conclusions

In this paper, a refined study of an innovative engine prototype was provided, aiming to estimate
the impact of the engine calibration on CO2 and pollutant emission of a hybrid vehicle equipped with
the considered power unit, consisting in a two-stage boosted ultra-lean pre-chamber SI engine.
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As a first step, a physical model for the prediction of the burn rate for this engine architecture was
recalled, able to sense its main geometrical parameters and operating conditions. The combustion model,
validated in previous authors’ activities, was integrated with advanced sub-models of turbulence, heat
transfer, knock, and engine-out pollutant emissions formation.

The model was employed to estimate complete engine performance maps once a rule-based
numerical pre-calibration had been set up. In particular, two variants of the calibration procedure
were proposed, aiming to maximize either the BTE or the OBTE; this last option also considered the
E-Comp power consumption. Despite the great number of control parameters, the RB approach was
successfully verified against the results of a more complex and time-consuming procedure where the
1D engine model was coupled to an external optimizer built on a genetic algorithm (MOGA-II).

The estimated performance maps revealed the potential of this advanced engine architecture to
reach very high efficiency levels. Depending on the calibration strategy, a 49% BTE peak was estimated
at 2000 rpm (full load), and a 43% OBTE peak was also gained at a lower load. The analyses also
underline low cylinder-out specific NOx emissions, thanks to the ultra-lean combustion concept and
relevant cylinder-out specific HC emissions, due to an ineffective post-oxidation process.

The computed engine performance maps were employed in vehicle simulations to assess these
strategies along two representative driving cycles, namely WLTC and an RDC. The comparisons
underline that the strategy #2 allows slightly lower CO2 emissions for both the considered driving
cycles. This is due to a more extended pure electric driving during the low-speed portion of the driving
cycles, allowed by a reduced electric consumption in the high-speed driving mission. In this way,
the time in which the engine operates with a reduced efficiency was shortened. Either control strategies
do not substantially show a clear impact on the pollutant emissions.

The discussed methodology represents a potential powerful tool to forecast both engine and
vehicle performance. Once tested and validated against experimental data, this procedure will
contribute to supporting and driving the development phase of a high-efficient HEV.
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Definitions/Abbreviations

0D/1D Zero/One Dimensional
AFTDC After Top Dead Center
AI Auto Ignition
Ba Battery
BB Base Boost
BEV Battery Electric Vehicles
BMEP Brake Mean Effective Pressure
BSFC Brake Specific Fuel Consumption
BSHC Brake Specific HC
BSNOX Brake Specific NOX
BTDC Before Top Dead Center
BTE Brake Thermal Efficiency
CAD Crank Angle Degree
Cl Clutch
DI Direct Injection
DP Dynamic Programming
EATS Exhaust After-Treatment System
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EG Electric Generator
EGR Exhaust Gas Recirculation
EM Electric Motor
EML Extreme Miller Lift
ETESS Efficient Thermal Electric Skipping Strategy
EVC Exhaust Valve Closure
EU European Union
FL Full Load
GB Gear Box
HCCI Homogeneous Charge Compression Ignition
HEV Hybrid Electric Vehicle
HP High-Pressure
HPC High-Pressure Compressor
ICE Internal Combustion Engine
IVC Intake Valve Closure
LHV Low Heating Value
LP Low-Pressure
LPC Low-Pressure Compressor
LPT Low-Pressure Turbine
MC Main Chamber
MFB Mass Fraction Burned
OBTE Overall Brake Thermal Efficiency
PC Pre Chamber
PFI Port Fuel Injection
PHEV Plug-in Hybrid Electric Vehicle
PID Proportional Integral Derivative
PMP Pontryagin Minimum Principle
RB Rule Based
RDC Real Driving Cycle
RDE Real Driving Emission
SACI Spark Assisted Compression Ignition
SI Spark Ignition
SML Standard Miller Lift
SoC State of Charge
UNVS UniNa Vehicle Simulation
VVT Variable Valve Timing
WLTC Worldwide harmonized Light vehicles Test Cycle

Symbols

A Area
AL Laminar Flame Area
cjet Tuning constant
k Turbulent kinetic energy
K Mean flow kinetic energy
mb Burned mass
mb,entr Burned portion of entrained mass
mentr Current entrained mass
ṁf Total Fuel Flow Rate
ṁjet Mass flow rate from the Pre-chamber
n Engine rotational speed
P Power
S Swirl angular momentum
SL Laminar Flame Speed
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t Time
T Tumble angular momentum
V Volume

Greeks

η Efficiency
λ Relative air-fuel ratio
ΛT Taylor length scale
ρ Density
Σ Turbulence-induced flame wrinkling
τAI Auto-ignition Time
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Abstract: Reynolds-averaged Navier–Stokes (RANS) three-dimensional (3D) computational fluid
dynamics (CFD) simulations of gaseous emissions from combustion engines are very demanding due
to the complex geometry, the emissions formation mechanisms, and the transient processes inside the
cylinders. The validation of emission simulation is challenging because of modeling simplifications,
fundamental differences from reality (e.g., fuel surrogates), and difficulty in the comparison with
measured emission values, which depend on the measuring position. In this study, detailed gaseous
emission data were acquired for a spark ignition (SI) direct-injection (DI) single-cylinder engine (SCE)
fueled with a toluene reference fuel (TRF) surrogate to allow precise comparison with simulations.
Multiple devices in different sampling locations were used for the measurement of average emission
concentration, as well as hydrocarbon (HC) cycle- and species-resolved values. A RANS 3D-CFD
methodology to predict gaseous pollutants was developed and validated with this experimental
database. For precise validation, the emission comparison was performed in the exact same locations
as the pollutants were measured. Additionally, the same surrogate fuel used in the measurements
was defined in the simulation. To focus on the emission prediction, the pressure and heat release
traces were reproduced by calibrating a G-equation flame propagation model. The differences of
simulation results with measurements were within 4% for CO2, while for O2 and NO, the deviations
were within 26%. CO emissions were generally overestimated probably because of inaccuracies in
mixture formation. For HC emissions, deviations up to 50% were observed possibly due to inexact
estimation of the influence of the piston-ring crevice geometry. The reasonable prediction accuracy
in the RANS context makes the method a useful framework for the analysis of emissions from SI
engines, as well as for mechanism validation under engine relevant conditions.

Keywords: internal combustion engine; combustion; emission; RANS simulation

1. Introduction

The modeling of pollutant emissions from internal combustion engines is of great importance for
the development of future low-emission powertrains. The emission analysis within 3D-CFD simulation
allows the optimization of the combustion system [1] or the operating strategy [2]. Additionally,
3D-CFD simulation can provide insights into the emission formation mechanisms as a function of
in-cylinder phenomena such as fuel distribution, residual gas fraction, etc. [3–11]. The simulation of
gaseous pollutants for spark ignition (SI) direct-injection (DI) engines in 3D-CFD require the correct
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prediction of many physical and chemical aspects, above all mixture formation, flame propagation,
and chemical kinetics. Various studies have shown the usage of 3D-CFD to analyze gaseous emission
formation with 3D-CFD simulation in SI DI engines [6,12–17].

The validation of emission simulation models with experiments is very challenging due to some
fundamental differences. One aspect regards the surrogate fuel used in CFD that, due to its simpler
composition, fails in the prediction of all the chemical and physical characteristics of market real fuels
(e.g., distillation curve) [18]. For this reason, a few simulation studies used surrogate fuels with a large
number of components to reproduce the evaporation curve of real fuels [8]. Additionally, validation
requires a comparison in the location where the emission measurements are performed. It was shown
in previous works [18,19] that the emission measuring position has a strong impact on the average
emission level and cycle-resolved trends. However, validation studies reported in the literature rarely
provide details on how the computed emissions were evaluated when compared to experiments.
Often, the simulation domain does not cover the emission measuring position, and little information is
given on what kind of computed values (e.g., average, instantaneous at a specific time) are evaluated
where (e.g., in-cylinder, in the whole exhaust region, in a specific location) for the comparison with
measurement data.

The implementation of chemical kinetics is fundamental for emission predictions. RANS cannot
fully describe the turbulence-flame interaction, and the calculation of flame propagation only by
solving species transport equations with detailed chemistry is often unsuccessful, as shown by
Yang et al. [20]. Thus, a flame propagation model that takes into account the turbulence enhancement of
the burning velocity is necessary. Among the different approaches [21], the level-set method (G-equation)
formulated by Peters [22] for turbulent flames proved to be reliable for combustion simulation of SI
engines [7,8,17,20,23,24]. To allow the interaction with chemical kinetics, Yang and Reitz [20] presented
a criterion based on the ratio between turbulent and chemical time-scales to select whether fuel oxidation
should follow the G-equation or the kinetics.

This study aims to provide a rigorous validation of a RANS CFD methodology for gaseous
emission predictions. The simulations reproduce a specific experimental setup at a single-cylinder
engine test bench. A toluene reference fuel (TRF) surrogate with ethanol (TRF+E) was considered in
both experiments and simulation to minimize the impact of fuel on the validation results. The CFD
geometry covers the emission sampling positions, allowing the comparison of computed emission
values with experimental data at the same locations. The extensive comparison involves not
only average gaseous emissions, but also species-, space-, and cycle-resolved hydrocarbon (HC)
measurements. In this study, the chemical kinetics is used in combination with the G-equation
combustion model, and a novel approach for their interaction is presented. Additional information on
the described methodology can be found in [25].

2. Methodology

2.1. Engine

In this study, the measurement data came from a specific experimental setup, which was already
presented by the authors in [18,19]. The main specifications of the single-cylinder engine are reported
in Table 1.

Both the DI injector and the spark plug are in a central position in the combustion chamber.
The spark plug is located between the exhaust valves, while the fuel injector is between the intake
valves. The intake ports have a symmetrical high-tumble design.
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Table 1. Single-cylinder engine technical data and operating parameter.

Parameter Value Unit Parameter Value Unit

Displacement 400 cm3 Intake and exhaust event length (@1 mm) 186 ◦ CA
Bore/stroke 75/90.5 mm Intake valve opening (IVO) (@1 mm) 380 ◦ CA aTDCF
Connecting rod length 152 mm Exhaust valve closing (EVC) (@1 mm) 356 ◦ CA aTDCF
Compression ratio 11.8 - Injection pressure 200 bar
Valves per cylinder 4 - Injection angle −280 ◦ CA aTDCF

CA = crank angle; aTDCF after firing top dead center.

2.2. Test-Bench Instrumentation

2.2.1. Thermodynamic Measurements

The cylinder pressure was measured with two pressure transducers (Kistler 6045B), flush-mounted
in the combustion chamber roof, between the intake and the exhaust valve seat rings. The cylinder
pressure signal was sampled via Kistler 5064 charge amplifiers and acquired with an FEV indication
system (FEVIS) with a 0.1◦ crank angle (CA) resolution. The cycle-resolved intake and exhaust pressures
were measured with Kistler 4045 A5 pressure transducers, sampled via Kistler 4665 and Kistler 4603
charge amplifiers with 0.1◦ CA resolution as well. For each operating point, one-thousand consecutive
cycles were acquired. The static pressures and temperatures were measured with standard pressure
transducers and thermocouples. The values were averaged over an interval of 30 s. The oil and
coolant conditioning systems allowed steady-state operation. The intake air was conditioned to
25 ◦C upstream of the throttle flap. The pressure upstream of the throttle flap and in the exhaust
manifold was controlled to 1.013 bar during throttled operation. During boosted operation, to simulate
turbocharging, the pressure in the exhaust manifold was imposed equal to the pressure upstream
of the throttle flap. The engine coupling with an eddy-current brake and an electric dynamometer
allowed maintaining the desired engine speed with an accuracy of ±1 1/min, independently of the
operating point. An ultrasonic air mass meter and a Coriolis-type mass flow sensor were used to
measure the intake air mass flow and the fuel mass flow, respectively.

2.2.2. Emission Measurements

In these experiments, detailed emission measurements were conducted in two sampling positions
in the engine exhaust manifold and with multiple devices. One position was in the exhaust port (Pos. 1)
and the second position (Pos. 2) further downstream. As measurement devices, a fast flame ionization
detector (FFID) was used for cycle-resolved measurements of total-HC (THC) emissions (THC are
referenced to C3H8), while an ion molecule reaction mass spectrometer (IMR-MS) was applied to
measure average concentration of selected HC species. The FFID device used was a Cambustion
HFR500, which was equipped with two probes of 210 mm, with an internal diameter of 1.07 mm
(0.042 inches). The two sampling lines were heated to 200 ◦C and had a length of 45 cm to the FID
measuring head and had an estimated response time (t10−90%) of 1.8–2 ms. The FFID signal output
(0–10 V) was connected to the FEV indication system (FEVIS) system and acquired with the resolution
of 0.1◦ CA. The raw FFID signals need to be reconstructed for delay in the probe and the filtering of
the dynamics inside the probe [26]. More details about the FFID signal reconstruction can be found
in [19]. The FFID accuracy was expected to be lower and the drift higher than conventional FID devices
due to the selected larger scales (due to high instantaneous values especially in Pos. 1) and pressure
sensitivity.
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The IMR-MS used in these investigations was a V&F TwinSense, which is a soft-ionization mass
spectrometer. This ionizes the sample with a lower ionization energy (IE) in comparison to traditional
electron-ionization mass spectrometry [27–30]. The lower IE results in lower fragmentation of HC
molecules and makes this kind of mass spectrometry more suitable for application to engine exhaust
gas. The IMR-MS has two channels available and can measure in two different positions at once,
as the FFID. The sampling lines were insulated metallic capillaries of 0.5 mm of diameter, heated to
100–120 ◦C, approximatively 1 m long. The device measured single species concentration, and the
results were averaged over the total measuring time (≥1000 cycles).

The standard gaseous emission measurements were performed by means of an FEV emission rate
(FEVER) measurement system. This device contains analyzers to measure cycle-averaged concentrations
of main emission species in the exhaust gases. The emission measurements were performed on a partial
mass flow of exhaust gases, which was sampled downstream of the cylinder head flange. The sampling
line was heated to 193 ◦C. The technical details of the FEVER system are reported in Appendix A in
Table A1.

2.3. Fuel

Kinetic mechanisms and fuel surrogates are used in 3D-CFD simulation to emulate the combustion
behavior of real fuels. The surrogate formulations are usually calculated in order to match relevant
fuel chemical indicators (e.g., knocking tendency). However, emission formation mechanisms can be
affected from the surrogate formulation, especially regarding HC emissions. Thus, the comparison of
3D-CFD simulated emissions with emission measurement data with real fuel (e.g., gasoline) can lead
to deviations. The authors verified [18] that the average global emissions (CO, CO2, NO, total-HC) of a
TRF+E surrogate as defined in Cai et al. [31] are almost identical to that of its corresponding RON95E5
gasoline. However, high discrepancies were observed in terms of specific HC species, especially for
the species that were also fuel components (toluene and n-heptane). In this study, in order to allow
the comparison of CFD simulation with the species-resolved HC emissions, measurements at the
single-cylinder engine with a TRF+E surrogate were taken into account. The surrogate composition in
mass fraction was the following [18]: 51.8% i-C8H18, 13.3% n-C7H16, 28.8% C7H8, and 6.1% C2H5OH.
The same fuel was used in 3D-CFD.

2.4. RANS 3D-CFD Simulation

2.4.1. Geometry and Meshing

The simulations were performed with the commercial software CONVERGE CFD (v2.4).
The computational mesh domain was divided into three regions: the intake region, which included the
intake runners and ports, the combustion chamber, and the exhaust region, which included exhaust
ports and runners. The combustion chamber geometry included also the geometry of the piston
top-land crevice up to the first compression-ring. The cold-geometry diameter (D) gap on the piston
crown was 1 mm, with Dliner of 75 mm and Dpiston of 74 mm. The gap in warm operation can be
reduced due to the thermal expansion. However, the amount of thermal expansion is difficult to
estimate and depends on the operating points. For this reason, in Section 3.5.2, a sensitivity analysis
of the computed emissions on the piston-liner gap is reported. The CFD geometry included also the
tips of all the sampling probes applied in the two emission measurement positions, in order to take
into account possible flow disturbances. Figure 1 shows the CFD geometry including the emission
sampling locations for the different devices.

The software CONVERGE has an automatic meshing at simulation time. The base size of the
structured Cartesian mesh uses 2 mm cells in the intake and exhaust region and 1 mm in the cylinder
region. Mesh refinements are implemented in the valve gaps during gas exchange and around the
spark plug electrode gap at spark timing. Additionally, an automatic mesh refinement (AMR) reduces
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the mesh size up to 0.5 mm in the intake and exhaust regions if temperature and/or velocity gradients
overcome a selected maximum value.

Figure 1. Top view of the CFD geometry with an overview of the emission sampling positions (Pos.)
and length of the intake (Int.) and exhaust (Exh.) regions. FFID, fast flame ionization detector; IMR-MS,
ion molecule reaction mass spectrometer; FEVER, FEV emission rate.

More details on the meshing refinement settings, boundary and initial conditions, and standard
models adopted in the simulation are provided in Appendix A.2.

2.4.2. Operating Points

Four operating points (OPs) were selected for simulation. A load sweep (LS) at nE = 2500 1/min
was simulated, as well as a high power (HP) operating point at nE = 4000 1/min. Table 2 reports the
operating parameters of the selected operating points.

Table 2. Simulated operating points (OPs). LS, load sweep; HP, high power.

Operating Point (OP) LS1 LS2 LS3 HP

Engine speed/1/min 2500 2500 2500 4000
Indicated mean effective pressure pmi/bar 3 8 16 14
Relative air-to-fuel ratio λ/- 1.0 1.0 1.0 1.0

2.4.3. Injection and Wall-Film Model

For the spray break-up, the Kelvin–Helmholtz/Rayleigh–Taylor (KH-RT) hybrid model [32]
was adopted. The model was calibrated in order to achieve the same spray penetration measured
with static injector optical measurements. The calibration was performed by changing the time
constant parameter [33] of the KH-RT model [32]. Typical values of this constant are in the range
5–100 [33]. In this work, it was calibrated to a value of 30. For the film splash, the O’Rourke model [34]
was selected.

A strong accumulation of the fuel wall film in the piston top-land area was observed, especially in
the case of the simulation of multiple consecutive cycles. Results of the film accumulation in the piston
top-land area are shown in Figure 2a, while a schematization of the problem is reported in Figure 2b.

(a) (b)

Figure 2. Fuel-film distribution in the combustion for the OP HP at 20◦ CA before TDCF. (a) CFD
rusults of the fuel-film formation on different planes, (b) schematization of the film positioning in the
piston top-land crevice [25]. .
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This effect had a strong impact on the HC emissions, increasing them by almost a factor of two.
This accumulation effect was likely overestimated because the fuel-film in the piston-ring crevice
would be mainly incorporated in the oil-film, transported in the ring pack, or reduced by the effect of
the blow-by in the real engine operation. This was considered here by removing the residual wall film
mass at −20◦ CA before top dead center (TDC).

2.4.4. Chemical Kinetics and Combustion Model

The kinetic solver available in CONVERGE CFD (SAGE) [35] is active when a cell temperature
exceeds 500 K and when the molar concentration of HC plus CO is higher than 0.1 ppm. The gasoline
surrogate mechanism from [36] was taken into account in this study. Since the focus is on gasoline
combustion in SI engines and the prediction of its knocking behavior is out of scope, the mechanism was
reduced for improved computational cost by removing the low temperature chemistry of long-chain
components, i-C8H18 and n-C7H16. The reduced mechanism consisted of 239 species and 1068 reactions,
including the detailed NOx formation mechanism from Lamoureux et al. [37]. It was validated against
the experimental laminar burning velocities available in the literature for gasoline fuels and their
surrogates. An example of the mechanism validation is reported in Appendix A (Figure A1), and the
kinetic mechanism itself is provided in the Supplementary Materials.

In order to focus on the prediction of the emissions, an accurate reproduction of the heat release
and pressure trace is necessary, and it was achieved with the calibration of a G-equation flame
propagation model. The model from Gülder [38] was selected for the calculation of the laminar flame
speed. In this work, a novel methodology for the interaction of G-equation and kinetics with the scope
of correct emission simulation was developed. As presented from Yang and Reitz [20], it is important
to detect if the combustion is turbulence- or chemistry-dominated, especially in the late combustion
phases. Indeed, the usage of the G-equation when the combustion is no longer turbulence-controlled
does not allow for a correct evaluation of HC and CO emissions, since the flame propagation continues
in the expansion stroke as long as G burnt (G > 0) and unburnt (G < 0) cells exist. An alternative to the
approach of Yang and Reitz [20] was developed, in which the G-equation model was deactivated in the
last phase of the combustion, when the turbulence level was low and further oxidation was kinetically
controlled. The deactivation was achieved by means of a re-initialization of the G-scalar to negative
values in the cylinder, and the later burn-out phase was then calculated solely by the SAGE solver.
The timing at which the G-equation was deactivated was selected on the basis of the considerations
of the heat release profile. The point at which the heat release rate slowed down was when the
flame front touched the liner walls. This was when the flame propagation stopped being essentially
turbulence-dominated and the combustion rate was expected to be mainly chemistry-dominated.
This point was analytically determined on the basis of the measured heat release profiles. A sensitivity
analysis on the effect of the G-equation deactivation point on the emission results will be presented
in Section 3.5.2. The crank angle taken as deactivation angle αG0 is where the highest maximum of
the second derivative (ẋ′′b ) of the heat release rate (ẋb) is reached in the second half of the combustion
duration. Figure 3 reports graphical examples of the determination of αG0 for LS2 and LS3.

In Figure 3, it can be observed how this analytical procedure identifies the point at which the heat
release slows down for the two operating points.

Due to the selected methodology, the SAGE kinetic solver is used not only in the burnt zone, but
also in the unburnt zone for the entire simulation time. Even if the low-temperature chemistry was not
included, this was done for two reasons. First, after the G-equation deactivation and re-initialization
of G to negative values, the whole combustion chamber is considered as the unburnt zone, and the
SAGE solver is necessary to continue the calculation of the heat release. Additionally, the simulation
of multiple consecutive cycles results in pollutants being present in the unburnt zone. The use of the
SAGE solver allows the kinetic determination of species change in the unburnt zone during the time
when the G-equation flame propagation model is active.
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Figure 3. Example of G-equation deactivation angle calculation on the basis of the measured (TPA)
burning functions (xb) for two operating points [25]. (a) LS2; (b) LS3.

At the flame front (cells with G = 0), the species concentration is changed to burned conditions
represented by chemical equilibrium to allow feasible computational times. This chemical equilibrium
chemistry is only active as long as the G-equation model is active, which is for a relatively short time
of about 30◦ CA over the entire cycle. The assumption of equilibrium chemistry during the main part
of combustion, in which the highest temperature is reached, is a good approximation for almost all the
species relevant for this study. The only exception is NO because it has longer chemical time scales,
also at high temperatures. It has been verified that this approximation is acceptable for stoichiometric
operation because the kinetically determined NO concentration come close to equilibrium levels
during combustion, especially at higher loads, as also mentioned by Heywood [39]. This aspect was
investigated for the selected operating points with 0D chemistry calculation in the burnt zone with a
two-zone combustion chamber model in GT-POWER (v2019). These results are reported in Figure A2 in
the Appendix A. For OPs LS2, LS3, and HP, the overestimation of NO concentration with equilibrium
chemistry in comparison to chemical kinetics was approximately 15% at the time of G-equation
deactivation. For OP LS1, a stronger overestimation of NO, over 50%, was observed due to lower
combustion temperature. However, the magnitude of these deviations observed with 0D-chemistry
cannot be directly carried to 3D-CFD. In conclusion, the adopted combustion methodology can show an
overestimation tendency regarding NO that is expected to be quite limited in stoichiometric operation
at mid-high loads, higher at stoichiometric operation at low loads, and very strong at lean operation.

To start the combustion with the G-equation model, the variable G was set to positive values at
spark timing in a sphere of 0.6 mm in radius centered in the spark gap. This simplified ignition model
resulted in a shorter early kernel development phase. Thus, the spark timing was slightly retarded to
compensate for this aspect. The calibration of the combustion speed was achieved by modification
of the b1 parameter of the G-equation model (b1 = 2.0 according to [22]). In Table 3, the parameters
resulting from the combustion calibration are reported.

It is possible to note how the calibrated b1 is on a similar level for all the operating points.
The burnt fuel fraction for G-equation xb(αG0) was around 0.9 for all the operating points, with slightly
higher values for the higher loads. In Table 3, the difference between the simulation and measurement
ST is reported in degrees CA (ΔαST) and in ms (tΔαST). The values are consistent with the hypothesis
that the ST retardation needs to compensate for the burn delay, which is artificially shortened from
the ignition methodology. Indeed, tΔαST follows a physical trend, as it increases at lower loads and at
higher speeds.
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Table 3. Calibrated b1 values, G-equation deactivation angle αG0 , and fuel burnt mass fraction at
G-equation deactivation xb(αG0 ); spark timing (ST) in simulation versus the one in the experiments for
all operating points, together with the difference in CA (ΔαST) degree as well as in ms (tΔαST ).

Op. point (OP) LS1 LS2 LS3 HP

b1 2.75 2.75 2.75 3.00
αG0 /◦ CA aTDCF 16.0 15.5 29.5 29.0
xb(αG0 )/1 0.88 0.89 0.94 0.93
ST simulation/◦ CA aTDCF −10.0 −8.5 0.8 −1.0
ST measurement/◦ CA aTDCF −16.0 −11.8 −2.0 −8.5
ΔαST/CA 6.0 3.3 2.8 7.5
tΔαST /ms 0.40 0.22 0.19 0.31

2.4.5. Emission Post-Processing

Regarding the emission post-processing, monitoring points were introduced at the tips of all the
modeled measurement probes. The average emission measurements (FEVER, IMR-MS, and FFID
average values) were compared with the time averaged results from simulations in the same points as
measured. In order to compare the emission values from CFD to the measurements, it is necessary
to properly post-process them. For emission species like O2, CO2, and CO that are measured as dry
(without water vapor), it is necessary to correct the CFD emissions (wet) according to:

Yi,dry =
Yi,wet

1 − YH2O
(1)

in which Yi is the molar fraction of a generic emission species i and YH2O is the molar fraction of
water vapor.

Regarding HC emissions, an online evaluation of the total-HC concentration was done during the
simulation. Indeed, the recording of all the species at each time step and a successive post-processing
would have been unfeasible. In particular, C3-equivalent HC values were calculated as user-defined
passive quantities, in order to allow the direct comparison with the test bench results. The theoretical
FID factor fthFID,i for the generic HC species i can be defined as:

fthFID,i =
ci
3

(2)

where ci represents the carbon atoms of the species i. The total-HC C3-equivalent concentration YTHC
including all the HC species i can be calculated according to:

YTHC = ∑
i

Yi · fthFID,i (3)

The real FID factor of each species is different from the theoretical one fthFID,i, considered in
the post-processing, especially for oxygenated species. A comparison between real and theoretical
factors was experimentally verified by the author for selected species and is reported in Appendix A in
Table A4. However, even if a few real factors were known, the majority of them could not be estimated.
For this reason, it was preferred to use the theoretical factors for all species. This was considered a
possible source of deviations between CFD and measurements in terms of total-HC emissions.
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3. Results and Discussion

3.1. Mixture Formation

Since the mixture formation affects the emissions strongly, the simulation results of the mixture
formation are analyzed first. In Figure 4, the relative air-to-fuel ratio λ distribution at −20◦ CA before
TDC for all the simulated operating point is depicted. Rich tails can be observed for all the operating
points. In the piston-ring crevice zone, a richer mixture is usually observed since the injected fuel
droplets enter that region.

λ λ λλ

λ

Figure 4. Lambda distribution for all the operating points at 20◦ CA before TDCF: mass fraction
distribution over λ-bins and central section of the combustion chamber. Operating points: (a) LS1,
(b) LS2, (c) LS3, (d) HP.

As the starting value for the fuel mass, the injected mass is calculated on the basis of the measured
fuel mass flow. However, since the cylinder filling and the trapped air mass in simulation can slightly
differ from the trapped air of the real engine, the injected fuel mass was adjusted accordingly to achieve
stoichiometric operation. Additionally, the simulation of multiple consecutive cycles is affected by
CFD model inaccuracies (wall-film, injection, etc.), and small deviations in the simulation average λ up
to 1.2% are observable. However, the accuracy of the λ determination in the measurements is typically
around 1%. Figure 5 shows the deviation in terms of average λ for the different operating points.

Figure 5. Relative deviation between simulation average λ and measured λ (according to Spindt [40]).

3.2. Combustion and Heat Release

Figure 6 shows the comparison of the measured and simulated pressure curves (pcyl) and the
heat release rate (Q̇cyl) for all simulated operating points. In all the cases, a good agreement in the
pressure traces and heat release is achieved. The above-described G-equation deactivation analytical
procedure results in a deactivation time at a point where the burn rate slows down. The heat release
rate is accurately predicted even after the deactivation of the G-equation model, which is an indication
of the validity of the proposed methodology.
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Figure 6. Comparison of measured and simulated pressure curves (pcyl), as well as the heat release
rate (Q̇cyl) obtained from three-pressure analysis (TPA) [41] and simulation. Operating points: (a) LS1,
(b) LS2, (c) LS3, (d) HP.

3.3. Average Emissions

Figure 7 illustrates the comparison of the simulated average emission concentration with the
FEVER measurements in Pos. 2. Together with the absolute values, the relative deviation of the
simulation in comparison to the measurements is plotted.

Figure 7. Comparison of average emissions in Pos. 2 between simulation and FEVER measurements
(bars, left axis) with relative deviation (line plot, right axis): (a) CO2, (b) O2, (c) CO, (d) THC, and (e) NO.

Regarding CO2 results (Figure 7a), a very high accuracy in simulation is achieved, with a
maximum deviation of 4%. The O2 (Figure 7b) content in the exhaust is in relatively good agreement
as well, with a maximum deviation below 10%, with the exception of OP LS3, where the deviation
reaches about 25%. The relative deviation trends of CO2, O2, CO are consistent with each other and
suggest a mismatch of the calculated mixture formation with the real one. Since the injector was
calibrated only with static measurements, it is possible that the spray-tumble interaction at different
operating points is not correctly predicted and leads to inaccurate predictions of the λ-field. Above all,
CO (Figure 7c) is the most sensitive species to mixture formation, especially around stoichiometric
operation and hence shows overestimation up to 130% and incorrect trends over the operating points.
However, the deviation in CO emissions can be partly explained with the trend of the average λ

deviation of Figure 5.
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The best overall agreement for CO2, O2, CO is observed for OP LS1, which shows a more
homogeneous mixture in Figure 4a than the other OPs. In Section 3.5.1, a sensitivity analysis on
global λ for OP LS3 will be presented in order to evaluate the impact on the CO emissions.

Regarding THC emissions (Figure 7d), for three out of four points, a relatively good agreement
with deviations within 30% is observed. The LS2 value is overestimated by about 50%. In the CFD
simulations, the main source of HC emissions is from the crevices, since the mesh is not fine enough to
resolve the flame-wall quenching. Furthermore, fuel wall film is removed, and other HC mechanisms
are not modeled. Thus, a possible reason for the overestimation of HC can result from a too large
piston-ring crevice volume. In Section 3.5.2, a sensitivity analysis of the piston-ring crevice volume will
be presented for OP LS2. A further reason for the possible overestimation could be a too rich mixture
in the crevice, e.g., due to inaccuracies in the calculation of the mixture formation. Indeed, a richer
mixture in the piston-ring crevice results in higher HC emissions, since the mass in the crevice expands
back in the main combustion chamber during the expansion phase. Figure 4 shows that the OP LS2 (b)
has the highest inhomogeneity among the simulated points and a very rich tail that corresponds partly
to the mixture in the piston-ring crevice.

As far as NO is concerned, good predictions are achieved in all operating points with maximum
deviations of 23%. The overestimation observed for LS1 can result from the combustion methodology
and the expected overestimation tendency of the chemical equilibrium calculation at low loads. For the
other operating points, specific deviations are difficult to be traced back to single sources. Since the
λ-sensor used in the measurements has a certain inaccuracy (normally ≈ 1%) as well, a deviation in
global λ could be a possible source. The sensitivity analysis on λ presented in Section 3.5.1 will give an
evaluation of the variability of NO with λ.

Figure 8 shows the comparison of the non-standard emission measurement devices (FFID and
IMR-MS) in Pos. 1 and Pos. 2 for two operating points (LS1 and LS2). The selected quantities are the
average FFID THC values (a, e) and three selected HC species measured with the IMR-MS, C2H2 (b, f),
C6H6 (c, g), and C7H16 (d, h).

Figure 8. Comparison of average HC-emissions in Pos. 1 and in Pos. 2 between simulation (hatched bars)
and measurements (FFID and IMR-MS) for all the operating points. FFID: (a) Pos. 1, (e) Pos. 2. IMR-MS:
C2H2 (b) Pos. 1 and (f) Pos. 2, C6H6 (c) Pos. 1 and (g) Pos. 2, C7H16 (d) Pos. 1 and (h) Pos. 2.

In comparison to the average FFID values, the simulated THC are underestimated in Pos. 1 and
overestimated in Pos. 2 (similarly to what is observed with the FEVER THC comparison in Figure 7c).
The THC concentration in Pos. 1 is found to be strongly dependent on the fuel-film in the piston-ring
crevice, and elimination of this film resulted in a reduction of the THC concentration in Pos. 1.

Regarding the HC species measured with the IMR-MS, overall similar levels in simulations are
observed. This aspect by itself is a very positive indication that from one side, the experimental
methodology to measure HC species with the IMR-MS is reliable. Indeed, the correct determination
of HC species concentration in the engine exhaust is challenging [18,19]. From the other side, similar
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levels of some specific HC species (fuel components like C7H16 and partly oxidized species) are a
further confirmation that the CFD methodology (combustion model, kinetics) is reproducing realistic
results. Higher deviations are observed in Pos. 1 due to the high sensitivity to the piston-ring crevice
mechanism. In Pos. 2, the deviation is reduced, and in several cases, a very high accuracy is achieved.

3.4. Crank Angle-Resolved HC Curves

Another detailed validation step is provided by the comparison of simulation results with the
crank angle-resolved FFID measurements. Indeed, this can verify if the dynamics of the THC emissions
in the CFD simulation are similar to what was measured on the test-bench. In Figure 9, the simulated
instantaneous THC concentration is compared with the measured FFID signals in Pos. 1 and Pos. 2 for
the OP LS2. The raw FFID signals (all 500 measured cycles and the average) are shown together with
the signal reconstructed as explained in [19]. The exhaust valve opening and closing angles (EVO and
EVC) are indicated as well.

Regarding the comparison in Pos. 1, a quite good agreement in trend and absolute values is
observed. The simulated value during the time when the exhaust valve are closed has a high influence
on the time-averaged value. The value appears to be lower than the average FFID signal (even if
still in the scatter-band), while with the exhaust valve open, similar or slightly higher values are
observed. In Pos. 2, a similar trend in simulation can be qualitatively observed even if the absolute
values are higher overall. The timing of simulated and measured THC peak value are close to each
other. This peak results from the passage of the HC stored in the exhaust port from the previous cycle,
shortly after EVO, as visible in the 3D picture of Figure 9 at 170◦ CA aTDC. However, the peak shape
and intensity differ between simulation and measurement, possibly because of the peak smoothing
effect of the FFID probe.

Figure 9. Top (diagram): comparison between FFID cycle-resolved measurements and simulated THC
concentration in Pos. 1 and Pos. 2; FFID raw signals (all 500 measured cycles and the average) and the
reconstructed curve, compared to the CFD prediction. Bottom: CFD pictures of the total-HC (THC)
distribution in the combustion chamber and in the exhaust system (see the pictogram) at different
crank angles. Operating point LS2.
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3.5. Sensitivity Analyses

In this section, sensitivity analyses of specific parameters identified as relevant for the gaseous
emission predictions are reported.

3.5.1. Average Relative Air-to-Fuel Ratio λ

O2, CO, and NO emissions are supposed to be very sensitive to the average λ value. This is
verified in OP LS3, where the highest deviation in CO is observed. Three simulations were calculated
starting from 20◦ CA before TDCF from the same 3D solution, in which the average λ was adjusted
by means of a scaling of the fuel components in order to achieve λ = 1.00 (base value), λ = 0.98,
and λ = 1.02. In Figure 10, the effect of this variation on the emission concentration in Pos. 2 is
evaluated during the exhaust stroke.

Figure 10. Effect of ±2% λ on simulated emissions concentrations in Pos. 2 compared with measurements
(FEVER): (a) CO2, (b) CO, (c) O2, (d) NO, and (e) THC. Operating point LS3.

It can be observed that while CO2 and THC are weakly influenced by the average λ, the effect on
the other emission species is strongly non-linear, and a scatter-band up to ±30% is shown. This is a
confirmation that matching the average λ in a very narrow band is of great importance for emission
simulations and a great challenge due to the interaction of the measurement inaccuracies with all the
CFD models (spray, wall film, evaporation).

3.5.2. Crevice Volume and G-Equation Deactivation

The sensitivity to the G-equation deactivation angle and to the crevice volume were investigated
for OP LS2. To verify that the developed combustion methodology does not affect the emissions,
a simulation in which the G-equation was deactivated 4.5◦ CA later (20 instead of 15.5◦ CA aTDC)
was performed. Additionally, the effect of a 20% reduction of the crevice volume (by reducing the
piston-liner gap from 1 mm to 0.8 mm) was investigated. The effect of these two changes was evaluated
by calculating the relative change in the mass of a certain pollutant species released through the exhaust
valves during the exhaust stroke. Figure 11 shows the results of these investigations.

The effect of later G-equation deactivation is negligible. This is a confirmation that the adopted
combustion methodology is robust.

The reduction of 20% of the piston-liner gap results in a decrease of ≈15% for CO, O2 and HC.
This result correlates with the less than linear dependency of HC emissions with piston-liner gap
verified by Min and Cheng [42].
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Figure 11. Relative change in species mass flows through the exhaust valves in the exhaust stroke in
case of: later G-equation deactivation (G-equ. deactiv.) (hatched bars) and -20% piston-liner gap (grey
bars). Operating point LS2.

4. Conclusions

In this study, a RANS 3D-CFD simulation model was used to reproduce a specific experimental
setup and to enable precise validation with space-, species-, and cycle-resolved emission measurements.
A newly developed approach for the interaction of the calibrated G-equation flame propagation model
with kinetic mechanism was shown to be robust and to successfully reproduce measured in-cylinder
pressure and heat release. The validation of emission predictions was based on four operating points
with varying load and engine speed. The deviation of CO2 was below 4%, O2 below 26%, and NO
below 23% for the investigated points. For CO, a high deviation at nE = 2500 1/min and pmi = 16 bar
of 130% was calculated, together with a high deviation of 25% in O2. This effect suggests a mismatch
in the simulated mixture field in comparison to the test-bench. Regarding THC, two operating
points showed deviations below 3%, while for mid-high loads and lower speed deviation, up to 50%
was observed. This behavior can derive from additional HC formation mechanisms not modeled
in the simulation (e.g., fuel-film, quenching), which affect by a different magnitude the operating
points. Additionally, an overestimation of the piston-ring crevice contribution to the THC formation is
not excluded.

The comparison with single HC-species measurements showed that the simulated values were in
the same order of magnitude, with better agreement in the measurement position further downstream
the exhaust valve. Although deviations were present, the combined experimental-simulative
methodology shows potential for further validation of kinetic mechanisms under engine conditions.
Lastly, the transient trace of THC emissions was validated by the measurement results, which showed
a similar shape and timings in two sampling points. Sensitivity analyses showed that the effect of
the timing at which the G-equation model was deactivated was negligible, while the global λ led to
changes in CO, O2, and NO of up to ±30% when varied by ±2%. The reduction of the crevice volume
resulted in a less than linear reduction of THC, CO, and O2 emissions.
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The kinetic mechanism in CHEMKIN format is made available as Supplementary Material.
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Appendix A

Appendix A.1. Standard Emission Analyzer (FEVER)

Table A1. Specifications of the standard gaseous exhaust analyzer (FEVER) [18].

Property
FEVER Device

CLD 1 NDIR 2 PMD 3 FID 4

Species NOx/ppm CO/% CO2/% O2/% THC / ppmC3
5 CH4/ppmC1

Range 0–10,000 0–10 0–20 0–25 10–10,000 10–3000
Accuracy 1% of measured value
Linearity 2% of measured value
Response 6 <2 s <4 s

1 Chemiluminescence detector; 2 non-dispersive infrared detector; 3 para-magnetic detector; 4 flame-ionization
detector; 5 total-HC, referred to propane (C3); 6 time 10 to 90% (t10−90%).

Appendix A.2. Additional Information on the Simulation Methodology

Mesh refinements The mesh refinements in the CFD model, both user-defined and AMR
(automatic mesh refinement), consist of a halving of base cell size δ of nref times, with nref the refinement
degree (δref = δ/2n

ref) [33]. Table A2 summarizes the meshing parameters of the simulation.

Table A2. Geometry meshing parameters. Base mesh size δ = 2 mm. AMR, automatic mesh refinement;
EVO, exhaust valve opening; EVC, exhaust valve closing.

Mesh Embedding AMR

Area Phase nref Region AMR-Variable Phase Δ b nref

Cylinder region permanent 1 Cylinder Temperature 700–800◦ CA 2.5 K 2
Spark plug r = 1 mm a 7◦ CA @ST 4 Intake Velocity IVO-IVC 1 m/s 1
Spark plug r = 3 mm a 7◦ CA @ST 3 Exhaust Velocity EVO-EVC 1 m/s 1
Intake valves gap IVO-IVC 1
Exhaust valves gap EVO-EVC 1
a Embedding sphere radius centered in the spark gap; b maximum difference between adjacent cells allowed
from AMR.

Boundary and initial conditions, heat transfer, and wall temperatures The pressure and
temperature boundary conditions were generated on the basis of the post-processing of the measured
indicated pressures through a three-pressure-analysis (TPA) [41] with the software GT-POWER (v2019).
Regarding the gas composition at the boundaries, on the intake side, fresh air 76.8% in mass of N2 and
23.2% of O2 were set, while on the exhaust side, the gas composition was calculated based on emission
measurements. Since the real HC composition was unknown, the measured THC concentration was
set at the exhaust boundary as C3H8.

The simulations were started at the second half of the exhaust stroke. The initial composition
in the intake region was fresh air. In the combustion chamber and in the exhaust region, the gas
composition of measured engine exhaust gas was used. However, for each simulation point, multiple
consecutive cycles (≥3) were simulated in order to minimize the possible influence of initial conditions
on simulated emission species.

For the heat transfer, the O’Rourke and Amsden model [43] was adopted. For the description of
the temperature and velocity boundary layer, the law of the wall [44] was applied. The imposed wall
temperatures on the simulation surfaces are reported in Table A3.
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Table A3. Assumed wall temperatures in K for the different simulated operating points.

Op. point (OP) LS1 LS2 LS3 HP

Intake runners 310 310 310 320
Intake ports 363 363 363 363
Intake valves 400 420 450 500
Cylinder liner 400 410 420 420
Cylinder head 435 440 450 450
Piston 445 450 460 470
Spark plug 780 790 800 800
Exhaust valves 550 600 650 700
Exhaust ports and runner 420 430 450 470

Flow and evaporation modeling The RANS equations were solved by using the standard k− ε [45]
within CONVERGE [33]. The thermodynamic quantities of the gas were calculated as a function of
temperature. The liquid fuel was considered as incompressible. The droplet evaporation was assumed as
ideal and described by the Frossling correlation [46].

Appendix A.3. Kinetic Mechanism Validation

Figure A1. Burning velocities of a commercial gasoline TAE7000and its surrogate (13.7% n-heptane,
42.9% iso-octane, 43.4% toluene) with air mixtures with 15% ethanol addition. Symbols denote the
experimental measurements by Dirrenberger et al. [47] at 1 atm and 358 K. Solid lines show the
numerical results for the present kinetic model. Comparison analogous to that presented by the authors
in [31].

Appendix A.4. Comparison of NO Production between Kinetics and Equilibrium Chemistry

Figure A2. Comparison of in-cylinder NO-production prediction with a 0D two-zone GT-POWER
model (v2019) using chemical kinetics (same mechanism used in 3D-CFD and provided in the
Supplementary Materials, red continuous line) and chemical equilibrium calculations (from [48]).
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Appendix A.5. Experimentally Determined FID Factors

Table A4. FID response factors measured for selected species for the FEVER device and the FFID device
(two lines). The theoretical response factor fthFID,i (s.Equation (2)) is compared with the measured one,
and the relative deviation is reported [25].

FEVER FFID Line 1 FFID Line 2

Species fthFID,i fFID,i Deviation fFID,i Deviation fFID,i Deviation

Methane CH4 0.33 0.35 4.8% 0.36 8.5% 0.38 13.6%
Acetylene C2H2 0.67 1.04 55.4% 0.90 34.3% 0.91 36.5%
Ethane C2H6 0.67 0.66 −0.8% 0.69 3.7% 0.68 1.5%
Methanol CH3OH 0.33 0.22 −34.9% 0.26 −21.3% 0.26 −21.9%
Furan C4H4O 1.33 1.04 −21.7% 1.04 −22.2% 1.02 −23.3%
Benzene C6H6 2.00 2.14 6.9% 1.96 −1.9% 1.98 −0.9%
Propene C3H6 1.00 0.98 −2.2% 0.95 −5.5% 0.88 −11.8%
Ethanol C2H5OH 0.67 0.51 −23.0% 0.53 −20.7% 0.53 −20.7%
1.3-Butadiene C4H6 1.33 1.29 −3.0% 1.30 −2.6% 1.27 −4.4%
n-Butane C4H10 1.33 1.34 0.2% 1.36 1.8% 1.35 1.1%
n-Heptene C7H14 2.33 2.31 −1.2% 2.30 −1.4% 2.27 −2.7%
n-Pentane C5H12 1.67 1.71 2.9% 1.74 4.7% 1.56 −6.7%
n-Hexane C6H14 2.00 2.00 0.0% 2.03 1.7% 2.01 0.5%
Toluene C7H8 2.33 2.42 3.8% 2.23 −4.5% 2.21 −5.3%
n-Heptane C7H16 2.33 2.32 −0.6% 2.33 −0.3% 2.31 −1.2%
Xylene C8H10 2.67 2.76 3.7% 2.57 −3.8% 2.53 −5.0%
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45. Ferziger, J.H.; Perić, M. Numerische Strömungsmechanik; Springer: Berlin/Heidelberg, Germany, 2008.
46. Amsden, A.A. KIVA-II: A Computer Program ofr Chemically Reactive Flows with Sprays. Available online: http

s://www.osti.gov/biblio/6228444-kiva-ii-computer-program-chemically-reactive-flows-sprays (accessed on
19 July 2020)

47. Dirrenberger, P.; Glaude, P.A.; Bounaceur, R.; Le Gall, H.; da Cruz, A.P.; Konnov, A.A.; Battin-Leclerc, F. Laminar
burning velocity of gasolines with addition of ethanol. Fuel 2014, 115, 162–169. [CrossRef]

48. Olikara, C.; Borman, G.L. A Computer Program for Calculating Properties of Equilibrium Combustion Products
with Some Applications to I.C. Engines; SAE Technical Paper 750468; SAE: Pennsylvania, PA, USA, 1975.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

131





energies

Article

Methodological Approach for 1D Simulation of Port
Water Injection for Knock Mitigation in a
Turbocharged DISI Engine

Federico Millo *, Fabrizio Gullino and Luciano Rolando

Energy Department, Politecnico di Torino, Corso Duca degli Abruzzi 24, 10129 Torino, Italy;
fabrizio.gullino@polito.it (F.G.); luciano.rolando@polito.it (L.R.)
* Correspondence: federico.millo@polito.it; Tel.: +39-011-090-4517

Received: 19 July 2020; Accepted: 9 August 2020; Published: 19 August 2020

Abstract: In the upcoming years, more challenging CO2 emission targets along with the introduction of
more severe Real Driving Emissions limits are expected to foster the development and the exploitation
of innovative technologies to further improve the efficiency of automotive Spark Ignition (SI) engines.
Among these technologies, Water Injection (WI), thanks to its knock mitigation capabilities, can
represent a valuable solution, although it may significantly increase the complexity of engine design
and calibration. Since, to tackle such a complexity, reliable virtual development tools seem to be
mandatory, this paper aims to describe a quasi-dimensional approach to model a Port Water Injection
(PWI) system integrated in a Turbocharged Direct Injection Spark Ignition (T-DISI) engine. Through a
port-puddling model calibrated with 3D-CFD data, the proposed methodology was proven to be
able to properly replicate transient phenomena of water wall film formation, catching cycle by cycle
the amount of water that enters into the cylinder and is therefore available for knock mitigation.
Moreover, when compared with experimental measurements under steady state operating conditions,
this method showed good capabilities to predict the impact of the water content on the combustion
process and on the knock occurrence likelihood.

Keywords: turbocharged gasoline engine; port water injection; predictive combustion model; knock
mitigation; engine performance; virtual test rig

1. Introduction

Environmental sustainability represents one of the main drivers for the future development of
the automotive industry. As a matter of fact, in the European Union (EU), to guarantee a significant
reduction in the contribution of passenger cars to greenhouse gas emissions, more challenging targets
will be introduced. For instance, the target of 95 grams of CO2 per kilometer issued for 2020 [1] is
expected to be reduced by 15% and 37.5% by 2025 and 2030, respectively [2]. Moreover, the introduction
of Real Driving Emissions (RDE) for vehicle tests will force automotive manufacturers to keep criteria
pollutant emissions low throughout the whole engine operating map [3].

In this scenario, downsized and turbocharged gasoline engines are currently increasing their
market share thanks to their noteworthy potential for fuel consumption reduction [4]. As a matter of
fact, engine displacement reduction allows the shifting of load points towards higher efficiency regions
of the operating map, while performance is preserved or even enhanced thanks to turbocharging [5–7].
Nevertheless, the search for continuously increasing boost levels [8] has led to a dramatic increment
of the knock likelihood, requiring quite often spark timing retards, mixture enrichment and/or
compression ratio reductions, which can jeopardize the expected CO2 emissions benefits [9]. Therefore,
the development of effective knock mitigation techniques is crucial to extend efficiency improvements
enabled by downsizing at high loads. Several innovative techniques have already been investigated
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to meet this target, such as Miller cycles [10–12], Variable Compression Ratios (VCR) [13–15], cooled
Exhaust Gas Recirculation (EGR) [16–18] or the employment of alternative fuels with higher octane
numbers [19–21].

Besides the abovementioned technologies, Water Injection (WI) is also nowadays rising as one of
the most promising solutions for knock mitigation. WI, taking advantage of the high latent heat of
vaporization of the water introduced into the cylinders, allows effective cooling of the charge, thus
reducing knock tendency. Moreover, thanks to the increase in the heat capacity of the cylinder charge,
an additional cooling effect can be exploited during compression and combustion.

Water Injection technology has been thoroughly examined in the last decade, as has emerged from
the literature, where various experimental activities and numerical studies are available. For instance,
several papers have assessed the pros and cons of direct and indirect water injection strategies [22–24].
Indirect water injection, thanks to its simplicity and cost-effectiveness, seems to be the best candidate
for series production. Several studies have focused on the optimization of the Port Water Injection
system (PWI): the careful optimization of both operating and design parameters such as water spray
Sauter Mean Diameter (SMD), spray targeting, injection timing and pressure has been demonstrated to
play a key-role in reducing water consumption [22,25–29]. In a previous work of the authors [30], issues
related to both liquid film formation and oil dilution were discussed. Paltrinieri et al. [31] analyzed
through both a numerical simulation and experimental activities the effects on engine performance
of several calibrations of a Port Water Injection system integrated in a single cylinder high specific
power engine. The potential of a PWI system was also demonstrated in [32], where a two cylinder
turbocharged spark ignition engine could be operated at a stoichiometric Air-to-Fuel (A/F) ratio
in a wide range of operating conditions at high loads with a significant reduction in the Indicated
Fuel Consumption (ISFC). Moreover, Khatri et al. [33] showed the capability of water injection to
counterbalance the engine performance reduction related to the use of low octane gasolines, while
Wilson [34] estimated a considerable Brake Specific Fuel Consumption (BSFC) reduction coupling PWI
and increased Compression Ratio (CR). Moreover, both Cazzoli et al. [35] and Bozza et al. [36] studied
the impact of water vapors on Laminar Flame Speed and auto-ignition delay time, while Gern et al. [37]
investigated the effect of water injection on Particulate Matter (PM) emissions.

Based on the above literature overview, 3D-CFD models proved to be very useful in better
understanding and in predicting with high accuracy the influence of water on the in-cylinder
phenomena. Nevertheless, in order to foresee possible synergies between WI and other promising
technologies (e.g., high CR configuration and Miller cycle) by means of a virtual test rig, a reliable
1D model of the whole engine appears to be the most suitable numerical tool. In the scientific
literature, different studies on WI technology have been carried out by adopting a 1D approach,
which affords the achievement of a reliable prediction of the whole system behavior with reduced
computational effort. For example, Cavina et al. [38] investigated through 1D-CFD simulations the
effects of Port Water Injection and Direct Water Injection (DWI) on exhaust gas temperature and knock
intensity, subsequently validating their numerical results with an experimental campaign. Furthermore,
Bozza et al. developed a 1D model to generate BSFC maps of a downsized turbocharged 2-cylinder
engine under wet and dry operating conditions; the computed maps were then embedded in a vehicle
model with the aim of estimating the potential CO2 reduction achievable through WI over a worldwide
harmonized light-duty test procedure (WLTP) cycle [36,39] and to define the proper sizing of the water
tank [40].

The 1D approach for WI modelling requires reliable sub-models that allow for a physically
based reproduction in turbulence, combustion, wall film formation, heat transfer, Cycle to Cycle
Variability (CCV) and knock phenomena. Only in this way can a preliminary engine calibration
with an enhanced knock resistance be numerically identified, together with realistically expected
performance improvements.

Based on the above considerations, this paper aims to describe a quasi-dimensional approach
to model a PWI system integrated in a state-of-the-art Turbocharged Direct Injection Spark Ignition
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engine [41]. After a brief introduction to the experimental set-up, the authors describe the main
features of the numerical model, which was preliminary calibrated and validated in dry operating
conditions. Afterwards, the methodology for PWI modelling is presented and discussed in detail, in
three sub-sections. The first describes the integration of the port-puddling model, which allows the
proper replication of transient phenomena of water wall film formation in the intake ports. The second
focuses on the water evaporation model, calibrated with the aim to correctly account for the fraction of
in-cylinder water that evaporates by absorbing heat from walls. The third examines the combustion
model, which requires a further refinement in order to accurately predict the effects of water vapors on
the burn rate. A final section, in addition to reporting the PWI model validation, assesses the capability
of the proposed approach to create a virtual test bench for the optimization of the engine operating
parameters at different values of water flow rate.

2. Case Study

The research activities described in this paper were carried out on a state-of-the-art 3-cylinder 1.0L
Turbocharged Direct Injection Spark Ignition engine, the main characteristics of which are reported
in Table 1 (see also [41] for more details). The engine features a very high Compression Ratio for
efficiency maximization and is equipped with an electro-hydraulic Variable Valve Actuation (VVA)
MultiAir system [42] on the intake side for gas exchange optimization. A Miller cycle strategy with
Late Intake Valve Closing (LIVC) is also exploited both at low and high engine speed to decrease the
knock likelihood and to reduce the exhaust gas temperature, respectively.

Table 1. Engine specifications.

Specification Value

N. of cylinders [-] 3
Displacement [cm3] 999

Bore [mm] 70
Stroke [mm] 86.5

Compression Ratio [-] 13
VVA System MultiAir

Injection System GDI
Full rated power [kW] 88 at 5500 rpm

Full rated torque [N-m] 190 at 2000 rpm

For the experimental campaign, the engine was installed on the test bench in its standard
configuration. It was equipped with three piezoelectric pressure transducers integrated in the
spark-plugs to detect in-cylinder pressure signal within each cylinder. A linear lambda sensor was
mounted downstream of the turbine to measure the relative Air-to-Fuel ratio. Furthermore, several
piezo-resistive pressure transducers and K-type thermocouples were used to monitor pressure and
temperature along both intake and exhaust lines. Knocking cycles were experimentally detected on the
basis of the value of their knock intensity, measured by means of the Maximum Amplitude of Pressure
Oscillations (MAPO) knock index [43]: cycles for which MAPO was exceeding a proper threshold
value were classified as knocking cycles. Knock Limited Spark Advance (KLSA) was experimentally
identified as the spark timing for which approximately 2–3% of engine cycles were knocking.

A Port Water Injection system was then integrated into this base layout (see Figure 1).
The water used for the experiments was de-ionized distilled water stored in a tank at 25 ◦C.

A recirculating pump delivered water at a pressure of 6 bar to the rail, which in turn was connected to
three injectors, which were located in the intake runners, one for each cylinder.

During all the tests, the engine was operated at the stoichiometric Air-to-Fuel ratio and was fueled
with gasoline with a Research Octane Number (RON) of 95 and a Lower Heating Value (LHV) of
42.5 MJ/kg. Furthermore, water injection timing was kept constant with an End of Injection (EOI) equal
to 360 a Crank Angle degree (i.e., equal to gas exchange Top Dead Center). For all measurements,
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experimental data were recorded and evaluated over 300 consecutive engine cycles, in order to gather a
significant statistical sample for knock-limited spark advance operating conditions, where few percent
of engine cycles are typically knocking.

Figure 1. Schematic layout of Port Water Injection system.

Experimental Measurements

A summary of the experimental campaign is depicted in Figure 2. At first, a set of tests were carried
out in dry conditions (i.e., with a Water-to-Fuel ratio (W/F) equal to 0) at Wide Open Throttle (WOT) to
define the engine reference performance (red circles). Afterwards, two-part load conditions, namely
2500 rpm–18 bar Brake Mean Effective Pressure (BMEP) and 4000 rpm–17 bar BMEP (green rhombuses),
were chosen to analyze the effects of water injection on the combustion process. In particular, different
values of Water-to-Fuel ratio, from 0% to 90% at steps of 10%, were tested: for each level of W/F,
the spark timing was advanced until knock onset, and the boost level was adjusted in order to keep the
engine load constant. Finally, the increase in engine performance enabled by PWI knock suppression
capabilities were assessed at WOT exploiting a Water-to-Fuel ratio between 50% and 60% (blue squares).

Figure 2. Experimental test matrix.

3. Numerical Set-Up

At first, a detailed 1D-CFD model of the reference engine was built by means of GT-POWERTM,
a one-dimensional fluid-dynamic code developed by Gamma Technologies Inc. for engine performance
simulation. In particular, a simple injector model was adopted to control the injected fuel mass in
order to guarantee a stoichiometric combustion. Concerning water injection, it was performed via
multiple profile injectors connected to the intake runners, while the injected water mass was imposed
equal to the experimental one. A model-based controller was then introduced to actuate the waste-gate
opening diameter in order to match the experimental boost pressure.
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After a thorough calibration of the gas-exchange processes, a predictive combustion model,
the so-called SITurb [44–46], was implemented in the code for the prediction of the burn rate at various
operating conditions. Knock detection was instead accomplished through a Kinetics-Fit model, which
had been tuned on the basis of a CCV-replicating model.

The following paragraphs contain a detailed description of SITurb, CCV and Knock model
calibration processes, which were carried out considering only the experimental tests without the Port
Water Injection system.

3.1. Calibration of the Combustion Model

Following a well-assessed hierarchical 1D/3D approach, as a first step a turbulence sub-model was
calibrated on the basis of 3D-CFD results obtained at various valve strategies and engine speeds [44].
The second step of the tuning procedure concerned the optimization of the SITurb combustion model
constants. The main characteristics of the SITurb model are briefly summarized in the following
sub-section. More details can be found in [45,46].

3.1.1. SITurb Model

The entrained mass (Me) rate of the unburned air-fuel mixture in the flame front is dependent on
the flame area (Af), the unburned gas density (ρu) and the sum of the Turbulent and Laminar Flame
Speeds, as expressed by Equation (1):

dMe
dt = ρu·Af·(ST + SL) (1)

ST, namely the Turbulent Flame Speed, is calculated through Equation (2), where Rf, u′ and Lt are,
respectively, flame radius, turbulent intensity and turbulent length scale.

ST = CS·u′·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1− 1

1+
Ck ·R2

f
L2

t

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (2)

In Equation (2), two calibration parameters are present: the Flame Kernel Growth Multiplier (Ck),
which scales the flame front evolution, and the Turbulent Flame Speed Multiplier (CS), which globally
scales the Turbulent Flame Speed.

A further calibration parameter, the Dilution Effect Multiplier (CD), is instead adopted to tune the
effect of diluents such as exhaust residuals, EGR or water on the Laminar Flame Speed (SL), which is
calculated by Equation (3):

SL =
(
Bm + Bφ·(φ−φm)2

)
·
(

Tu
T0

)α·( p
p0

)β
·
(
1− 0.75 · CD·

(
1−(1− 0.75 · CD · [Di])

7
))

(3)

where φ is the in-cylinder equivalence ratio, Tu is the temperature of the unburned gas, p is the
in-cylinder pressure and Di is the mass fraction of the diluents in the unburned zone. Bm, Bφ, φm, T0,
p0, α and β are model constants.

Finally, Equation (4) is used to determine the burn rate of the entrained unburned mass (Mu):

dMb
dt = Mu

τ = Me−Mb
τ

(4)

where τ is assumed to be the time needed by the Laminar Flame Speed to cover the Taylor Microscale
(λ) of turbulence, expressed by Equation (5). Cλ, the Taylor Length Scale Multiplier, is a further
calibration parameter inversely proportional to the burnup rate.

τ =λ·Cλ
SL

(5)
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3.1.2. SITurb Model Calibration Results

Six engine operating points at Full-Load, the ones shown with red circles in Figure 2, were
chosen for the tuning of the four SITurb calibration parameters (see Section 3.1.1). By imposing the
experimental spark timing, a Design of Experiment (DoE) methodology, integrated with a Genetic
Algorithm optimum search, was used to identify the best set of SITurb constants aimed at minimizing
the error between experimental and predicted burn rates for the selected operating conditions [44].
Once the optimal SITurb calibration parameters have been defined (see Table 2), the results of the
complete engine model were compared with experimental data in order to assess its accuracy and
reliability. The values of BMEP, BSFC and Volumetric Efficiency (referred to the air conditions in the
intake manifold), depicted in Figure 3a–c, respectively, highlight a very good agreement with an error
below 2%. Moreover, the simulated pressure cycle and burn rate profile reported in Figure 3d also
show a satisfactory correlation with experimental measurements.

Table 2. Optimized values of the calibration parameters of the SITurb combustion model.

Calibration Parameter Value

Ck 4.112
CS 0.625
Cλ 0.789
CD 0.872

Figure 3. (a) Brake Mean Effective Pressure (b) Brake Specific Fuel Consumption (c) Volumetric Efficiency
(Manifold) (d) Pressure Cycle (left) and Burn rate (right) at 3000 rpm obtained at Full-Load operating
conditions without Port Water Injection; simulated (red solid line) and experimental (black dashed line).
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3.2. Calibration of CCV Model

Since knock is heavily dependent on Cycle-to-Cycle variability (CCV), its occurrence cannot be
predicted by analyzing the average cycle only. However, to physically reproduce the CCV, it would
be necessary to accurately model the stochastic behavior of in-cylinder charge motion, the local
inhomogeneities of the Air-to-Fuel ratio inside the cylinder, etc. as discussed in detail in [47]. As a
result, the adoption of a 0D phenomenological combustion model does not allow a rigorous modelling
of CCV, which instead must be “injected” into the model using a statistically-based approach [48].
In this research work, the GT CCV model [49] developed by Gamma Technologies was adopted. Such
an approach, after the simulation of some preliminary cycles to achieve the convergence of the flow
solution, perturbs two variables of the SITurb combustion model, namely the Turbulent Flame Speed
Multiplier CS and the Taylor Length Scale Multiplier Cλ, for 300 cycles in a row. CS and Cλ assume
random values from Gaussian distributions whose standard deviations represent the calibration
parameters of the CCV model. Similarly to the approach adopted for SITurb calibration, a DoE
methodology integrated with a Genetic Algorithm optimum search was used to calculate the standard
deviations of CS and Cλ that minimized the error between the experimental and simulated Coefficient of
Variation (COV) of the Indicated Mean Effective Pressure (IMEP) (see Table 3). Afterwards, the average
IMEP and its COV resulting from the CCV-run were compared against experimental outcomes. As it
can be seen in Figure 4, the CCV model provides a good estimation of these quantities for almost the
entire engine speed range, with the only exception of the 2000 rpm operating condition, for which
the simulation underestimates the COV. The root cause of this deviation could be attributed to an
overestimation of the scavenging air, due to the particular intake valve lift profile adopted at 2000 rpm;
as a consequence, the residuals are underestimated and so is the COV.

Table 3. Optimized values of the calibration parameters for the Cycle to Cycle Variability CCV model.

Calibration Parameter Value

Standard deviation for CS 0.048
Standard deviation for Cλ 0.167

Figure 4. Coefficient of Variation of the Indicated Mean Effective Pressure (top) and average Indicated
Mean Effective Pressure over 300 CCV-cycles (bottom) at Full-Load without Port Water Injection PWI;
simulated (red solid line) and experimental (black dashed line).
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3.3. Calibration of Knock Model

Most of the models developed for knock prediction are based on the approach proposed by
Livengood and Wu [50] which states that the auto-ignition of the end gas occurs when:∫ tknock

t=0
1
τdt = 1 (6)

where τ is the induction time of the Air-Fuel mixture and tknock is the time corresponding to the
auto-ignition instant (computed from the start of compression).

Several empirical relationships for induction time calculation have been developed in the scientific
literature [51–53]. Most of them, however, do not take into account induction time dependence from
mixture composition in terms of diluents, such as water, and are not capable of reproducing the
Negative Temperature Coefficient (NTC) behavior [54,55]. For these reasons, the so-called Kinectics-Fit
model, proposed by Gamma Technologies [49], was preferred for this work; it calculates the induction
time on the basis of Equation (7):

τi= M1·ai·
(

ON
100

)bi ·[Fuel]ci ·[O2]
di ·[Di]

ei exp
( fi

M2Tu

)
(7)

where ON is the fuel Octane Number, [Fuel] and [O2] are the concentrations in [mol/m3] of fuel and
oxygen, respectively; Tu is the temperature of the unburned gas; [Di] is the sum of N2, CO2, and H2O
concentrations in [mol/m3]. The knock Induction Time Multiplier (M1) and the Activation Energy
Multiplier (M2) are the knock calibration parameters while quantities from ai to fi are model constants.

After the set-up of the artificial CCV model described in the previous section, which led to
the simulation of Cycle to Cycle Variability as shown in Figure 5a, the knock model was calibrated
through a Genetic Algorithm optimum search. M1 and M2 were tuned (see Table 4) so that the
percentage of knocking cycles detected by the model during the 300 CCV-cycles was coincident to the
experimental one. Optimization results are presented in Figure 5b. The Knock model demonstrated
the capability to reproduce the experimental knocking behavior, with the exception of the operating
point at 2000 rpm. This is the direct consequence of CCV-model, which underestimates IMEP COV at
2000 rpm (see Figure 4), thus underestimating the knock occurrence likelihood.

Figure 5. (a) Example of CCV simulation; (b) comparison between simulated (red solid line) and
experimentally measured (black dashed line) knocking cycles percentage over 300 CCV-cycles at
Full-Load without PWI.

Table 4. Optimized value of the calibration parameters for the Knock model.

Calibration Parameter Value

M1 0.860
M2 0.916
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4. Modelling of Port Water Injection

In this section, the numerical approach adopted for the modelling of Port Water Injection system
is presented and discussed in detail, in three sub-sections. The first describes the integration of the
port-puddling model, which allows the proper replication of transient phenomena of water wall film
formation in the intake ports. The second focuses on the water evaporation model, calibrated to discern
the water amount that is directly participating in the charge cooling from that which is evaporating on
the walls. Finally, the last sub-section examines the SITurb combustion model, which requires a further
refinement in order to accurately describe the effect of water vapor on the burn rate.

The calibration of the PWI model has been carried out considering the experimental outcomes
obtained at the operating points of 2500 rpm–18 bar BMEP and 4000 rpm–17 bar BMEP, shown in
Figure 2 with green rhombuses.

4.1. Calibration of Port-Puddling Model

A particular model capable of reproducing the formation of a water wall film was adopted for
the intake ports downstream of water injectors. Afterwards, with the aim of describing the roles that
water performs during each cycle, Equation (8) was introduced:

m(n)
inj + m(n−1)

back = m(n)
film + m(n)

trap + m(n)
back (8)

As represented in Figure 6, the entire water mass injected at cycle ‘n’ (m(n)
inj ) temporarily becomes

part of the wall film. Subsequently, the code models the building-up of the liquid film (see Figure 6a),
along with its transportation under the action of shear forces generated by intake air flow and its
evaporation. The latter is governed by the heat transfer between the film and the gas flow and between
the film and the port walls. However, because of the intimate contact of the thin fuel film with the pipe
wall, the film temperature is close to the port wall temperature.

Figure 6. Schematic representation of (a) port-puddling model (b) injected water behavior.

The liquid film modelling is achieved by the two following parameters: the Circumferential
Extent of Wall Wetting (CEWW) and the Puddle Velocity Multiplier (PVM). The first one, as shown in
Figure 6a, defines the fraction of the intake port circumference that is covered by the water puddle:
higher values imply a greater amount of water that can be retained by the wall film. On the other hand,
PVM represents a multiplier to increase or decrease the effect of shear stresses on the transportation of
the water puddle: higher values of PVM cause lower amount of water to be trapped in the wall film.

It follows that just a fraction of the injected mass (m(n)
inj ) remains trapped in the wall film (m(n)

film),
while the remaining part escapes from the film and enters into the cylinder. Once reached the
combustion chamber, the liquid water starts evaporating by extracting heat either from the surrounding
air or from the cylinder walls. Afterwards, some vapor can flow back into the intake ports (m(n)

back)
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due to the LIVC. m(n)
back, as vapor, does not become part of the liquid film and it gets entrained in the

cylinder during the following cycle. Finally, m(n)
trap represents the amount of water which is present in

the cylinder during the combustion process.
With the aim of characterizing the evaporation process of the injected water, an index was defined

through 3D-CFD simulations [30]. This index, as described by Equation (9), represents instant by
instant the ratio between the mass of water vapor into the cylinder (mH2O,evap) and the maximum
amount of water theoretically available at each engine cycle, that is the sum of the injected water
during cycle ‘n’ (m(n)

inj ) and of the backflow water from the previous cycle ‘n−1’ (m(n−1)
back ).

Evaporation Index (EI) =
mH2O,evap

m(n)
inj + m(n−1)

back
(9)

Figure 7 reports an example of Evaporation Index computation: after Intake Valve Opening (IVO),
entrained water mass produces a subsequent growth of EI; then, from Bottom Dead Centre (BDC) on,
a reduction in EI is observed as a consequence of the high water backflow generated by the Miller cycle
(Late Intake Valve Closing). The Evaporation Index, due to the build-up of the wall film, varies from
cycle to cycle and achieves its highest value, one, when the wall film is saturated and all the injected
water enters into the combustion chamber.

Figure 7. Example of Evaporation Index as a function of Crank Angle (CA).

To carry out the calibration of the water wall film model, the results of a previous work of the
authors were considered [30]: in particular, the Evaporation Indexes computed for three different
values of Water-to-Fuel ratios, namely 9%, 18% and 50%, at the operating point 4000 rpm–17 bar BMEP,
were taken as reference. Such calculations showed that the higher the mass of water injected, the higher
the fraction retained by the wall film. Moreover, as depicted in Figure 8a by dashed lines, none of the
computed indexes reached the maximum value of one: indeed, they were recorded during the third
cycle in a row of Port Water Injection and therefore during the building-up of the liquid film.

To replicate the 3D-CFD Evaporation Indexes, the water wall film model required a calibration
process which was carried out through DoE methodology. In particular, for each Water-to-Fuel ratio,
the optimal pairs of CEWW and PVM aimed at minimizing the error between 1D-CFD and 3D-CFD
Evaporation Indexes were determined.

Solid lines of Figure 8a represent the results of the refined water wall film model, while Figure 8b
reports the values of its calibration parameters as a function of the total mass of injected water
per cylinder.

Considering the operating point 4000 rpm–17 bar BMEP and a Water-to-Fuel ratio of 50%,
the different roles of the injected water were analyzed as a function of the consecutive engine cycles
with PWI (see Equation (8)), as depicted in Figure 9a. Figure 9b shows instead the impact of the water
wall film formation on PWI effectiveness in reducing knock tendency. It can be noticed that during the

142



Energies 2020, 13, 4297

first cycle of port water injection, almost all injected water remains trapped in the wall film (Figure 9a),
and therefore knock likelihood is not reduced (Figure 9b). On the other hand, after six cycles, film
building-up is almost complete and practically all the injected water gets trapped in the cylinder,
thus effectively diminishing knock tendency. Therefore, it can be stated that the PWI system, at the
operating point 4000 rpm–17 bar BMEP and with a Water-to-Fuel ratio of 50%, becomes fully effective
after six cycles of water injection. In steady state conditions, represented in Figure 9a,b by cycles ‘k’
and ‘k+1’, the fraction of injected water mass that gets trapped in the wall film is null (i.e., the amount
of water that enters the film is equal to that which comes out). Moreover, the backflow water of cycle
‘n−1’ is equal to the one of cycle ‘n’. It follows that, in steady state conditions, the amount of water that
takes part in the combustion process (m(n)

trap) is equal to the injected water (m(n)
inj ).

Figure 8. (a) Evaporation index measured during the 3rd cycle in a row of PWI at 4000 rpm—17 bar for
Water-to-Fuel ratios of 9% (red line), 18% (blue line) 50% (green line); 1D simulation (solid line), 3D
simulation (dashed line); (b) Optimized values of the calibration parameters for the port-puddling
model as a function of the total injected water per cylinder.

Figure 9. (a) The amount of water available before Intake Valve Opening (IVO), water trapped in
the wall film, water backflow and water which is present into the cylinder during the combustion
process as a function of the consecutive engine cycles with Port Water Injection (PWI); (b) The amount
of injected water, trapped water in the wall film and the knock induction time integral as a function of
the consecutive engine cycles with PWI; k ≥ 13 cycles.
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4.2. Calibration of Evaporation Model

The engine model governs the water vaporization within the cylinder through a simple
phenomenological evaporation model. However, a detailed investigation to quantify the charge
cooling effect produced by the phase change of water needs to be carried out. As a matter of fact, when
entering the cylinder, the water droplets can impact on either the piston or the liner, thus extracting the
heat requested for evaporation from the walls instead of the surrounding gases. The share between
these contributions can be tuned through a parameter known as Fraction of Vaporized Heat Taken
from Walls (FHW). The latter accounts for the fraction of water whose vaporization occurs on the
cylinder walls rather than within the cylinder gases. As shown in Figure 10a,b, where the in-cylinder
temperature at Intake Valve Closing (IVC) and the Volumetric Efficiency are respectively reported,
an excessively low value of FHW implies a larger amount of heat adsorbed from surrounding air, thus
inducing a significant in-cylinder gases cooling with a consequent overestimation of the Volumetric
Efficiency. The increase in FHW improves the calculation of engine airflow: however, a constant value
for this parameter does not ensure a satisfactory correlation between numerical and experimental
Volumetric Efficiency. Therefore, considering the operating point 4000 rpm–17 bar BMEP, the FHW was
optimized as a function of the total amount of liquid water that enters the cylinder, with the objective
being to match the experimental air flow rate (Equation (10)).

FHWopt = 0.95− 0.0028· ∫ .
mH2O,liq (10)

where
.

mH2O,liq represents the instantaneous mass flow rate of liquid water that passes through the
intake valves of a single cylinder.

Figure 10. (a) In-cylinder temperature measured at Intake Valve Closing (IVC) and (b) Volumetric
Efficiency as a function of the Water-to-Fuel ratio for different values of the Fraction of Vaporized Heat
Taken from Walls (FHW) model calibration parameter; operating point 2500 rpm–18 bar.

From Equation (10) it was noticed that, considering a 10% Water-to-Fuel ratio, only around 6% of
in-cylinder liquid water vaporizes within the cylinder gases. Furthermore, such a percentage rises
along with the increase in the injected water and achieves a value around 15% with a Water-to-Fuel
ratio equal to 90%. In accordance with previous findings [29,31,33], these results evidence a poor
efficiency of PWI system in reducing the charge air temperature.

The robustness of Equation (10), which was defined for the operating point 4000 rpm—17 bar
BMEP, was assessed at the operating point 2500 rpm–18 bar BMEP. As depicted by the blue solid
line of Figure 10, the FHW optimization limits the reduction in in-cylinder temperature produced by
the increase in the injected water, allowing the correct reproduction of the experimental Volumetric
Efficiency for any Water-to-Fuel ratio.
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4.3. Calibration of Dilution Effect Multiplier

Despite replicating the experimental values of boost pressure, spark timing, lambda and intake
airflow, the engine model was not capable of satisfactorily predicting the evolution of the combustion
process when water was injected. In particular, the higher the water content, the higher the deviation
from experimental results: this trend is evident when observing Figure 11a, where both the center
of gravity of the combustion and the in-cylinder pressure peak (pmax) are reported. This error was
attributed to an incorrect estimation of the Laminar Flame Speed, the only parameter involved in
burn rate calculation which depends on the in-cylinder mass fraction of water (see Equations (1) and
(3)). As claimed by several authors [31,35,36], the water dilution of the air–fuel mixture drops the
SL, thus delaying the combustion duration. This effect, governed in the SITurb model by the CD (see
Equation (3)), seems to be underestimated, thus resulting in a more advanced MFB50 (Crank Angle
corresponding to 50% of fuel burned) and a consequently higher in-cylinder pressure peak.

Based on the above considerations and similarly to the approach used for FHW, CD was calibrated
as a function of the total amount of in-cylinder water vapor present at spark timing, in order to
minimize the error on the prediction of the combustion center of gravity. FHW optimization, carried
out at operating point 4000 rpm–17 bar BMEP, led to definition of Equation (11):

CD,opt= 0.872 + 0.0062·
{
mtrap[mg]

}
(11)

As expected, Equation (11) shows that the greater the water content, the higher the optimal CD

and therefore the impact on SL slows, as described in the scientific literature. It is worth remembering
that, at steady state conditions, the amount of water that takes part in the combustion process (mtrap) is
equal to the amount of injected water, as already described in Section 4.1.

The robustness of Equation (11) was then assessed at the operating point 2500 rpm–18 bar BMEP:
observing the green line of Figure 11a, the CD optimization led to MFB50 and maximum in-cylinder
pressure values well correlated with the experimental results for the entire Water-to-Fuel ratio sweep,
with errors lower than 2%. Moreover, also the simulated pressure cycle and the burn rate profile
reported in Figure 11b for a 90% W/F show a satisfactory correlation with experimental measurements.

Figure 11. (a) Crank Angle corresponding to 50% of fuel burned (top), and maximum in-cylinder
pressure (bottom) as a function of the Water-to-Fuel ratio; (b) Pressure Cycle (left), and Burn Rate
(right) for a Water-to-Fuel ratio of 90%; operating point 2500 rpm–18 bar; simulated (solid lines) and
experimental (black dashed line).
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5. Results

In this section, the engine model validation against the experimental tests carried out at WOT
with PWI is presented and discussed. Moreover, the capability of the proposed methodology to create
a virtual test bench for the optimization of the engine operating parameters at different water flow rate
values is assessed.

5.1. PWI Model Validation

At first, FHWopt and CD,opt equations together with the port-puddling model were implemented
in the engine model calibrated in dry conditions (see Section 3). The knock model and CCV model were
not modified. The latter, which is not predictive, was kept unchanged since all the experimental tests
carried out with water injection evidenced only a quite moderate increase in IMEP COV (see Figure 12).

Afterwards, by imposing the experimental boost pressure and by controlling the injected fuel
mass in order to guarantee stoichiometric combustion, the experimental amount of water mass was
injected in the intake runners. Subsequently, by simulating a significant number of engine cycles with
the CCV model enabled, the spark timing was adjusted in order to achieve the same percentage of
knocking cycles observed at Full-Load without PWI (see the red solid line of Figure 5). Since engine
performance at 5000 rpm and 5500 rpm were not knock limited (see Figure 5), such analysis focused on
the engine speed range 2000–4000 rpm.

Figure 12. Experimental Coefficient of Variation of the Indicated Mean Effective Pressure at Full-Load
in dry (red bars) and wet (blue bars) conditions.

The predicted Knock Limited Spark Advance, BMEP, as well as pressure cycles and the burn rates,
which for the sake of conciseness have been presented only at 4000 rpm, showed very good agreement
when compared to the experimental results (see Figure 13a–c, respectively). The error around 4%
obtained in estimating the engine load at 2000 rpm–Full-Load with PWI was attributed to a knock
tendency underestimation. Such an error, already evident in Figure 5, allowed the exploitation of a
more advanced spark timing with a consequently higher BMEP.

5.2. Engine Virtual Calibration

The predictive capabilities of the proposed methodology were finally used to perform a virtual
calibration of the engine. In a first stage, the relative BMEP improvement achievable with different
levels of water mass flow rate in knock limited conditions was investigated. Subsequently, the same
analysis was carried out by introducing an additional constraint related to the in-cylinder pressure peak,
which was kept below 100 bar. Besides knock and maximum in-cylinder pressure, major limits to the
engine performance enhancement could be represented by either excessive COV of IMEP or lubricant
oil dilution, which can suddenly increase at high W/F ratios [30,31]. Unfortunately, these phenomena
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cannot be caught by the model since a blow-by model is not present and the CCV is “injected” into the
model on the basis of the experimental data.

Figure 13. Experimental (dotted lines) and simulated (solid lines) without PWI (red lines) and with PWI
(blue lines) at Full Load (FL) operating conditions: (a) Spark Timings vs. engine speed; (b) BMEP vs.
engine speed; (c) in-cylinder pressure (left axis) and burn rate (right axis) vs. crank angle at 4000 rpm.

The results of both the abovementioned analyses, which were carried out by keeping constant
the experimental boost pressure target and maintaining a stoichiometric combustion, are presented
in Figure 14. The latter shows the BMEP improvements as a function of the water flow rate for each
engine speed: each line belonging to a certain engine speed contains a specific symbol (e.g., round for
2000 rpm, square for 2500, etc.) which is repeated every time the injected water mass per cycle per
cylinder (minj) increases by 10 mg. Moreover, the black hexagons of Figure 14 give the relative increase
in BMEP achieved with the water flow rate exploited experimentally in WOT operating conditions.

Figure 14. Relative improvement of Brake Mean Effective Pressure BMEP enabled by PWI at Full-Load
as a function of the injected water flow rate.

At a constant water flow rate, as shown in Figure 14, greater improvement of engine BMEP can be
achieved at lower engine speed. This happens because at equal water consumption, the lower the

147



Energies 2020, 13, 4297

engine speed, the higher the injected water mass per cycle: the larger water content, thanks to its
knock mitigation capability, enables a higher advance of spark timing with a consequently higher
improvement of engine load. Considering instead the symbols within the two grey circles of Figure 14,
it is noticeable that, at equal injected water mass per cycle, the relative increase in engine BMEP is
almost constant independently from the engine speed. Moreover, if the engine is knock limited (solid
lines), a linear correlation is found between the water mass flow and the BMEP rise, which exceeds
17% with an minj equal to 60 mg. On the other hand, by adding the constraint on the in-cylinder
pressure peak (dashed lines), a significant reduction in delta BMEP increase is observed as soon as the
maximum in-cylinder pressure achieves the value of 100 bar. However, as expected, even when engine
performance is limited by the in-cylinder pressure peak, a further increase in the water mass flow rate
results in a higher engine BMEP. Indeed, the additional water causes a further slowing of the Laminar
Flame Speed and, in turn, of the burn rate (see Section 4.3): it follows a reduction in the maximum
in-cylinder pressure, thus enabling an advance of the spark timing. The subsequent ignition advance,
in addition to returning the pressure peak in the combustion chamber below the 100 bar threshold
value, guarantees a small improvement of engine BMEP.

6. Conclusions

This paper describes a methodology, based on a quasi-dimensional approach, to model a PWI
system and to assess its knock mitigation potential, thus significantly reducing the experimental effort
for engine calibration.

In a first stage, experimental investigations were carried out at the engine test bench to characterize
the engine behavior under “dry” (i.e., without WI) and “wet” (i.e., with WI) operation. Afterwards,
the experimental outcomes obtained without PWI were used to calibrate the combustion (SITurb),
CCV and knock models. In particular, knock model constants were tuned by simulating CCV over 300
consecutive engine cycles with the aim of matching the experimental percentage of knocking cycles.
In a second stage, the results of 3D-CFD simulations of the PWI were used to calibrate a port-puddling
model: the latter, once implemented in the reference engine model, was proven to properly replicate
transient phenomena of water wall film formation, catching cycle by cycle the amount of water that
enters into the cylinder and is therefore available for knock mitigation. Subsequently, the experimental
results collected at medium loads with W/F sweeps were considered for the refinement of both
water evaporation and SITurb model. The first one was calibrated to properly discern the fraction of
the injected water that is producing the charge cooling through its evaporation from that which is
evaporating due to the heating from the walls. Then, the SITurb model was tuned in order to carefully
predict the impact of the injected water on the Laminar Flame Speed: in particular, a linear dependence
between the in-cylinder vapor content and the Dilution Effect Multiplier was found. The PWI model
was then validated against the experimental tests carried out at Wide Open Throttle with PWI, showing
the capability to accurately predict the effects of water injection in terms of both burning rate slow
down and knock tendency reduction. Finally, the proposed methodology was used to create a virtual
test bench, which allowed the evaluation of engine performance improvement as a function of the
injected water mass flow rate.

The same methodology will be adopted in a future work in order to determine the water
consumption as well as the potential benefits in terms of CO2 emission achievable over RDE cycles.
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Definitions/Abbreviations

1D One Dimensional
3D Three Dimensional
aTDCf After Top Dead Center Firing
A/F Air-to-Fuel ratio
BDC Bottom Dead Centre
BMEP Brake Mean Effective Pressure
BSFC Brake Specific Fuel Consumption
CA Crank Angle
CCV Cycle-to-Cycle Variability
CEWW Circumferential Extent of Wall Wetting
CFD Computational Fluid Dynamic
COV Coefficient Of Variation
CR Compression Ratio
DoE Design of Experiment
DWI Direct Water Injection
ED50 50% Evaporation Duration
EI Evaporation Index
EOI End Of Injection
EU European Union
EGR Exhaust Gas Recirculation
FHW Fraction of vaporized Heat taken from Walls
FL Full-Load
IMEP Indicated Mean Effective Pressure
IVC Intake Valve Closing
IVO Intake Valve Opening
KLSA Knock Limit Spark Advance
LHV Lower Heating Value
LIVC Late Intake Valve Closing
MFB50 50% Mass Fraction Burned
N Number
ON Octane Number
PM Particulate Matter
PVM Puddle Velocity Multiplier
PWI Port Water Injection
RDE Real Driving Emissions
RON Research Octane Number
rpm revolutions per minute
SMD Sauter Mean Diameter
t time
tknock Auto-Ignition instant
T-DISI Turbocharged Direct Injection Spark Ignition
VCR Variable Compression Ratio
VE Volumetric Efficiency
VVA Variable Valve Actuation
w/ with
W/F Water-to-Fuel ratio
w/o without
WI Water Injection
WOT Wide Open Throttle
WLTP Worldwide Harmonized Light-Duty Test Procedure
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Symbols

φ Equivalence Ratio
λ Taylor Microscale
ρu Unburned Gas Density
τ Induction Time
ω Engine Speed
Af Flame Area
Cλ Taylor Length Scale Multiplier
CD Dilution Effect Multiplier
Ck Flame Kernel Growth Multiplier
CS Turbulent Flame Speed Multiplier
Di Mass Fraction of Diluents
Lt Turbulent Length Scale
M1 Knock Induction Time Multiplier
M2 Activation Energy Multiplier
Mb Burned Mass
mback In-Cylinder Water Mass that flows back to the Intake Ports
Me Entrained Mass
mfilm Water Trapped in the Wall Film
mH2O,liq In-cylinder Mass of Liquid Water
mH2O,evap In-cylinder Mass of Water Vapor
minj Injected Water Mass per Cylinder
mtrap Water Mass Trapped in the Cylinder after IVC
Mu Unburned Mass
(n) Cycle Number
p In-cylinder Pressure
pmax Maximum in-cylinder Pressure
Rf Flame Radius
SL Laminar Flame Speed
ST Turbulent Flame Speed
Tu Temperature of the Unburned Gas
u′ Turbulent Intensity
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Abstract: With the continuous advancement of rotor dynamic electromagnetic scattering research,
the radar cross-section (RCS) of turbofan engines has attracted more and more attention. In order to
solve the electromagnetic scattering characteristics of a biaxial multirotor turbofan engine, a dynamic
scattering method (DSM) based on dynamic simulation and grid transformation is presented,
where the static RCS of the engine and its components is calculated by physical optics and physical
theory of diffraction. The results show that the electromagnetic scattering of the engine is periodic
when the engine is working stably, while the rotors such as fans and turbines are the main factors
affecting the dynamic electromagnetic scattering and the ducts greatly increase the overall RCS level
of the engine. The proposed DSM is effective and efficient for studying the dynamic electromagnetic
scattering characteristic of the turbofan engine.

Keywords: engine fan; rotor blade; electromagnetic scattering characteristic; dynamic simulation;
grid transformation

1. Introduction

Stealth characteristics of aircraft engine intake and exhaust systems have been research hotspots,
including infrared radiation, electromagnetic scattering, and noise [1,2]. In the face of the need for a
comprehensive stealth design, the study of radar scattering characteristics of the turbofan engine is also
receiving attention [3]. Therefore, the calculation of engine electromagnetic scattering has important
practical significance for the stealth performance evaluation of the aircraft in the front-rear direction.

Turbofan engines usually consist of a compressor, combustion chamber, high-pressure turbine,
low-pressure turbine, and exhaust system [4,5], which makes its electromagnetic scattering
characteristics extremely complicated [6]. The engine intake contributes to the forward radar
cross-section (RCS) of the aircraft [7] and the entire airflow duct creates complex reflections of
the electromagnetic waves [8,9]. In general, physical optics (PO) [3], iterative physical optics [6],
and method of moment (MOM) [10] are used to solve the surface scattering of the inlet/outlet chambers.
The method of equivalent current is used to solve the edge diffraction of the cavity [11,12]. The inlet
complex terminal is divided into several equivalent terminals when calculating the radar scattering
area inside the air intake of the aircraft by using the mode superposition method [13,14]. The finite
difference method based on the concept of generalized scattering amplitude is applied to the scattering
of electromagnetic waves by a two-dimensional airfoil where the wing here uses an improved NACA
4418 airfoil [15]. These studies are based on the electromagnetic scattering calculations when the target
is static [16,17], while the engine has many high-speed rotating rotor parts [18,19], which obviously
has a dynamic effect [20,21] on the electromagnetic scattering characteristics of the aircraft.

For the solution and calculation of rotor parts RCS, quasi-static methods are commonly used
to simulate the rotation of the rotor [22–24]. This method is suitable for low-speed rotors or a small
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number of rotation angle sample points [18,22], and it is not enough for high-speed rotating targets
including engine blades. The difficulty with this type of problem is that the rotor rotates at high speed
and its support structure is still stationary or relatively stationary, which causes the grid data of the
entire model to be constantly updated. The grid transformation method is widely used to solve the
electromagnetic scattering problem of the target body [25,26], which could reduce a large amount of
calculation time and experimental cost [27]. Component decomposition methods, improved mesh
transformation methods, and joint transformation methods are used to solve the dynamic process of
the particular problems [28–30]. For turbofan engines, the fan and air intake are the main sources of
scattering for the forward RCS of the aircraft [3], the high-speed rotating fan is the main part of the
aircraft’s forward dynamic RCS [31–33], and the low-pressure turbine and tail nozzles contribute to
the tail RCS of the aircraft. It could be seen that the method of component decomposition or mesh
transformation could be used to realize the high-speed rotation of each rotor of the engine in the
engine cavity according to the structure and motion characteristics of the turbofan engine itself [34,35],
thereby solving the dynamic electromagnetic scattering characteristics of the entire target body.

These studies focus on the static electromagnetic scattering calculations of the inlet cavity and
exhaust nozzles of turbofan engines while ignoring the dynamic effects of large-scale, high-speed
rotating fans, and turbines on target stealth performance. Therefore, this paper attempts to establish
the dynamic principle of simulating the high-speed rotation of engine blades and relies on the
component decomposition combination and the grid transformation method to solve the dynamic
radar cross-section of the engine. It can be seen that studying the dynamic electromagnetic scattering
of the engine has practical significance and promotion value for the stealth characteristics of important
directions such as the front and rear direction of the aircraft.

The structure of this manuscript is as follows: the research method is described in Section 2,
the turbofan engine models are designed and provided in Section 3, the results are presented and
discussed in Section 4, and finally, this article is summarized.

2. Dynamic Scattering Method

The dynamic electromagnetic scattering of a turbofan engine is described in Figure 1, where α
is the azimuth of the radar observatory, β is the elevation angle, θfan is the rotation angle of the fan,
Vtip, fan is the linear velocity of the fan blade tip, t is the observation time, and the subscript 0 indicates
the initial state.

Figure 1. Schematic diagram of dynamic electromagnetic scattering of a biaxial turbofan engine.

156



Energies 2020, 13, 5802

For this biaxial turbofan engine, the fan and the low-pressure turbine share a low-speed rotating
shaft, and the compressor and the high-pressure turbine share a high-speed rotating shaft, where the
compressor, the high-pressure turbine and the low-pressure turbine are all in the inner duct of the
engine, while the fan is located at the outer duct of the air inlet.

2.1. Electromagnetic Scattering Calculation

When the rotors of the engine are at rest, the electromagnetic scattering characteristics of the entire
engine could be calculated by physical optics and physical theory of diffraction (PTD). In the physical
optics method [8,18], an induced current is generated in the illuminated area when the incident wave
is irradiated on the surface of the target body, while the magnetic vector position thereof could be
described as follows:

A(r) =
μ

4π

�
S

Js(r
′) e− jkR

R
dS′, (1)

where A(r) is the magnetic vector position generated by the surface-induced current, μ is the permeance
coefficient, r’ is the coordinate vector of the source point, and R is the distance between the field point
and the source point:

R =
∣∣∣r− r′

∣∣∣, (2)

where r represents the coordinate vector of the field point. According to the magnetic vector position,
the electric field and the magnetic field can be, respectively, determined:

E(r) =
1

jωε · 4π
�
S′

[
3− k2R2 + j3kR

R5 e− jkRR× (R× Js(r
′)) + 2Js(r

′)
1 + jkR

R3 e− jkR
]
dS′ (3)

H(r) =
1

4π

�
S′

−1− jkR
R3 e− jkR(R× Js(r

′))dS′, (4)

where ω is the electromagnetic wave angular frequency and ε is the dielectric permittivity.
According to the assumptions of physical optics, there are:

Js =

{
2n×H , Zi
0 , Zd

, (5)

where n is expressed as the unit normal vector of the normal direction of r’ at the surface of the scatterer,
Zi is the illuminated area, and Zd is the dark area. According to the mirror principle:

Es(r) =
−k2

jωε · 2π
�
S′

R̂ ×
[

R̂ ×
(

n̂ (r′) ×Hi(r′)
)] e− jkR

R
dS′. (6)

When the incident wave is a plane wave, there are:

Ei(r′) = |E0|e− jk·r′ , (7)

where k refers to the wave vector. The resulting electric field formula is as follows:

Es(r) =
j
λr
|E0|e− jk·r�

S′
r̂ ×

{
r̂ ×

[
( n̂ (r′) · E0) k̂ −

(
n̂ (r′) · k̂

)
E0

]}
e− jk(−r̂+k̂)·r′dS′. (8)

The integral term could be written as:

I =
�
S′

r̂ ×
{

r̂ ×
[
( n̂ (r′) · E0) k̂ −

(
n̂ (r′) · k̂

)
E0

]}
e− jk(−r̂+k̂)·r′dS′. (9)
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Then, we get the following RCS expression:

σ =
4π
λ2 |I|2. (10)

When there are many edges or sharp points in the target, it is necessary to assist in solving the
related theory of edge diffraction. The actual scattering field is the sum of the contribution of the
physical optics method and the result of PTD, namely:

JS = JPO + JPTD. (11)

More statements about PTD could be found in the literature [8,18].

2.2. Dynamic Simulation Method

When the rotors of the engine begin to work, the dynamic simulation method is used to simulate
their high-speed rotation process. Consider the linear circumferential velocity of the tip of each rotor
blade of the engine: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Vtip,fan = ωl ·Rfan

Vtip,comp = ωh ·Rcomp

Vtip,high = ωh ·Rhigh

Vtip,low = ωl ·Rlow

(12)

Vtip,max = max
{
Vtip,fan, Vtip,comp, Vtip,high, Vtip,low

}
, (13)

where Rfan is the radius of the fan, Rcomp is the radius of the compressor, Rhigh is the radius of the
high-pressure turbine, and Rlow is the radius of the low-pressure turbine. Each time the fan is rotated,
its model will be updated as follows:

mfan = mr,fan
∣∣∣θfan(mfan) = θt,fan(mr,fan, t) , (14)

where mfan is the model of the fan, mr,fan is the fan model after rotation, and θt,fan is the rotating
real-time angle of the fan. The rotation angle is a function of time:{

θl(t) = 180
π ωl · t

θh(t) = 180
π ωh · t . (15)

The rotational motion of the engine blades has periodic characteristics, so consider a base pass
time here, taking the fan as an example:

tbase,fan =
θfan

ωl
· π

180
, θfan =

360
Nfan

, (16)

where tbase,fan is the base pass time during which the fan blade passes the angle between adjacent
blades when the fan rotates. Consider the propagation time of electromagnetic waves:⎧⎪⎪⎨⎪⎪⎩ tprop = D/c

ε = min
{∣∣∣tbase,fan − tprop

∣∣∣, ∣∣∣tbase,comp − tprop
∣∣∣, ∣∣∣tbase,high − tprop

∣∣∣, ∣∣∣tbase,low − tprop
∣∣∣} , (17)

where tprop is the time from emitting electromagnetic waves to electromagnetic waves reaching the
blade surface. ε is used to measure the difference between the basic passage time of each rotor and the
electromagnetic wave propagation time. The smaller the ε, the more the dynamic RCS needs to be
considered. After the time t, the model of the engine could be updated as:
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⎧⎪⎪⎨⎪⎪⎩ mfan = mr,fan|t = tr ∈ [0, Tobs]

mengine =
[
mfan, mcomp, mhigh, mlow, mduct

] , (18)

where mengine is the model of the engine and tr is the real observation time when the rotors rotate.

tbase,max = max
{
tbase,fan, tbase,comp, tbase,high, tbase,low

}
(19)

Tobs = Nobs · tbase,max, (20)

where Nobs is a custom observation time multiple, which defaults to 1. The larger the Nobs, the more
dynamic RCS changes can be monitored in order to find periodicity.

2.3. Grid Transformation Method

For the engine model at each observation time, the grid matrix of the whole model could be
generated as follows:

Mengine =
[
M(mfan); M(mcomp); M(mhigh); M(mlow); M(mduct)

]
, (21)

where Mengine is the grid coordinate matrix of the engine model. When the rotors rotate around the
x-axis, the real-time model of the fan could be updated to:

M(mfan)

∣∣∣∣∣∣ t = tr
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cosθr,fan − sinθr,fan

0 sinθr,fan cosθr,fan

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·M(mfan)

∣∣∣∣∣∣ t = 0
, θr,fan = θl(t = tr) . (22)

The other rotors model could be generated as follows:

M
(
mcomp

)∣∣∣∣∣∣ t = tr
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cosθr,comp − sinθr,comp

0 sinθr,comp cosθr,comp

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·M
(
mcomp

)∣∣∣∣∣∣ t = 0
, θr,comp = θh(t = tr) (23)

M
(
mhigh

)∣∣∣∣∣∣ t = tr
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cosθr,high − sinθr,high

0 sinθr,high cosθr,high

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·M
(
mhigh

)∣∣∣∣∣∣ t = 0
, θr,high = θh(t = tr) (24)

M(mlow)

∣∣∣∣∣∣ t = tr
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cosθr,low − sinθr,low

0 sinθr,low cosθr,low

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·M(mlow)

∣∣∣∣∣∣ t = 0
, θr,low = θl(t = tr) , (25)

where the duct model of the engine is considered to be stationary, so its mesh matrix is not transformed.
The dynamic scattering method (DSM) is verified by PO+MOM/MLFMM (multilevel fast multipole

method) in FEKO as shown in Figure 2, where f R is the radar wave frequency. The RCS-α curve
determined by DSM is generally consistent with the results of FEKO, where the mean value of the
DSM RCS-α curve is 1.59 dBm2 smaller than that of FEKO and there are errors in some local peaks,
because different mesh types and RCS algorithms are used. The quasi-static principle (QSP) is used to
discretize the high-speed rotation state of the fan at a few time sample points. The calculation results
show that the DSM values in the given time range are consistent with the discrete calculation values,
showing that DSM is accurate and efficient.

The above calculation results also show that the RCS of the individual fan has changed more than
21.92 dBm2 in a very short time, so it is necessary to study the dynamic electromagnetic scattering of the
engine blade. More information about the RCS algorithm test is shown in Figure A1. In the following
calculations, if not specified, the radar wave frequency is always 6 GHz, horizontal polarization.
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Figure 2. Verification of the dynamic scattering method (DSM) with mfan, β = 0◦, and f R = 6 GHz.

3. Model

The geometric model of a turbofan engine is conceived by the full factorial design (FFD) as shown
in Figure 3, where Lduct is the length of the duct, Acut is the cutting angle of the end face of the duct
inlet, Rduct is the outer radius of the duct, noting that the duct includes the outer duct, the inner ducts,
and the associated support components.

Figure 3. Geometric configuration of a turbofan engine with full factorial design (FFD).

The geometric characteristics of the engine are shown in Table 1, where the four rotors are designed
with different airfoil data, including AG 08, AG 25, AH 21, and ARA-D 10%. The outer duct of the
entire engine is approximately a spiral body, because the design of Acut makes the upper end of the
engine casing entrance slightly longer than the lower end. The number of blades of these rotors is
different, which also leads to different base pass times.

Table 1. Main geometric characteristics of the turbofan engine.

Model mfan mcomp mhigh mlow mduct

Airfoil AG 08 AG 25 AH 21 ARA-D 10% —
Outer radius/m 1.485 0.630 0.563 0.806 1.946

Number of blades 12 10 18 16 —
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Based on the above geometric design and related parameters, the entire engine model is built
as shown in Figure 4, where the total length of the engine is 8.501 m. The engine model consists of
the duct, the fan, the compressor, the high-pressure turbine, and the low-pressure turbine. The head
direction of the engine points in the positive direction of the x-axis, and the central axis of rotation
coincides with the x-axis.

Figure 4. Model building and detail display of the turbofan engine.

The low-speed shaft of the turbofan engine is set to 8000 r/min and the high-speed shaft to
10,000 r/min as shown in Table 2 when the engine is working properly. The duct is set to be stationary,
while the fan and the low-pressure turbine rotate around the low-speed shaft, and the compressor and
the high-pressure turbine rotate around the high-speed shaft.

Table 2. Motion parameters of the rotors of the turbofan engine.

Model mfan mcomp mhigh mlow

Rotating speed/r/min 8000 10,000 10,000 8000

Fine meshing of this engine and its components is shown in Figure 5, where the duct model is
composed of the outer duct, the inner duct, and associated support structures. The size data of each
part when determining the high-precision mesh is shown in Table 3, where the global minimum mesh
size has a maximum value of 2 mm, and local density increase technology of the grid is used where the
geometric size changes dramatically, including the leading and trailing edge regions of each rotor.

Table 3. Grid size for each part of the turbofan engine.

Area Maximum Value/mm Area Maximum Value/mm

Global minimum size 2 Fan blade trailing edge 5
Fan blade leading edge 8 Fan blade 25

Fan hub 35 Blade trailing edge of mcomp 4
Blade leading edge of mcomp 10 Blade of mcomp 25

Hub of mcomp 25 Blade trailing edge of mhigh 5
Blade leading edge of mhigh 10 Blade of mhigh 25

Hub of mhigh 25 Blade trailing edge of mlow 6
Blade leading edge of mlow 10 Blade of mlow 25

Hub of mlow 30 Support 50
Inner duct 120 Outer duct 150
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Figure 5. Surface mesh distribution of various components of the turbofan engine.

4. Results and Discussion

Figure 6 supports that the electromagnetic scattering effect of the fan surface also changes in a
very short time (from t = 2.083 × 10−4 s to t = 4.167 × 10−4 s). In the irradiated area of the radar wave,
the upper surface of most of the blades shows a deep red color, indicating that this area is a strong
source of electromagnetic scattering. The hub portion presents a lighter red color because the head
has a conical design that deflects the radar wave to a nonthreatening direction. The blade root forms
a certain occlusion of the joint between the hub and the blade, so a small amount of orange yellow
appears here. These results show that DSM could well simulate the rotation of the blade and calculate
its electromagnetic scattering characteristics.

Figure 6. Surface scattering distribution of the fan, α = 0◦, β = 0◦, and f R = 6 GHz; RCS unit: dBm2.

Blade rotation is a continuous and long-term process when the turbofan engine is running normally.
Therefore, the dynamic electromagnetic scattering characteristics of the various components of the
engine and its entirety require a lot of calculation and analysis as shown below.
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4.1. Effect of Individual Rotor

Figure 7 shows that there is an obvious periodicity in the electromagnetic scattering characteristics
of the fan observed in a long time. It could be seen that the period of dynamic electromagnetic
scattering of the fan is 6.25 × 10−3 s, which is also the basic pass time because the fan uses a uniform
distribution of blade design and the rotating speed remains the same. The maximum RCS of the fan
in one observation period is 4.928 dBm2 appearing at t = 1.875 × 10−5 s, while the minimum size is
−17.35 dBm2 appearing at t = 5 × 10−4 s. This shows that the DSM could capture the electromagnetic
scattering characteristics of the fan well for a long time, and the rotation of the fan will have a greater
impact on this characteristic.

Figure 7. Influence of observation time on dynamic RCS of mfan, α = 20◦ and β = 0◦.

Figure 8 reveals that the electromagnetic scattering characteristics of the low-pressure turbine also
exhibit periodicity within the given observation time. The dynamic RCS period of the low-speed turbine
is still 6.25× 10−4 s because the low-pressure turbine and the fan share a low-speed shaft. The minimum
value of the RCS-time curve of the low-pressure turbine is −26.35 dBm2 at t = 6.25 × 10−6 s, while the
maximum value is −5.983 dBm2 at t = 5.937 × 10−4 s. These results show that the observation time has
a non-negligible influence on the dynamic electromagnetic scattering of the low-pressure turbine.
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Figure 8. Influence of observation time on dynamic radar cross-section (RCS) of mlow, α = 160◦ and
β = 0◦.

As the observation time increases, the RCS of the rotor on the low-speed axis of the engine changes
periodically, while the degree of undulation is large, which will affect the electromagnetic scattering
characteristics of the forward and tail directions of the target.

4.2. Effect of Azimuth Angle

Figure 9 indicates that the dynamic RCS of the fan at different azimuths is very different, including
shape, peak, and range of variation. For the RCS-time curve with α = 0◦, the RCS value is almost
always maintained at 1.708 dBm2, because the fan rotating plane is perpendicular to the radar wave at
this time, causing the electromagnetic scattering change caused by the rotation to be too small to be
found in the current observation scale. When α = 10◦, the overall change of RCS-time curve is relatively
flat, but a peak of up to 17.04 dBm2 appears at t = 2.188 × 10−4 s, because the fan rotates 10.5024◦ at this
time and the fan adopts a gradual twist and a variable chord design, this makes the roots of the blades
in the upper left part and the leading edges of other blades become strong scattering sources. When α
increases from 10◦ to 50◦, the number of fluctuations of the RCS-time curve is obviously increased,
and the variation law is also different, because the angle between the normal direction of the rotating
surface of the fan and the radar wave is getting bigger and bigger, while the electromagnetic scattering
caused by the blades and the hub is getting stronger. The two RCS-time curves of α = 70◦ and 80◦
are similar in shape, while the RCS-time curve with α = 60◦ shows a peak of up to 35.48 dBm2 at
t = 6.188 × 10−4 s, since the fan rotates 35.48◦ at this time, the upper-right part of the upper surface of
the blade makes the main contribution to the peak. It should also be noted that the RCS-time curve at
α = 290◦ shows a peak with a size of 65.86 dBm2 at t = 5.125 × 10−4 s, because the incident wave is
almost perpendicular to the left contour of the front of the hub at this time, the outer end faces of the
left blades, the side of the hub, and the root surface of the blades in the illuminated area all have larger
RCS. These results indicate that the azimuth has a significant impact on the dynamic RCS of the fan.

Figure 10 manifests that as the azimuth increases, the RCS-time curve of the fan gradually becomes
stable overall within the given azimuth range. The RCS-time curve at α = 320◦ generally shows a
wave shape that decreases first and then increases, while the peak value is 8.738 dBm2 appearing
at t = 1.25 × 10−5 s. The minimum value of the RCS-time curve at α = 330◦ is −16.55 dBm2 but the
peak value of the RCS-time curve at α = 350◦ is as high as 43.2 dBm2. When α increases from 320◦ to
360◦, the angle between the normal of the rotating plane of the fan and the radar wave is decreases,
which makes the strong scattering source of the fan surface gradually decrease within the same
observation scale.
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Figure 9. Influence of azimuth on dynamic RCS of mfan, Nobs,fan = 1 and β = 0◦.

Figure 10. Influence of azimuth on dynamic RCS of mfan, α = 320◦~360◦, Nobs,fan = 1, and β = 0◦.

Table 4 presents that azimuth has a very significant effect on the RCS mean of the fan within one
observation period. When α increases from −10◦ to 80◦, the RCS mean in one observation period of the
fan decreases first and then increases, where the maximum difference is 24.115 dBm2. The change in
RCS within ±10◦ azimuths of the head indicates that the dynamic electromagnetic scattering of the fan
will affect the RCS at important azimuth angles in the head direction of the engine.
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Table 4. Influence of azimuth on radar cross-section (RCS) mean of mfan, Nobs,fan = 1, β = 0◦.

α/◦ −10 0 10 20 30

RCS mean/dBm2 23.181 1.709 −0.039 −0.934 1.427
α/◦ 40 50 60 70 80

RCS mean/dBm2 3.883 9.056 16.284 9.748 2.518

Figure 11 demonstrates that the RCS-time curves of the low-pressure turbine at different azimuths
vary widely, including peaks, ranges of changes, and number of fluctuations. For the RCS-time curve
at α = 150◦, the peak value is only −2.155 dBm2 at t = 4.594 × 10−4 s. When α is increased by 10◦,
the RCS-time curve changes in a similar pattern, while the RCS-time curve remains substantially
straight (RCS equals 6.799 dBm2) at the current observation scale when α is increased to 180◦, for the
reason that the normal direction of the rotating plane of the low-pressure turbine is perpendicular
to the radar wave, while the size of the hub is larger than that of the blade, which will form strong
scattering and cover the RCS changes caused by the rotation of the blades. When α continues to
increase to 210◦, the shape of its RCS-time curve is similar to that at α = 150◦, but the peak becomes
−2.808 dBm2 at t = 3.281 × 10−5 s. These results show that the effect of azimuth on the low-pressure
turbine is also evident.

Figure 11. Influence of azimuth on dynamic RCS of mlow, Nobs,low = 1, α = 150◦~210◦, and β = 0◦.

It could be found that although the outer diameter of the low-pressure turbine is smaller than that
of the fan, the RCS generated by the low-pressure turbine in the positive tail direction is larger than the
RCS generated by the fan in the positive head direction.

4.3. Effect of Elevation Angle

Figure 12 investigates that the dynamic RCS-time curves of low-pressure turbines at different
elevation angles vary widely, including curve shape and minimum and maximum position.
When α = 160◦, the increase in the elevation angle will significantly increase the number of fluctuations
in the RCS-time curve. For the RCS curves of α = 200◦, the curves at β = 0◦ and 20◦ are similar in
shape but the undulation strength is somewhat different, where the former peak is −6.064 dBm2 at
t = 4.453 × 10−4 s and the latter has a peak value of −7.715 dBm2 at t = 3.750 × 10−5 s. The increase in
the elevation angle directly increases the angle between the normal direction of the rotating plane of
the low-pressure turbine and the radar wave, which will result in a strong scattering source on the
hub and part of the blade surface. These results show that DSM could well demonstrate the effect of
elevation angle change on the dynamic RCS of the low-pressure turbine and the change at this time is
also not negligible.
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Figure 12. Influence of elevation angle on dynamic RCS of mlow, Nobs,low = 1 and β = (0, 10, 20)◦.

Figure 13 presents that the effect of the elevation angle on the dynamic RCS of the low-pressure
turbine is more pronounced under the current azimuths, including the aspects of minimum values,
peak values, and variation laws. For the RCS-time curve at α = 150◦, the increase in β significantly
increases the fluctuation of the RCS curve, where the minimum values of RCS at β = 0◦, 10◦, and 20◦
are −19.16, −22.25, and −32.06 dBm2, respectively. When α = 150◦, the shape of the RCS-time curve at
β = 20◦ still appears to change too much, where the maximum value is 3.063 dBm2 at t = 1.641 × 10−4 s
and the minimum value is −30.36 dBm2 at t = 9.375 × 10−6 s; the reason for the negative peak here is
mainly the fact that the trailing edge of the blade in the illuminated area, the upper surface of the right
blade, and the head of the propeller hub has a good effect of deflecting radar waves. These results
indicate that the engine will have different stealth responses according to the elevation angle under
current conditions.

Figure 13. Influence of elevation angle on dynamic RCS of mlow, Nobs,low = 1 and β = (0, 10, 20)◦.

Table 5 supports that an increase in the angle of the elevation will have a significant impact on the
RCS mean of the low-pressure turbine at the given azimuths. When α = 150◦ and 210◦, an increase in β
will result in an increase in the RCS mean. However, when α= 160◦ and 200◦, the increase in βwill cause
the RCS mean to decrease and then increase. This shows that choosing the right azimuth and elevation
angle is beneficial to reduce the electromagnetic scattering intensity of the low-pressure turbine.
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Table 5. Influence of elevation angle on RCS mean of mlow, Nobs,low = 1, RCS unit: dBm2.

α/◦ 150 160 200 210

β = 0◦ −6.316 −10.437 −10.862 −6.649
β = 10◦ −5.450 −13.122 −12.813 −5.474
β = 20◦ −0.460 −12.180 −11.966 −0.496

Overall, when approaching the positive tail direction, the RCS index of the low-pressure turbine
generally decreases with the increase in β, noting that α = 180◦ is the positive tail direction.

4.4. Effect of Engine Duct

Figure 14 provides that the addition of engine duct greatly increases the RCS level of the
combination with the fan within the given azimuth and observation time. When α = 0◦, the rotation of
the fan still cannot show the change of the RCS of the assembly at the current observation scale, because
the radar wave at this time is perpendicular to the normal of the rotation plane of the fan, and the
scattering caused by the blade is too weak. When α is gradually increased to 20◦, the fluctuation of the
RCS-time curve is enhanced, including the number of fluctuations and peaks. The shape of the RCS
time curve is similar when α = 30◦ and 40◦, but the latter has more minimum values. In the negative
azimuth range of the head direction, the RCS-time curve at α = 320◦ and 340◦ varies in a similar range.
As the azimuth angle is further restored to the head position, the angle between the radar wave and
the rotation plane of the fan gradually approaches zero, which causes the RCS to remain unchanged.
Therefore, it could be seen that the RCS-time curve at α = 350◦ changes slowly overall, except for the
two peaks. The RCS of the fan and duct combination at α = 360◦ is maintained at 13.66 dBm2, which is
much higher than the RCS level of the individual fan (1.708 dBm2), because the large casing of the
duct has more sources of strong scattering, such as the duct lip with a large curvature. These results
indicate that the engine’s duct is also an important source of strong scattering but not a dynamic source
of scattering here.

Figure 14. Cont.
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Figure 14. The dynamic RCS of mfan + mduct, Nobs,fan = 1, α = (0~40 and 320~360)◦, and β = 0◦.

Figure 15 implicates that the RCS curve under the omnidirectional angle of the engine is obvious
and cannot be ignored, while the RCS-time curves under different heading azimuths are very different.
When t = 1.875 × 10−4 s, the peak value in the omnidirectional angle of the engine is 42.62 dBm2 at
α = 0◦, while that of the engine at t = 3.75 × 10−4 s is 55.41 dBm2 at α = 215.8◦ because the trailing edges
and facets of the right blades of the low-pressure turbine is not easy to deflect the incident wave at this
time. The RCS peaks at α = 90◦ and 270◦ at different times appear larger and stable, which is mainly
due to the mediocre design of the huge engine duct. When α increases from 0◦ to 20◦, the dynamic
RCS curve of the engine becomes more fluctuating, but the peak and RCS averages decrease, because
the strong scattering source at this time is mainly reflected in the duct of the engine, the azimuth angle
increases, and the strong scattering source on the lip in the illumination area is transferred to the side
of the duct. These results show that the omnidirectional RCS of the engine changes dynamically with
time, and the difference of dynamic electromagnetic scattering at different azimuths is obvious.

Figure 15. The dynamic RCS of mengine, Nobs = 1 and β = 0◦.

Figure 16 suggests that the engine duct has an important effect on the electromagnetic scattering of
the entire engine in the current observation azimuth and time. For the engine scattering characteristics
at t = 1.875 × 10−4 s, it could be found that there are more dark red areas in the lip of the inlet, and more
red areas are distributed on the right side of the duct. The left side of the fan and the inner side of the
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left side of the duct show more orange red. When t is increased to 3.75 × 10−4 s, the light and dark
areas of the engine duct surface and its color distribution hardly change, while the color distribution of
the fan surface has changed slightly and the least obvious is the blade color of the tail of low-pressure
turbine, because the fan, compressor, and inner and outer ducts block more radar waves, making it
difficult for them to reach the low-pressure turbine at the tail. These results indicate that the rotors
inside the engine will have a dynamic effect on the electromagnetic scattering of the engine while the
outer casing occupies more sources of strong scattering.

Figure 16. Surface electromagnetic scattering characteristics of mengine, α = 20◦ and β = 0◦;
RCS unit: dBm2.

Overall, the dynamic electromagnetic scattering characteristics of the engine are very obvious,
and the RCS is different under different azimuth and observation time. Studying the dynamic
electromagnetic scattering of the engine is of great significance to the head and tail RCS characteristics
of the aircraft.

5. Conclusions

This paper establishes a dynamic scattering method to investigate the electromagnetic scattering
characteristics of a biaxial multirotor turbofan engine. Through these studies, the following conclusions
could be drawn:

1. The electromagnetic scattering characteristics of each rotor during steady engine operation are
periodic, and the period is equal to the base pass time of the rotor at the current rotating speed;

2. The azimuth and elevation angles have a large impact on the dynamic RCS of the engine. The fan
has a great influence on the change of the engine head to the RCS, while the low-pressure turbine
has a greater influence on the engine tail RCS;

3. The engine duct will greatly increase the RCS level of the entire engine, but will also block the
scattering of its internal components. Front and rear rotors are the main influencing factors of
engine dynamic RCS.

Future research work can focus on the electromagnetic scattering characteristics of the rotor at
different engine speeds, the effect of engine dynamic RCS on aircraft stealth performance, and the
change of aircraft attitude on engine RCS.
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Nomenclature

α the horizontal angle between radar station-engine connection and the positive x-axis
β the elevation angle between the radar station and the engine
θ rotation angle
θb angle between adjacent blades
D distance between the radar and the target
c electromagnetic wave propagation speed
Vtip line speed of the blade tip
σ radar cross-section
ωl angular velocity of the low-speed shaft
ωh angular velocity of the high-speed shaft
mengine the model of the engine
Mengine the grid coordinate matrix of the engine model
tbase base pass time
Nfan number of fan blades
ε a custom difference
Tobs total observation time
t observation time
Subscript

fan fan
comp compressor
high high-pressure turbine
low low-pressure turbine

Appendix A

The RCS algorithm test is shown in Figure A1, where the electromagnetic scattering characteristics of the
fan model are investigated under different radar wave frequencies, different numbers of grids, and different
polarization modes. The RCS-α curves are generally similar at different radar wave frequencies, where RCS
average increased from less than 9 to 9.805 dBm2 as f R increased from 2 to 12 GHz. When the number of grids is
greater than 1.002 × 105, the calculation results of RCS tend to be stable. The fewer meshes, the rougher the model
displayed, the faster the calculation speed, but the larger the error. The more the grids, the more accurate the
model is described, the calculation speed is reduced but the results are accurate. In order to take into account
the calculation speed and grid accuracy, the number of grids and the size of the grid at this time are set as the
benchmark. The RCS curves under different polarization methods are almost the same, and the difference is less
than 0.051 dBm2.
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Figure A1. RCS algorithm test with mfan, α = 0~360◦, β = 0◦, and t = 1.25 × 10−4 s.
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Abstract: In recent years, the development of hybrid powertrain allowed to substantially reduce the
CO2 and pollutant emissions of vehicles. The optimal management of such power units represents
a challenging task since more degrees of freedom are available compared to a conventional pure-
thermal engine powertrain. The a priori knowledge of the driving mission allows identifying the
actual optimal control strategy at the expense of a quite relevant computational effort. This is realized
by the off-line optimization strategies, such as Pontryagin minimum principle—PMP—or dynamic
programming. On the other hand, for an on-vehicle application, the driving mission is unknown, and
a certain performance degradation must be expected, depending on the degree of simplification and
the computational burden of the adopted control strategy. This work is focused on the development
of a simplified control strategy, labeled as efficient thermal electric skipping strategy—ETESS, which
presents performance similar to off-line strategies, but with a much-reduced computational effort.
This is based on the alternative vehicle driving by either thermal engine or electric unit (no power-split
between the power units). The ETESS is tested in a “backward-facing” vehicle simulator referring
to a segment C car, fitted with a hybrid series-parallel powertrain. The reliability of the method
is verified along different driving cycles, sizing, and efficiency of the power unit components and
assessed with conventional control strategies. The outcomes put into evidence that ETESS gives fuel
consumption close to PMP strategy, with the advantage of a drastically reduced computational time.
The ETESS is extended to an online implementation by introducing an adaptative factor, resulting in
performance similar to the well-assessed equivalent consumption minimization strategy, preserving
the computational effort.

Keywords: hybrid powertrain; optimization strategy; computational efficiency; energy management;
fuel economy

1. Introduction

Nowadays, the main purpose for vehicle manufacturers is the reduction of CO2 and
pollutant emissions. Since hybrid electric vehicles (HEVs) have shown a high potential to
pursue this aim, if compared to conventional vehicles, their development is continuously
improving [1]. The way forward to achieve this outcome is the realization of a more
sophisticated control strategy of the powertrain. A hybrid powertrain consists of a thermal
unit (internal combustion engine—ICE), coupled to one or more electric units in series
and/or parallel, connected to an energy storage device, generally a battery [2]. Regardless
of the hybrid architecture, a key role is played by the control strategy. Its task, once
fixed, the power demand at the vehicle wheels is to determine the optimal power to be
delivered/absorbed by the available units. As known, the focus for a control strategy is the
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minimization of the fuel consumption along a path, instead of decreasing, at each instant
of time, the fuel flow rate.

Hybrid powertrains most frequently exhibit a disposition in parallel to the ICE and
of an electric motor (EM). In such configurations, at each time, the control problem pro-
vides for the identification of the power-split (PS) between the units. Aiming to the more
adaptable and efficient management of the phases to charge the battery, a second elec-
tric unit (electric generator—EG), linked to the thermal engine in series, is sometimes
installed. Several optimization logics have been developed for HEV in order to maximize
the fuel economy.

One of the most widespread approaches is the dynamic programming (DP) method [3]
that solves the problem numerically to identify optimal global behavior according to the
complete speed profile and topology of a driving scenario [4]. This procedure, in addition
to being highly time-demanding, cannot be directly employed in a real-time application
since it needs future event information. The DP, along with other methodologies, because
of “a priori” knowledge of future data, is qualified as a global optimization strategy (GOS).
This strategy can be effectively utilized to develop the design of a new powertrain archi-
tecture, and it is able to provide useful directions to define heuristic control strategies [5].
To get around the problem of knowing the future events, the stochastic DP algorithm
was developed by determining, over different driving cycles, the driver power demand
sequence on the basis of the Markov chain [6]. Nevertheless, the abovementioned DP
variant is however affected by the computational matter for real-time implementation.

A different approach consists of the use of conventional analytical optimization meth-
ods to solve the problem of HEV energy management, e.g., the Pontryagin minimum
principle (PMP) [7]. It relies on the instantaneous minimization of the Hamiltonian function
when determined the costate optimal trajectory. This method needs to know the driving
mission to achieve the energy balance condition for the battery between the start and end
of the driving mission, which is a regulatory requirement for HEV certification. Further,
difficulties in the PMP application arise when including state constraints in the problem
definition. A possible solution is to combine the PMP with a penalty function approach [8].
The aim is to increase the Hamiltonian value whenever the optimal trajectory violates its
constraints. An effective penalty approach through an implicit Hamiltonian minimization
is employed in [9] with several states and inputs under mixed input–state constraint.

The application of real-time local optimal solution leads to long optimization time and
computational complexity [10]. Because of these issues, to improve the efficiency of the
optimization process, different solutions have been proposed, such as the application of an
approximate PMP algorithm [11]. Through the introduction of a simple convex approxima-
tion to the local Hamiltonian, this strategy, before deciding on the optimal control for the
powertrain, only requires the calculation and comparison of five candidate Hamiltonians.
Another crucial matter of these approaches is related to the operating domain discretization
of the powertrain components, relying on the conflicting requirements of fine control and
computational effort.

The above-described strategies can be upgraded to an online version, overcoming
the problem due to the lack of information on future events. One of the most common
methodologies is the equivalent consumption minimization strategy (ECMS) [12], consid-
ered as an extension of the PMP [13]. This approach aims to minimize online equivalent
fuel consumption, also taking into account a contribution associated with the battery power
consumption via an equivalence factor, s0. To realize online applications, the adequacy is
achieved by an adaptive s0, modified by a fuzzy PI controller [14], or by a correction term
associated with the battery state of charge (SoC) [15]. Another option for the correction is
the use of a 2-dimensional look-up table, derived from an equivalence factor optimization
and then applied for real-time adjustments [16]. Once tuned, these approaches showed
suboptimal performance, although quite similar to off-line approaches [17–19]. Once more,
if it is required a dense discretization to explore the performance maps of powertrain
subcomponents, the computational time represents a remarkable issue.
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In the light of the above evidence, the main purpose of this work is to develop a
simplified control strategy, simultaneously featured by performance similar to PMP/ECMS
one, but extremely efficient from a computational point of view compared to the above ap-
proaches. As highlighted by the analysis of the current literature [9–11], the computational
effort still remains an open point in the development of optimal control strategies, especially
if those strategies are intended for real-time implementation. The computational efficiency
is the most relevant aspect addressed in the development of the proposed strategy.

The power-split principle is not utilized, substituted by an alternate utilization of
thermal and electric units named efficient thermal electric skipping strategy (ETESS). The
choice between the traction modality, at each time, relies on the evaluation of an equivalent
fuel rate considering pure electric driving, compared to actual fuel rate considering a pure
ICE driving. The ETESS is employed in an “in-house developed” simulation platform
and tested on a reference C-class vehicle, considering different powertrain variants and
along different driving cycles. In the following, the tested HEV architecture and features
are described, then the ETESS is detailed. Lastly, the outcomes of the proposed control
strategy are processed and compared to PMP and ECMS methodologies, in off-line and
online variants, respectively.

2. HEV Architecture

The powertrain architecture of the tested C-class vehicle is a combined series/parallel
hybrid power-unit, as represented in Figure 1. The powertrain is featured by an ultra-
efficient ICE (labeled as engine 1), two electric motor/generator units (EM and EG), a
battery (Ba), three clutches (Cl1–3) and two gearboxes (GB1–2). The main data concerning
the vehicle and the powertrain components are collected in Table 1 [20,21]. Due to the
presence of three clutches, the powertrain can flexibly switch between series and parallel
modes, excluding the mechanical connection with the components which are not used, to
minimize the losses. In the series modality, the EM moves the vehicle, while in parallel
mode, both thermal engine and EM are used to fulfill the power demand at the wheels. In
this last case, the most common optimal control strategies involve a power-split between
EM and ICE. In both series and parallel modes, the battery can be charged through the EG.
The regenerative braking is made by EM.

Figure 1. Powertrain schematic of the tested hybrid electric vehicles (HEV).

This work deals with a prototype vehicle, equipped by a very efficient ICE (engine 1),
under development [22], and whose features are listed in Table 2. The main feature of
engine 1 is to operate in ultra-lean conditions, resulting in very high efficiencies over the
entire operating domain. The ultra-lean mixture is realized thanks to a two-stage boosting
system composed of a variable geometry turbocharger and an E-compressor. The battery
supplies the energy to move the E-compressor, as schematically represented in Figure 1 by
a red dashed link which connects Ba and ICE icons.
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Table 1. Main characteristics of the tested HEV.

Vehicle

Mass, kg 1730
Car aero drag, m2 0.775

Tire rolling resistance coef., - 0.008
Wheel diameter, m 0.723

Axle ratio, - 4.4
Axle inertia, kgm2 1.5

Electric Generator

Max power, kW 55
Max torque, Nm 165

Inertia, kgm2 0.10

Electric Motor

Max power, kW 50
Max torque, Nm 240

Inertia, kgm2 0.10

Battery

Internal resistance, ohm 0.375
Voltage, volt 400.0

Energy density, Wh/kg 170.0
Usable battery sizing, kWh 0.50

SoC limits, - 0.2–0.9

Gear-Box1

Gear 1 ratio, - 2.72
Gear 2 ratio, - 1.64
Gear 3 ratio, - 0.99
Gear 4 ratio, - 0.60

Gear-Box2

Gear 1 ratio, - 2.67
Gear 2 ratio, - 1.03

Table 2. Main characteristics of the engines 1 and 2.

Engine Main Specifics Engine 1 Engine 2

Displacement, cm3 1633.1 875.4
Max power, kW 125 62.6

Minimum BSFC, g/kWh 182 240
Inertia, kgm2 0.35 0.29

The model-estimated brake specific fuel consumption (BSFC) map of engine 1 is
reported in Figure 2a. This last also shows an intermediate black dashed line that corre-
sponds to a smaller engine characterized by a halved rated torque. The map of the power
consumption of the E-Compressor is shown in Figure 2b. The efficiency maps of EM and
EG were generated with an electric motor map creation tool in Simcenter Amesim [23].
These maps, depicted in Figure 3a,b, are representative of typical synchronous electric
motors under 400 V. The efficiency maps and the maximum torque are modeled assuming
a perfect symmetry of the performance for motor/brake operations. This means that the
maps in Figure 3a,b are also representative of efficiency with a negative torque, and the
maximum absorbed torque is equal to the maximum delivered torque.
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(a) (b) 

Figure 2. Maps of thermal engine 1 brake specific fuel consumption (BSFC), g/kWh, (a) and E-compressor power consump-
tion, kW, (b).

  
(a) (b) 

Figure 3. Efficiency maps (-) of electric motor (EM) (a) and electric generator (EG) (b).

Aiming at testing the robustness of the proposed control strategy, as said, some
analyses are performed with a more conventional turbocharged downsized stoichiometric
engine, labeled as engine 2 [24], whose BSFC map is shown in Figure 4.

Figure 4. Thermal engine 2 BSFC map (g/kWh).

3. Vehicle and Powertrain Modeling

The simulation platform is an “in-house developed” software implemented in the
Fortran language (UniNa vehicle simulation, UNVS) [21]. In this framework, the vehicle
is characterized by the data listed in Table 1 (mass, aerodynamic coefficient, etc.), while
each component of the powertrain and of the vehicle is defined by a lumped-parameter
approach. The control is handled by a “backward-facing” (quasi-static) method [25]. The
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tractive demand at the wheels takes into account the inertial forces (associated with the
vehicle and rotating parts), resistances (aerodynamic and rolling load) and road grade.
Finally, the thermal unit and the electric motors are described by a quasi-steady map-based
approach. Particularly, for the ICE, the BSFC map is implemented, storing the BSFC levels
as a function of the engine rotational speed and brake mean effective pressure (BMEP),
while, for the electric units, the efficiency maps are considered, the function of rotational
speed and delivered/absorbed torque. For both thermal and electric units, the maximum
and minimum torque curves are assigned. A linear interpolation approach is employed
to extract BSFC, efficiency, maximum and minimum torque values from ICE and electric
unit performance maps. A simplified SoC model is employed to describe the battery
behavior, where Joule losses are introduced by a constant internal resistance [13]. The
gearboxes are characterized by constant efficiencies of 0.97. The fuel consumption of
the ICE at zero or negative load is estimated by a torque-dependent linear extrapolation
method, by following [26]. The ICE thermal transient is not modeled, resulting in a null fuel
consumption penalization at cold start. The reliability of the physics behind the adopted
simulation platform has been checked in a previous work through the assessment with
commercial software, as detailed in [21]. Despite the abovementioned simplifications, the
adopted approach can be considered accurate enough to be employed for the illustration
of the potential of the ETESS.

4. State of Art for Hybrid Powertrain Management Strategy

Any control strategy for vehicle powertrain aims to minimize predetermined quanti-
ties such as the consumed fuel or the pollutant emissions along a driving mission, fulfilling
some constraints, e.g., complying with maximum or minimum engine torque or rotational
speed, etc. A simplified procedure, largely applied, requires minimizing a combination of
the abovementioned parameters resulting in the following mathematical formulation of
the problem:

argmin
u(t)

J[x(t), t]

u(t) ∈ U
x(t) ∈ X

(1)

where J represents the performance index to minimize, x indicates the generic state variable,
and u is the generic control variable, while X and U are the related ranges of variation. J is
the integral of a cost function L from t0 to t plus the difference between the current and the
initial state variable, through the penalization factor b.

J[x(t), t] =
t∫

t0

L[x(t), u(t), t]dt + β(x(t0)− x(t)) (2)

Since the widespread hypothesis considers the consumed fuel along the driving cycle
as the parameter to minimize, the only state variable given is the battery SoC, while the
power-split between the thermal engine and electric units (u = Pel/Pdem) represents the
control variable. Under those simplifications, the cost function is arranged as:

J[x(t), t] =
t∫

t0

.
m f [u(t), t]dt + β(SoC(t0)− SoC(t)) (3)

On the right of Equation (3), the second term is a global constraint for the considered
state variable.
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4.1. Pontryagin Minimum Principle

For the PMP strategy, at each time, the optimal solution is found through the mini-
mization of the Hamiltonian function:

H[u(t), SoC(t), t, λ(t)] =
.

m f [u(t), t] + λ(t)S
.
oC[u(t), SoC(t), t] (4)

where λ(t) is the costate, and its dynamic equation is given by:

.
λ(t) = −H[u(t), SoC(t), λ(t), t]

∂SoC
= −λ(t)

∂S
.
oC[u(t), SoC(t), t]

∂SoC
(5)

According to the prevailing assumption, for which the SoC time derivative is not
dependent on its current level [13], the costate is constant over time, whereas the optimal
costate, identified as λ*, needs only to fulfill the energy balance for the battery between the
start and the end of the driving cycle:

SoC(t0) = SoC
(

t f

)
(6)

λ* can be evaluated only by defining “a priori” the vehicle driving mission, depending
on the knowledge of future information. If the Hamiltonian cannot be given as an explicit
function of the control variable, to solve the problem, a discretization of the control variable
domain at each simulation step is mandatory. By varying the grid sizing, the problem’s
solution may exhibit variations, resulting in a quite different cost function minimum and
control variable trajectory. Using finer grids leads to better outcomes, but the computational
time could become a problem to be reckoned with.

4.2. Equivalent Consumption Minimization Strategy

The ECMS may be deemed as an online variant of the PMP [13]. This method requires
to minimize an equivalent fuel rate at each time, that is, the sum of the actual fuel rate and
of a contribution arising from the battery electrical power by using an equivalence factor,
as stated here below:

.
meq[u(t), t] =

.
m f [u(t), t] + s0

Pbat[u(t), t]
LHV

(7)

LHV is the lower heating value of the fuel, Pbat represents the power released or absorbed
by the battery, and s0 an equivalence factor. A piecewise linear type of description concerning
s0 (different for battery charge and discharge phases) demonstrates realizing very close to
the optimal powertrain management but requires to be adjusted depending on the vehicle
characteristics and driving mission [18]. Several methodologies have been developed aiming at
achieving an adaptative adjustment of the equivalence factor [14,15,18,19]. Some of these are
developed according to the outputs deriving from off-line optimization strategies [15,16].
The impact on performance by applying a constant value for s0 was evaluated in [18] by
determining results very close to the optimality.

Between the available alternatives, a very robust methodology presents an equiva-
lence factor correction based on the difference between the current SoC level and a target
value [14]. The correction is computed by a PID controller, expressed as:

scorr(t)− s0 = KpΔSoC + Ki

∫ t

0
ΔSoCdτ + Kd

d
dt

ΔSoC (8)

ΔSoC = SoC(t)− SoCtarget (9)

where SoCtarget is a reference SoC level, and ΔSoC is the error between the current SoC
and the above reference. The first term on the right hand of Equation (8) represents a
proportional correction term, whereas the second and the third ones are an integral and a
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derivative correction, respectively. Considering the online optimization described in the
next sections, this widespread method is chosen to achieve the strategy adaptivity.

5. Description of the Efficient Thermal Electric Skipping Strategy

As opposed to the power-split concept, the basic idea of ETESS is to alternatively
employ the electric units and thermal engine to fulfill the power demand at the vehicle
wheels, Pdem. The choice between the power units is realized, at each time, comparing
the actual fuel consumption of the thermal engine that operates to fully satisfy the power
demand,

.
m f ,th, and equivalent fuel consumption,

.
m f ,el , related to a vehicle pure electric

driving. While the first fuel rate,
.

m f ,th is straightforwardly calculable, the definition of
the second one is the most critical issue for the strategy implementation. The value of
.

m f ,th, for each available gear ratio, nGB1, is based on the power demand, Pdem, and on
the losses in the GB1 and in the differential (see power flux in Figure 5a), resulting in the
following expression:

.
m f ,th

(
nGB1

)
=

Pdem · BSFC
(
nGB1

)
ηGB1

(
nGB1

)
ηdi f f

(10)

where ηGB1 is the efficiency of GB1 and BSFC is the actual fuel consumption of the engine
that operates with the load and speed enforced by the vehicle speed and by Pdem.

 
(a) 

(b) 

Figure 5. Power flux in pure thermal (a) and pure electric driving (b).

The idea to identify the fuel rate
.

m f ,el is that in a pure series-electric driving, the power
delivered by the EM is produced by the thermal engine in an undefined time, and working
in its optimal operating point, featured by a BSFCmin. In a pure series driving, the power
flux from the thermal engine to the wheel entails some losses in the EG, in the EM, in the
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battery, in the GB2, and in the differential, and it can be quantified by the efficiencies of
each component (see power flux in Figure 5b). In a pure electric mode, the equivalent fuel
consumption is thus defined by multiplying Pdem and an “adapted” BSFCmin, corrected by
the abovementioned efficiencies to consider the losses from the ICE to the wheels.

.
m f ,el = c0 · Pdem · BSFCmin

ηGB2 ηEG,charge ηEM ηdi f f
(11)

where ηGB2, ηEG,charge, ηEM and ηdiff are the efficiencies of GB2, EG, EM, and differential,
respectively, and c0 is a tuning constant. Note that ηEG,charge represents the EG efficiency
computed in the torque-speed couple where the battery charge occurs, which in turn
depends on the engine operating point of minimum BSFC. The tuning constant c0 is
introduced to achieve the energy balance for the battery, as expressed by Equation (6). The
choice between either pure thermal or electric driving is carried out based on the inequality
below: { .

m f ,el <
.

m f ,th ⇒ pure electric mode
.

m f ,el >
.

m f ,th ⇒ pure thermal mode
(12)

In this comparison, the gear ratio which involves the lowest fuel consumption is
chosen for the definition of

.
m f ,th. If the maximum power delivered by the thermal engine

for a certain gear ratio, PICE,max (nGB1), is lower than the power demand, the fuel rate is
corrected as:

.
m f ,th

(
nGB1

)
= PICE,max

(
nGB1

) · BSFC
(
nGB1

)
+ Δ

.
m f ,el

(
nGB1

)
(13)

Δ
.

m f ,el
(
nGB1

)
= c0 ·

(
Pdem − PICE,max

(
nGB1

)
ηGB1

(
nGB1

)
ηdi f f

)
· BSFCmin

ηGB2 ηEG,charge ηEM ηdi f f
(14)

where the first term of Equation (13) is the fuel rate when the engine operates at its
maximum power and the second term, Δ

.
m f ,el , represents an equivalent fuel consumption

needed to fulfill the power demand with the support of the electric motor. This is expressed
by Equation (14).

A simplified explanation of the ETESS principle can be associated with a specialization
of the ECMS, where the only acceptable values for the power-split are either 0 or 1. Even if
introducing this simplification means to realize a certain fuel economy penalization, a dras-
tic decrease in the computational effort is expected. This tradeoff between computational
effort and fuel economy will be illustrated in Section 7.

Returning to the ETESS logic description, once the wheel power demand becomes
negative, regenerative braking is realized by the EM.

A flowchart summarizes the ETESS logics in Figure 6. This underlines the choice
between a pure electric or thermal driving, based on the fuel rates

.
m f ,th and

.
m f ,el , and

the activation of a parallel mode only when the ICE or the EM cannot fulfill by itself
the power demand. Depending on this methodology, the battery charge is actuated,
especially when the vehicle brakes rather than in a phase featured by positive power
demand. Thus, it is possible to reduce as much as possible the energy flux from the
ICE to the battery (throughout the electric units) with the aim to minimize the correlated
unavoidable mechanical and electrical losses.

Along a driving cycle, if the torque limits for each unit (thermal and electric) are
not overcome, the only energy available to perform a pure electric driving is the one
recuperated by the regenerative braking, while the thermal engine, once switched on, will
provide the power strictly required to drive the vehicle.

According to the simple inequality of Equation (12), choosing between pure electric
or thermal driving is straightforward, without requiring a discrete map exploration. To
evaluate

.
m f ,th, the engine operating point is univocally identified by the vehicle speed, by

the tractive power demand, and by the losses along the driveline from the wheels to the
engine. Likewise, also the fuel rate

.
m f ,el for a pure electric driving is univocally defined by
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the vehicle speed, by the traction power demand, and by the losses along the driveline,
and furthermore by the dissipations in the electric units.

Finally, it is worth highlighting the versatility of the proposed control strategy, also
considering its suitability to any hybrid powertrain fitted with a gearbox. The application
here reported will represent just an example for a quite complex test case.

 
Figure 6. Flowchart that schematizes the ETESS logics.

6. Issue for the Strategy Implementation in the Vehicle Simulator

For the PMP and ECMS implementations, a grid is defined for the exploration of the
EM and EG efficiency maps, composed of 29 and 19 torque levels for each rotational speed,
respectively. This choice represents a reasonable compromise between computational effort
and the degree of accuracy of the solution, as proved by the parametric analysis discussed
in the next section. No gridding is needed for access to the engine BSFC map since the
engine load level is univocally identified by the power demand at the vehicle wheels and
by the torque levels of the electric units, which in turn are iteratively explored by the
above grids.

For the ETESS implementation, the power request for both EM, EG and ICE is uni-
vocally determined (once assigned the gear number), and for this reason, no gridding
is required. This characteristic is expected to drastically improve its simulation time
in comparison with PMP, ECMS or GOS in general. However, the ETESS undergoes a
drawback analogous to the PMP one, i.e., the requirement of a priori knowledge of the
speed-profile aimed at selecting the value of c0. Anyway, it can be easily extended to
a real-time implementation introducing an adaptive correction for c0, similarly to the
ECMS method.

Whatever is the employed strategy, either PMP, ECMS or ETESS, a minimum dwell
time of 1 s for the vehicle state (gear number or driving mode—either series or parallel)
is imposed, and a fuel consumption penalization of 0.5% is introduced in case of state
variation. In this track, a battery power consumption is assumed when the engine is
turned on (4.8 kW along 1 s). As known, the intensity of the above penalizations, on one
side, allows to reduce control instabilities, but, on the other side, affects the overall fuel
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consumption over a driving mission. The selected intensities of the above penalizations aim
to result in an as low as possible fuel consumption but would require some adjustments if
the strategies are applied in more advanced simulation platforms (dynamics forward-facing
models) or on real on-vehicle testing.

7. Discussion of ETESS Potential

Preliminarily, the assessment in off-line simulations between the ETESS and the PMP
is described for the tested HEV by considering different powertrain designs and driving
cycles. For each tested case, the constants λ* and c0 are case-by-case tuned, aiming at
obtaining the battery energy balance between the cycle start and end (Equation (6)). In
Table 3, all the examined configurations are reported, pointing out the driving cycles and
the powertrain features. The driving cycles considered are six. Specifically, cases from
#1 to #7, cases #10 and #11 are referred to common speed missions (standardized WLTC
and Artemis variants), where cases #8 and #9 correspond to real driving emissions (RDE)
compliant cycles provided by the European Commission’s Joint Research Center. For those
two cases, the speed and altitude profiles are depicted in Figure 7, whereas in Table 4, their
main data are listed (additional information on these two RDE-compliant cycles is available
in the annex of [27]). The choice to include the analyses along RDE-compliant cycles is not
estimating the CO2 emissions, for which those cycles were defined, but to verify the ETESS
potential also in real driving conditions.

Table 3. Simulation plan.

Case # Driving Cycle ICE EM EG Ba

1 WLTC Base1 Base Base Base
2 WLTC Red1 Base Base Base
3 WLTC Base1 Red Red Base
4 WLTC Red1 Red Red Base

5 Artemis
Motorway Base1 Base Base Base

6 Artemis Road Base1 Base Base Base
7 Artemis Urban Base1 Base Base Base
8 RDE1 Base1 Base Base Big
9 RDE2 Base1 Base Base Big

10 WLTC Base2 Base Base Base
11 WLTC Base2 Red Red Base

Table 4. RDE-compliant cycles main data. Reproduced from [27], Publications Office of the European
Union: 2019.

Driving Cycle Main Characteristics RDE1 RDE2

Length, m 93,939 78,853
Duration, s 6693 5599

Mean speed, km/h 56.2 56.3
Max speed, km/h 126 129
Mean accel., m/s2 0.39 0.41
Max accel., m/s2 3.33 5.04

Mean decel., m/s2 −0.42 −0.43
Max decel., m/s2 −3.14 −3.38
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Figure 7. RDE-compliant cycles target speed and altitude profiles.

The variants of the powertrain are synthetically described in Table 3, where “Base” is
referred to the baseline performance, while “Red” refers to motor or engine with reduced
maximum performance, keeping the same rotational speed range. Considering the ICE
column, the subscript 1 or 2 indicates the thermal engine used between the two ones
introduced in Section 2. The “Red” configuration of the thermal engine entails maximum
performance halved compared to the baseline. The “Red” variant of electric units presents
a power limit reduction of 80% with respect to the reference. For both thermal and electric
units, BSFC and efficiency iso-contours are not adapted as against the baseline engine ones,
shown in Figures 2 and 3. In other words, the power units are assumed to work with
reduced limits but without modifying their efficiency. The last column, describing the
battery size, indicates for cases #8 and #9 a doubled capacity (“Big”). Without a resizing of
the battery, the RDE-compliant cycles could not be performed without fully discharging
the battery, hence without respecting the constraints of the optimization problem expressed
by Equation (1).

For the sake of brevity, in the following detailed results will be presented for cases
#1, #4, #10 and #11. Starting from case #1, as can be observed in Figure 8, ETESS and
PMP provide almost superimposed results of EM (Figure 8c) and ICE (Figure 8b) powers,
which reflects on the trends of fuel rate (Figure 8f), SoC (Figure 8e) and selected gear
number (Figure 8g). The power-split trend in Figure 8h (upper side) points out that the
PMP switches between 0 and 1, even if a modulation between those extreme levels is
potentially available. The ETESS profile is superimposed in most parts of the cycle. The
bottom part of Figure 8h shows the ratio between the power of EG and ICE. It can be
observed that the PMP chooses to realize a very limited battery charging through the EG,
which determines an SoC profile similar to the ETESS one, for which the battery charging
by the ICE is disabled. Although not explicitly shown in the presented results, it is worth
noting that, when the power-split is equal to 1, the series mode is activated and the clutch
number 1 (see Figure 1) is open, while the opposite occurs if the power-split is lower than 1
(parallel mode).
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Figure 8. Pontryagin minimum principle (PMP)-ETESS comparisons of ICE power (b), EM power
(c), EG power (d), SoC (e), fuel rate (f), gearboxes (GB1) number (g) and vehicle mode (h) along the
WLTC (vehicle speed—(a))—case #1.

As stated above, in case #4, the powertrain characteristics are changed due to a reduc-
tion of the maximum ICE torque that corresponds to the BMEP dashed line in Figure 2,
and by decreasing of 80% the maximum and minimum torque for the electric motors. The
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assessments in Figure 9 depict greater differences between the PMP and ETESS, compared
to case #1.

 

 

Figure 9. PMP-ETESS comparisons of ICE power (b), EM power (c), EG power (d), SoC (e), fuel rate
(f), GB1 number (g) and vehicle mode (h) along the WLTC (vehicle speed—(a))—case #4.
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For the ETESS, because of the impossibility of an EG battery charging, pure ICE driving
is very often chosen (Figure 9b). On the contrary, for the PMP, in most parts of the driving
cycle with positive power demand, the EG battery charging is activated (Figure 9d). This
allows employing the EM more frequently compared to ETESS (Figure 9c). As well as case
#1, an alternate utilization of ICE and EM is prevalently chosen by both PMP and ETESS
(power-split either 0 or 1 in Figure 9h). However, in case #4, a power-split is applied by both
control strategies, especially when a higher gear ratio is chosen. In those circumstances,
the ICE attains the maximum power limits and support from the EM are needed to fulfill
the power demand. To this aim, it can be observed, as an example, the trends around
1700 s. At this time, the longest available gear number is selected (Figure 9g); consequently,
the thermal engine operates at a reduced speed, its output limit is attained, and a certain
contribution of EM is mandatory.

Cases #10 and #11 differ from cases #1 and #2 because of the thermal unit. The
thermal engine 2 is characterized by a displacement and a maximum power about halved
if compared to thermal engine 1. Its BSFC map, in Figure 3, shows higher values of
consumption all over the operating domain. For the PMP, the worst performance of
the thermal unit reflects in less use of battery charging through the EG, as shown in
Figures 10d and 11d. Once again, an alternate utilization of pure ICE or EM driving
is mainly preferred, as shown in Figures 10h and 11h. Those choices make the ETESS
control very similar to the PMP, as highlighted by the power profiles of ICE and EM, in
Figure 10b,c and Figure 11b,c. Some differences emerge in the high-speed portion of the
driving cycle (between 1550 s and 1700 s), where sometimes a hybrid ICE/EM driving is
selected by the PMP, while this does not occur for the ETESS.

From an overall analysis of the instantaneous profiles for the two confronted control
strategies, it turns out their significant coherence. A global comparison between ETESS and
PMP is made by the bar charts shown in Figure 12. The bars correspond to the consumed
mass of fuel per kilometer for all the considered cases, and, over each couple of bars, is
reported the fuel consumption percent difference (assuming as a reference the PMP level).
The ETESS behaves similarly to PMP, with an average fuel consumption increase of about
0.4% and, in most cases, below 0.5%. Limiting the analysis to the cases with engine 1,
greater differences emerge when the electric unit sizing is reduced (cases #3 and #4) or
when the electric driving is limited (cases #7). Following in the ETESS/PMP comparison
assessment, very similar fuel consumptions occur for the base powertrain over substantially
different driving cycles (Cases #1, #5, #6, #7, #8). This result appears relevant considering
that those cycles differ in terms of both power demand, vehicle medium and maximum
speed, vehicle medium and maximum acceleration/deceleration, duration, and length.
The performance of ETESS slightly worsens for the less efficient engine and a sufficient
sizing of the electric units, looking at the comparison between cases #1 and #10. In this case,
the PMP strategy allows achieving a lower fuel consumption, however, with a difference
with the ETESS smaller than 1%. In case #2, the ETESS even performs better than PMP. This
apparent incongruence is explained by a parametric analysis on the gridding of the maps
of EM and EG, whose results are reported in Figure 13. This last shows the kilometric fuel
consumption for different gridding of the torque levels for EM and EG (whose number of
breakpoints are represented in the figure by the notation nEM × nEG) and the simulation
time normalized by the physical time. The setting with a grid of 29 × 19 is assumed as a
reference for the definition of the fuel consumption percent difference reported on each
bar. For the sake of completeness, the values related to the ETESS are shown, as well.
Figure 13 underlines that refining the grid, the fuel consumption slightly reduces, but the
computational time increases exponentially, as expected. The lowest fuel consumption
level is reached by the PMP with the finest grid (79 × 69 points) among the ones considered
but with a simulation time about 10 times longer than the reference setting (29 × 19).
Compared to the ETESS, the computational time is about three orders of magnitude higher,
with only a slight increased fuel consumption. Among the tested gridding, the overall
difference between the best and worst PMP cases is about 1.3%, proving the relevance of
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this aspect for the identification of the optimal strategy and fuel consumption. Analogous
sensitivity analyses are repeated for all the other cases of Table 3, from which emerge that
the differences between the gridding settings are less evident. As an example, the results of
the analyses are shown for case #1 in Figure 14. In this case, the percent difference between
the extreme PMP reduced to about 0.1%. It can be concluded that the most critical case
from the gridding sensitivity viewpoint is the one where the operating limits of the thermal
engine are more frequently reached (case #2 presents the depowered engine 1 variant). This
is basically due to the choice of gridding the electric unit maps and not the map of the ICE.
A different choice would determine a similar issue for the cases in which the operating
limits of the electric units were reached.

Coming back to the comparison between the considered cases of Table 3, the bar chart
in Figure 15 depicts the duration when a hybrid thermal/electric driving is chosen (PS
greater than 0 and lower than 1) normalized by the total cycle duration. It can be noted
that from cases #1 to #9, characterized by a more efficient ICE, a power-split is applied both
from PMP and ETESS with a comparable extent. The time in PS becomes relevant only
when the ICE power limit is reduced (cases #2 and 4#) and support of the EM is needed to
fulfill the power demand.

A different behavior appears for cases #10 and #11, which differs from cases #1 and #3
because of the less efficient thermal unit. In those cases, the ETESS still involves an almost
null time in PS mode, while the PMP determines a hybrid driving for the high-speed cycle
portion, as already discussed for the instantaneous results.

The time percentage in charging mode is shown in Figure 16 for the PMP strategy. It is
worth recalling that the same plot for the ETESS would have been meaningless, not being
allowed battery charging through the EG. Figure 16 underlines that by reducing the size
either of the thermal unit (case #2), of the electric ones (case #3) or of both (case #4), the time
percentage in charging mode becomes bigger. The longer the time in charging mode, the
longer is the activation of the electric driving in comparison with the ETESS, as shown, for
instance, in the EM power profile in Figure 9c. Figure 16 also highlights that, for the same
powertrain, more burdensome cycles require more time in charging mode (comparison
between cases #1, #5, #6, #7, #8). Another outcome arises by observing differences between
the analyses performed along the same driving cycle but with different ICEs (couple #1–3
and #10–11). The battery charging is more frequent if a more efficient engine is employed.
Otherwise, the battery charging results to not be convenient from a global viewpoint, and
EG is almost not used, as shown in Figures 10d and 11d.

It is worth underlining that concerning the off-line simulations discussed above, the
ETESS gives fuel consumption performance very close to PMP ones in all tested cases, but
with a shorter computational time (about two orders of magnitude lower). The ETESS
executes three orders of magnitude faster than the physical system, demonstrating the
potential for real-time implementation on the vehicle.

The second part of the numerical activity concerns the verification of the robustness
of the ETESS online version for different vehicle variants and driving cycles (all the cases
listed in Table 3), in comparison to a well-assessed online methodology such as the ECMS.
The ETESS online variant is verified, establishing an adaptative correction for c0 in Equation
(11), achieved by using a PID controller. The latter minimizes the error between the current
SoC and a predefined target of 0.55. The correction is applied to start from an initial value
that is equal, for each case, to the one identified for the corresponding off-line simulation. A
similar approach is adopted for the ECMS analyses, where the control adaptivity is realized
by a PID controller acting on s0 in Equation (7).

The online simulations consist of six simulations for each case, having different initial
SoC but the same final target. The outcomes of these analyses are arranged, in accordance
with the WLTP procedure [28,29], to obtain a corrected kilometric fuel consumption. The
findings are reported in the bar chart of Figure 17. The ETESS returns values comparable
to the ECMS ones, proving the methodology robustness. A fuel consumption penalization
of about 0.1% arises on average. ETESS provides higher fuel consumption than ECMS only
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in case #4, while it provides even lower levels in cases #2 and #5. Considering the online
ETESS variant, if compared to the ECMS, the benefits in the simulation time are confirmed,
to a similar extent.

 

 

Figure 10. PMP-ETESS comparisons of ICE power (b), EM power (c), EG power (d), SoC (e), fuel
rate (f), GB1 number (g) and vehicle mode (h) along the WLTC (vehicle speed—(a))—case #10.
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Figure 11. PMP-ETESS comparisons of ICE power (b), EM power (c), EG power (d), SoC (e), fuel
rate (f), GB1 number (g) and vehicle mode (h) along the WLTC (vehicle speed—(a))—case #11.
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Figure 12. Assessment of kilometric consumed fuel in the cases of Table 3 between off-line ETESS
and PMP.

 

Figure 13. Assessment of kilometric consumed fuel and normalized simulation time in case #2 of
Table 3, between off-line PMP, for different map grid discretization, and ETESS.

 
Figure 14. Assessment of kilometric consumed fuel and normalized simulation time in case #1 of
Table 3, between off-line PMP, for different map grid discretization, and ETESS.
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Figure 15. Assessment of time percentage in power-split mode in the cases of Table 3 between off-line
ETESS and PMP.

 

Figure 16. Time percentage in charging mode for PMP in the cases of Table 3.

As a final consideration, the slightly different performance of ETESS in comparison to
well-assessed methods (PMP and ECMS) appears acceptable because of its computational
efficiency. The near-optimal outcomes essentially arise from the theoretical background of
the ECMS approach. The further evidence that emerged by the proposed analyses is that
a fine exploration of whatever power-split is not compulsory since its evaluation in two
significant values (either 0 or 1) is enough to achieve results near to optimality. Further, the
ETESS computational efficiency proves the potential for real-time implementation and for
the handling of situational information, which is required for the control of connected vehi-
cles. The strategy provides certain robustness, not only for different vehicle configurations
but also for different driving missions.

The further progress of this activity will concern the verification of the consistency of
the ETESS considering more complex modeling of some powertrain subcomponents (for
example, variable efficiencies of battery and gearbox) and in a dynamic “forward-facing”
simulation. Moreover, the extension of the ETESS approach to the control of powertrains
fitted with epicyclic gearing as power-split devices will be investigated.
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Figure 17. Assessment between online ETESS and ECMS of kilometric consumed fuel and percent
difference in the cases of Table 3.

8. Conclusions

This work presents an efficient control strategy for hybrid powertrains, named ETESS.
The basic concept of the ETESS is to alternatively utilize thermal and electric units to fulfill
the vehicle power demand. ETESS is numerically tested by an “in-house” coded model,
with reference to a C-class vehicle.

The methodology is verified for different powertrain variants in terms of power
units sizing and efficiency, and along various driving cycles, both regulatory and RDE-
compliant cycles. For each investigated case, the ETESS is assessed with the well-known
PMP approach in off-line analyses. As known, the PMP, conversely to ETESS, relies on the
power-split concept, involving the possibility of a combined driving by both thermal and
electric units. Off-line vehicle simulations highlight that the proposed approach performs
similarly to PMP, resulting in higher fuel consumption of about 0.4% on average. Major
fuel consumption differences appear in the tests with a less efficient thermal unit, for
which a power-split sometimes appears preferable along the driving cycle, and the ETESS
logic fails.

A parametric analysis in a representative test case shows that the map gridding affects
PMP capability to identify optimal control, with an impact on the computational effort.
Indeed, the fuel consumption difference between the most refined and most coarse map
gridding is about 1.3% at the expense of a variation of two orders of magnitude in the
computational time. Those issues do not emerge for the ETESS approach.

With reference to the most efficient engine here considered, the need for a power-split
between thermal and electric units during the cycle emerges primarily if the thermal engine
presents limited power/torque performances, both following PMP and ETESS strategies.
If the less efficient thermal unit is adopted, greater differences appear in the comparison
between PMP and ETESS, where the first one more frequently resorts to a hybrid driving.

Simulation results adopting PMP underlines that the time spent in charging mode
(due to the ICE power supply) becomes greater, reducing the size of either the thermal
unit, the electric ones or both. Moreover, more burdensome cycles require longer time in
charging mode. On the other hand, whatever are the engine characteristics and the driving
mission, the ETESS strategy does not involve the possibility of battery charging, except for
the regenerative braking.

The robustness of the ETESS is tested in online simulations, with the aim to confirm
the possibility of being employed in a real-time vehicle application. In this framework, an
assessment with the ECMS approach is carried out. The online calculations underline that
the ETESS behaves similarly to ECMS in terms of fuel consumption, with a very reduced
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difference (fuel consumption increase of 0.1% on average), and in all considered cases
below 1%. Once again, the main benefit is a hugely reduced calculation effort.

As a future development of this study, the ETESS reliability will be tested in more
complex simulation frameworks (in a forward-facing simulator, also accounting for the
dynamics of the powertrain components) and for different powertrain architectures (for
instance, powertrain fitted with epicyclic gearing as power-split device). Moreover, the
robustness of the ETESS online variant for different driving missions will be further
investigated to avoid the need for an off-line identification of the initial c0 value.
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Abbreviations

Notations

c0 Tuning constant
f Function
H Hamiltonian
J Performance index
K Constant
L Cost function
m Mass
n Gear ratio
P Power
pth Tolerance of the hyperbolic tangent function
s0 Equivalence factor
scorr Equivalence factor correction
t Time
u Control variable, power-split
U Variation range of the control variable
x State variable
X Variation range of the state variable
Greeks

b Penalization factor
h Efficiency
l Costate
Acronyms

Cl Clutch
Ba Battery
BMEP Brake mean effective pressure
BSFC Brake specific fuel consumption
DP Dynamic programming
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ECMS Equivalent consumption minimization strategy
ETESS Efficient thermal electric skipping strategy
EM Electric motor
EG Electric generator
GB Gear-boxes
GOS Global optimization strategy
HEV Hybrid electric vehicle
ICE Internal combustion engine
LHV Lower heating value
NEDC New European driving cycle
PI Proportional-integrative
PID Proportional-integrative-derivative
PMP Pontryagin minimum principle
PS Power-split
RDE Real driving emission
SI Spark ignition
SoC State of charge
UNVS UniNa vehicle simulation
UniNa University of Naples
WLTC Worldwide harmonized light-duty vehicles test cycle
WLTP Worldwide harmonized light-duty vehicles test procedure
Subscripts

0 Initial
batt Battery
d Derivative
dem Demand
diff Differential
el Electric
eq Equivalent
f Final, fuel
i integrative
max Maximum
min Minimum
p Proportional
th Thermal
Superscripts

. Temporal derivative
* Optimal
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Abstract: This study presents an experimental investigation and thermodynamic 0D modeling of the
combustion of a compression-ignition engine, fueled by an alternative fuel based on neem biodiesel
(B100) as well as conventional diesel (D100). The study highlights the effects of the engine load at
50%, 75% and 100% and the influence of the heat loss models proposed by Woschni, Eichelberg and
Hohenberg on the variation in the cylinder pressure. The study shows that the heat loss through the
cylinder wall is more pronounced during diffusion combustion regardless of the nature of the fuels
tested and the load range required. The cylinder pressures when using B100 estimated at 89 bars are
relatively higher than when using D100, about 3.3% greater under the same experimental conditions.
It is also observed that the problem of the high pressure associated with the use of biodiesels in
engines can be solved by optimizing the ignition delay. The net heat release rate remains roughly the
same when using D100 and B100 at 100% load. At low loads, the D100 heat release rate is higher
than B100. The investigation shows how wall heat losses are more pronounced in the diffusion
combustion phase, relative to the premix phase, by presenting variations in the curves.

Keywords: biodiesel; load; heat loss; cylinder pressure; heat release rate; python

1. Introduction

Automobile pollution accounts for a large percentage of global pollution [1]. This
pollution is largely caused by the use of fossil oil derivatives as fuel vehicles.

Spark-ignition and compression-ignition engines are the most widely used as a con-
verter of the internal energy of fuels. They use petrol and diesel, respectively, as fuel. Both
types of engines convert the internal energy of the fuels into thermal energy which is used
in mechanical form to drive motor vehicles. Generally, heavy-duty vehicles, about 90% of
the vehicles in use, are mostly diesel [2]. Self-ignition combustion offers better volumetric
efficiency, which means that the diesel engine using this mode of combustion exploits a
known energy potential. However, diesel engines present a serious problem for global
health [3,4]. The intrinsic chemical composition of this fuel is largely responsible for this
phenomenon. The combustion mode fossil fuels should be improved with regard to the
level of pollutants emitted. Indeed, the emission of nitrogen oxides would be relatively
responsible for pathologies linked to the proliferation of certain types of malignant tumors.
In fact, this engine generally operates with poor and non-homogeneous mixtures, which
leads to a relatively high level of nitrogen oxides (NOx) and particulate matter (PM) [1,5,6].
The two major pollutants, particularly nitrogen oxides, are strongly dependent on the
temperature of the combustion chamber, which is a function of the cylinder pressure re-
sulting from the high compression ratio imposed by the performance research of this type
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of engine. The mechanism of formation of these pollutants is explicitly described by the
Zeldovich mechanism [1,3,7].

The combustion of diesel engines offers a wide area of investigation [4,8,9]. Experi-
mental work is being carried out. Ducted fuel injection (DFI) is proposed in the literature
as a strategy to improve the fuel/gas load mixture of the compression-ignition engine
relative to conventional diesel combustion (CDC) [5–7]. The concept of DFI is to inject
each fuel spray through a small tube into the combustion chamber to facilitate the creation
of a leaner mixture in the self-ignition zone, compared to a fuel jet not surrounded by a
duct. The experiments are interesting. Nilsen et al. [5] studied the effects on emissions
and engine efficiency using a two-hole injector tip for charging gas mixtures containing
16 and 21% mol oxygen. DFI seems to confirm that it is effective in reducing engine soot
emissions. Soot and NOx are reduced with increasing dilution. Christopher [6] conducted
an investigation where DFI and CDC were directly compared at each operating point in
the study. At the low-load condition, the intake charge dilution was swept to elucidate
the soot and NOx performance of DFI. The authors mentioned that DFI likely has slightly
decreased fuel conversion efficiencies relative to CDC. All these experimental studies are
interesting and very promising, but they are still in the laboratory domain and require
expensive instruments.

For economic reasons, research is increasingly oriented towards modeling engine
combustion. The evaluation of wall heat losses, which are responsible for energy losses
in thermal engines, is likely to optimize the operation of this type of engine. Modeling
is based on control parameters such as rotational speed, compression ratio, engine load,
combustion and injection models [7,10–12]. Modeling consists of reproducing physical
phenomena using mathematical equations. This method offers a real-time saving and a
significant reduction in costs. However, it is important to validate the results obtained from
the modeling or simulation systems in order to give the results a formal character.

Zero-dimensional (0D) thermodynamic models of combustion are widely used in
the literature. Caligiuri et al. [13] implemented a triple Wiebe model in order to describe
and predict the heat release rate and ignition delay of dual-fuel combustion. The Aktar
model has been successfully implemented and validated. Prakash correlation relating to
the ignition delay was used. A methodological approach based on the prediction of the
ignition delay of diesel engines has been implemented. Hariram et al. [14] conducted an
investigation, and this experimental and theoretical study addressed the problem related
to the effects of beeswax biodiesel mixtures with fossil diesel on combustion parameters.
The zero-dimensional thermodynamic model was used as a numerical implementation
approach. The variation in cylinder pressure, the net heat release rate and the ignition delay
were addressed based on Webe’s triple function. The code developed was successfully
validated. These models allow evaluating the performance of thermal engines by the use
of correlations based on thermodynamic laws.

The advantage of zero-dimensional thermodynamic models is that they are easy to
use and do not require large computer memory capacities. The use of thermodynamic
postulates makes them accessible and efficient. Thermodynamic 0D models allow the study
of both fossil fuel combustion and alternative fuels.

The polluting nature of fossil fuels and the depletable nature and recurrent price
fluctuations of fossil energy sources have led researchers for years to focus increasingly
on alternative energy sources such as biofuels [4]. However, the production of biofuels
has so far remained relatively low in relation to demand, given the many structural
constraints, hence the need to maximize energy savings by optimizing the energy converters
that use these fuels. Around 60% of energy in thermal engines is lost in several forms.
However, engine losses remain a real problem as they account for almost 40% of the energy
lost [15–17]. A numerical study of the heat loss through the wall would allow a better
understanding of this phenomenon and improve the combustion and, by deduction, the
efficiency of engines.
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Several published articles have reported on the sensitivity between biodiesel and en-
gine load compared to conventional diesel fuel; however, these do not show the specificity
of the impact of the load on the cylinder pressure, taking into account the heat loss through
the cylinder wall and the type of fuel used. This reasearch proposes a comparative study
of the cylinder pressures generated by the combustion of diesel and neem biodiesel. The
study is conducted taking into account the correlations between the heat loss through the
cylinder wall. The heat release produced allows representing the phenomenology of the
heat loss through the cylinder wall by dissociating the gross heat release rate from the net
heat release rate during a combustion phase.

2. Modeling of Zero-Dimensional Thermodynamic Combustion

A modeling of the amount of energy released by combustion and a deduction of the
cylinder pressure produced during the closed part of the cycle are proposed.

The chemical formulation of the fuel is the form CxHyOz. The complete combustion
equation of the fuel is given by Equation (1). The first principle of thermodynamics is
applied in Equation (2) [18].

Cx HyOz + a(O2 + 3.77N2) → xCO2 +
y
2

H2O + (3.77a)N2 (1)

dU = δW + δQW + ∑ hjdmj (2)

where dU represents the variation in the internal energy of the system, δW is the work
supplied by the piston to the system, δQW is the heat loss through the cylinder wall. The
term ∑ hjdmj represents the energy due to the variation in mass. The heat loss through the
cylinder wall is modeled using three characteristic postulates: Woschni, Eichelberg and
Hohenberg. By transforming and simplifying Equation (2), the differential Equation (3) is
obtained as a function of the crankshaft angle (θ) [19].

{ dp
dθ = γp

V
dV
dθ + (γ−1)

V
dQ
dθ

dT
dθ = T(γ − 1)

[
1

pV
dQ
dθ − 1

V
dp
dθ

] (3)

where p and T represent the pressure and the cylinder temperature, γ is the specific heat
ratio, θ is the crankshaft angle and V is the cylinder volume. The expression of this volume
is governed by Equation (3) [19–21].

V(θ) =
πD2S

8
(1 − cos(θ) + λ −

√
λ2 − sin2(θ) +

2
CR − 1

) (4)

The variation in the cylinder volume V in relation to the crankshaft angle can be
deduced [19].

dV(θ)

dθ
=

πD2S
8

(1 − cosθ√
λ2 − sin2θ

)sinθ (5)

where λ is the ratio of the rod length, D is the cylinder bore, CR is the compression ratio
and S is the stroke.

The term dQ
dθ is the heat release rate of the system expressed as follows [19]:

dQ
dθ

=
γ

γ − 1
p

dV
dθ

+
1

γ − 1
V

dp
dθ

(6)

By entering the experimental combustion data into Equation (6), the heat release
profile in the engine can be reconstructed as recommended by many authors using the
analysis model [11,14,22]. The evolutions of the heat release profile(s) for an engine speed of
1500 rpm correspond to the load ranges: 25%, 50%, 75% and 100%. These loads correspond
to 1.1, 2.5, 3.3 and 4.5 kW, respectively.
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Four steps make up the modeling of the heat release, which are characteristic of
the different terms used: the energy lost at the walls dQw

dθ integrates the heat exchange
coefficient of the three models mentioned above; the energy released by combustion takes
into account the internal energy of the fuel dQcomb

dθ and two other terms due to exchanges
with the surroundings (inlet and outlet mass flow).

The system is considered closed, and both terms are taken as zero. The system of
Equation (7) is proposed. {

dQcomb
dθ = minj ∗ LCV ∗ dxb

dθ
dQw
dθ = hc A(θ)(T − Tw)

1
ω

(7)

The terms appearing in Equation (7) are defined by Equation (8) at the heat exchanger
surface as a function of the engine geometry. The characteristic fraction of fuel burned as a
function of the crankshaft angle variation is given by Equation (9).

A(θ) =

(
π ∗ D2

2

)
+ π ∗ D ∗ L

2
(λ + 1 − Cosθ −

√
λ2 − Sin2(θ) (8)

xb = 1 − exp

[
−a
(

θ − θ0

Δθ

)m+1
]

(9)

The fraction of fuel burnt in relation to the crankshaft angle θ is evaluated. minj is the
mass of the injected fuel, Tw is the wall temperature, ω is the engine rotation frequency,
LCV is the characteristic lower calorific value of the fuel used and hc is the convective heat
loss coefficient depending on the heat loss model used, expressed in kW/m2K.

The different heat loss coefficients through the walls are proposed [20].

hc = 3.26 ∗ D−0.2 ∗ p0.8 ∗ T−0.55 ∗ W0.8 (10)

hc = 0.013 ∗ V−0.06 ∗ P0.8 ∗ T−0.4(VP + 1.4)0.8 (11)

hc = 7.799 ∗ 10−3 ∗ VP
1
3 ∗ p0.5 ∗ T0.5 (12)

Equations (10)–(12) represent the coefficients of Woschni, Hohenberg and Eichelberg,
respectively. VP is the average piston speed.

The term W is deduced from Equation (13):

W = 2.28 ∗ VP + C1 ∗ Vd ∗ Ta

pa ∗ Va
(p(θ)− pm) (13)

with C1 = 0.00324. On the other hand, pm represents the motored pressure, and subscript
“a” is the reference condition

Vp =
n ∗ S

30
(14)

where n is the engine speed (rpm).

2.1. Ignition Delay Model

The ignition of the fuel is not spontaneous; it is controlled by the Hardenberg and
Haze model whose mathematical formulation is given by relation 14 [23–25]:

ID =
(
0.36 + 0.22Vp

)
exp

[
EA

(
1

RT
− 1

17.190

)(
21.2

p − 12.4

)0.63
]

(15)

where EA is the activation energy, where, R is the universal gas constant.
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2.2. Détermining the Heat Release Rate

The net heat release rate (Net HRR) represents the thermal energy useful for engine
operation [26–28]. It is transformed into mechanical energy by the piston during combus-
tion inside the combustion chamber. The gross heat release rate (Gross HRR) is, in fact, the
thermal energy transformed into mechanical work, and the energy losses in the walls are
associated with it. The combustion of the fuel heats the cylinder walls by convection, and a
finite amount of calorie is transmitted to the cooling water, constituting a heat loss. A curve
representing the difference between the total combustion energy and the useful thermal
energy is generated. The characteristic curves of conventional diesel D100 combustion are
compared with those of biodiesel B100.

2.3. Experimental Setup

The experimental device is an air-cooled single-cylinder motor of the Lister Peter
0100529-TS1 series type, whose technical characteristics are confined to Table 1. It is a
naturally aspirated, four-stroke engine with direct injection. Cooling is by ambient air. This
equipment is located at Department of Energetic System and Sustainable Development
(DSEE) of Ecole des Mines de Nantes (EMN) France. Figure 1 shows the experimental device
used during the study.

Table 1. Engine characteristics.

Lister-Petter-01005299-TS1 Série

Injection Pressure (Bar) 250
Piston Diameter/Stroke (mm) 95.3/88.9
Connecting Rod Length (mm) 165.3

Engine Capacity (m3) 630
Compression Ratio - 18

Injection Timing (◦CA) 15◦ Before TDC
Engine Power (kW) 4.5 à 1500 trs/min

Figure 1. Experimental setup. Legend; 1. Diesel fuel tank; 2. Biodiesel tank; 3. High-frequency
acquisition system and computer; 4. Brake dumb dynamometer; 5. Diesel monocylindric motor;
6. Debimeter and air flow sensor; 7. Three-way valve with a purge system; 8. Diesel burette; 9.
Biodiesel burette.

The variation in the load was obtained by modifying the effective power of the engine
by a dynamometer as well as the quantity of fuel admitted into the cylinders. The engine
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load was varied at 25%, 50%, 75% and 100%. Effective power of 4.2 kW corresponds to the
maximum engine load (100%).

The fuel supply system consists of two different fuel tanks, (1) and (2), that lead to the
three-way valve (7). Each way of this valve was equipped with a stop valve. One tank was
filled with conventional diesel fuel D100 (1) and the other (2) with the neem oil methyl ester
biodiesel B100. The fuel change during the test was conducted in advance by the shutdown
of the second fuel supply and the systematic purge by a system incorporated into the
three-way valve. It took ten minutes, with the engine running, to begin measurements
without the relative accidental risk of mixing the two fuels.

The acquisition of the cylinder pressure was carried out using the Indwin AVL engine
rotating at 1500 rpm. The angular position of the crankshaft and the engine speed were
obtained via an AVL 364C encoder, attached to the crankshaft. The encoder measures only
parameters with frequencies greater than 90 kHz. Table 2 presents the test matrix table,
which summarizes the main characteristics of the test carried out, and Table 3 presents the
relative errors of the different sensors used.

Table 2. Main characteristics of the test.

Fuels Engine Speed rpm Engine Load kW Injection Timing ◦CA

Diesel
1500 1.18 2.13 3.38 4.59 15

Biodiesel

Table 3. Main characteristics of the test.

Parameters Errors

Engine torque ±0.1 N.m
Engine speed ±3 rpm

Injection timing ±0.05 ◦CA
Cylinder pressure ±0.5 of the measured value

LCV ±0.25% of the measured value
Admission air flow ±0.1% of the measured value

Fuel flow ±0.5% of the measured value
Injection pressure ±2 bars

Inlet air temperature ±1.6 ◦C
Exhaust air temperature ±1.6 ◦C

2.4. Fuel Characteristics

The experimentation resulting from the work of Ayissi et al. [29] was successfully
repeated under the same conditions. The neem oil obtained was characterized in order to
calibrate its properties and use it in a heat engine. The characteristic performance values
obtained were mostly those found by the authors. These were adopted and are reported
in Table 4.

Table 4. Fuel characteristics.

Fuel Properties (B100) (D100)

Density (kg/m3) 883.3 830
Cetane Number 51.3 48

Lower Heating Value LCV (MJ/kg) 39.7 42.5

2.5. Numerical Method

Figure 2 presents a synoptic view of the overall methodological organization of the
digital study. The end-of-compression characteristic parameters were considered and
retained as well as the characteristics of the model engine. The intrinsic properties of
the fuels were taken into account. A numerical code was developed. The characteristic
equations of the implemented models were solved by the Runge–Kutta method.
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Figure 2. Digital diagram.

3. Results and Discussion

3.1. Experimental Evaluation of Cylinder Pressure

Figure 3 shows the increase in the experimental cylinder pressure based on the
crankshaft angle when using B100 and D100 at 100% load. A similarity between the
increase in the cylinder pressure curves of biodiesel B100 and D100 is observed. However,
there is an estimated pressure increase of 3.3% when using B100 at 100% load. A faster
pressure increase in B100 compared to D100 is also observed.
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Figure 3. Comparison of experimental pressures of B100 and D100 at 100% load.

High cylinder pressure is characteristic of good fuel vaporization as well as relatively
better oxygenation of fuel. This observation has also been made in the literature. Indeed,
the studies of Tarabet [18], Mohamed et al. [24] and Evangelos [30] demonstrated this
quite clearly. The transesterification process helps reduce the viscosity of biodiesel. The
operation of the engine under high loads would sufficiently reduce the effects of the
viscosity of biodiesel on the kinetics of combustion. The increase in cylinder pressure
during biodiesel combustion is probably due to the relative simplicity of the molecular
structure of the hydrocarbons that B100 contains. This molecular structure would be even
more advantageous at high load since the high heat inside the cylinder would contribute to
the destructuring of the macromolecules of biodiesel, which is relatively less complex after
the transesterification process. This predisposition of biodiesel to good combustion could
promote the rapid appearance of radicals inside the drops close to the stoichiometry and
catalyzed by the high cylinder temperature. This spatial–temporal consideration would suit
the premix combustion process with the consequence of the increase in the pressure peak
in the cylinders. The intramolecular presence of residual oxygen atoms would be another
factor in raising the pressure peak in the cylinders as biodiesel is relatively oxygenated and
the kinetics of combustion are easy. This high-pressure peak would be one of the reasons
that increases the NOx level in post-combustion gases of an engine fueled with biodiesel
generally [5,6,26]. Chiavola et al. [22] and Tarabet [18] mentioned it. The faster pressure
increase in B100 biodiesel compared to diesel is characteristic of a short ignition period.
Mohamed et al. and Evangelos [20,21,27] made the same observation in similar studies.

3.2. Cylinder Pressure Evaluation Considering the Heat Loss through the Cylinder Wall Patterns
of B100 and D100 at 100% Load

Figures 4 and 5 show the evolution of the cylinder pressure during the combustion
of B100 and D100, respectively. Under the constraint of three heat loss models, namely,
Eichelberg, Hohenberg and Woschni, the time evolution of the cylinder pressure is simu-
lated taking into account the heat loss through the cylinder wall and associated with the
experimental pressure curve. A relative similarity between the numerical and experimental
pressure curves for both B100 and D100 combustions is observed. The peaks characteristic
of the temporal variation in the cylinder pressure of the three numerical models are evalu-
ated at 90, 92 and 85 bars, respectively, for the Eichelberg, Hohenberg and Woschni models.
The result of the experimental set is 89 bars. The overestimation of cylinder pressures by the
implemented models compared to the experimental study is explained by the fact that the
numerical models take into account the heat loss through the cylinder wall. The difference
observed in the variations in the pressure peaks of the implemented models, although
varying from one correlation to another, remains confined to the intervals encountered in
the literature.
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Figure 4. Cylinder pressure of B100 at 100%.

Figure 5. Cylinder pressure of D100 at 100%.

The three wall loss models studied represent fairly well the combustion of the model
fuels in the compression-ignition configuration.

In the specific case of B100 combustion illustrated in Figure 4 at 100% load, the
characteristic curves of the three models studied keep the same spatial position during
the initial 12 ◦CA of combustion. Between the beginning of the rise in cylinder pressure
and its peak, a gap of 7 bars is observed between the cumulative numerical curves and the
experimental curve. This gap which benefits the simulated correlations is probably due to
the fact that the simulated models take into account the heat loss through the cylinder wall
in the physical materialization of the spatiotemporal evolution of the cylinder pressure.

The cylinder pressure of the Woshni model begins a declination around 12 ◦CA after
the start of the rise in the cylinder pressure. The initiated pressure drop falls below the
characteristic values of the experimental cylinder pressure. This underestimation of the
time evolution of the cylinder pressure by the correlation proposed by Woshni could be
assimilated by the fact that it does not take into account the piston speed. The piston
displacement would present the cylinder surface at the temperature gradient generated
by combustion, which would more or less increase the heat loss through the cylinder
wall. Hohenberg’s model is the one that retains the highest pressure peak of all the
correlations implemented.
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In the specific case of Figure 5, it is observed that the curves of the numerical models
remain confused during the first 10 ◦CA before seeing the declination in the characteristic
curve of the Woshni model. At this load range, all the models shown decline below the
experimental cylinder pressure around 17 ◦CA. Heat losses at 75% load could be minimized
in the post-combustion period. A similar observation is made at 100% load, under the same
simulation conditions, although the declination occurs at 25 ◦CA.

3.3. Cylinder Pressure Evaluation Taking into Account the Heat Loss through the Cylinder Wall
Patterns When Engine Is Fueled with B100 at 25%, 50%, 75% and 100% Load

Figures 6–8 show the evolution of the cylinder pressure at 75%, 50% and 25% load,
respectively. A decrease in the cylinder pressure proportional to the load is observed at all
measuring points. The decrease in the mass of fuel allowed would be at the origin of this
observation during the combustion of B100.

 

Figure 6. Cylinder pressure of B100 at 75% load.

Figure 7. Cylinder pressure of B100 at 50% load.
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Figure 8. Cylinder pressure of B100 at 25% load.

The experimental pressure decreases by 10% and 6% proportionally to the passage
from 100% to 75% load and from 75% to 25% load successively. This drop in experimental
pressure is evaluated at 22.5% between 100% and 25% load. This decrease in cylinder
pressure could be attributed to the reduction in effective power characterized by the
decrease in the quantity of fuel admitted into the cylinders. However, with regard to the
evolution of the pressure curves whatever the type of model implemented, the thermal
losses would be more important during the ascending phase of the piston.

Considering the specific combustion of B100 at 75% load, the statistical differences
between the simulated pressure curves and the experimental curve, between 20 and 30 ◦CA,
are the smallest, all loads combined. This observation visible in Figure 6 would indicate
that the heat losses are less important at this phase of engine operation. The rising part of
the numerical pressure curves shows the largest deviations from other load points studied.
At this load range, the Woschni model underestimates the approximation of the cylinder
pressure value.

The 50% load range seems to present the best compromise between the estimated
values of wall losses according to the models studied. This load range would be relatively
close to the nominal operating rating of the test engine.

Indeed, when compared with other load ranges studied, a better compromise is
observed between the evolutions of the combustion models and the experimental curve.
The deviations observed during the other load ranges evaluated remain minimized for the
Woschni, Eichelberg and Hohenberg correlations.

At 25% load, the three models have curves representing the temporal evolution of the
cylinder pressure which are in agreement. This observation can be seen more clearly in
Figure 8. This observation could be explained by a small parametric difference between
the values of the different correlations implemented.

In general, the Eichelberg and Hohenberg models agree on the time evolution of
the cylinder pressure during the tests at 50% and 25% load. This rise in digital cylinder
pressure is characteristic of the rise deduced from the heat loss through the cylinder wall
during the descending phase of the pressure curves considered. The tendency for heat
loss to increase during this phase and at this load range could be due to the fact that the
gases have more time to lick the walls because of the reduced speed of the piston in its
descending phase.

Observation at high loads shows that the Eichelberg and Hohenberg models show
a slight difference in the approximation of the cylinder pressure evolution. However,
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this characteristic deviation remains less than 0.6 bar regardless of the time position of
the piston. The Woschni model seems to underestimate the time value of the heat loss
through the cylinder wall regardless of the engine load point compared to the other two
correlations implemented.

3.4. Evaluation of Heat Release

The heat release at different engine loads at 100%, 75% and 50% is evaluated. The
heat release curves of the different fuel models D100 and B100 have characteristic curves of
combustion by auto-ignition.

Whatever the load range or the fuel tested, the evolution profiles of net heat release
rate (Net HRR) and gross heat release rate (Gross HRR) during the premix pressure rise
phase remain the same. A relatively significant difference is observed between Net HRR
and Gross HRR when compared with D100 diesel. These differences are evaluated at 10,
10, and 20 J/◦CA for 50%, 75% and 100% load, respectively. These differences would mean
that heat losses would be greater during combustion of B100 biodiesel. Heat losses in the
premix phase would be minimized based on information from the study.

3.4.1. Heat Release Curve for 100% Load

Figures 9 and 10 show the different heat release profiles of D100 diesel and B100
biodiesel, respectively, for a 100% load range, equivalent to 4.5 kW. The Net HRR converted
by the engine to mechanical energy when B100 is used as a test fuel is approximately
30 J/◦CA. Between 0 and 10 ◦CA, this biofuel provides an estimated energy of 17.32 J/◦CA
compared to 21.31 J/◦CA for D100. No fundamental difference between the different Gross
HRR values of the two fuels over this load range is observed. B100 biodiesel would have
better performance at high loads. This behavior is probably due to the oxygenation of
the molecule and the structural simplicity of its chemical composition [23–26,30]. At high
temperatures, the relatively higher viscosity of biodiesel is no longer fundamentally a
handicap for the combustion of this fuel. This would justify its relatively good combustion.

 
Figure 9. Profile of net heat release rate (Net HRR) evolution and gross heat release rate (Gross HRR)
for engine speed n = 1500 rpm at 100% load according to D100 combustion.
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Figure 10. Profile of net heat release rate (Net HRR) evolution and gross heat release rate (Gross
HRR) for engine speed n = 1500 rpm at 100% load according to B100 combustion.

3.4.2. Heat Release Curves Net HRR and Gross HRR for 75% Load

Figures 11 and 12 show the different profiles the net heat release rate (Net HRR) and
the gross heat release rate (Gross HRR) for an engine speed of 1500 rpm at 75% load.
Between 0 and 10 ◦CA, the combustions of B100 and D100 produce 13.20 and 14.20 J/◦CA,
respectively. The heat loss through the cylinder wall as a function of the crankshaft position
is evaluated at about 10 J/◦CA during B100 combustion, representing 20% higher than
during the combustion of D100 at this range of load. A similar observation was made by
Pankaj et al. [31] and Muhamed et al. [28]. These authors showed that at a range of 75%,
the ignition delay of B100 and D100 increases. This increase of about 2 ◦CA in the ignition
delay is significant and has also been observed by Muhamed et al. [27] at this range of load.

Figure 11. Profile of net heat release rate (Net HRR) evolution and gross heat release rate (Gross
HRR) for engine speed n = 1500 rpm at 75% load according to the B100 combustion analysis model.
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Figure 12. Profile of net heat release rate (Net HRR) evolution and gross heat release rate (Gross
HRR) for engine speed n = 1500 rpm at 75% load according to D100 combustion.

3.4.3. The Net HRR and Gross HRR for 50% Load

Figures 13 and 14 show the different profiles of the evolution of the net heat release
rate (Net HRR) and the gross heat release rate (Gross HRR) for an engine speed of 1500 rpm
at 50% load. These two figures indicate that the diffusion combustion phase of B100 and
D100 starts with a Net HRR of 20 and 21 J/◦CA, respectively. The heat loss through the
cylinder wall (curve representing the difference) is estimated at 10 for B100 and 8 J/◦CA
for D100. At 10 ◦CA, the Net HRR value of B100 is 12 and 13.5 J/◦CA for D100. The heat
loss through the cylinder wall values are as follows: B100 (10 J/◦CA), D100 (8 J/◦CA).

 

Figure 13. Profile of net heat release rate (Net HRR) evolution and gross heat release rate (Gross
HRR) for engine speed n = 1500 rpm at 50% load according to B100 combustion.
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Figure 14. Profile of net heat release rate (Net HRR) evolution and gross heat release rate (Gross
HRR) for engine speed n = 1500 rpm at 50% load according to D100 combustion.

4. Conclusions

An experimental investigation coupled with a thermodynamic 0D simulation of a
neem-based biodiesel, a conventional diesel and their respective different heat releases was
carried out. The different correlations of Woschni, Eichelberg and Hohenberg served as
numerical models in the systemic simulation of combustion phenomenology. The Woshni
correlation best represents the peak of the cylinder pressure comparison made with other
implemented models. This correlation, however, seems to relatively underestimate the
value of the cylinder pressure after bottom dead center. The Eichelberg and Hohenberg
models represent the spatial–temporal evolution of the cylinder pressure in the same way.
Implementation of other heat losses through cylinder wall models such as Zainal or Sitkey
could be exploited for greater openness to the field of investigation. The investigation of
the cylinder pressure confirmed that the load rate has an influence on the value of the
peak of the cylinder pressure. The study presented provides a better understanding of the
phenomenology of parietal thermal losses from the combustion of alternative fuels and its
impact on the performance of combustion ignition engines. The cylinder pressure in the
case of the combustion of biodiesel B100 is estimated at 89 bars against 86 bars for diesel
D100; a gap of 3.3% to the advantage of B100 is thus observed when using this biofuel
at 100% load. A faster pressure increase in B100 compared to D100 is also observed. A
study of a parametric variation in the ignition delay associated with this study could better
explain its influence on the comparative evolution of the peak cylinder pressure depending
on the nature of the fuel.
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Abbreviations

θ Crank angle (◦CA)
Δθ Total combustion duration (◦CA)
θ0 Start of combustion (◦CA)
x Burnt mass fraction
W Work done (KJ)
U Internal energy
CR Compression ratio
cv Specific heat at constant volume
hc Heat transfer coefficient (W. m−2.K−1)

m Masse (Kg)
R Gas constant
R Gas constant
Q Heat transfer (KJ)
V Volume (m3)
p Pressure (Bar)
T Temperature (K)
A(θ) Area exposed to heat transfer (m2)
D Cylinder bore (m)
S Stroke (m)
n Engine speed
ω Angular velocity (rad/s)
Vp Mean piston speed (rad/s)
TDC Top dead center (deg)
BTDC Before TDC (deg)
BDC Bottom dead center (deg)
HRR Heat release rate
◦CA Degree crank angle
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Abstract: Cycle-to-cycle variations (CCV) in spark-ignited (SI) engines impose performance limi-
tations and in the extreme limit can lead to very strong, potentially damaging cycles. Thus, CCV
force sub-optimal engine operating conditions. A deeper understanding of CCV is key to enabling
control strategies, improving engine design and reducing the negative impact of CCV on engine
operation. This paper presents a new simulation strategy which allows investigation of the impact
of individual physical quantities (e.g., flow field or turbulence quantities) on CCV separately. As
a first step, multi-cycle unsteady Reynolds-averaged Navier–Stokes (uRANS) computational fluid
dynamics (CFD) simulations of a spark-ignited natural gas engine are performed. For each cycle,
simulation results just prior to each spark timing are taken. Next, simulation results from different
cycles are combined: one quantity, e.g., the flow field, is extracted from a snapshot of one given cycle,
and all other quantities are taken from a snapshot from a different cycle. Such a combination yields a
new snapshot. With the combined snapshot, the simulation is continued until the end of combustion.
The results obtained with combined snapshots show that the velocity field seems to have the highest
impact on CCV. Turbulence intensity, quantified by the turbulent kinetic energy and turbulent kinetic
energy dissipation rate, has a similar value for all snapshots. Thus, their impact on CCV is small
compared to the flow field. This novel methodology is very flexible and allows investigation of the
sources of CCV which have been difficult to investigate in the past.

Keywords: internal combustion engine; combustion; CFD; RANS simulation; cycle-to-cycle
variations

1. Introduction

With increasing legislative pressures to reduce reciprocating engine emissions and
both governmental and consumer pressures for higher fuel efficiencies, reciprocating engine
manufacturers have long been pursuing engine technologies that simultaneously push the
envelope of engine performance, efficiency and emissions reductions. For spark-ignited (SI)
engines, such pressures have resulted in the development of a wide array air charging and
fueling engine technologies that are simultaneously optimized through complex engine
control strategies to deliver on one or more aspects of the ultimate goal of highly efficient,
high power density, low emissions engines. One of the challenges faced with tailoring the
multi-dimensional engine operating envelope is the advanced combustion regimes that
are being developed as a part of the overall engine operating recipes tailored to meet these
challenges. Use of lean burn combustion and exhaust gas recirculation are two common
approaches to improving fuel efficiency while reducing emissions; however, such strategies
also introduce significant combustion sensitivities to the in-cylinder physics resulting in
combustion regimes which are more susceptible to cycle-to-cycle variation (CCV) as the
result of variations the ignition kernel development, kernel growth rates and/or the final
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fully developed turbulent flame as summarized by the reviews by Young [1], Ozdor et al.[2]
and Maurya [3] and extensively noted in experimental studies [3–8]. After understanding
the causes of CCV, the ultimate goal is the development of control strategies to reduce the
magnitude of CCV [9–11].

Prior research has well documented the many factors that may promote CCV and
these may be categorized as physico-chemical sources—flow field, trapped fuel mass, tur-
bulence, dilution, stoichiometry and fuel reactivity and/or compsition; geometric sources—
compression ratio, intake port geometry, spark plug location, spark plug electrode(s)
orientation and spark gap; and operational sources—engine speed, load and ignition sys-
tem performance [1–4,12,13]. Many of the experimental works quantify CCV by computing
the coefficient of variation (CoV) in one or more easily measured metrics including peak
cylinder pressure, location of peak firing-pressure, indicated mean effective pressure (IMEP)
and/or maximum rate of pressure rise or fuel burning rates with peak cylinder pressure
and IMEP being the most common. While these metrics are often easily measured, they
tend to lump the many possible driving sources of CCV into a single net contributing factor
making it challenging to delineate individual contributions of CCV amongst the possible
sources. As a result, recent experimental work has focused on precise measurement of the
development of the ignition kernel as the point of 2% of burn fuel mass (MFB2) and kernel
growth rate as 0–10% (MFB10) as these two phases of the combustion event tend to be more
sensitive to the CCV sources than the fully turbulent flame [5,14,15]. Unfortunately, these
metrics are also more prone to measurement error due to the increased level of accuracy
required in the cylinder pressure measurement and are complicated by the determination
of the cumulative burn mass.

To unravel the complexities associated with the aforementioned strategies for iden-
tifying individual sources of CCV in SI engines, researchers have applied a variety of
statistical and non-statistical analysis methods of the decomposing measured in-cylinder
flow fields into its mean (large-scale) and turbulent (small-scale) components as sum-
marized by Maurya [3] and Sadeghi et al. [16]. The results of such methods are often
difficult to interpret from a physical perspective and, as indicated by Sadeghi [16] and
Roudnitzky et al. [17], most of the methods invoke ad hoc assumptions that can impact the
results of the decomposition, raising questions about the usefulness of such methods.

The early works of Venmorel et al. [18] and Liu et al. [19] and recently the works of
Li et al. [20], Richard et. al. [21], Netzer et al. [22] and Truffin et al. [23] have utilized CFD
simulation tools to understand the sources of CCV under a variety of engine operating
conditions using LES turbulence modeling techniques under the pretense that they may
be required in order to resolve the turbulence scales necessary to capture the impacts of
turbulent flow field on both early flame kernel development and late stage turbulent flame
progression. In their review, Lauer and Frühhaber [24] give an overview of current best
practices in science and industry for turbulence modeling in combustion simulations. On
the other side, the work of Scarcelli et al. [25] has shown that unsteady RANS (uRANS)
turbulence models, with sufficient and practical grid resolutions, can capture many of
the driving metrics of CCV in SI engine combustion. Additionally, modifications to the
turbulence model used in this paper were proposed in the past [26]. To this end, this work
proposes a novel approach for the investigation of the individual contributions of CCV
using a detailed uRANS CFD simulation methodology.

2. Materials and Methods

2.1. Engine Setup

The engine used for the simulation is an INNIO Jenbacher natural gas four valve
engine with premixed gas–air mixture and roughly 2.4 L of displaced volume. Bore and
stroke are 135 mm and 170 mm, respectively. The engine is operated at a speed of 1500 rpm.
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2.2. CFD Simulation Setup

The three-dimensional CFD simulations are performed with the CONVERGE CFD
solver (version 3.0.13; Convergent Science; Madison, WI, USA). The mesh size in the intake
and exhaust ports is 2 mm and 1 mm in the cylinder, respectively. Near-wall refinements
and adaptive mesh refinement (AMR) for the flame front is employed, leading to 0.25 mm
cells at the flame front location. Turbulence is modeled by the two-equation RANS k-ε
RNG turbulence model. Ignition is modeled by an energy deposition at the spark plug
gap of 30 mj each for 0.6 CAD for breakdown phase and 7.6 CAD for arc-glow phase.
Combustion is modeled using the detailed chemistry approach and the GRI Mech 3.0
reaction mechanism [27] for natural gas combustion. An adaptive time step marching
scheme is used to maintain a maximum Courant–Friedrichs–Lewy (CFL) limit within the
domain to 2 during the gas exchange, and 4 during compression, except during combustion,
a constant time step of 10−6 s is used resulting in maximum advection and diffusion CFL
numbers of less than 1.0. Total pressure and temperature are prescribed at the inlet to the
intake port, and static pressure is prescribed at the outlet of the exhaust port. Additionally,
turbulence intensity of 2% and a turbulence length scale of 3 mm were specified at the inlet
to calculate the boundary conditions for k and ε.

2.3. Multi-Cycle Simulations

A total of eleven consecutive engine cycles are simulated, using periodic (one engine
cycle) boundary conditions with first cycle discarded due to initialization effects. The
location and duration of the ignition are not changed. At 5 CAD and 0.5 CAD before spark
timing, snapshots of the simulation are saved allowing for simulations to be restarted
and/or implementation of the recombination strategy as described in the next section.
The uRANS approach is in line with past work to predict CCV of internal combustion
engines [28–30].

2.4. Combination of Simulation Snapshots

The restart files are a snapshot of the simulation at a certain time and allow one
to restart the simulation from this time with minimal or no change in results as shown
in Figures A1 and A2. The process of combining fields from different restart files is not
supported by the CFD code and therefore a small Python script is used to combine fields
from different restart files into a single restart file, a combined snapshot. Figure 1 visualizes
the general idea of the recombinations. The restart files are HDF5 files and can be read and
edited using standard tools from the h5py [31] Python package.

Simulation time

Snapshots / cycles
1 2 3 4 5 6 7 8 9 10

velocity field all other quantities

Combined snapshot

New simulation

Figure 1. One possible combination of restart files: Here, the flow field is extracted from the third
cycle and combined with all other quantities of the fifth cycle. The simulation then starts at the time
when the fifth snapshot was taken.

It should be noted that while restart files (i.e., snapshots) are written at the same crank
angle degree before spark timing of each engine cycle and the geometry and position of
the piston are exactly the same, the mesh is different as a result of AMR being used to
resolve the velocity field during gas scavenging. Thus, the combination algorithm accounts
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for local variances in mesh resolution combining the fields. For example, starting from a
base snapshot where a majority of the instantaneous field quantities will be used without
modification, to replace the instantaneous velocity fields with the values from another
snapshot, here referred to as the velocity snapshot, the following procedure is applied:

1. Extract the mesh data from both the base and velocity snapshot.
2. Extract the velocity field from the velocity snapshot.
3. Interpolate the velocity field, which is defined on the mesh of the velocity snapshot,

onto the mesh of the base snapshot. This is done by looping over all the cells of the
base snapshot and finding the value of the velocity field of the cell of the velocity
snapshot which is nearest to the cell of the base snapshot.

4. Write the newly interpolated field, which is now defined on the mesh of the base
snapshot mesh, into the corresponding data array. Thus, the original, base velocity
field is replaced with the exchange dataset.

3. Results

Due to confidentiality, all data reported here is normalized: The in-cylinder peak
pressures are normalized to the minimum and maximum peak pressure, i.e., a peak pressure
of 100% and 0% correspond to the highest and lowest peak pressure, respectively, and the
reported absolute crank angle degrees are normalized with respect to the ignition timing,
i.e., all reported absolute crank angle degrees in this paper are relative to the ignition.

The multi-cycle uRANS simulation yields ten different in-cylinder pressure traces as
shown in Figure 2. The in-cylinder peak pressure has a coefficient of variation of 1.15%. The
main differences between the cycles are in the peak-pressure and MFB50%. The differences
from cycle to cycle in ignition delay and IMEP are significantly lower and are not considered
in the following sections.
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Figure 2. In-cylinder results for all ten cycles.

To ensure that restarting the simulation does not change the combustion result, a
dry run is performed where no datasets were exchanged and the same combustion event
is re-run using the restart file. These tests show that no significant difference between
results from original and restart simulations existed as shown in Figures A1 and A2 in
Appendix A.

In total, simulations for 16 different combinations are performed and are summarized
in Table 1. For the purpose of this work not all cycles are combined with all other cycles.
Instead, the two extreme cycles with the minimum and maximum peak pressure, cycles 3
and 8, respectively, are selected for restart file combination with the cylinder pressure and
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rate of heat release shown in Figure 3. Additionally, this paper only considers the velocity
and turbulence quantities as exchange datasets.
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Figure 3. In-cylinder results for the two cycles with the lowest and highest pressure.

Table 2 summarizes results for four combustion metrics for 16 simulations using the
combinations listed in Table 1. Respectively, these metrics are peak cylinder pressure (pmax),
crank angle degree after ignition of peak cylinder pressure (CADpmax ), crank angle degree
after ignition for 50% fuel mass fraction burned (MFB50%) and crank angle duration from
10–90% mass fraction burned (MFB10–90%).

Table 1. Overview of the different restart combinations.

Comb. Base Exchange Snapshot Time Exchanged Datasets

1 8 3 5.0 CAD b. ign. velocity
2 3 8 5.0 CAD b. ign. velocity
3 8 3 5.0 CAD b. ign. turbulence (k and ε)
4 3 8 5.0 CAD b. ign. turbulence (k and ε)
5 8 3 5.0 CAD b. ign. velocity close to spark plug (1 cm sphere)
6 8 3 5.0 CAD b. ign. velocity close to spark plug (2 cm sphere)
7 8 3 5.0 CAD b. ign. velocity close to spark plug (5 cm sphere)
8 8 3 0.5 CAD b. ign. velocity close to spark plug (1 cm sphere)
9 8 3 0.5 CAD b. ign. velocity close to spark plug (2 cm sphere)
10 8 3 0.5 CAD b. ign. velocity close to spark plug (5 cm sphere)
11 3 8 5.0 CAD b. ign. velocity close to spark plug (1 cm sphere)
12 3 8 5.0 CAD b. ign. velocity close to spark plug (2 cm sphere)
13 3 8 5.0 CAD b. ign. velocity close to spark plug (5 cm sphere)
14 3 8 0.5 CAD b. ign. velocity close to spark plug (1 cm sphere)
15 3 8 0.5 CAD b. ign. velocity close to spark plug (2 cm sphere)
16 3 8 0.5 CAD b. ign. velocity close to spark plug (5 cm sphere)

Excluding maximum cylinder pressure, the table shows both absolute values and the
percentile in the span from minimum to maximum of the observed range. As previously
noted, cycle 3 has the highest peak cylinder pressure and is thus scaled to 100% while
cycle 8 has the lowest and is scaled to 0%. Due to the inverse relationship between the
combustion metrics and peak cylinder pressure, cycle 3 also has the minimum in the span
for the remaining metrics and therefore each of these are scaled to 0%. Similarly, since
cycle 8 has the lowest maximum cylinder pressure it also has the maximum in the span for
the other metrics and therefore each of these are scaled to 100%.

Figure 4 presents the results from Table 2 showing the following: (a) 10–90% mass
fraction burned versus 50% mass fraction burn, (b) peak cylinder pressure versus location
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of peak pressure, (c) 50% mass fraction burned versus peak cylinder pressure and (d)
10–90% mass fraction burned versus peak cylinder pressure. In each figure the results for
cycle 3 and 8 are plotted as colored square symbols (blue—cycle 3, orange—cycle 8) and
denoted as base. Since cycles 3 and 8 represent either the maximum or minimum observed
combustion metric, they fall at the corners within each figure with cycle 3 always at lower
left or right and cycle 8 at upper left or right. Results for the 16 simulated combinations are
plotted and generally follow a linear relationship between the two base cycle results.
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Figure 4. Visualization of combustion charactersitics. All values are relative to the two extreme cycles. The numbers above
or below the markers correspond to the combination number.
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Table 2. Normalized maximum pressure, CAD after ignition of its occurrence, CAD after ignition of
the mass fraction burnt 50% and combustion duration (MFB10–90%).

Case pmax CADpmax MFB50% MFB10–90%

Cycle 3 100.0% 36.51 0.0% 31.30 0.0% 17.96 0.0%
Cycle 8 0.0% 37.03 100.0% 32.20 100.0% 19.21 100.0%
Comb. 1 88.3% 36.57 10.9% 31.36 7.3% 18.11 12.8%
Comb. 2 4.2% 36.91 77.0% 32.15 95.2% 19.12 92.8%
Comb. 3 19.8% 36.90 74.6% 32.04 82.6% 18.93 77.8%
Comb. 4 75.3% 36.66 29.3% 31.48 20.3% 18.24 23.2%
Comb. 5 25.9% 36.90 74.7% 31.96 73.7% 18.88 74.3%
Comb. 6 72.1% 36.56 9.3% 31.52 24.7% 18.49 42.9%
Comb. 7 82.7% 36.57 11.5% 31.40 11.8% 18.22 20.8%
Comb. 8 48.7% 36.71 38.5% 31.73 48.0% 18.75 63.6%
Comb. 9 72.0% 36.56 10.0% 31.49 21.1% 18.62 53.5%

Comb. 10 77.1% 36.59 15.1% 31.43 15.2% 18.34 30.9%
Comb. 11 63.2% 36.74 44.9% 31.61 35.2% 18.35 31.9%
Comb. 12 32.5% 36.97 88.8% 31.92 68.7% 18.58 50.3%
Comb. 13 12.7% 37.01 96.6% 32.12 91.9% 18.92 76.9%
Comb. 14 48.3% 36.82 60.5% 31.76 52.0% 18.42 37.4%
Comb. 15 30.9% 37.02 97.8% 31.97 75.2% 18.40 35.7%
Comb. 16 7.1% 36.94 83.2% 32.14 93.3% 18.98 82.3%

3.1. Impact of the Velocity Field on the Combustion

The first two combinations, combination 1 and combination 2, extract the velocity of
one of the selected cycles and combine it with all other quantities, excluding the velocity
field, from the other cycle. Figure 5 shows the in-cylinder pressure traces and rate of heat
releases of the two original cycles and the two combinations. The figure shows in-cylinder
pressure is very close to the simulation from which the velocity field is used. The peak
cylinder pressure for combination 1 (base of cycle 8) is increased from 0% to 88.3% and
decreased for combination 2 (base of cycle 3) from 100% to 4.2%.

Ignition
CAD after ignition

In
-c

yl
in

de
r

pr
es

su
re

(b
ar

)

cycle 3
cycle 8
comb. 1
comb. 2

(a) Pressure.

Ignition
CAD after ignition

In
-c

yl
in

de
r

R
oH

R
(J

/d
eg

re
e)

(b) Rate of heat release.
Figure 5. In-cylinder results for combinations 1 and 2.

Of particular importance are the results for combinations 1 and 2 which exchange
only the velocity field of the base cycles while retaining the remaining simulation results.
Simply by exchanging the velocity field in the simulation snapshot of cycle 3 with the
velocity field of cycle 8 moves the crank angle combustion metrics (CADpmax , MFB50%) of
cycle 3 from 0% (earliest) to the 75 to 90th (late) percentile and close to cycle 8’s metrics.
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This suggests that the velocity field of cycle 8 plays a significant role in a slowed ignition
kernel development and/or turbulent flame propagation.

Similarly, exchanging the velocity field of cycle 3 in the simulation snapshot of cycle 8
moves the crank angle combustion metrics of cycle 8 from 100% (latest) downward to the
5 to 10th (early) percentile suggesting that the velocity field of cycle 3 plays a significant
role in an accelerated ignition kernel development and/or turbulent flame propagation.
Naturally, this leads to the question of what it is specifically about these two flow fields
that appear to drive either a faster or slower combustion regime. This question is out of
scope for the present work.

3.2. Impact of the Turbulence on the Combustion

Next, the impact of turbulence, the turbulent kinetic energy k and the rate of dissi-
pation of turbulent energy ε are investigated. Figure 6 shows the combinations 3 and 4
which exchange only the turbulence field between cycles 3 and 8. The figure shows that
the turbulence fields at ignition timing do not play a major role in the combustion event.

Ignition
CAD after ignition

In
-c

yl
in

de
r

pr
es

su
re

(b
ar

)

cycle 3
cycle 8
comb. 3
comb. 4

(a) Pressure.

Ignition
CAD after ignition

In
-c

yl
in

de
r

R
oH

R
(J

/d
eg

re
e)

(b) Rate of heat release.
Figure 6. In-cylinder results for combinations 3 and 4.

However, it is arguable that exchanging the turbulence quantities alone is a proper
assessment of the impact of the turbulence on combustion in the context of a two equation
uRANS turbulence model, since velocity and turbulence fields have a complex coupling.
Figure 7 shows that an immediate relaxation of the turbulence to their prior values does not
occur even when the velocity field remains unchanged. Figure 7a shows that the turbulence
intensity of combination 1 is much closer to cycle 8 during the ignition phase. This seems
plausible since k and ε are sourced from cycle 8, and only the flow field comes from cycle
3. Similar results and conclusions can be drawn for the other three combinations that are
shown in Figure 7b for combinations 2, 3 and 4.

3.3. Impact of the Flow Field near the Spark Plug on the Combustion

Since the first four combinations show that the flow field seems to have the most
impact on the combustion, a new combination strategy is considered. For the next combi-
nations, only the flow field in the vicinity of the ignition location (spherical volume with
different radii: 1 cm, 2 cm and 5 cm) is extracted and combined with the flow field in
the rest of the domain and all other quantities of the other cycle. To assess the impact
of changes in the flow field from the initial snapshot to the spark event the time before
ignition when the snapshots are taken is varied from 5 CAD to 0.5 CAD.
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Figure 7. Average in-cylinder turbulent kinetic energy.

Combinations 5, 6 and 7 use the flow field in a spherical volume around the ignition
location of cycle 3 and all other quantities and the flow field outside of said volume of cycle
8. The in-cylinder pressure and rate of heat release are shown in Figure 8. The time before
ignition when the snapshot is taken is 5 CAD. The figure shows that the larger the spherical
volume the closer the cylinder pressure is to cycle where the velocity field is sourced with
the peak cylinder pressures for combinations 5, 6 and 7 of 25.9%, 72.1% and 82.7% for radii
1 cm, 2 cm and 5 cm, respectively with 100% corresponding to the cycle from which the
near spark plug flow field is extracted.

Ignition
CAD after ignition

In
-c

yl
in

de
r

pr
es

su
re

(b
ar

)

cycle 3
cycle 8
comb. 5
comb. 6
comb. 7

(a) Pressure.

Ignition
CAD after ignition

In
-c

yl
in

de
r

R
oH

R
(J

/d
eg

re
e)

(b) Rate of heat release.
Figure 8. In-cylinder results for combinations 5, 6 and 7.

Figure 9 shows the in-cylinder pressure and rate of heat release of combinations 8,
9 and 10, which are similar to combinations 6, 7 and 8, respectively; however, the time
of the snapshot is shifted closer to spark timing from 5 CAD to 0.5 CAD before ignition.
The impact of this shift is most pronounced on the results using a 1 cm sphere extraction
volume. In this case the in-cylinder peak pressure increased from 25.9% to 48.7%. The
other two combinations only show a minor change in peak pressure, where combination 9
has almost the same peak pressure as combination 6 (72.0% vs. 72.1%) and combination 10
even shows a significantly lower peak pressure than combination 7 (82.7% vs. 77.1%). This
implies that the flow field between the 2 cm and 5 cm spheres only plays a minor role for
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turbulent flame propagation and that most contributions to CCV are due to the flow field
inside the 1 cm sphere.
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Figure 9. In-cylinder results for combinations 8, 9 and 10.

Combinations 11, 12 and 13, shown in Figure 10, are similar to combinations 5, 6 and
7; only the original cycles are exchanged, i.e., a peak pressure of 0% corresponds to the
cycle where the near-ignition flow field comes from. Again, a larger sphere of exchange
region means a lower peak pressure, going from 63.2% for the 1 cm sphere to 32.5% for the
2 cm sphere and as low as 12.7% for the largest sphere of 5 cm.
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Figure 10. In-cylinder results for combinations 11, 12 and 13.

Combinations 14, 15 and 16 are equal to combinations 11, 12 and 13 with the exception
of the time when the snapshot is taken being shifted to 0.5 CAD before ignition. This leads
to a lower peak pressure, shown in Figure 11, which means that these combinations are
closer to the 0% peak pressure cycles than the combinations with an earlier snapshot time.
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Figure 11. In-cylinder results for combinations 14, 15 and 16.

4. Summary and Conclusions

A novel method for quantifying the individual flow field parameters that impact
CCV in the multi-cycle CFD simulation of spark-ignited engines has been presented. The
method has been applied to a spark-ignited lean burn natural gas engine and reveals
that for this engine and the operating point examined the velocity field has the largest
impact on the combustion behavior. Exchanging velocity fields between the slowest/fastest
combusting cycles can advance/retard crank angle combustion metrics such as location
of peak pressure, 50% mass fraction burned and 10–90% mass fraction burned by 75–90%
of the observed span. Applying the methodology to subsets of the physical domain in
proximity to the spark plug shows that the velocity field in this region also has a significant
impact on the ignition kernel and combustion event.

The methodology indicates that the turbulence field (k and ε) for these uRANS sim-
ulations plays a significantly minor role as compared to the velocity field. However, it is
acknowledged that proper evaluation of the impacts of turbulence may be significantly
limited due to the rapid relaxation of the turbulence field when being introduced into
a new velocity field, as these systems are not decoupled. As shown in Section 3.2, this
relaxation does not take place at least for the average in-cylinder turbulent kinetic energy.
Instead, the resulting k field is in between the two extreme cycles.

The cycle-to-cycle variations are rather low (CoV of pmax is 1.15%) in this study and this
may be attributed to using the RANS turbulence modeling approach, the same boundary
conditions for each engine cycle, same ignition location and/or the same ignition energy
for each engine cycle. Regardless, the methodology presented is capable of identifying
and quantifying the significance of various drivers for slow and fast combustion events,
suggesting it can provide greater insight in instances of much larger CCV.
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Abbreviations

The following abbreviations are used in this manuscript:

CoV coefficient of variation
CCV cycle-to-cycle variations
CFL Courant–Friedrichs–Lewy
SI spark-ignited
RANS Renolds-averaged Navier–Stokes equations
CFD computational fluid dynamics
AMR adaptive mesh refinement
CAD crank angle degree
MFB mass fraction burned

Appendix A

Results from an ordinary restart, i.e., no datasets are exchanged, showing that restart-
ing the simulation has no impact on the combustion behavior.
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Figure A1. In-cylinder results for cycle 3 and restart of cycle 3.
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Figure A2. In-cylinder results for cycle 8 and restart of cycle 8.
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Abstract: This work focuses on the implementation of innovative adaptive strategies and a closed-
loop chain in a piston-damage-based combustion controller. In the previous paper (Part 1), imple-
mented models and the open loop algorithm are described and validated by reproducing some
vehicle maneuvers at the engine test cell. Such controller is further improved by implementing
self-learning algorithms based on the analytical formulations of knock and the combustion model,
to update the fuel Research Octane Number (RON) and the relationship between the combustion
phase and the spark timing in real-time. These strategies are based on the availability of an on-board
indicating system for the estimation of both the knock intensity and the combustion phase index.
The equations used to develop the adaptive strategies are described in detail. A closed-loop chain is
then added, and the complete controller is finally implemented in a Rapid Control Prototyping (RCP)
device. The controller is validated with specific tests defined to verify the robustness and the accuracy
of the adaptive strategies. Results of the online validation process are presented in the last part of the
paper and the accuracy of the complete controller is finally demonstrated. Indeed, error between the
cyclic and the target combustion phase index is within the range ±0.5 Crank Angle degrees (◦CA),
while the error between the measured and the calculated maximum in-cylinder pressure is included
in the range ±5 bar, even when fuel RON or spark advance map is changing.

Keywords: knock; combustion; efficiency improvement; CO2 emissions; control; adaptive strategy

1. Introduction

In this paper, the combustion controller described in the Part 1 is further developed
and validated. Such controller can be considered as a significant step in combustion
management, because of the definition of a target value of Maximum Amplitude of Pressure
Oscillations (MAPO) deriving from the estimation of the piston damage admissible in a
certain amount of time and the model-based open-loop chain, that allows to accurately
manage the combustion phase cycle-by-cycle even under transient conditions. In this
way, the knock intensity threshold is defined as a tangible piston damage index and,
outside the range of the knock-limited engine operating conditions, the control algorithm
keeps the combustion phase close to the maximum efficiency value, integrating knock and
combustion control in a single algorithm.

With the knock control strategy described in this work, the authors are proposing a
solution for the following issues that characterize standard knock control strategies:

1. The definition of a threshold for the statistical knock indexes that are defined inde-
pendently from the consequences induced by knocking events
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2. The implementation of closed-loop controllers that are unsuitable to control an ex-
tremely variable engine parameter, such as a high knock intensity percentile, especially
when the engine is operated under fast transient conditions.

In the Part 1 of the whole activity a robust and accurate open-loop controller is
developed and validated, and the main implemented models are described, including
the control-oriented piston damage model [1] and the analytical knock model [2]. Other
important models introduced in the open-loop controller are the analytical maximum
in-cylinder pressure (Pmax) and 50% of mass of fuel burned (MFB50) ones, described by
the authors in [3]. Knock and Pmax models are further validated in this work through the
comparison of the model coefficients calibrated for two different Spark Ignition (SI) engines.
Moreover, the reversed analytical knock model and the MFB50 ones are further developed
implementing two adaptive strategies to automatically learn the fuel RON of vehicle tank
and the parabolic relationship between MFB50 and Spark Advance (SA) for a certain engine
point. Indeed, such quantities were calibrated and kept fixed with the previous open-loop
controller. The self-learning strategies developed by the authors guarantee an always
up-to-date fuel RON value and MFB50-SA functions. Nevertheless, such algorithms need
the cycle-by-cycle value of knock intensity (instantaneous MAPO) and combustion phase
(instantaneous MFB50), such as the closed-loop chain, that reacts only when the damage
speed overcomes a safety threshold. Indeed, as discussed in the Part 1, a pure open-loop
controller cannot include the effects of unpredictable events, such as the engine or exhaust
system aging or extreme environmental conditions, on the calculation of cyclic MAPO and
MFB50. For such reason, the adaptive strategies and a protective Proportional Integral
(PI) controller are introduced in this paper. Hence, the proposed control strategy needs an
on-board system for the knock intensity and the combustion phase estimation.

Nowadays, the need of an on-board indicating system or a solution for the calculation
of both the knock intensity and the combustion phase indexes has not been considered
as a restrictive limitation. Indeed, recent anti-pollution policies are forcing the engine
manufacturers to develop new solutions to control innovative combustion processes, such
as the latest applications of Low Temperature Combustion and those that involve novel
types of fuel [4–6]. Such systems are often affected by poor combustion stability and the
risk of both knock or misfire imposes the in-cylinder pressure sensing. Several solutions
are available in literature. For instance, the accelerometer is considered as a viable solution
not only for knock intensity estimation, but also for the MFB50 calculation [7,8]. The
ionization current is a valid and robust technology for the in-cylinder pressure signal
estimation [9]. A third method is that based on the acoustic emissions that can be measured
with microphones [10–12]. Finally, some low-cost force transducers have been developed
for the in-cylinder pressure sensing. Using piezoelectric materials, the forces acting on
the engine head may be partially related to the pressure of the gases inside the cylinder.
Thus, instrumenting the head stud bolt [13] or using a piezoelectric spark plug washer and
acquiring at high frequency the electric output signal, the in-cylinder pressure variation
can be estimated. Alma Automotive recently developed a piezoelectric spark plug washer
that achieved very promising results [14].

These considerations about the in-cylinder pressure sensing techniques for the on-
board applications legitimize the development of accurate and reliable combustion control
strategies based on the availability of some combustion indexes, that until a few years
ago were available only at the test bench. Moreover, some cheap and reliable piezoelectric
sensors for the on-board installation are coming to the market, even if main features of
these technologies will be published once they are patented.

With the knock control strategy proposed in this work, the authors are thus proposing
a solution for both issues listed above:

1. The target value of the MAPO percentile derives from the piston damage admissible
in a certain amount of time (i.e., a target piston damage speed) and this means it
is defined according with the concrete relationship between knock intensity and
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the induced damage. The Pmax and MFB50 model convert that value into a target
combustion angular phase

2. The open loop chain allows to achieve the target MFB50 calculating the SA needed
just before each cycle. The controller is thought to be cycle-resolved, and this makes
such algorithm suitable to accurately manage the combustion phase cycle-by-cycle
even under transient conditions.

As mentioned above, outside the engine knock-limited operating field, the MFB50
model continues to calculate the SA that keeps the combustion phase close to the target
value. This condition can be easily identified by calibrating a saturation value equal to the
Maximum Brake Torque (MBT) combustion phase. When the target MFB50 (the value that
guarantees the target piston damage speed) is lower than such calibrated value, the MBT
combustion phase becomes the current target. Moreover, the adaptive strategies update the
coefficients of knock and MFB50 models, using measured combustion indexes. The novelty
of this work is thus the development and validation of adaptive strategies for the real-time
updating of the fuel RON and the analytical relationship between MFB50 and ΔSA.

In the first part of this paper, the experimental setup and the database used for the
controller calibration and validation are described. The complete combustion controller
is described in detail, showing the models’ mathematical reformulations needed for their
coupling with the self-learning strategies. The controller is then implemented in a Rapid
Control Prototyping (RCP) device, and it is validated online at the engine test bench. Tests
are specifically designed to demonstrate the robustness and the accuracy of the novel
adaptive strategies.

2. Experimental Setup

The model calibration is carried out both on an 8-cylinder and a 4-cylinder Gasoline
Direct Injection (GDI), Turbo-Charged (TC) production engine, equipped with a piezoelec-
tric pressure transducer for each cylinder. While the former is a high-performance engine,
the latter is equipping a standard passenger car. The comparison of the calibrated coeffi-
cients for both engines confirms the robustness of the described modeling approach for
the definition of accurate and reliable control-oriented combustion models. The controller
validation is instead performed on the 8-cylinder engine only, for which the controller was
developed. Such engine is the same considered in the Part 1 of this work, and the complete
combustion controller is finally implemented on an RCP machine connected to the Engine
Control Unit (ECU) of the 8-cylinder engine. On the other hand, the 4-cylinder engine is
used to further validate the knock and Pmax models, but it is not used as an application for
the damage model and the complete combustion controller. A description of the variables
and the time needed to recalibrate such models for a different engine is provided in the
Part 1 of this activity, but all the models included in the control strategy can be ported even
on the 4-cylinder engine without modifying their formulation. The main characteristics of
the 8-cylinder and the 4-cylinder engine are reported in Tables 1 and 2, respectively, while
the layout of the development network used to test the complete controller via RCP is
shown in Figure 1. The combustion chamber layout of both engines has a center-mounted
spark plug and a side-mounted in-chamber fuel injector. The indicating system is com-
posed of CHAMPION charge amplifiers and OBI-M2 indicating system, both provided
by Alma Automotive S.r.l. (Bologna, Italy), that are used for the signal conditioning and
the data acquisition, respectively. Such system records the in-cylinder pressure signals at
200 kHz. The calculation of the MFB50, Indicated Mean Effective Pressure (IMEP) and
Pmax combustion indexes uses the low-pass filtered pressure trace, while the same signal is
windowed and band-pass filtered (the specific cut-off frequencies and the angular window
cannot be disclosed for confidentiality reasons) to calculate MAPO. As in the previous
paper (Part 1), the nomenclature “MAPO” indicates cyclic value of such index, while, if
it refers to a percentile value, it is always specified or it appears as “MAPO98” (for the
98th percentile).
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Table 1. The 8-cylinder engine characteristics.

Displaced Volume 3855 cc (8 Cylinder)

Stroke 82 mm
Bore 86.5 mm

Connecting rod 143 mm
Compression ratio 9.45:1

Number of valves per cylinder 4

Table 2. The 4-cylinder engine characteristics.

Displaced Volume 1389.9 cc (4 Cylinder)

Stroke 75.6 mm
Bore 76.5 mm

Connecting rod 144 mm
Compression ratio 10:1

Number of valves per cylinder 4

Figure 1. Functional layout of the communication loop for the 8-cylinder engine. For each communi-
cation line the main transmitted variables are indicated.

As mentioned above, the combustion controller is tested on a Real Time (RT) machine
for RCP application that communicates with the ECU and the indicating system via the
Controller Area Network (CAN) communication protocol. For each cylinder, the controller
calculates SA corrections with respect to the mapped value for any engine operating point,
and it receives the main parameters (such as the engine speed, load, target lambda, etc.)
and the combustion indexes from the ECU and OBI-M2 system, respectively.

As for the open-loop combustion controller, the tests are specifically designed to verify
the reliability and the accuracy of the novel adaptive strategies. Two different types of
fuel (with different RON) and different spark advance maps are alternated to stress and
validate the specific self-learning algorithms.

3. Adaptive Strategies

The model-based algorithm converts target damage speed into the MFB50 target
through the implementation of the analytical knock and Pmax models. The calibrated
analytical MFB50 model calculates the ΔSA to reach the target combustion phase. The
analytical knock model [2] includes the influence of the fuel RON for the accurate estimation
of the engine knock tendency. In the pure open-loop controller described in the first part of
this activity, the fuel RON is manually set by the operator at the test cell. Moreover, the
same MFB50 and knock model are used to provide the cyclic values of MAPO and the
combustion phase to the control strategy.
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Considering the availability of an on-board system for the MAPO and MFB50 estima-
tion, the previous algorithm can be modified replacing the MFB50 and knock models with
the measured indexes to automatically learn the fuel RON and update the mathematical
relationship between the MFB50 and the ΔSA, for each operating condition. The pure
open-loop scheme evolves into that shown in Figure 2: the text in red highlights the indexes
that come from the on-board indicating system and that, during this activity, are provided
by OBI-M2. Such block scheme anticipates the resulting open-loop chain, defining the
focus of this work (i.e., self-learning strategies and the PI controller). The engine load is
expressed as the Stoichiometric Trapped Air Mass (STAM).

Figure 2. Open loop chain with measured MFB50 and MAPO, instead of modeled values, and PI controller. The bold text
highlights the blocks in which the adaptive strategies are implemented. The exponent −1 highlights reversed models. The
text in red highlights the indexes that come from the on-board indicating system.

The piston temperature [15,16] and the damage models [17,18] are discussed in detail
in the previous works of the authors, and in the Part 1 of the present work. Instead, the
Part 2 focuses on the development and the validation of the self-learning strategies. In
this section the analytical knock intensity, Pmax and MFB50 model are briefly described,
highlighting those features that have been further developed for implementing the adap-
tive algorithms. Moreover, the reliability of the analytical approach is demonstrated by
collecting the equation coefficients that result from the calibration for two different engines.
The novel algorithms are implemented in the final controller, to account for variables that
can change during the vehicle use and that cannot be predicted during the calibration
process, such as the fuel quality. The analytical formulation of main models is the key
feature that allows to directly update some model parameters by solving a simple equation,
deduced by reversing the model function. In this way, the adaptive strategies were easily
implemented in the control algorithm.

3.1. Analytical Knock Model Validation and Fuel RON Learning Strategy

The analytical knock model is used to convert the target MAPO98 into the correspond-
ing mean Pmax [2]. The choice of 98th percentile is arbitrary. However, it represents a good
compromise between the numerical stability and the faithful representation of the highest
instantaneous MAPO values.

Figure 3 shows the surfaces that derive from the model equation for the reference oper-
ating conditions for both the engines (Figure 3a for the 8-cylinder engine and Figure 3b for
the 4-cylinder engine), while Table 3 shows the numerical values of the model coefficients.
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Figure 3. Normalized MAPO98 model for reference conditions of lambda, intake manifold air temperature (Tman), and
fuel RON on the Trapped Air Mass-Pmax domain. The blue surfaces represent the output of the model equation while the
red dots identify experimental data. The graph on the left (a) refers to the 8-cylinder engine, whilst the plot on the right
(b) refers to the 4-cylinder engine.

Table 3. Knock model coefficients for the 8-cylinder and the 4-cylinder engines.

Model Coefficients 8-Cylinder Engine 4-Cylinder Engine

a 1.7 × 10−4 2.6 × 10−4

b −8.4 −11.4
c 3.8 4.3
d 10.8 10.2

lm 20.2 18.4
Tm 2.2 3.5

RONm −1.6 −1.8
ESm 1.1 × 10−4 1.3 × 10−4

The final formulation presented in the previous paper is reported by Equation (1), that
shows the analytical equation of the model for a standard GDI, TC engine:

MAPO98 = (a STAMb) (Pmax + ((λ− λref)λm) + ((Tman − Tman_ref)Tm)

+(RONm(RONref − RONfuel)))
(c STAM+d) + RPMESm

(1)

where:

• MAPO98 is the MAPO percentile that has to be calculated
• STAM is the Stoichiometric Trapped Air Mass, which is equal to the trapped air mass

(TAM) per cycle per cylinder when the mixture is stoichiometric or rich, and the ratio
between TAM and lambda when the mixture is lean

• a, b, c, and d are the four calibration parameters of the model that allow to define the
MAPO98 for the reference conditions (reference lambda value and air temperature in
the intake manifold);

• λref represents the reference lambda value, with which the model coefficients (a, b, c,
and d) have been calibrated. In this case it is equal to 1;

• λ is the current lambda value;
• λm is the lambda multiplier, the calibratable coefficient that converts the lambda

numerical difference into a ΔPmax;
• Tman is the current air temperature in the intake manifold;
• Tman_ref is the reference temperature in the intake manifold. In this case it is equal

to 40 ◦C;
• Tm is the intake air temperature multiplier, a calibratable coefficient that converts the

temperature numerical difference in a ΔPmax;
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• RONref is the reference fuel RON value, used during tests that generates the database
with which the parameters a, b, c and d are identified;

• RONfuel is the RON number of the current fuel;
• RONm is the fuel RON multiplier, the calibratable coefficient that converts the RON

numerical difference in a ΔPmax, as well as the λm;
• ESm is the Engine Speed Multiplier, and it includes the effect of the combustion noise

as a function of the engine speed (RPM)

As described by the authors in detail in [2], the effects on the knock intensity of the
mixture enrichment, the cooling of the intake air temperature and the increasing fuel RON
are modeled as an additive contribution to the Pmax value. The result can be seen as a
mere translation of MAPO98 curve along the Pmax axis (Figure 3). In other words, for
fixed engine speed, load, and fuel, when the mixture is enriched, the intake air temperature
is lower than the reference or the fuel RON is higher than the reference and the same Pmax
is achieved with a lower MAPO98 value.

Equation (2) shows how to convert a target MAPO98 into a Pmax value and it is thus
implemented in the block that includes the reversed analytical knock model:

Pmaxtgt = (c STAM+d)

√
(MAPO98tgt−RPM ESm)

(a STAMb)
+ (λref − λ)λm + (Tman_ref − Tman)Tm

+RONm(RONfuel − RONref)

(2)

In which MAPO98tgt is the target value of MAPO98 determined by converting the
target piston damage and the MAPO threshold into a MAPO PDF, and Pmaxtgt is the
corresponding Pmax value, for any given operating condition. As discussed in Part 1,
the target MAPO98 does not derive from a statistical calculation, but it is applied just as
an index for the conversion of the MAPO threshold into a proper input for the reversed
analytical knock model, that is used to convert the latter into a target Pmax value. The
algebraic step that allows to achieve the desired model without requiring a new calibration
process of the model parameters (a, b, c, d, ESm and so on) is a demonstration of the
possibilities that derive from the analytical approach proposed by the authors. This means
that once the main model parameters are determined, the analytical approach allows to use
the model regardless of what are the independent variables and the output of the function.
The native formulation of knock model provides the value of MAPO98 as the output [2],
while the implementation of the same model in the presented controller needs to have
the Pmax as the dependent variable. If a map-based approach would have been used, a
new calibration process would have been needed, when the relationship between STAM,
Pmax and MAPO98 is reversed. Instead, the Equation (2) can be directly reversed and used
to calculate one of the independent variables as the output of the model. Indeed, when
the main independent variables of the knock model are stored, RONfuel coefficient can be
directly calculated by solving Equation (2).

The engine operating range is discretized into a speed-load grid, and all the points
(defined as a combination of speed and load) are numbered. In this way, variables needed
to univocally identify an engine operating condition are halved, due to the possibility to
indicate the corresponding point number. The fuel RON self-learning algorithm is not
applied to all the engine points. Indeed, data are stored only for the operating conditions
characterized by the highest load values (the threshold is defined in terms of Pmax), hence
avoiding the risk of assessing the fuel RON by including the combustion noise only. The
self-learning algorithm can be summarized in the following steps.

MAPO index offset by the engine speed contribution (RPM*ESm) is stored in a 2-D
matrix whose rows identify the enumerated engine point, and columns are the elements of
a buffer (in this case 40) that is updated every cycle, following a First-In-First-Out logic.
For each matrix row (i.e., engine point), it is then possible to calculate the MAPO98 net of
engine speed effect (calculated with the term RPM*ESm). Thus, MAPO98net for each row
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indicates the percentile value for any given operating conditions (given engine speed and
load). Equation (3) defines MAPO98net:

MAPO98net = MAPO98 − RPM ESm (3)

The Pmax index is offset by lambda and the intake air temperature contributions
((λref − λ)λm + (Tman_ref − Tman)Tm) and stored in a 1-D column vector, in which each
row represents the engine point. In this case the mean value is considered, and each vector
element is updated by computing the weighted average between the stored value and the
new one and by giving a higher weight to the old number (such as a first order low-pass
filter). After each cycle, the vector is updated and it contains the mean Pmax value for
each engine point net of lambda and the intake air temperature contribution, indicated
as Pmaxnet:

Pmaxnet = Pmax − (λref − λ)λm − (Tman_ref − Tman)Tm (4)

The STAM values are stored in a column vector by applying the same method used
for the Pmax ones. The RONfuel parameter can be then calculated with Equation (5):

RONfuel =

̂PMAXnet − (c ŜTAM+d)

√√√√
(

̂MAPO98net

)
(

a ̂STAM
b
)

RONm
+ RONref (5)

Pmaxnet, MAPO98net and STAM are upper marked to highlight that they are vector
quantities. The calculated fuel RON is determined by solving a linear system of equations
and the system degree is equal to the number of engine points. This means that the fuel
RON value results as the best value for all the considered operating conditions characterized
by high loads. It is important to highlight that the matrix of MAPO and the vector of Pmax
contain the values for each engine point with which the operating field has been discretized.
The index of each row represents an engine point number that identifies a couple of fixed
engine speed and load (that are always the same) and this is the reason why the values
contained in each row of the vector or matrix change slowly and typically only when
fuel quality varies. The execution frequency of the fuel RON learning algorithm can be
decided by the engine manufacturer: RONfuel parameter can be updated every cycle,
every n cycles, once per vehicle use, and so on. The solution of Equation (5) does not
introduce any kind of delay and this feature makes it particularly suitable for the real-time
execution. Only the calculation of MAPO98 and the moving average applied to update the
Pmax vector introduce a filtering of the measured indexes. The moving average of Pmax
for each engine point is applied to remove cycle-to-cycle variation effects. The calculation
of the fuel RON helps to update such value in a very fast way, and this feature is important
to calculate the proper Pmax target values when the intake air temperature or the fuel is
changing rapidly (for instance when the vehicle tank is empty, and the type of gasoline
used to refill it is different from the previous one).

The fuel RON value is then used by the reversed knock model, which converts
the target MAPO98 into the corresponding Pmax value. Figure 4 shows the open-loop
controller with all the inputs needed by the fuel RON learning strategy.

3.2. Analytical Pmax Model Validation

As for the knock model, the simple analytical formulation of the Pmax model is
applied to the 4-cylinder engine, to demonstrate the reliability of the proposed approach,
despite its very simple formulation. Additionally, in this case, the calibrated coefficients are
very similar for both engines. Figure 5 shows the trends of model equation on the MFB50-
STAM domain and Table 4 collects the numerical values of the Pmax model coefficients for
the 8-cylinder and the 4-cylinder engine.
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Figure 4. Controller layout, including the fuel RON adaption algorithm.

Figure 5. Normalized Pmax model on the MFB50-Trapped Air Mass domain. The surfaces represent the output of the
model equation while the red dots are the experimental data. The graph on the left (a) refers to the 8-cylinder engine, whilst
the plot on the right refers to the (b) 4-cylinder engine.

Table 4. Pmax model coefficients for the 8-cylinder and the 4-cylinder engines.

Model Coefficients 8-Cylinder Engine 4-Cylinder Engine

p00 −16.21 −6.63
p10 −0.19 −0.27
p01 148.54 145.3
p20 0.02 0.01
p11 −2.92 −2.89

As shown in Figure 4, the implementation of the reversed Pmax model in the open-
loop chain of combustion controller allows the determination of the target combustion
phase that achieves either target damage speed, or the best efficiency.

3.3. Adaptive Combustion Model

The final output of the open-loop chain is the ΔSA (with respect to the mapped values)
that achieves the target MFB50. The MFB50 model analytically defines the relationship
between the actuated spark timing and the combustion phase [3]. Figure 6 represents the
block scheme of the controller open-loop chain, including the adaptive MFB50 model. The
dotted line (the fuel RON learning strategy) represents the algorithm described above.
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Figure 6. Controller layout, including the adaptive MFB50 model.

Such model is compatible with the adaptive strategy that updates the parabolic
relationship between MFB50 and corresponding spark timing, for any given engine speed
and load. For each engine point (fixed speed and load), the relationship between the mean
MFB50 and the actuated SA is characterized by a parabolic trend, which can be described
with a second order polynomial. Such trend derives from a variable MFB50 sensitivity to
the SA: the higher the MFB50, the lower the curve slope. Figure 7 shows an example of
what has been asserted, collecting data for a spark sweep recorded for given engine speed
and load. SA is reported as the difference with the calibrated value (ΔSA) and MFB50 is
normalized with respect to the maximum value.

Figure 7. Experimental ΔSA-MFB50 points recorded for fixed engine speed and load. The MFB50 is
normalized with respect to the maximum value.

Thus, for each engine point (defined as a couple of the engine speed and load) a
second order polynomial can be calculated. Equation (6) defines the kind of equation used
to fit the ΔSA on the MFB50 axis, for each engine point:

MFB50 = A ΔSA2 + B ΔSA + C (6)

where A, B and C are the equation parameters.
The mean MFB50 values are stored in a 2-D matrix, where rows represent the num-

bered engine point, and the columns are the ΔSA steps, equally distributed between
positive and negative values. A unitary spark advance step corresponds to a certain num-
ber of crank angle (CA) degrees. Limitations on ΔSA are typically imposed by maximum
and minimum spark timing that can be actuated by the ECU. For instance, if the controller
can communicate a ΔSA step within the range ±20 (which in turn corresponds to a certain
range of CA degrees), the 2-D matrix has 41 columns. Each value in the matrix is updated
by computing the weighted average between the MFB50 stored value and the new one
that works as a moving average. Initial values of the 2-D matrix are defined with the
MFB50 model executed offline. For every execution time-step, the stored MFB50 value for
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current operating condition is updated with the more recent MFB50, through the moving
average operator. For each matrix row, a parabolic equation can be determined by fitting
the stored values with respect to the fixed ΔSA vector that determines the number of matrix
columns. The identification process of the optimal values of the function parameters for
the current engine point can be performed with the combustion frequency, by applying
the least squares method, for the equation degree equal to 2 [19]. Considering the example
described above, in which the admissible ΔSA steps go from −20 to +20, the 2-D matrix
has 41 columns and the associated system of m (in this case 41) equations of degree n (with
m > n) can be defined. The least squared method allows to directly determine the coeffi-
cients vector of n + 1 elements that guarantee the optimal approximation of the available
data. Even in this case, the choice of the least squared method allows to perform a direct
calculation of polynomial coefficients, and it instantaneously updates the parabolic relation-
ship between the combustion phase and the spark advance. Nevertheless, differently from
the fuel RON learning strategy that uses the 98th percentile of MAPO, a moving average (a
low-pass filter) is applied to neglect the cycle-to-cycle variation (CCV, that normally affects
combustion indexes).

For every engine cycle, the MFB50 matrix is updated including the logged MFB50 for
the current engine operating conditions (speed, load, and ΔSA), and the parabolic equation
is directly calculated to accurately determine the ΔSA that achieves the target MFB50. Thus,
the controller layout in Figure 8 includes data the adaptive algorithm needs as input.

Figure 8. Controller layout, including the adaption algorithm for ΔSA-MFB50 analytical equation.

The methodology with which the vector and the matrix of combustion index and the
engine load (STAM) are updated depends on the discretization of the engine speed-load
operating field. On one hand, if the breakpoints of such grid are sufficiently dense, the
algorithm can assign to a certain operating condition the closest engine point, rounding
the speed and load with respect to the breakpoints resolution. On the other hand, once
the breakpoints of the engine speed-load grid are not so dense, the weighted update of
the four breakpoints between which the generic operating condition falls is performed.
In other words, combustion indexes stored in the four breakpoints (two engine speed
and two engine loads) that include the current operating conditions are updated by dis-
tributing the logged number on each of such breakpoints, by defining a weight that is
inversely proportional to the distance between the current operating condition and each
discretized engine point. Both strategies were tested during the development process of the
described combustion controller, but the first solution (based on the updating of the closest
breakpoint value, with respect to the current condition) was finally adopted. Indeed, a
sufficiently dense discretization of the engine speed-load operating field was reached, due
to a numerical optimization process of stored data for adaptive strategies that allowed to
minimize the impact of matrices and vectors on the volatile memory of the RCP device.
Such solution was preferred for the lower computational power needed, due to the simpler
algorithm and because the performance of both solutions was practically the same for the
considered grid that discretizes engine operating field.

4. Combustion Controller Validation

Differently from the pure open-loop controller described in the Part 1, piston damage
is calculated using the measured MAPO as input, instead of the calculated cyclic value with
the analytical knock model. Thus, a closed-loop chain based on a Proportional Integral
(PI) controller is implemented for a component-protection objective. Indeed, PI controller
reacts only when the instantaneous damage speed exceeds of a certain value the target
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(with a gain scheduling approach) and an additional integral contribution is added once a
safety threshold that corresponds to a very high knock intensity level is crossed. This is
because the aim is of controlling combustion phase entirely with the model-based open-
loop chain in normal conditions and allowing the PI controller intervention only to the
spark retardation when needed. The PI reacts with a typical sawtooth behavior that has
been accurately calibrated to have a response fast enough to avoid the knock intensity
remaining abundantly lower than the target. Figure 9 shows the complete combustion
controller scheme. The text in red identifies inputs that come from the on-board in-cylinder
pressure sensing system (MAPO and MFB50 for each combustion and for each cylinder).
Excluding the adaptive algorithms described above, the open-loop strategy is identical to
the one presented in Part 1. As highlighted in the previous paper, all the algebraic steps
implemented in such scheme are direct calculations, and there are no operators that could
induce delays in the algorithm.

Figure 9. Complete controller scheme. The text in red indicates the combustion indexes estimated from the on-board
in-cylinder pressure sensing system, i.e., MAPO and MFB50.

The combustion indexes are published once per cycle, while the combustion controller
code is executed at 1 kHz to be faster that the engine cycle on the whole engine operating
range. A complete controller is implemented for each cylinder, except for the fuel RON
learning algorithm which is averaged between cylinders. While the open-loop chain uses
instantaneous engine operating parameters (speed, load, lambda), the actuated ΔSA, and
the MFB50 and MAPO recorded during the current cycle to calculate ΔSA for the following
cycle, the adaption algorithms and the closed-loop chain receive the same data after the
combustion. In other words, the open-loop calculations are performed before the engine
cycle for which target damage speed is defined. On the contrary, the adaption algorithms
and the PI controller are executed after the engine cycle for which the ΔSA is determined.

The engine at the test bench is operated with the speed and load profiles recorded
during real vehicle maneuvers. The tested profiles consist of complete track laps, with
both very steep transients and semi steady-state conditions. In this way, the controller
is stressed with realistic engine speed and load profiles, and the results demonstrate the
high reliability of the proposed tool. Moreover, some tests are carried out with a positively
offset SA map, in order to validate the performance and the robustness of the self-learning
algorithm that updates the mean MFB50 values and the ΔSA-MFB50 functions. The fuel
RON is also changed during a portion of these tests, and the reliability of knock model is
then demonstrated.

5. Results and Discussion

The main objective of the tests is to validate the algorithms developed above. Figure 10
displays a portion of the engine speed and pedal profiles tested during the validation
procedure, normalized with respect to the maximum values of the engine operating range.
The entire engine operating range is thus covered. The detailed results are shown only
for cylinder 1, for a more concise and clearer representation. All the following figures
were obtained by plotting data recorded with the RCP and the indicating system. The
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RCP system provides those variables that are received by the ECU and that are calculated
by the controller, while OBI-M2 allows having all the combustion indexes, such as the
instantaneous and the mean MFB50, Pmax, MAPO and MAPO98.

Figure 10. Normalized engine speed and load profiles related to the results presented below.

Figure 11 shows the MFB50, the Pmax, the final ΔSA and the closed-loop contribution
(ΔSA CL), MAPO and its 98th percentile, and the damage speed. All the quantities
reported in Figure 11 are normalized with respect to the maximum value of y-scale chosen
to include all the recorded values. Instead, the values of ΔSA are reported as ◦CA. For
this test, the matrices and the vectors included in the adaption algorithms contain initial
calibrated values. As anticipated in Part 1, both the MAPO98 and the mean MFB50
shown in Figure 11 are calculated by the indicating system with a buffer of 200 cyclic
values. However, such values do not have a role in the open-loop algorithm. They are just
evaluated to be compared with the corresponding target value. This means that, excluding
moving averages of adaptive strategies used to filter the CCV, there is not any kind of filter
in the open-loop calculation chain to avoid the introduction of a delay with respect to the
current combustion indexes (MFB50 and MAPO provided by the indicating system). The
filtered MFB50 is always on the target, except when the PI controller reacts. This condition
can be easily identified when ΔSA calculated by closed-loop is negative. As for the pure
open-loop controller, the target MFB50 is defined as the value that achieves a given damage
speed value, saturated at the MBT. The MBT value is the lowest MFB50 targeted by the
controller. Due to the actuated SA that is generally higher than the calibrated value (as
observable in the third plot of Figure 11 that reports the actuated ΔSA, ΔSA Act.), the
engine operating field for which the MBT can be reached is wider than that resulting from
the standard calibration. This is due to the higher MAPO that is considered as admissible
(especially beyond a certain value of STAM). As for the pure open-loop controller, the
most important consequence of the application of the proposed controller is a significant
increase of the combustion efficiency, that can be spent with an increase of the maximum
torque or a reduction of the fuel consumption. The Pmax reaches the corresponding target
values only when the target MFB50 is higher than the MBT. At the same time, during
such portions of the test, the MAPO98 oscillates around its target value and the average
damage speed is close to the corresponding target value. The average damage speed
shown in the last graph of Figure 11 is calculated as the cumulative damage (evaluated in
bars) divided for the whole engine life (evaluated in seconds), and for this reason it varies
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slowly. Even if the controller manages the instantaneous damage speed, the mean value
evaluated in such way is the most meaningful index, because it represents the average
damage speed on the entire engine life and it is used to estimate the cumulative piston
damage at the end of the test period. The results demonstrate that even the adaptive
MFB50 model is reliable and allows to directly calculate the ΔSA needed to reach the target
MFB50. As visible in the third graph of Figure 11, the PI controllers react only with small
SA corrections (lower than 2 ◦CA) when the instantaneous damage speed exceeds a certain
threshold value. Moreover, the calculated cyclic Pmax is very close to the experimental
data, and this confirms the accuracy and robustness of the proposed analytical model.
A more quantitative evaluation of the controller accuracy is reported in Figure 12, that
shows the error between the MFB50 and the Pmax, and the corresponding target values, for
the analyzed test. The statistical indexes (the mean value and the standard deviation) are
reported for each plot. On the one hand, the error between the target and the filtered MFB50
has to be evaluated excluding engine cycles in which PI controller reacts and consequently
the MFB50 cannot be close to the target value. On the other hand, all the engine cycles
in which the target MFB50 is saturated to the MBT have to be excluded too, because the
target Pmax cannot be achieved. However, since the objective of this work is to develop a
combustion controller that manages the combustion phase on the entire engine operating
field, the error between MFB50 and the corresponding target value is evaluated on the
whole test, and not only for the knock-limited operating conditions. The error is mainly
included within the range ±0.4 ◦CA and ±5 bar for the MFB50 and the Pmax, respectively.
These values, together with the achievement of the damage speed target, is an extremely
relevant result. Nevertheless, it is important to mention that the average damage speed
is close to target value already at the beginning of the test and this is because the engine
speed and pedal profiles shown by Figure 10 are reproduced several times in a row. In this
way, the controller can reach the target damage speed value.

Figure 13 shows the calculated fuel RON value, that is practically constant during the
test. In this case, standard RON 95 fuel is used. The statistical indexes values are reported
in the title of the figure. As discussed above, the fuel RON value is calculated only when
the Pmax exceeds a calibrated threshold, to ensure excluding the engine points in which
knock does not occur. For such reason, during some portions of the test, calculated fuel
RON assumes constant values.

Both the adaptive strategies are validated with specific tests. The algorithm for the
ΔSA-MFB50 relationship self-learning is validated by applying an offset to the whole
spark advance map, so that the parabolic function that defines the combustion phase with
respect to the SA correction needs to be updated. In this way, the condition that leads
to save the incorrect MFB50 values (for instance due to a broken sensor) is reproduced.
In this case, the test was carried out on a stationary engine operating point, by forcing a
spark timing correction on the SA map. Thus, it is possible to quantify the time needed
to update the stored MFB50 values and calculate the correct parabolic function. Figure 14
displays the results in terms of MFB50 and ΔSA for the cylinder 1. A vertical dashed
line indicates the moment in which the offset is applied onto the spark timing map. The
adaptive strategy can recognize and calculate the new ΔSA-MFB50 parabolic function by
updating the value saved in the MFB50 matrix. The error returns close to 0 in 7 s, and
this kind of test demonstrates the robustness of such algorithm. The implementation of
an additional closed-loop contribution to the control the MFB50 on the target value is not
needed as it would introduce an additional error, especially under transient operating
conditions. Moreover, in this case, the close-loop chain based on the damage speed does
not react, as expected, because the SA map is modified with more retarded values, for a
not knock-limited engine point.
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Figure 11. Target and experimental values of MFB50, Pmax, MAPO, and damage speed, for cylinder 1.
In particular, the third graph represents the spark timing correction of the closed-loop chain, and the
final output of the controller.

Figure 12. Error between the target and the experimental MFB50 and Pmax indexes, for cylinder 1.
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Figure 13. Calculated fuel RON. The very narrow vertical scale proves that albeit calculations are
run, no modification in the RON number is adapted, as expected.

Figure 14. MFB50 and ΔSA for cylinder 1 in the test used to verify the celerity of the adaption
algorithm. The vertical dotted line indicates the time an offset on the SA map is applied. The red line
represents the MFB50 moving average while the orange one the error with respect to the target value.
The error is very close to 0 after 7–8 s.
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Lastly, the fuel RON learning algorithm is validated. A long test was carried out at
the bench by reproducing the same engine speed and load profiles shown in Figure 10
and switching between two different types of fuel coming from two tanks that supply the
engine test bench fuel line (with RON95 and RON100 gasoline, respectively). The switches
between fuel lines are performed during the test. Even in this case, the results demonstrate
the high reliability of the proposed control strategy. Figure 15 shows the trend of the
calculated fuel RON value during the test. The vertical dashed lines indicate the moments
in which the fuel quality is switched. As mentioned above, the RONfuel coefficient update
is performed when the Pmax exceeds a calibrated threshold, and therefore the displayed
value is constant during some portions of the test. The calculated RON clearly follows the
nominal fuel octane number.

Figure 15. Calculated fuel RON for the validation test of the fuel RON adaptive strategy.

Figure 16 shows the trend of the main combustion indexes, the spark timing correc-
tions, and the damage speed, for the cylinder 1. The fuel RON adaption algorithm allows to
properly account for the effects of the fuel quality and calculate the maximum in-cylinder
pressure that ensures the target MAPO98 value for the current type of fuel, on the entire
engine operating range. The average damage speed remains very close to the target, as
well as the MFB50 and the Pmax, when the closed-loop contribution is null and target
combustion phase is not saturated to the MBT value, respectively. It can be noted that the
PI controller reacts especially when the fuel RON is overestimated (for instance during the
learning transient), but such corrections are null when RON value is correctly evaluated
or underestimated, as expected. This is a further confirmation of the robustness of the
open-loop chain, that makes the feedback controller actions very limited. Figure 17 shows
the error between the target and the moving average of the cyclic MFB50 and Pmax.
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Figure 16. Target and experimental values of MFB50, Pmax, MAPO and damage speed for cylinder 1.
The third graph represents the spark timing correction of the closed-loop chain and the final output
of the controller, for the fuel RON adaptive strategy validation test.

Figure 17. Error between target and experimental MFB50 and Pmax indexes recorded during the
fuel RON adaptive strategy validation test, for cylinder 1.
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The validation tests demonstrate the high accuracy of the model-based open-loop
controller, and the reliability of the implemented adaptive strategies under real on-vehicle
operating conditions.

6. Conclusions and Future Works

In this work, the innovative model-based combustion control system described in
the Part 1 was further extended and validated. In this work the algorithm was developed
considering the availability of an on-board indicating system that provides a knock intensity
and a combustion phase index (MAPO and MFB50, respectively). The novel adaption
algorithms based on the analytical formulation of the knock and the MFB50 models are
now implemented in the controller, for the live adaption of fuel RON, and the relationship
between the combustion phase and ΔSA. In this way, the fuel RON and the coefficients of
the analytical MFB50 model that in the first version of the controller were manually set by
the user during the calibration process, are now estimated automatically and continuously
updated. The final controller is then implemented in an RCP system. The proposed
controller needs MAPO and MFB50 indexes, that can be obtained by the on-board systems
for the in-cylinder pressure signal estimation, such as the accelerometers, the ionization
currents or the piezoelectric components for engine head that can sense the forces induced
by the combustion process. Nevertheless, the tests shown in this section are carried out
with an engine equipped with standard piezoelectric transducers and the combustion
indexes are calculated with a commercial indicating system.

The analytical knock model was calibrated for both an 8- and 4-cylinder engine to
demonstrate the robustness and the general validity of the analytical approach. However,
the final controller was developed and calibrated for the 8-cylinder engine. The main
benefits of the simple analytical formulation were shown, explaining how the proposed
approach allows to directly implement an algorithm for the calculation of the fuel RON
value. The analytical Pmax and MFB50 models were briefly retrieved and the implementa-
tion of the adaptive strategy for the ΔSA-MFB50 parabolic function update was discussed.
The matrices that contain stored data needed for the self-learning algorithm were numeri-
cally optimized to minimize their impact on the volatile memory of RCP system, and to
make the controller suitable for the following implementation in the production ECU. The
validation tests were performed by reproducing at the bench the engine speed and load
profiles logged during the real vehicle use on track, to validate combustion controller also
under very fast transient conditions. Moreover, specific tests were performed to validate
the adaption algorithms, by reproducing at the test bench some real conditions, such as a
wrongly calibrated MFB50 matrix (it was simulated by offsetting the SA map of a certain
value) and a fast fuel quality switch (for example a fuel tank refill with a different fuel).

The results demonstrate both the high accuracy of the complete open-loop chain,
and the reliability of the self-learning algorithms. The errors between the target and the
experimental indexes were low and this further confirms that the novel approach to the
combustion control can be considered as a viable and robust innovation in the knock
control. The resulting error was mainly included within the range ±0.4 ◦CA and ±5 bar
for MFB50 and Pmax, respectively. These values, together with the achievement of the
damage speed target, can be considered as a relevant result.

This combustion controller will be further validated with the use of a production-
oriented, on-board-compatible indicating system that can provide MAPO and MFB50
indexes. Moreover, it will be further developed with an exhaust gas temperature model to
manage even the lambda target and it will be finally implemented in a prototyping ECU
for the on-vehicle tests. Modern ECUs are characterized by high computational power and
their main limitation is related to the number of analog and digital channels, rather than
the CPU power. Even if the computational effort strongly depends on the type of the RT
machine used to perform tests, the authors confirm the proposed controller is suitable for
the implementation in a production ECU.
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Abbreviations

CAN Controller Area Network
CCV Cycle-to-Cycle Variation
ECU Engine Control Unit
GDI Gasoline Direct Injection
IMEP Indicating Mean Effective Pressure
ION Ionization Current
MAPO Maximum Amplitude of Pressure Oscillation
MAPO98 98th percentile of MAPO
MBT Maximum Brake Torque
MFB50 The 50%-of-Mass-of-Fuel-Burned
PDF Probability Density Function
PF Probability Function
PI Proportional Integral controller
PID Proportional Integral Derivative controller
Pmax Maximum in-cylinder pressure
RCP Rapid Control Prototyping
RON Research Octane Number
RT Real-Time
SA Spark Advance
STAM Stoichiometric Trapped Air Mass
TAM Trapped Air Mass
TC Turbo-Charged
VVT Variable Valve Timing
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Abstract: This work is focused on the development and validation of a spark advance controller,
based on a piston “damage” model and a predictive knock model. The algorithm represents an
integrated and innovative way to manage both the knock intensity and combustion phase. It is
characterized by a model-based open-loop algorithm with the capability of calculating with high
accuracy the spark timing that achieves the desired piston damage in a certain period, for knock-
limited engine operating conditions. Otherwise, it targets the maximum efficiency combustion
phase. Such controller is primarily thought to be utilized under conditions in which feedback is not
needed. In this paper, the main models and the structure of the open-loop controller are described
and validated. The controller is implemented in a rapid control prototyping device and validated
reproducing real driving maneuvers at the engine test bench. Results of the online validation process
are presented at the end of the paper.

Keywords: knock; combustion; efficiency improvement; CO2 emissions; control; modeling

1. Introduction

Knock presents a completely different challenge with respect to what is commonly
faced when a standard dynamic system has to be controlled. The main reasons for this deep
difference between knock events and other combustion phenomena can be synthetized
as follows:

1. Lack of a robust relationship between values of knock intensity indexes and the
associated damage on the combustion chamber components

2. Knock stochastic nature.

On one hand, numerous indexes for knock intensity estimation have been defined
from the high-frequency content of measured or estimated in-cylinder pressure trace [1],
from both high- and low-frequency ranges of such signal [2], or from high-frequency
vibrations induced by abnormal combustions on the engine head. Regardless of the source
of such signal and the mathematical formulation of the intensity index calculation, such
indexes do not provide a direct indication about the consequences that every knocking
event has on the combustion chamber, such as the erosion on the piston surface. On the
other hand, the non-deterministic nature of knock forced the control system developers
to define some statistical quantities, i.e., some percentiles values of certain knock index
(typically higher than 90th) to manage the event rate over a given threshold [3], rather than
the cyclic knock intensity, which closely approximates an independent random process.
Consequently, real-time knock control has never been linked to actual component damage.
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Knock intensity thresholds and criteria used for the spark advance (SA) calibration process
are typically the result of the experience of the engine manufacturer and, in most cases, are
defined to avoid knocking combustions at all. The highest percentiles (such as the 98th or
the 99th) or even the cyclic intensity values are controlled to avoid the complete exceedance
of some sort of experience-driven limit. Moreover, such thresholds may have remained
the same over the years, not following the improvements in materials strength [4]. Indeed,
improvements in alloys’ mechanical characteristics have led to a significant increase of
mean specific power, not necessarily followed by a corresponding redefinition of knock
intensity thresholds. This is certainly caused by the lack of a robust quantitative relationship
between calculated knock index, and corresponding induced damage.

Standard knock control strategies typically use signals coming from an on-board
compatible system for knock intensity sensing (accelerometers or Ionization current-based,
ION) and move spark advance at every time step. Spark timing is advanced whenever the
intensity is lower than the threshold, while it is retarded when knock occurs, by applying
fixed corrections [5–13]. Moreover, in some cases SA maps are calibrated to maintain
knock intensity under the threshold for nominal operating conditions (environmental
temperature, fuel Research Octane Number, RON, and so on), and by using the knock
controller just to retard SA when the on-board system senses “high” intensity knocking
events, according to defined spark timing correction maps [14]. SA retarding is then
gradually reduced, reaching again the mapped value: this kind of controller is the so
called “sawtooth”.

More generally, traditional controllers’ performance under transient conditions strongly
depends on values of calibration constants [15–19]. Often, on production systems, standard
controllers do not manage spark timing to reach a statistical knock index target value [20],
such as a percentile of maximum amplitude of pressure oscillation (MAPO). It is more
common having a controller that keeps such percentile under a calibrated threshold [21,22].
On the other hand, even under steady-state conditions, the actuated mean SA may be
sub-optimal due to the high spark-timing variance. For these reasons, in most cases, such
controllers are additionally calibrated with a precautionary approach, and this leads to a
further combustion efficiency loss. In summary, two controlling issues can be traced in the
following way:

1. The definition of a threshold for statistical knock indexes that are defined indepen-
dently from the consequences induced by knocking events

2. The implementation of closed-loop controllers that have an output affected by a
certain delay with respect to an open-loop-based strategy, especially when an engine
runs under fast transient conditions.

The knock control algorithm proposed in this work can be considered as a solution to
solve both issues, and the two key tools that allow managing combustion phasing in an
innovative manner are the control-oriented piston damage model [23] and the analytical
knock model [24]. Such controller is designed and developed for specific applications
(racing, final vehicle development phase, test at the engine bench), or could represent the
basis for introducing a closed-loop correction, in terms of adaptive capability to varying en-
vironmental conditions and aging effects (see Part II). Implemented models are developed
and validated in previously cited works of the authors, but their features and latest updates
are also reported in this work, which for the first time integrates the two portions and
introduces a new, finite element method-based approach for the piston temperature model.

The piston damage model [23] was designed for the real-time (RT) estimation of the
piston surface erosion, that is calculated as a function of its temperature and MAPO, while
the knock intensity model [24] analytically defines the relationship between a calibratable
MAPO percentile and the maximum in-cylinder pressure (Pmax), for any given operating
condition (i.e., engine speed, load, target value of lambda and fuel quality). Both models
can be considered as an innovative contribution to the field of knock modeling and control,
especially because they allowed the development of the complex open-loop control chain
described in this document that has the capability of converting a target piston damage
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into a combustion phase value, cycle-by-cycle. The 50% of mass of fuel burned (MFB50)
control-oriented model already described in a previous work of the authors [25] is here
reversed to use target MFB50 as input and directly calculate the corresponding spark timing
to reach such combustion phase value, for any given operating condition.

In this first paper (Part 1), a pure model-based, open-loop controller is developed and
validated, and all combustion indexes needed to control combustion and piston damage
(MFB50 and MAPO, respectively) are provided by analytical control-oriented models. The
novelty introduced by the proposed solution with respect to the cited approaches is the
integration of an innovative piston damage controller within a combustion one, which
directly manages the instantaneous piston damage speed used as a knock intensity index
alternative to MAPO. In this way, a much lower efficiency loss occurs under knock-limited
operating conditions, due to a higher actuated SA with respect to standard calibrated values.
Indeed, the latter is automatically defined as the value that generates an admissible piston
damage speed. Results demonstrate the open-loop chain can reach target MFB50 with an
extremely high accuracy even under transient operating conditions. The instantaneous
knock intensity is evaluated through a novel index (piston damage speed), and it is directly
controlled without applying any statistical methodology or buffer, as performed instead
by standard knock controllers. It is important to anticipate that a predicted percentile of
MAPO is used to feed the analytical knock model, but it is an index evaluated through a
direct calculation, and it is updated once per cycle. It is not calculated with a buffer and
thus, no delays are introduced in the control algorithm.

With the knock control strategy proposed in this work, the authors are thus proposing
a solution for both issues listed above:

1. The target value of MAPO percentile derives from the admissible piston damage in
a certain amount of time (i.e., a target piston damage speed), and this means it is
defined according to the existing relationship between knock intensity and induced
damage. Pmax and MFB50 models convert such value in a target combustion phase

2. With the open-loop chain the target MFB50 can be achieved by calculating the re-
quired SA. The controller is thought to be cycle-resolved, which makes such an
algorithm suitable to accurately manage the combustion phase cycle-by-cycle even
under transient conditions.

Outside knock limited operating range, the MFB50 model continues to calculate SA to
maintain the combustion phase close to the target value. When the target MFB50 (the value
that guarantees the target piston damage) is lower than such calibrated value, the MBT
combustion phase becomes the actual target. For this reason, such a controller efficiently
integrates both knock controller and combustion phase management.

A detailed description of model development and an assessment of model accuracy is
reported in previous works of the authors [23–25].

However, it is important to mention the described pure open-loop controller cannot
estimate accurate combustion indexes when events that are not considered by models
occur. For instance, engine and exhaust system aging or extreme environmental conditions
could have unpredictable effects on the combustion process, and thus on the calculated
combustion phase and knock intensity. However, the presented models can be further
developed to introduce dependency to such kinds of events, and this becomes particularly
important when the engine is installed on a production vehicle. Indeed, the proposed open-
loop combustion controller can be applied to conditions where extreme environmental
conditions are avoided, and the engine has a limited life (such as at the test cell or during
racing events), or it should be supported by a closed-loop controller for adapting to varying
external conditions. Of course, the availability of a measurement of such indexes can
prevent undesirable events and guarantees having a more robust algorithm (and this
is the focus of Part II of this activity) for standard applications. Nevertheless, a pure
open-loop control strategy developed in this paper represents an innovative solution
and it is concretely used for special applications. Results are valuable and the presented
tests demonstrate the general validity of the proposed approach. Moreover, authors can
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anticipate that the closed-loop chain introduced with Part II of this activity is calibrated
to react for protection reasons (i.e., just with negative SA corrections), and it is not active
in most cases. In other words, even when the closed-loop is available, it reacts rarely and
with small corrections (averagely −1 crank angle degrees of magnitude), and the controller
still works mainly with open-loop chain.

The experimental setup and the database used for model calibration and validation
are described, and each model is then briefly introduced below. The open-loop combustion
controller is described in detail. The controller is then implemented in a rapid control
prototyping (RCP) device and validated online at the engine test bench. Tests are carried
out by reproducing engine speed and load profiles recorded during real vehicle maneuvers
performed on track. Results are finally collected and discussed in the last part of the paper.

2. Experimental Setup

Experimental tests for model calibration and controller validation are carried out on
a high-performance, 8-cylinder, Gasoline Direct Injection (GDI) and Turbo-Charged (TC)
production engine. Each cylinder is equipped with a piezoelectric pressure transducer.
The main engine characteristics and the layout of the development network used to test
the complete controller via RCP are presented in Table 1 and Figure 1, respectively. The
combustion chamber of this engine is characterized by a central spark plug and a side-
mounted fuel injector. The indicating system is composed of CHAMPION charge amplifiers
and OBI-M2 indicating system, both provided by Alma Automotive S.r.l. (Bologna, Italy),
that are used for signal conditioning and acquisition, respectively. The indicating system
acquires in-cylinder pressure signals at 200 kHz. Calculation of MFB50, indicated mean
effective pressure (IMEP) and Pmax combustion indexes use the low-pass filtered pressure
trace, while the same signal is windowed and band-pass filtered (specific cut-off frequencies
and angular window cannot be disclosed for confidentiality reasons) to calculate MAPO,
as defined by Equation (1):

MAPO = max ( |p f ilt | ) (1)

where p f ilt is the band-pass filtered, in-cylinder pressure signal. In the following text,
the nomenclature “MAPO” or “knock intensity” indicates cyclic values of such an index,
while, if it refers to a percentile value, it is always specified or it appears as “MAPO98”
or “MAPO99.5” (for the 98th and the 99.5th percentile, respectively) or as “statistical
knocking level”.

Table 1. Eight-cylinder engine characteristics.

Displaced Volume 3.9 L (8 Cylinder)

Stroke 82 mm
Bore 86.5 mm

Connecting rod 143 mm
Compression ratio 9.45:1

Number of valves per cylinder 4

As mentioned above, the combustion controller has been tested through its deploy-
ment in an RT machine for RCP application that communicates with the ECU. The controller
receives via the ECU the main engine parameters (such as speed, load, etc.), and it calculates
for each cylinder a SA correction with respect to the mapped value. The models imple-
mented in the open-loop controller calculate the combustion and knock indexes needed
to determine spark advance corrections, and the indicating system is used to monitor the
combustion process and to log in-cylinder pressure curves.
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Figure 1. Functional layout of communication loop.

Data used for the controller validation were recorded during tests that reproduced
different, real-use engine speed and load profiles from in-vehicle acquisitions. On the other
hand, the database used for calibration of the analytical models (such as knock, Pmax, and
MFB50 models) comes from an engine experimental campaign, needed to calibrate some
ECU control strategies. In other words, such combustion data were not logged for this spe-
cific modeling activity but were already available. The piston damage model was calibrated
instead with data recorded with the same 8-cylinder engine during a dedicated experimen-
tal campaign, described below. In the following sections, the main engine variables have
been normalized with respect to their maximum value for confidentiality reasons.

3. Implemented Models

In this section, the piston damage model, the analytical knock intensity model, Pmax,
and MFB50 models are described, highlighting those features that have to be considered to
understand the development of the combustion controller. The results presented below are
only a portion of the complete campaign carried out to develop each model, described in
the previous works by the authors [23–25]. In this case, analytical models (knock, Pmax
and MFB50) are specialized for each cylinder. This approach is needed to accurately control
damage speed and combustion phase also including the cylindrical variability that is
always present in multi-cylinder engines.

Knock, Pmax, and MFB50 models were developed to analytically describe the effects
of engine operating conditions and other influent parameters, such as lambda and fuel
RON (especially for the knock model), on a certain MAPO percentile, on maximum in-
cylinder pressure, and combustion phase, respectively. They are developed by applying the
separation-of-effects method [26] and only the engine parameters that significantly change
when engine runs and that effectively affect such combustion indexes are included in these
models. Valve timing, for instance, is an engine actuation that has a strong impact on the
combustion process, but the variable valve timing (VVT) map is one of those calibrations
that rarely changes, and it can be considered frozen after ECU calibration. Spark timing
and lambda are varied by specific strategies that react to manage, for instance, catalyst
heating, turbine inlet gas temperature, as well as traction of the vehicle and so on, and
for this reason, the effect of lambda and SA changes must be counted by the models.
On the contrary, fuel quality and intake air temperature are uncontrollable variables that
undoubtedly change during vehicle life. These variables affect both knock tendency and
SA-MFB50 relationship, and for this reason, RON of fuel available has to be correctly
provided by the operator by calibrating the related variable, while air temperature is
communicated to the control algorithm via CAN by ECU. Nevertheless, adaptive strategies
are developed and presented in the second paper focused on this topic and they lead to
automatically calculating current fuel RON so as to include its effects on the calculation of
the final SA. The proposed approach is focalized to include only the parameters that can
be significantly changed during the engine operation. Such a method for the prediction
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of the effect of operating conditions variation on combustion indexes can be considered
robust and reliable, especially when the final purpose of the modeling activity is that of
developing control-oriented algorithms for a production engine.

Analytical models need to be calibrated when they have to be applied to a different
engine, but as mentioned above, the data used to perform such a process come from a
standard engine characterization database. Variables needed for model calibration are
engine speed, load (evaluated as stoichiometric trapped air mass, (STAM)), SA, target
lambda, fuel RON, MFB50, Pmax and MAPO and the process (that takes a couple of
minutes) is based on the execution of a script that identifies the optimal coefficients of
each model. Indeed, the formulation of each model is pre-defined, and only some specific
coefficients need to be recalibrated for a different engine. On the other hand, piston
temperature and damage models are developed following a physical approach. The piston
temperature model can therefore be easily recalibrated by updating the piston geometry.
As described below, the chosen piston finite element method (FEM) model approximates
the piston shape as a flat plate, and thus only the thickness must be updated. Instead, the
piston damage model is strongly related to the alloy with which the piston is made. For
this reason, it can be applied to a different piston by comparing hardness curves of the two
different alloys and properly scaling the corresponding coefficients.

Figure 2 shows the scheme of the complete algorithm, to anticipate the role of each
model within the control strategy. The model-based controller converts the target damage
speed into a target MFB50, and it is solved once per cycle, for each cylinder. The MFB50
and knock model provide combustion phase and knock intensity index to the piston
temperature and damage models, respectively. The target damage speed is then converted
into a target 98th percentile of MAPO, to properly feed the inverted knock model (the
model inversion is highlighted with exponent -1 in the scheme). Finally, the inverted Pmax
model outputs the target value of the combustion phase, and the reversed MFB50 model
can directly calculate the SA correction needed to reach the target MFB50. The whole
algorithm is solved through a direct calculation, and each index or target value is updated
every cycle. The models implemented in such controllers are described in this section.

Figure 2. Complete open-loop controller scheme. All inputs needed by each model are reported.

3.1. Damage Model

The piston damage [23] has to be evaluated by counting the effect of piston temper-
ature, that changes the piston alloy resistance which is then damaged by knock-induced
mechanical stress [27–30]. Figure 3 shows the decay of aluminum alloy hardness as a func-
tion of exposure time at different mean temperatures. Such a figure represents a material
characteristic and Brinell hardness (HB) is reported on the y-axis.
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Figure 3. Hardness-temperature-time (HTT) curves for the aluminum alloy.

Development and calibration of a physical control-oriented piston temperature model
for aluminum pistons (those mounted in the 8-cylinder engine considered in this work)
precedes the discussion of the damage model. Tests for identification and calibration of both
models are carried out on-engine in steady-state conditions, at 6000 RPM and 19.8 bar of
brake mean effective pressure (BMEP), targeting a fixed knock level, (defined as a value of a
MAPO percentile). Only 4 cylinders at a time are operated, and knock intensity is controlled
independently for each cylinder. The tests were performed with RON 95 (cylinders 1–4)
and RON 91 (cylinders 5–8) gasoline, and for different time intervals for the two engine
banks (7.5 h for pistons 5–8 and 10 h for pistons 1–4). Target levels of statistical knock
intensity were different for each cylinder, and for both engine banks. In addition, cylinder
5 was operated knock-free to have a reference condition. Such tests have been performed
under steady-state conditions and the statistical knocking level was defined by using the
99.5th percentile of MAPO, that was evaluated on a buffer of 200 elements.

With the analysis of both in-cylinder pressure traces recorded during tests and piston
damage, a predictive control-oriented piston damage model that is compatible with RT
execution was then developed. Inputs are engine speed, Pmax, and MAPO, while output
is the instantaneous damage speed, calculated as the cyclic damage induced by a single
knocking event divided by the engine cycle duration. Of course, the same algorithm is
applied for each cylinder. The layout of the resulting damage model is shown in Figure 4.

Figure 4. Scheme of piston damage model with logic blocks.

Residual hardness analysis on damaged pistons was carried out by performing micro-
Vickers tests on the piston crown, considering 5 measurement locations on the intake
side, and 5 on the exhaust side. Deep visual investigations were conducted with a digital
microscope to determine the damage morphology in the area of the exhaust valve pockets
and top-land, that are particularly sensitive to knocking erosion damage and which are
where erosion was actually found. Roughness tests were also carried out in order to
quantify the visible damage in the same areas.

By performing tests with different fuels (RON 91 and RON 95 gasoline) it is possible
to separate the contributions of the heat transfer induced by the combustion process, and
the additional amount due to knock. This evaluation is important to accurately determine
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the piston surface temperature, hence the piston erosion. Indeed, if two cylinders are
controlled to have different knocking levels with a fixed type of fuel, they necessarily
experience different maximum in-cylinder pressures (due to a different spark timing) and
wall thermal load, regardless of knock intensity. Consequently, differences in measured
thermal effects on pistons (residual hardness) are not fully attributable to knock, because
they depend on both different Pmax and knock intensity (always evaluated as the 99.5th
percentile of MAPO). Thus, combustion-related and knock-related heat transfer rates
cannot be separated by moving spark timing only. The use of fuels with different RON
numbers enables obtaining the same Pmax level by applying the same SA with different
knock intensities, and vice versa. Thus, the proposed method is needed also to quantify
and calibrate the temperature role in the damage mechanism by controlling, for example,
different piston temperatures at the same knock intensity. Further details about such
considerations are provided by the authors in [23].

The mean piston surface temperature can be estimated by measuring residual hard-
ness after the tests on 5 spots on each side, and by using the hardness-temperature-time
curves (Figure 3). These measurements show non-uniformity in the temperature field, both
on the intake and exhaust side. Nevertheless, the measurements turned out to be symmet-
rical with respect to the thrust-antithrust axis of the piston surface geometry. Symmetry
can therefore be used to average the measurements. In this way, as shown in Figure 5, for
every piston it is possible to calculate 6 global hardness values, of which 4 are averaged,
while the remaining 2 are calculated according to the thrust-antithrust axis. This approach
significantly simplifies the piston temperature model, without excluding the spatial tem-
perature range on the piston crown. Such observations are used for piston temperature
model calibration.

Figure 5. Hardness measurements symmetry, used to average homologous locations.

The temperature model was then developed according to the following hypotheses:

1. Even if the heat transfer rate on both piston surfaces (the combustion chamber and
the sump ones) changes by orders of magnitude during the combustion cycle, the
skin piston temperature can be supposed to be almost constant during the cycle, due
to the high conductivity and the specific heat of the material. The model is therefore
computed once per cycle.
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2. The exchange condition between gas and piston crown is assumed to be uniform
on the entire surface. The specific heat flux is imposed on the piston surface, which
assumes that heat transfer is not dependent on surface temperature. Albeit inaccurate,
this is deemed to be an acceptable simplification for calculation purposes because the
piston temperature is lower than the gas space-averaged temperature.

3. Oil jets cooling is assumed to be the only active path of piston heat rejection (it
represents 60% of the total heat rejection, according to [31–33]), so that the heat
exchange through the ring belt and the skirt is neglected. These contributions are
acknowledged not to be negligible, but their calibration would require, for example,
to conduct tests with different coolant temperatures (and to perform the resulting
hardness measurements). Conductive heat transfer is very complex and difficult
to investigate with specific experimental tests, and for this reason, it is simplified
by supposing that the piston bottom inner surface is involved in the heat exchange
process and most of such process takes place in the surface directly touched by the oil
jets. Figure 6 shows the method for the estimation of the distance between different
locations on the piston surface and the area touched by the oil jets.

4. The ratio between gas-exposed (upper) and oil-impinged (lower) areas is unitary,
which means that in stationary conditions the specific heat flux across the thickness is
uniform, and the heat flux is mono-dimensional. Substantially, it is equivalent to a
flat plate, but with differential thermal conductivity (because of the varying distance
between the two sides in the real piston).

Figure 6. Qualitative oil jets position, used for the estimation of the measurement location distance
from the oil-impinged surface.

The result is a non-stationary finite-element model [34,35], where nodes are distributed
along the thickness of the piston, and an equivalent thickness is defining the location. Such
parameter is the only one that needs to be updated for the piston temperature model
recalibration when a different engine geometry is considered. The boundary conditions are
the same for every measurement location (i.e., resulting thickness) considered:

• imposed heat flux on the gas side (Neumann condition)
• conductive heat transfer on the oil side (Robbins condition)

The temperatures in the nodes Tt at time t are calculated by:

Tt = MM\FF (2)

With MM and FF defined by Equations (3) and (4):

MM =
MC
ts

+ α (MK + MH) (3)
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FF =

(
MC
ts

− (1 − α)(MK + MH)

)
Tt−1 + F (4)

where:

• α defines the method: 0, 1, 0.5 for explicit, implicit and Crank-Nicholson, respectively
• ts is the time-step
• Tt−1 is the temperature vector at the previous time-step t − 1
• MC is the capacity matrix

MC =
ρ c l

2

⎛
⎜⎜⎜⎜⎝

1 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎠ (5)

where ρ, c and l are the density, the specific heat, and the elements length, respectively. MK
is the conductivity matrix:

MK =
λ

l

⎛
⎜⎜⎜⎜⎝

1 −1 0 0 0
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
0 0 0 −1 1

⎞
⎟⎟⎟⎟⎠ (6)

where λ is the material conductivity. MH is the convective matrix:

MH = Hoil

⎛
⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎠ (7)

where Hoil is the convective coefficient at the oil-piston boundary. F is the vector of the loads:

F =

⎛
⎜⎜⎜⎜⎝

qpistt
α + qpistt−1

(1 − α)

0
0
0

HoilToil

⎞
⎟⎟⎟⎟⎠ (8)

In which:

• qpistt
is the specific heat flux at the gas-piston boundary at time t;

• qpistt−1
is the specific heat flux at the gas-piston boundary at time t−1;

• Toil is the oil temperature.

Hoil is an unknown model parameter, such as qpist. The heat transfer problem is
represented in Figure 7, and it needs to impose Hoil or qpist to be solved. In the figure,
piston and oil-piston interface are two thermal resistances connected in series.

Under steady-state conditions, Hoil can be calculated through Equation (9) from piston
temperature, piston thickness s (evaluated by analyzing the piston geometry) and specific
power qpist [36]:

Hoil =
1

Tcrown−Toil
qpist

− s
λ

(9)
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Figure 7. Schematic representation of heat transfer through thermal resistances series.

The mean value of the specific heat flux within the combustion cycle, qpist, is imposed
on the gas side and it is estimated by a linear empirical correlation, with the maximum
pressure of the cycle and the engine speed as inputs. This is supposed to be valid in non-
knocking combustions, while an additional contribution is given by knock, but through
a localized effect. For this engine, piston damage was observed on the exhaust side, so
it is assumed this is the location where knock occurs. Consequently, the knock-related
heat transfer contribution is to be considered only on the exhaust side. Thus, the specific
power model, qpist = f (Pmax, RPM, MAPO), is defined as a linear function of Pmax and
engine speed. Moreover, for the exhaust side, it is multiplied by a term linearly increasing
with MAPO:

qpist = (a Pmax + b RPM + c)KMAPO (10)

where KMAPO = 1 for the intake side and KMAPO= max(MAPO − 4, 0)d for the exhaust
side, and a, b, c, and d have to be identified.

KMAPO definition is thought of as a line with positive slope, passing through MAPO = 4
and saturating at 0. The meaning is that cycles with a MAPO value lower than 4 (an arbitrary
and calibratable threshold) are not increasing the nominal qpist value, while higher values of
MAPO are amplifying such an amount.

In Figure 8, the calibration process is summarized. Combustion indexes (Pmax and
MAPO) recorded during bench tests are vectors describing the whole pressure history
(one value for every combustion cycle) experienced by the piston. The piston temperature
model estimates the temperature history (one value for every cycle) for every measurement
point. Then, with the HTT curves seen in Figure 3 the hardness history for every mea-
surement point can be estimated by using data about cumulative exposure time and mean
temperature. Finally, the residual hardness values are compared to the measured ones.
This is applied to every tested piston. To minimize the cost function, which is defined as
the sum of all the absolute errors, for every piston, for every measurement point, fminsearch
function in MATLAB (R2018, MathWorks Inc., Natick, MA, USA) optimization toolbox [37]
is used.

Figure 8. Calibration process for the piston temperature model.
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Knock damage model inputs are thus MAPO, representing the mechanical stress
acting on piston surface, and piston surface temperature, from which piston alloy resistance
strongly depends (Figure 3). Some sort of linear dependence between measured knock
intensity and some representative mechanical stress values is assumed since it is very
difficult to accurately estimate mechanical forces on piston surface due to knock. As
described by the authors in [23], the knock model is based on the consideration that there is
a knock threshold, definable as a function of piston surface temperature, beyond which the
material deformation falls in the alloy plastic field. Such threshold is therefore calibrated in
this model.

Temperature dependence is obtained by moving plastic field boundary (i.e., knock
index threshold), while the plastic slope is assumed to be constant. The total modeled
damage is given by the summation of the corresponding damage of every cycle. The
model calibration consists of the identification of 2 parameters (the gain and the offset of
linear MAPO threshold with respect to piston temperature). The calibration algorithm is
schematized in Figure 9, and it is very similar to the one adopted for the piston temperature
model. Model inputs are MAPO and the piston temperature, updated with engine cycles
frequency. The cost function (CF) is defined to maximize Pearson’s correlation, ρ, between
the measured and the modeled damage D:

CF = 1 − ρ(Dmeas, Dmod) (11)

Figure 9. Damage model calibration process.

The best configuration found for the knock index threshold dependence on tempera-
ture is reported in Figure 10, which is also the adopted threshold map.

Figure 10. MAPO threshold as a function of normalized piston temperature.
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Model calibrations clearly depend on piston alloy characteristics. This means that the
whole approach can be easily calibrated for a different engine with the same piston alloy,
by just updating piston thickness, for the area in which knock-induced erosion occurs.
Once such an area is identified and the piston geometry is known, the methodology can
be adapted for another engine. By comparing the online MAPO values and the calibrated
threshold for given piston temperature, the excess over the threshold can be calculated
for every cycle, estimating the induced damage in the piston exhaust valve pockets and
top-land. The calculated damage represents the amount of pressure (MAPO) that exceeds
the threshold, and it can then be expressed in bar.

At this point, the corresponding allowable knock intensity, and the resulting engine
performance, have to be spread throughout engine life. Indeed, an accelerated damage
generation and the corresponding performance increment over a short time would be a
very inefficient way of using this model, and it could also result in non-uniform engine
performance achievable by the driver over time. Moreover, if the target of the model
would be defined as the cumulative piston damage evaluated at the end of engine life, the
controller would reach too severe knocking combustions, especially after a period in which
the calculated damage is zero (for instance, due to a drive with a low torque request). Of
course, this is an undesirable behavior due to the high knocking levels that could cause the
engine seizure. For such reason, rather than the cumulative damage at the end of engine
life, the control strategy target should be a constant damage speed, which finally generates
the desired damage level upon completion of the design life cycle. The acceptable piston
erosion has been experimentally established by the engine manufacturer, by verifying
the maximum damage that does not compromise any engine functional parameter. On
the other hand, even the time of the engine life spent under knock-limited operating
conditions (i.e., engine points for which it could be reached the target damage speed)
has been determined by the engine manufacturer, through a market investigation that
figured out the behavior of the “mean” driver of the vehicles that mount the considered
engine. Thus, supposing a predefined time of the engine life spent under knock-limited
operating conditions, Li f etgt (expressed in seconds) and a target modeled damage (that
derives from the maximum admissible piston damage evaluated at the end of engine life),
Damagetgt (expressed in bar), a damage speed target DStgt can be defined, as described in
Equation (12):

DStgt =
Damagetgt

Li f etgt

[
bar
s

]
(12)

Similarly, the estimated instantaneous damage speed can be defined as:

DSest =
Damageest|P

P

[
bar
s

]
(13)

where P is the considered period and Damageest|P is the damage per cycle estimated by
the model. For the model implementation in the open-loop-based combustion controller,
the period P is the engine cycle time, that for a 4-stroke engine can be calculated with
Equation (14):

P =
2 ∗ 60
RPM

[
s

cycle

]
(14)

The piston temperature model coupled with the damage model calculates the instan-
taneous damage speed, using engine speed, Pmax and MAPO as inputs. These models
are the solution proposed by the authors for the first issue discussed in the Introduction.
Indeed, they represent a validated and reliable control-oriented tool for the conversion
of the cyclic MAPO value into the corresponding piston surface erosion. Thus, such an
approach replaces the traditional knock intensity index used in calibration with a more
significant and tangible damage index. However, MAPO remains a knock intensity index
that can be directly measured through the in-cylinder pressure sensing system, while the
piston surface erosion can be only calculated online through the model. In this work, the
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cyclic MAPO value is calculated by the knock model, as described by the authors in [24].
For given operating conditions, the complete probability density function (PDF, see the
Appendix of [24]) is determined and the cyclic MAPO value is extracted. Indeed, MAPO
is needed by the piston damage model to calculate the piston temperature. Considering
the final purpose of the feed-forward combustion controller (i.e., converting the target
damage speed into a target combustion phase), the translation of the target piston surface
erosion into a combustion index correlated with MFB50 is needed. The analytical knock
model previously developed by the authors [24,25] becomes, thus, a useful tool to perform
such a conversion, and for this reason, it is briefly described below. Its simple analytical
formulation makes it particularly suitable to be implemented in a combustion controller for
a production ECU. A MAPO percentile becomes the input and Pmax becomes the output,
simply by reversing the standard model equation. Such percentile (that can be arbitrarily
chosen) needs to be fed to the reversed analytical knock model, and it depends on MAPO
threshold and, thus, on piston temperature.

Depending on both operating conditions and oil temperature, the FEM model de-
scribed above estimates the piston temperature and based on this, the MAPO threshold
between safe and damaging intensities is defined. Hence, for given MAPO threshold and
for given target damage per cycle, the MAPO log-normal PDF that produces such damage
can be univocally defined. The cyclic damage is calculated multiplying the damage speed
with the time (expressed in seconds) of an engine cycle. It is then possible to calculate the
cyclic knock damage as the integral of MAPO values over such threshold. Consequently,
given the instantaneous estimated piston temperature and the target damage speed, the
corresponding MAPO PDF (within the ∞ˆ1 possible distributions, depending on operating
condition) can be identified and converted into the value of a given MAPO%. For a certain
MAPO PDF, the related damage per cycle is graphically represented in Figure 11 and it can
be calculated through Equation (15):

Damage per cycle [bar] =
+∞∫

THR

(PDF ΔMAPO) dMAPO =

+∞∫
THR

PF dMAPO (15)

Figure 11. Damage per cycle associated to the MAPO distribution for the given MAPO threshold.

In which ΔMAPO is the interval used to discretize the MAPO domain and PF is the
probability function.

An iterative calculation of the targeted PDF (and corresponding MAPO percentile)
is implemented in the control strategy. As mentioned above, once the log-normal PDF
that fits the integral value over the MAPO threshold calculated by the knock model is
identified through Equation (15), the corresponding value of a MAPO percentile (98th in
this case) can be used by the knock model as input. Such algorithm uses the linear function
between two percentiles of a log-normal distribution introduced in the Appendix in [11]
and reported in Equation (16):

MAPO50 = g MAPO98 (16)
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Based on the authors’ experience, g is fixed on the entire engine operating field, and it
can be univocally determined by analyzing the ratio between MAPO50 and MAPO98. In
other words, it is identified when the analytical knock model is calibrated for the considered
engine and then it is kept fixed. In this way, it is possible to halve the independent variables
that the iterative calculation has to change because once the value of MAPO98 is defined,
MAPO50 can be calculated via Equation (16). Of course, the approximation of the MAPO
for fixed operating conditions with a log-normal PDF introduces an error, but, as described
in [24,38], such kind of function is one of the most accurate ways to describe the distribution
of MAPO probability. The error introduced by such approximation is evaluated in detail
in [24]. In this work, the focus is the development of the combustion controller and in the
last part of this paper, the overall error (that incudes even the error introduced by each
model) between targeted and measure values is reported. At the same time, when two
percentiles are known (and one of these is 50th), the mean value (μ) and the standard
deviation (σ) can be directly calculated by using the properties of the log-normal PDF:

μ = ln(MAPO50) (17)

σ =
ln(MAPO98)− ln(MAPO50)

2.0057
(18)

In other words, the procedure varies the highest percentile in a certain calibrated range
(in that case 98th, but it can be arbitrarily chosen as a percentile higher than the 50th) and
50th percentile (directly deductible with Equation (17)) to find the MAPO PDF for which
the integral value of knock index values over the threshold (defined by damage model)
coincides with the cyclic target damage. This can be calculated by reversing Equation (13):

Damagetgt = DStgt Li f etgt [bar] (19)

Figure 12 shows the algorithm scheme, while Equation (20) indicates the mathematical
expression of such an algorithm.

MAPO98i = MAPO98i−1 +

⎛
⎝Damagetgt −

+∞∫
THR

(PDFi−1 ΔMAPO) dMAPO

⎞
⎠ (20)

where i and i − 1 indicate the current and the previous iteration of such iterative cal-
culation. However, an iterative procedure is not compatible with RT execution of the
complete controller because it needs multiple iterations that must be completed between
two consecutive engine cycles. Thus, this procedure was executed offline for a reasonable
range of target damage rates and for several MAPO threshold values (Figure 10, and a 2-D
lookup table was then calibrated. A direct calculation of target MAPO98 for a given MAPO
threshold would be possible, but it would contain mathematical operations between values
with different orders of magnitude and this would be numerically unsuitable for the final
implementation in a production hardware. Thus, considering the limitations imposed by
the final implementation on the ECU, such a kind of operations should be converted into
a Lookup Table (LUT) that contains the result. For such reasons, the authors preferred to
simplify the whole calculation of the target MAPO98 by introducing a map. The target
damage speed and MAPO threshold are the inputs, while the target MAPO98 value is the
output. At this point, it is clear how such MAPO98 is not calculated using a buffer (that
would inevitably introduce a delay in the calculation), but it is applied just as an index
for the conversion of the current MAPO threshold into a proper input for the reversed
analytical knock model (that is briefly introduced in the following section). The whole
control algorithm is thus characterized by direct calculations and there is not any kind of
filter (buffers, moving averages, and so on). Even such a feature can be considered as a
significant novelty in the field of knock control.
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Figure 12. Block scheme of the algorithm used to find the MAPO PDF that achieves the target cyclic
piston damage.

3.2. Analytical Knock Model

The analytical knock model is used to convert the target MAPO98 value into cor-
responding Pmax [24]. The choice of 98th percentile is arbitrary. It was chosen for the
knock model calibration and, consequently, as the output of the iterative procedure de-
scribed above because it represents a good compromise between numerical stability and
sound representation of high-end MAPO values. Equation (21) shows the model analytical
formulation for a standard GDI, TC engine:

MAPO98% = (a STAMb ) (Pmax + ((λ− λref)λm) + ((Tman − Tman_ref)Tm)

+( (RONre f − RON f uel )RONm ) )(c STAM+d) + RPM ESm
(21)

where:

• MAPO% is the MAPO percentile to be calculated
• a, b, c, and d are the four calibration parameters of the model that allow the definition

of MAPO% for the reference conditions (reference lambda value and air temperature
in the intake manifold)

• STAM is the stoichiometric trapped air mass, which is equal to the trapped air mass
(TAM) per cycle per cylinder when the mixture is stoichiometric or rich, and the ratio
between TAM and lambda when the mixture is lean

• λ is the current lambda value
• λref represents the reference lambda value, with which model coefficients (a, b, c, and

d) are calibrated. In this case, λref is equal to 1
• λm is the lambda multiplier, a calibratable coefficient that converts the lambda numer-

ical difference in ΔPmax
• Tman is the current air temperature in the intake manifold
• Tman_ref is the reference temperature in the intake manifold. In this case it is equal to 40 ◦C
• Tm is the intake air temperature multiplier, a calibratable coefficient that converts the

temperature numerical difference in ΔPmax
• RONre f is the reference fuel RON value, used during tests which generated the

database with which parameters a, b, c and d were calibrated
• RON f uel is the RON number of the current fuel
• RONm is the fuel RON multiplier, a calibratable coefficient that converts RON numer-

ical difference into ΔPmax, as well as the λm.
• ESm is the engine speed multiplier, and it includes the effect of combustion noise as a

function of engine speed.

As observable in Equation (21), the effects of the mixture enrichment and intake air
temperature on MAPO are modeled as an additive contribution to Pmax value. The result
can be seen as a mere translation of MAPO98% curve along the Pmax axis. In other words,
for fixed engine speed, load, and fuel, when the mixture is enriched, or the intake air
temperature is lower than reference, the same Pmax is achieved with a lower MAPO98
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value. Such phenomenon is visible in Figure 13, in which normalized MAPO98% curves
on Pmax axis are reported for three spark sweeps performed with the same engine speed,
load (7000 RPM, 1800 mbar of intake manifold pressure) and type of fuel, but for different
lambda values. Knock index is offset by the modeled engine speed contribution. Legend
includes the lambda value, the intake air temperature, and the fuel RON, respectively. Of
course, the same behavior can be observed when the intake manifold pressure varies.

Figure 13. Normalized and offset MAPO98% curves for fixed operating conditions (7000 RPM, 1800
mbar of intake manifold pressure) but for different lambda values.

The same approach used to model the influence of lambda and intake air temperature
on statistical MAPO98 is applied to include fuel RON variations. Indeed, as shown in
Figure 14, a fuel RON increase acts as a mere translation of MAPO98 curves along Pmax
axis, showing the same qualitative trend observed for mixture enrichment.

Figure 14. Normalized and offset MAPO98% curves for fixed operating conditions (7000 RPM,
1800 mbar of intake manifold pressure) for two fuel RON values.
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Model equation is then reversed to convert a target MAPO98% into a Pmax value.
Analytical formulation of such model is shown by the following Equation (22):

Pmaxtgt = (c STAM+d)

√
(MAPO98%tgt−RPM ESm)

(a STAMb)
+ (λref − λ)λm + (Tman_ref − Tman)Tm

+RONm
(

RONfuel − RONre f

) (22)

where MAPO98%tgt is the target MAPO98 value determined by converting target piston
damage and MAPO threshold into a MAPO PDF, and Pmaxtgt is the corresponding Pmax
value, for fixed operating conditions. The model inversion can be performed without
carrying out a new calibration process of model parameters (a, b, c, d, ESm and so on) and
this is a further demonstration of the possibilities that derive from the analytical approach
proposed by the authors.

3.3. Analytical Pmax Model

The control-oriented Pmax model was described and validated in a previous work
of the authors [25]. The reversed analytical formulation of such a model can be easily
implemented in the combustion controller to convert Pmax value into the corresponding
MFB50. Equation (23) represents the standard model formulation. It is a first-order poly-
nomial with respect to engine load (evaluated as STAM) and a second-order polynomial
with respect to MFB50. This means that two possible solutions exist by reversing such an
equation to calculate MFB50. Nevertheless, only the positive one defines the physical value
of combustion phase. Thus, Equation (24) shows the proper formulation of the reversed
Pmax model.

Pmax = p00P + p10PMFB50 + p01PSTAM + p20PMFB502 + p11PMFB50 STAM (23)

MFB50 =
−(p11PSTAM + p10P) +

√
(p11PSTAM + p10P)

2 − 4 p20P(Pmax + p00P + p01PSTAM)

2 p20P
(24)

The implementation of the reversed Pmax model in the open-loop combustion controller
allows the determination of the target combustion phase that achieves the target damage
speed. Figure 15 shows the controller layout at this point of the system development.

Figure 15. Controller layout including reversed Pmax model.

3.4. Analytical MFB50 Model

The final output of the open-loop chain is the ΔSA (with respect to mapped value)
that achieves target MFB50. MFB50 model analytically defines the relationship between
actuated spark timing and combustion phase [25]. Figure 16 represents the block scheme
of the controller open-loop chain, including the reversed MFB50 model.

Figure 16. Controller layout including MFB50 model.

Such model is reversed with respect to what is described by the authors in [25] to
calculate ΔSA. For each engine point (any given engine speed and load), the relationship
between mean MFB50 and actuated SA has a parabolic trend, which can be described with
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a second- order polynomial. Such trend derives from a variable MFB50 sensitivity to the
SA: the higher the MFB50, the lower the curve slope. Figure 17 shows an example of what
has been asserted, collecting data for a spark sweep recorded for fixed engine speed and
load. SA is reported as the difference from the mapped value (ΔSA) and the MFB50 is
normalized with respect to maximum value.

Figure 17. Experimental MFB50-ΔSA points recorded during a spark-sweep for fixed engine speed
and load. MFB50 is normalized with respect to the maximum value.

Thus, for each engine point (speed and load), a second order polynomial can be calculated
and the SA that univocally determines the target MFB50 value can be directly evaluated.

4. Open-Loop Combustion Controller Validation

The controller scheme shown in Figure 16 also needs cyclic Pmax and MAPO values
as inputs of the piston temperature and damage model. Thus, the control system is
further developed, by introducing a standard Pmax model defined by Equations (16)–(18),
Equations (21) and (22), to calculate cyclic MAPO value. Such model implements the
algorithm that defines the MAPO PDF as a function of engine speed, load, Pmax (and
thus spark timing), lambda, intake air temperature and fuel RON. Once the PDF is known,
the model extracts some values randomly but according to the probability determined by
such PDF. Such operation is carried out by using the Matlab/Simulink random function
and specifying the mean value and the standard deviation of the current log-normal
distribution [37]. In this way, even the random behavior of MAPO is reproduced. The
output of knock model block is thus the instantaneous MAPO, needed by the piston
damage model to evaluate the corresponding piston temperature (and thus the target
MAPO threshold and the corresponding MAPO98), calculated once per cycle. Moreover,
Pmax model needs current MFB50 as input and for such reason also the MFB50 analytical
model is added to the final controller scheme. Of course, in this case, the polynomial
equation described by the authors in [25] is implemented to calculate the MFB50 when
SA is given. The scheme shown in Figure 16 evolves into that anticipated by Figure 2.
The spark advance that is used as input for the standard MFB50 model (left-hand side
of Figure 2) is the value that results by adding the mapped value with the correction
calculated by the controller for the previous combustion (right-hand side of Figure 2).

The resulting combustion controller is finally implemented in an RCP system. The
complete open-loop controller is available for each cylinder, and it uses current engine
operating parameters (engine speed, STAM, target lambda and mapped SA) communicated
by ECU via CAN, and modeled combustion indexes.

The engine at the test bench is operated with speed and load profiles recorded during
real vehicle maneuvers. The tested profiles consist of complete track laps and include both
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very steep transients and semi steady-state conditions. In this way, controller is stressed
with realistic engine speed and load profiles, and results demonstrate the high reliability of
the proposed tool on the entire engine operating range and for all the operating conditions.
Tests were performed with RON 95 fuel, and such value is manually tuned and kept fixed.

Figure 18 shows the engine speed and pedal traces of an exemplary profile tested
during the validation procedure, normalized with respect to maximum values of the engine
operating range. Thus, the entire engine operating field is covered with these tests. Results
only for cylinder 1 are shown in detail for a more concise and clear representation.

Figure 18. Normalized engine speed and pedal profiles related to results presented below.

During the tests, the in-cylinder pressure curves and combustion indexes measured
by the indicating system have been recorded to verify the accuracy of modeled values
and the robustness of the control strategy. On one hand, measured MFB50, Pmax, cyclic
MAPO and ΔSA determined by the controller are shown in Figure 19. On the other hand,
even the calculated indexes are reported (i.e., instantaneous Pmax, target MAPO98, target
Pmax, target MFB50 and damage speed values). Rather than the MAPO threshold of piston
damage model, the target MAPO98 is reported because, as described above, these two
indexes are equivalent (they are two different values of the same MAPO PDF) and, at the
same time, the instantaneous MAPO threshold would provide the same indication of the
instantaneous damage speed (already shown in the last graph of Figures 19 and 20). All
the quantities reported in Figures 19 and 20 are normalized with respect to the maximum
value of y-scale, which is chosen to include all the recorded values, and the MAPO graph
is zoomed to optimize the data visualization. Instead, the values of ΔSA are reported as ◦CA.
The shown MFB50 and MAPO are the measured ones to demonstrate the accuracy of the
control strategy. As anticipated above, the MAPO98 shown in Figure 19 is calculated by
the indicating system with a buffer of 200 cyclic values. However, such value has not a
role in the management of piston damage speed. It is just evaluated to be compared with
the target MAPO98 calculated by the control algorithm. In the same way, mean MFB50 is
calculated by the indicating system and it is not an index included in the controller scheme.
This means that there is not any kind of filter in the controller calculation chain to avoid
the introduction of a delay with respect to the current combustion indexes. The target
MFB50 is defined as the value that determines a given damage speed value, saturated at the
maximum combustion efficiency value (MBT). Consequently, the MBT value is the lowest
MFB50 targeted by the controller. Of course, the actuated SA is generally higher than the
calibrated value (as observable in the third plot of Figure 19 that reports the ΔSA) and the
engine operating field for which the MBT can be reached by the controller is wider than that
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resulting from the standard calibration. This is due to the higher MAPO that is considered
admissible (especially beyond a certain value of STAM). The most important consequence
of the application of the proposed controller is a significant increase in the combustion
efficiency that can be spent as a torque increase or a fuel consumption reduction. When
the combustion phase value given by the conversion of the target damage speed is lower
than the MBT value, the resulting target saturates to the calibrated maximum combustion
efficiency value. For this reason, Pmax and MAPO98 reach the corresponding target values
only when target MFB50 is higher (i.e., more retarded) than the MBT, and such cases
identify also the knock-limited operating conditions. Indeed, during such portions of the
test, the measured Pmax and MAPO98 are very close to the target, allowing to achieve
the damage speed target, as observable in the related graph. Indeed, despite the high
variability of MAPO98, the actuated SA achieves a value of such an index that oscillates
around the target value. The MAPO values reported in the last graph of Figure 19 show a
low variability. This is because a portion of the highest values is covered by the MAPO98
line, but also because such values are approximated by a log-normal distribution. However,
the error introduced by such approximation is low and acceptable as demonstrated by the
authors in [24].

Figure 19. The target and the experimental values of MFB50, Pmax, MAPO, and the calculated
damage speed for the cylinder 1. The second graph from the top also includes the calculated Pmax.
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Figure 20. Zoom of Figure 19 between the seconds 110 and 140.

It is important to mention that the average damage speed is close to target value
already at the beginning of the test and this is because the engine speed and pedal profiles
shown in Figure 18 are reproduced several times in a row. In this way, the controller can
reach the target damage speed value. The average damage speed shown in the last graph
of Figure 19 is calculated as the cumulative damage (evaluated in bars) divided by the
whole engine life (evaluated in seconds), and for this reason, it varies slowly. Even if the
controller manages the instantaneous damage speed, the mean value evaluated in such a
way is the most meaningful index because it represents the average damage speed on the
entire engine life and the most proper value to estimate the cumulative piston damage at
the end of the test period. In other words, the average damage speed calculated in this way
is the index used to further validate the robustness of the piston damage model at the end
of the test period. Indeed, it is directly used to estimate the resulting cumulative damage
that is compared with the experimental one. At the same time, it is important to mention
that the average damage speed does not have a role in the control strategy, which uses only
its instantaneous value. This result demonstrates that the model-based, open-loop chain
dynamically estimates the combustion indexes and converts the target damage speed into
the corresponding combustion phase that achieves a desired piston surface erosion. The
reliability of all the described models is therefore confirmed.

Figure 20 shows a zoom of Figure 19 between seconds 110 and 140. The first plot
reports the engine speed and load in such time window (they are the corresponding values
taken from Figure 18) and their trends are characterized by variations that cover the entire
engine operating field. Results demonstrate the controller can keep combustion indexes
close to the target values, even under rapid transient conditions. Only the moving average
of MFB50 provided by the indicating system shows a slight delay with respect to the
instantaneous value and the target one, but this is the common result of applying a filter.
Instead, cyclic MFB50 follows with high accuracy the target (as quantified by Figure 21). It
can be noted that the instantaneous damage does not only depend on the cyclic MAPO
value but also on the piston temperature and thus on the engine speed and Pmax. Indeed,
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the piston damage can be higher than zero (but not higher than the target) even when the
MAPO98 (that is not a directly controlled index) is slightly lower than the target, depending
on piston temperature values. However, when the engine speed and load conditions allow
reaching target Pmax, also MAPO98 goes close to the corresponding target value. In some
cases, the instantaneous damage speed exceeds the threshold, but, as it is clearly visible
in the last graph of Figure 20, such exceedance is limited and always acceptable. Even
if in the Part II a PI controller is introduced in the control strategy, its actions are very
limited (the calculated ΔSA is always lower than 2◦CA), and they react only when the
instantaneous damage speed exceeds a safety threshold. At the same time, the authors
can confirm that it would be inactive during the test shown in Figures 19 and 20, due
to the damage speed values that remain always under the mentioned safety threshold.
Hence, Figure 20 demonstrates the accuracy of the complete open-loop controller even
under transient conditions.

Figure 21. Error between the target and the experimental MFB50 and Pmax indexes, for the cylinder 1.
The mean value (AVE) and the standard deviation (STD) are indicated in the title of each graph.

The calculated cyclic Pmax is often overlaid to the experimental one and this result
confirms the accuracy and the robustness of the proposed analytical models that calculate
the MFB50 and the maximum in-cylinder pressure. It is possible to state that the analytical
MFB50 and Pmax models are extremely accurate, and they introduce negligible errors.
However, a quantitative evaluation of the model accuracy is provided in Figure 21. Indeed,
Figure 21 shows the percentage error between the MFB50 and Pmax, and the corresponding
target values. The mean value and the standard deviation of the error are even reported.
The proper way to calculate error between the target and the experimental Pmax is exclud-
ing all the engine cycles in which target MFB50 is saturated to the MBT because the target
Pmax cannot be achieved. On the contrary, since the objective of this work is that to develop
a combustion controller that manages the combustion phase on the entire engine operating
field, the error between the MFB50 and the corresponding target value is evaluated for the
whole test. For such indexes, the error is mainly within the range +−0.6 ◦CA and +−5 bar,
respectively. These values, together with the achievement of the damage speed target, can
be considered as a further confirmation of the controller accuracy and robustness.
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5. Conclusions and Future Works

In this work, a novel model-based combustion control system is described. The pro-
posed algorithm completely redefines the traditional knock control approaches, especially
for applications in which feedback is not required, providing a solution to efficiently inte-
grate the knock intensity management with the combustion phase control. This is possible
by converting the target knock intensity values into the corresponding target MFB50, and
this is realized through the implementation of a chain of models that describe the trends
of main combustion indexes in a very accurate and simple way. Target knock intensity is
defined as a piston erosion level, that represents the effective and tangible consequence of
knocking combustion, and it is controlled through an open-loop chain that guarantees the
expected behavior even under fast transient conditions. The models are developed for a
designed and calibrated 8-cylinder engine. Indeed, the final controller is implemented in
an RCP system that communicates the calculated spark timing corrections via CAN to the
ECU, that applies such corrections to the mapped SA, for any given operating condition.

At first, a description of the main models presented in previous works of the authors
is reported, deepening the latest updates and the modifications carried out for their im-
plementation in the controller. The development and the calibration of the piston damage
model is presented, underlining the novel improvements and the methodology applied
for the conversion of target damage speed into a target MAPO percentile. The analytical
knock model is calibrated for the 8-cylinder engine used for this work and it is reversed to
convert the target MAPO percentile into the corresponding Pmax value. The main benefits
of the simple analytical formulation are thus shown. The analytical Pmax and MFB50
models are briefly retrieved and the implementation of the ΔSA-MFB50 parabolic function
is discussed. The model-based open-loop chain converts the target piston damage speed
into a target combustion phase, saturated to the MBT.

The validation is performed by reproducing at the engine bench the speed and load
profiles logged during real, on-track vehicle maneuvers, to test the combustion controller
under fast transient conditions.

The results demonstrate both the robustness of the complete open-loop chain and
the high accuracy of the combustion models, returning very small errors in estimating
main combustion indexes. However, as already mentioned, it is important to highlight the
described pure open-loop controller cannot estimate accurate combustion indexes when
events that are not considered by the models occur, such as the engine or the exhaust
system aging. However, the presented models can be further developed to introduce the
dependency to such kinds of events. Of course, the availability of a measurement of the
MFB50 and MAPO can prevent undesirable events. Nevertheless, the results achieved with
the open-loop controller are valuable (error of +−0.6 ◦CA on MFB50 and +−5 bar on Pmax)
and the presented tests demonstrate the general validity of the proposed approach. More
generally, a SA higher than the mapped value is applied by the controller and a significant
combustion efficiency increase is achieved.

Such controller is concretely used for special applications, and it will be further
developed with an exhaust gas temperature model to manage even the lambda target and
then it will be implemented in a prototyping ECU. Indeed, modern ECUs are characterized
by high computational power and their main limitation is related to the number of analog
and digital channels, rather than the CPU power. Even if the computational effort strongly
depends on the type of RT machine used to perform the tests, the authors confirm that the
proposed controller is suitable for the implementation in a production ECU.

In the second paper (Part 2) focused on this topic, the open-loop combustion controller
is further developed by introducing a PI controller and model-based adaptive strategies that
automatically determine the fuel RON value and update the analytical relationship between
the ΔSA and the MFB50. Of course, such adaptive strategies need the measurement of
the knock intensity and of the combustion phase, but this can be considered as a viable
solution also for on-board applications, due to the availability of commercial systems that
can estimate such indexes. Such development is needed when the controller has to be
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applied to production systems. The resulting controller will be directly deployed on a
prototyping ECU and validated at the engine test bench.
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Abbreviations

BMEP Brake Mean Effective Pressure
CAN Controller Area Network
ECU Engine Control Unit
FEM Finite Element Method
GDI Gasoline Direct Injection
HB Brinell-Hardness
HTT Hardness-Time-Temperature curves
IMEP Indicating Mean Effective Pressure
ION Ionization Current
MAPO Maximum Amplitude of Pressure Oscillation
MAPO98 98th percentile of MAPO
MAPO99.5 99.5th percentile of MAPO
MBT Maximum Brake Torque
MFB50 The 50%-of-Mass-of-Fuel-Burned
PDF Probability Density Function
PF Probability Function
PID Proportional Integral Derivative controller
Pmax Maximum in-cylinder pressure
Pmax90 90th percentile of Pmax
RCP Rapid Control Prototyping
RON Research Octane Number
RT Real-Time
RzD Roughness Depth index
SA Spark Advance
STAM Stoichiometric Trapped Air Mass
TAM Trapped Air Mass
TC Turbo-Charged
VVT Variable Valve Timing
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Abstract: This study presents pro-ecological activities focused on an analysis of the use of biofuels
as an environmentally friendly fuel. The research objects were different concentration mixtures
of diesel fuel and fatty acid methyl esters, that is, transesterified plant oils. The tests involved an
assessment of the performance parameters of a drive unit in a vehicle powered by diesel fuel for
different mixtures of diesel oil and fatty acid methyl esters in the following proportions: 10%, 30%,
50% and 50% with chemical additives. The tests were comparative and were conducted for ‘pure’
diesel (ON). The study presents test results of selected performance parameters of the analyzed
power unit. The object of the tests was a self-injection engine with a maximum power of 81 kW. The
main tests which were most important for assessment of the mixtures, from the point of view of their
effect on the analyzed performance parameters, involved measuring power and torque, and the toxic
components of exhaust gases. Based on the obtained results, a statistical analysis was carried out,
and a model for the evaluation of how the research object functions when fed with different fuel
mixtures was developed. The research found which mixture can be considered the most optimal,
and what the influence of individual fuel mixtures is on the analyzed performance parameters of the
tested power unit.

Keywords: transport; engines; diesel oil; biocomponents; environment; sustainable development

1. Introduction

Due to rapid technological and economic development, many countries have intro-
duced economic changes to improve efficiency of production and management, focusing
on the ecological character of legislation and the relevant actions to be taken. The use of
renewable energy sources to produce transport fuel for combustion engines is dictated by a
high demand for fuel and the depletion of natural resources. The structures of combustion
engines enable their modernization and, subsequently, a return to the idea of plant fuels.
The exhaustion of petroleum fuels is an argument for turning to the concept of plant fuels.
Plant oils are considered to be the best for this purpose. The most common biofuels include
rape oil, soya oil, sunflower oil, arachis oil and animal fats. The above-listed plant fuels,
referred to as biofuels, must undergo chemical processing to achieve physical-chemical
properties similar to those of diesel oil. Rape oil is most frequently used for economic,
technical, structural and technological reasons. The results of research provided by many
scientific centers prove that the physical-chemical properties of rape biofuel are the most
similar to diesel, which makes it the number one biofuel when compared to other biofuels.
The content of oil and hydrogen in rape oil is lower than in traditional diesel, whereas its
density and viscosity is higher [1]. The application of rape oil involves the presence of
sulfur in exhaust emission, and a smaller number of solid particles such as hydrocarbons
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and carbon monoxides. The combustion of conventional fuels in self-ignition engines
generates a big amount of sulfur oxide and nitric oxide. Powering self-ignition engines
with fatty acid methyl esters causes a reduction in toxic emissions of exhaust gases such as
carbon monoxides, hydrocarbons and solid particles [2–7]. Nitric oxides are the exception,
as they increase by several percent when compared to pure diesel oil [8]. It needs to be
highlighted though, that the most commonly used indicators of combustion engines are:
power, torque, fuel consumption, noise emission and the composition of exhaust fumes and
exhaust smoke. Tests conducted by other authors have provided 7% lower values in engine
performance parameters and a lower power reduction compared to diesel, depending
on the combustion system and characteristics of the injection unit [8,9]. According to
the literature, using renewable energy sources to power combustion engines reduces the
emission of pollution of such exhaust components as: carbon monoxide, hydrocarbons and
particulates [5,7–17]. Nitric oxides, which cause an increase of several percent compared to
diesel, are the exceptions. The use of biofuels combined with low temperature combustion
can be a way to improve the economy of fuel management and emission reduction. How-
ever, research centers and the industry are working on innovative combustion systems to
reduce CO2 emission and improve NOx-Soot trade-offs, such as additive manufacturing,
bowl design, innovative fuel injection systems, injection strategy and EGR systems [18,19].

The goal of this study is to analyze the advisability of the application of one type
of alternative fuel, mixtures of diesel and fatty acid methyl esters, as well as evaluate
their impact on the selected performance parameters that characterize the operation of
the research object—the power unit of a transport means. The main subject of this work
is to find out which mixtures of fatty acid methyl esters with diesel oil would have the
performance parameters of diesel, as well as assess their environmental impact. A multi-
criteria and comprehensive analysis of the impact of the use of biofuels on the change of
the basic performance parameters of drive units is a new approach to the subject.

2. The Research Materials

The research objects were mixtures with different concentrations of diesel fuel and
fatty acid methyl esters, that is, plant oils subjected to transesterification—a process of
exchanging glycerin bonded in a triacyloglicerole molecule with methyl alcohol catalyzed
by the addition of base or acid catalyst—commonly known as a biocomponent.

In the main tests, the performance parameters of a transport-means drive unit, pow-
ered by mixtures of diesel fuel with fatty acid methyl esters, were measured according the
following proportions:

- 10% of fatty acid methyl esters and 90% of diesel oil,
- 30% of fatty acid methyl esters and 70% of diesel oil,
- 50% of fatty acid methyl esters and 50% of diesel oil,
- 50% fatty acid methyl esters with chemical additives and 90% diesel oil.

A chemical additive introduced to the mixture of 50% diesel fuel with 50% fatty acid
methyl esters was a substance which increased the lubrication properties of the fuel and its
cetane number. Table 1 presents a comparison of the results for diesel oil, biodiesel and
plant oil.

Table 1. Physical chemical properties of fuels used in combustion engines.

Property Diesel Oil Biodiesel Plant Oil

Viscosity
[
mm2 s−1 ] 2.0–4.5 3.5–5.5 7.2

Sulfur content
[
mg·kg−1 ] ≤35 ≤10 no

Density
[
g·cm−3 ] 0.82–0.45 0.86–0.90 0.88

Cetane number ≥51 ≥47 >40
Calorific value [MJ/kg] 43 41 37.6

Ignition point [◦C] ≥55 ≥101 ≥220
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The object of the tests was a self-injection engine with a maximum power of 81 kW.
The power unit is considered to be representative as it has a wide application in many
vehicles, with a maximum authorized weight up to 3.5 t, a 1.6 HDi engine with a Common
Rail direct fuel injection system, and the use of electromagnetic injectors. The characteristics
of the factory settings of one of the test engines are presented in Figure 1.

Figure 1. Characteristics of the test engine.

3. The Research Methods

The tests were divided into two parts, the initial and main tests, which are presented
in Figure 2. The initial tests involved the determination of the value of the energy value
and the cetane number of the mixtures of diesel fuel and fatty acid methyl esters. The tests
were repeated and carried out in order to determine the content of the mixtures of diesel
fuel with a biocomponent. The tests were of comparative character, and were performed
for ‘pure’ diesel (ON). The notion ‘pure’ diesel fuel refers to a fuel without fatty acid methyl
esters. The tests were performed on a chassis dynamometer, simulating road conditions.
The following parameters were tested: power, torque, exhaust gas content and content of
particulates. The emission of noise generated by the power unit was also assessed.

Figure 2. Stages of the tests.

The initial tests, whose aim was to identify the tested material (of particular mix-
tures), included:

- The measurement of fuel energy parameters—specific heat and calorific value—with
the use of a colorimeter;

- A viscosity test—the measurement of the liquid viscosity coefficient—with the use of
a rotational viscosimeter;

- the measurement of the cetane number—with the use of a calibrated model engine
according to ASTM D613 and PN-EN ISO norms.
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The main tests that played the most important role in the assessment of the mixtures,
from the point of view of their effect on the analyzed performance parameters, included
measurements of:

- Power and torque—using a load bearing chassis dynamometer with a DynoTech
electromechanical brake with a valid manufacturers certificate. Measurements in-
cluded the impact of air moisture, pressure changes, changes in air temperature and
atmospheric pressure, whose values were normalized. The measurement results were
calculated onto values corrected in accordance with the applicable standard (25 ◦C
and 1000 hPa) norm [20];

- The toxic components of exhaust gases—using an exhaust fume analyzer MGT-5,
which along with a periodically validated measuring probe, complied with the re-
quirements provided in 22/2004WE directive. The experimental tests allowed the
definition of the values of emitted compounds, which are presented in Table 2;

- The content of solid particles in exhaust gases—the measurement of the emission of
solid particles with dimensions exceeding 100 mm was performed measured with
MPM-4 analyzer of Maha company. The analyzer had a certificate of periodic validation;

- The value of noise emission—the test was conducted with the use of a noise level
meter with an embedded spectrum analyzer with a validation certificate complying
with the requirements of IEC 61672-1:2002 and IEC 60651 norms. The orientation
method was used to define the standard power of the engine noise acoustics by
calculating the level of power corrected in frequency bands based on the acoustic
pressure level in the frequency bands, and the level of noise measured by means of a
correction filter.

This section presents a description of the proposed assessment method and an assess-
ment model for the evaluation of the influence of fatty acid methyl ester additives to diesel
fuel on the values of selected performance parameters of the analyzed research object.

Table 2. The emitted compounds that were tested.

Emitted Compounds Symbol

Hydrocarbons HC
Oxygen O2

Carbon oxide CO
Carbon dioxide CO2

Nitric oxides NO2
Excess air coefficient λ

3.1. Description of the Assessment Method

It was established that assessment should be carried out based on tests of the impact
of the mixtures of diesel fuel with fatty acid methyl esters on selected measurable perfor-
mance parameters of the analyzed power unit. The assessment covered parameters that,
due to their importance and impact on the test results, were accepted in a mathematical
description [21,22]. The assessment process involved the identification of the parameter set
{Xi} i = 1, 2, . . . , p (characteristics), describing the tested engines from the point of view
of the research purpose. Next, the value of each accepted parameter was measured. At
the same time, it must be remembered that the considered set of parameters accepted for
assessment consists of two subsets. One of them is a subset whose values are determined
based on the measurements, and these are of constant character. The second subset, how-
ever, consists of characteristics assessed in a discrete manner. Based on this, the analyzed
characteristics are approached in terms of a fuzzy representation [23]. When their values
are determined from the measurements, the obtained value is to be defined with accuracy,
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taking into consideration the measurement error [24]. Thus, only the interval containing a
given value can be defined, but not the value itself:

X0 ∈ 〈
Xp − δu, Xp + δu

〉
(1)

where:

X0—calculation value of the characteristics;
Xp—measuring value of the characteristics;
δu—measuring point of the device.

In the case of direct measurement, the value is additionally burdened with an error
of the measurement method. This involves the necessity of accepting a tolerance interval,
which needs to be considered when analyzing the results.

In the case of measurements containing insensitivity zones, the tolerance interval was
modelled as a fuzzy set of type Π:

FSΠ(x) =

{
x−lrs

lrk−lrs
rrs−x

rrs−rrk
(2)

where:

FSΠ(x)—a function of affinity for a fuzzy set of type Π;
lrk—the lowest value belonging to the nucleus of fuzzy set;
lrs—the lowest value belonging to the fuzzy set medium;
rrk—the highest value belonging to the fuzzy set nucleus;
rrs—the highest value belonging to the medium of fuzzy set.

In the remaining cases, the tolerance interval was modeled in the form of a fuzzy set
of type Λ:

FSΛ(x) =

{
x−lrs

lrk−lrs
rrs−x

rrs−rrk
(3)

where:

FSΛ(x)—function of affinity for the fuzzy set of type Λ;
lrk—the lowest value belonging to the nucleus of fuzzy set;
lrs—the lowest value belonging to the medium of fuzzy set;
rrs—the highest value belonging to the fuzzy set medium.

The value of a fuzzy set modal was accepted as the measurement value, whereas its
medium is equal to the accepted tolerance interval.

In the case of characteristics that make up the second identified set, the assessment
can be of subjective character. At the same time, for the assigned discrete scale to be used
for grading the respective criterion fulfilment degree, the assessment is determined with
approximation, which results from the applied discretization. The above inaccuracy can be
modeled by means of fuzzy sets of type Λ. A modal value is accepted to be the criterion
fulfilment degree for the considered set, whereas twice the distance between the discrete
values of the rating scale is accepted to be the medium.

3.2. Construction of an Assessment Model for the Impact of a Fatty Acid Methyl Esters Additive to
Diesel Fuel on the Values of Performance Parameters of the Considered Means of Transport

Let Xi, i = 1, 2, . . . , p, stand for a feature which is a random variable representing the
assessment of a transport means, functioning from the point of view of it being powered
by a given fuel mixture. A vector of features:

X = <X1, X2, . . . , Xp> (4)

is considered.
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The component Xi, i = 1, 2, . . . , p, of vector X is a one-dimensional random variable in
R space, describing the i-th feature, and representing the value of one of the parameters
accepted for the evaluation. Vector X is a p–dimensional random variable providing a full
(collective) assessment of the research object in space Rp. Then, expression:

X × Ω → Rp (5)

means that for each elementary (ω), where ω ∈ Ω, X(ω) is a p–dimensional vector, its
components are real numbers expressing the analyzed parameters of the mixture fueling in
the transport-means power unit, where:

X—p–dimensional assessment vector;
Ω—set of elementary events;
ω—elementary event;
Rp—p–dimensional space made up of vectors (x1, x2, . . . , xp);
xi—p–element sequences; xi R, i = 1, 2, . . . , p.

For a given research object, the random variable is defined in the form:

Zx =
p

∑
i=1

αiXi (6)

where:
αi ≥ 0, ∑p

i=1 αi = 1, (7)

αi, i = 1, 2, . . . , p—denote the values of weights for each parameter;
ZX—a random variable being a finite mixture of variables Xi, i = 1, 2, . . . , p.

For the mean value, it can be:

EZx =
p

∑
i=1

αiEXi (8)

Mean value EZX is a linear combination of mean values EXi, i = 1, 2, . . . , n. The
formula finds application even if variables Xi, i = 1, 2, . . . , n are dependent ones.

With these considerations, the aim of the study is to compare the fueling of the
propulsion unit with different mixtures in relation to the standardized mixture, or adopted
as a reference point (‘pure’ diesel), and, based on this, determine the impact of each mixture
on the respective performance parameters. It should to be noted that the values of the
parameters describing the test samples may be less, equal or higher than the values of the
parameters that are the point of reference. Thus, in a graphic interpretation (Figure 3), the
length of the components of vector WB (representing particular values of the parameters
describing a given mixture) analogically, can be different or equal to the components of
vector (WB) (representing values of parameters for ‘pure’ diesel), and a comprehensive
assessment will result from the total values of the particular parameters and assign to
them weights.

A multi-criteria optimization analysis was used in the assessment process, in con-
sideration of the above case. This involves arranging the assessed variants in a specific
order and, if possible, determining the overall quality of each variant by assigning to them
appropriate degrees and results. The application of this analysis allows:

- The determination of the criteria that make up the multi-criteria optimization assess-
ment system—quantitative and qualitative criteria; the common method to be used
for assigning a grade to each variant, according to each criterion being an object of the
same domain;

- The determination of a system of weights for each criterion;
- The determination of a system of weights for a particular decision makers’ assessments;
- The implementation of the calculation process for an overall assessment of a given variant;
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- The interpretation of the overall assessment provided.

Figure 3. Test stages.

The MOA SMART and AHP methods are proposed for the multi–criteria optimization
analysis [25,26]. In the process of assessment, the AHP (Analytic Hierarchy Process) is
used for the determination of the weights of particular criteria [27–29]. It enables the
specification of the expert‘s knowledge in a way that is natural for a human mind. A scale
is provided to assign numerical values to verbal comparisons. It is a method of comparing
parameters that can be represented in the form of a matrix:

q =

⎡
⎢⎢⎢⎣

0 q1,2 . . . q1,n

0 0 . . .
...

0 0 0 qn−1,n
0 0 0 0

⎤
⎥⎥⎥⎦ (9)

The determination of the values of grades defining the significance of the analyzed
parameters is carried out based on a seven-degree grading scale, described in Table 3. The
grading scale was selected according to the AHP method.

Table 3. Grading scale used in a comparative assessment of the parameters.

Comparison of Variant a with Variant b Relative Quality of Variant a as Compared to b Assigned Value qab

a much better than b Strong preference of a 6

a better than b Preference of a 4

a a little better than b Peak preference of a 2

a equally good as b No preference 0

a slightly worse than b Weak preference of b −2

a worse than b Preference of b −4

a much worse than b Strong preference of b −6

According to the presented method, the values of the weights are determined based
on the dependence:

wwj =
1

nw

nw

∑
k=1

qwjk (10)
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where:

qwjk—value of the preference criterion with index wj, in relation to a criterion with index k;
nw—number of criteria;
wwj—value of weight for the wj-th criterion.

4. Results

4.1. Initial Tests

The tests (anti-anti-anti-anti) involved the use of different test methods. The samples
were observed in order to define the negative phenomena of delamination, gelation and
others. The samples were put into containers for protection against light and air for
approximately 72 h, at a constant temperature of 210 ◦C. The solutions were examined after
12 h. The properties affecting the engine operation were identified in the next stage of the
tests. Calorific value and the mass of ash left after burning the fuel, cetane number and
viscosity were tested. An assessment of calorific value of the samples was performed by
means of a KL-12Mn calorimeter by burning 1 g of fuel in the atmosphere of oxygen, in a
glass pot. After each test, the mass of ash from burning was defined. Tests were repeated
three times for each fuel. A measurement of the viscosity coefficient was performed with
the use of a rotating viscometer, at a temperature of 300 ◦C, three times. Measurements of
the cetane number were made with the engine method. Mean quantities of energetic value,
cetane number and viscosity is presented in Table 4.

Table 4. Mean quantities of energetic value, cetane number and viscosity.

Calorific Value
[MJ·kg−1]

Cetane Number
Viscosity

[cSt]

Mixture I 43.096 53.50 6.47

Mixture II 43.197 53.99 6.37

Mixture III 41.957 54.97 7.80

Mixture IV 40.588 55.95 8.57

Mixture V 37.903 58.40 1.87

Based on the observations carried out in the first stage of the tests, it was found that
the color of samples III, IV and V had already changed after the first 12 h (the samples
darkened slightly). However, neither the delamination nor coagulation mentioned by
other authors [8] were observed. The calorific value of the tested fuels, the ash mass and
viscosity did not change statistically significantly for biocomponent content 0 or 10%. For a
biocomponent content of 30% and 50%, a drop in calorific value by approximately 3.4% was
observed, compared to samples I and II. However, for sample V, the drop was 12.1%. The
course of change for the fuel calorific value and viscosity is demonstrated in Figures 2 and 3.
The ash mass is different for fuels with a biocomponent content higher than 30% (samples
III, IV i V) and is lower by about 63% for fuels with a higher content of biocomponent.

4.2. Construction of the Assessment Model

In this study, performance parameters were assessed for their impact on the quality
of the analyzed object functioning in the environment. Moreover, the physical-chemical
properties of the tested mixtures, such as viscosity, cetane number, calorific value and water
content (initial tests), were tested. Fuel consumption tests were neglected, as this subject
has already been profoundly analyzed by many authors [7,30–33]. However, the overall
costs to be borne in connection with the use of biofuels are the company internal costs
and the costs of materials. The costs of materials include diesel fuel and methanol with a
catalyst. The catalyst is potassium hydroxide or possibly sodium hydroxide. A ready-to-
use product (RME biodiesel and technical glycerin) are the profits. This is regardless of the
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fatty acid methyl ester production costs, which depend on the current prices according to
the stock exchange listing in Rotterdam [34].

In the proposed model, X denotes one-dimensional vectors, which are accepted
as random variables. The analyzed parameters (X1 ÷ X10) represent the evaluation of
transport means powered with mixtures of diesel oil and a variable content of fatty acid
methyl esters. Then, the considered vector assumes the following form:

Xi = <X1, X2, X3, X4, X5, X6, X7, X8, X9, X10> (11)

where the vector components are:

X1—power;
X2—torque;
X3—emission of sound generated by the engine;
X4—content of particulates in exhaust gases;
X5—carbon monoxide;
X6—carbon dioxide;
X7—oxygen;
X8—nitric oxides;
X9—air excess coefficient lambda;
X10—hydrocarbons.

A random variable in the form of:

Zx = α1×1 + α2×2 + α3×3 + α4×4 + α5×5 + α6×6 + α7×7 + α8×8 + α9×9 + α10×10 (12)

where α denotes the values of weights (determined by the AHP method) for particular
parameters, which are presented in Table 5.

Table 5. Values of weights for particular parameters [35–37].

Vector Component
Denotation

Weight
Denotation

Explanation Weight

X1 α1 Power [kW] 0.2616

X2 α2 Torque [Nm] 0.45547

X3 α3 Emission of sound generated by the engine [dB] 0.01239

X4 α4 Content of particulates in exhaust gases [ppm] 0.2616

X5 α5 Carbon monoxide [% vol.] 0.00044

X6 α6 Carbon dioxide [% vol.] 0.00235

X7 α7 Oxygen [% obj.] 0.00046

X8 α8 Nitric oxides [ppm] 0.00539

X9 α9 Air excess coefficient lambda 0.00019

X10 α10 Hydrocarbons [ppm] 0.00011

4.3. Results of Experimental Tests

This study presents a detailed comparative analysis of the values of the performance
parameters of a transport-means power unit fueled with mixtures of diesel oil and fatty
acid methyl esters.

A comparison of the tested mixtures made it possible to refer to the values obtained
for particular performance parameters to a ‘pure’ diesel, which was used as a reference
for the needs of this study. The assessment process is considered to be an example of a
multi-criteria optimization analysis (MOA). The assessment is expressed as an arithmetical
mean, being the most efficient, unburdened estimator of an unknown expected value [38]
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for particular values of the performance parameters of the transport-means power unit
(five mixtures of diesel fuel and fatty acid methyl esters), and is presented in Table 6.

Table 6. Assessment of the values of performance parameters for particular mixtures of diesel fuel and fatty acid methyl
esters.

Mixture
Number

Power
[kW]

Torque
[Nm]

Noise
[dB]

Solid
Particles

[ppm]

Carbon
Oxide [%

obj.]

Carbon
Dioxide
[% obj.]

Oxygen
[% obj.]

Nitric
Oxides
[ppm]

Lambda
Hydrocarbons

[ppm]

I 0.8482 0.8698 0.6826 0.5164 0.7232 0.3464 0.5200 0.4740 0.6048 0.6482

II 0.8888 0.8564 0.7966 0.5008 0.7944 0.4206 0.6706 0.4630 0.6280 0.8122

III 0.9326 0.9282 0.6774 0.4916 0.7230 0.4190 0.6210 0.4794 0.6056 0.6666

IV 0.8378 0.9494 0.6110 0.4534 0.8058 0.4218 0.6428 0.4746 0.5990 0.6248

V 0.9500 0.9226 0.5982 0.4432 0.7400 0.132 0.6236 0.3670 0.6090 0.6350

Tests of a transport-means power unit fueled with different mixtures of diesel and fatty
acid methyl esters were conducted every 24 h, with 10 repetitions for each parameter. Based
on the tests results, values were determined for each parameter in a given time moment
(intervals) ti, i = 1, 2, 3. Based on this, the mean values of grades were also determined for
particular measurement groups. The values determined for the parameters were recorded
so that the minimum values would reflect the worst level, whereas the maximum values
would reflect the value desired for particular parameters.

The obtained results allowed the definition of the size of the components of particular
vectors. The determination of these components enables the geometric interpretation of
the performance parameter mean values for a transport-means power unit fueled with
mixtures of diesel and fatty acid methyl esters. For transparency and unambiguity of the
results, the values of the relevant parameters from the analyzed set were normalized onto
interval <0 ÷ 10>, using the following dependence:

10 × (Xi − Xmin)

(Xmax − Xmin)
(13)

Furthermore, variability intervals were determined for the set of relevant parameters,
which are presented in Table 7.

Table 7. Variability intervals for the set of relevant parameters.

Parameter Minimal Value Maximal Value

Power [kW] 100.0 110.0

Torque [Nm] 230.0 250.0

Noise [dB] 118.0 126.0

Particulates [ppm] 87.0 110.0

Carbon oxide [% obj.] 0.05 0.2

Carbon dioxide [% obj.] 11.0 12.8

Oxygen [% obj.] 7.0 9.0

Nitric oxides [ppm] 230.0 281.0

Lambda 1.3 1.6

Hydrocarbons [ppm] 10.0 60.0

First, the components of the vector which was accepted to be the point of reference,
the ‘pure’ diesel fuel (mixture I), were analyzed. Next, a comparative analysis was per-
formed for the remaining four mixtures. Below are the component values of the parameter
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measurement vector for mixture V (50% diesel fuel and 50% fatty acid methyl esters with a
chemical additive) are presented in Table 8.

Table 8. Average measurement results for mixture V.

Parameter
Measurement Number

Mean Value
1 2 3

Power [kW] 104.786 104.7718 104.8774 104.8117

Torque [Nm] 247.024 246.834 246.598 246.8187

Emission of sound generated by the engine [dB] 121.062 121.122 121.102 121.0953

Content of particulates in exhaust gases [ppm] 88.932 88.61 89024 88.85533

Carbon monoxide [% vol.] 0.1584 0.0652 0.0574 0.093667

Carbon dioxide [% vol.] 11.9966 12.216 12.186 12.13287

Oxygen [% obj.] 9.1444 8.2088 8.2538 8.535667

Nitric oxides [ppm] 256.32 265.28 268.56 263.3867

Air excess coefficient lambda 1.53238 1.52244 1.52428 1.526367

Hydrocarbons [ppm] 27.28 24.46 27.2 27.31333

The results obtained for each parameter were presented in a geometric interpretation
(Figure 4) for mixture V, in comparison with the vector, which is the point of reference.

Figure 4. Graphic interpretation of the vector components for mixture V.

Based on the obtained test results, the shapes of random variables Zx were determined
for particular mixtures.

- for mixture I

Zx = 1.0218 + 2.9138 + 0.1006 + 2.2601 + 0.0012 + 0.0139 + 0.0038 + 0.0147 + 0.0004 + 0.0003

Zx = 6.3306

- for mixture II
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Zx = 0.8389 + 2.7469 + 0.1006 + 2.0277 + 0.0005 + 0.0113 + 0.0038 + 0.0070 + 0.0008 + 0.0002

Zx = 5.7377

- for mixture III

Zx = 0.6828 + 1.8569 + 0.0415 + 2.1449 + 0.0008 + 0.0151 + 0.0026 + 0.0157 + 0.0010 + 0.0001

Zx = 4.7614

- for mixture IV

Zx = 1.1322 + 3.7144 + 0.0469 + 1.8758 + 0.0013 + 0.0168 + 0.0015 + 0.0525 + 0.0011 + 0.0009

Zx = 6.8461

- for mixture V

Zx = 1.2588 + 3.3309 + 0.0479 + 0.2111 + 0.0013 + 0.0148 + 0.0035 + 0.0353 + 0.0014 + 0.0004

Zx = 4.9054

Figure 5 shows standardized results for random variable Zx in the form of diagrams
for each mixture.

Figure 5. Graphic interpretation of the value of random variable Zx.

The values of random variable Zx for particular fuel mixtures (ON, BIO10, BIO30,
BIO50 i BIO50+) represent a sum of the vector components and assigned weights to them.
The reference point was mixture ON (‘pure’ diesel). As the diagram shows, the determined
value of the random variable for mixtures II, III and V was lower than the reference point.
Whereas, the value reached for the random variable for mixture BIO50 was higher by
almost 8% than that of the ‘pure’ diesel. Therefore, based on the analysis, and using the
accepted assessment parameters, the application of mixture IV—BIO50 was found to be
advisable, as it was characterized by the most beneficial performance properties for both
the engine operation and the environment.
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4.4. Statistical Analysis of the Results

The experiment results underwent statistical analysis to provide information on the
studied relationships. For this purpose, a comparison of the mixture mean values was
carried out.

Five mixtures of diesel fuel and fatty acid methyl esters were compared. Each of the
presented mixtures (I, II, III, IV, V) was tested five times. In these tests, 10 performance pa-
rameters of the drive unit were measured. The hypothesis of means/medians equality was
accepted. Significance levels are presented in Table 9 for the mean value comparative test.

Table 9. Verification of the hypothesis for the analyzed parameters [6].

Parameters I II III IV V

Power [kW] 0.0001 0.0001 0.0001 0.0001 0.0001

Torque [Nm] 0.0001 0.0001 0.0001 0.0001 0.0001

Emission of sound generated by the engine [dB] 0.0001 0.0001 0.0006 0.0001 0.5171

Content of particulates in exhaust gases [ppm] 0.0001 0.0001 0.0001 0.0001 0.0001

Carbon monoxide [% vol.] 0.1331 0.0001 0.1015 0.0039 0.0003

Carbon dioxide [% vol.] 0.0415 0.3460 0.0802 0.0381 0.0302

Oxygen [% obj.] 0.0001 0.0001 0.0001 0.7957 0.0002

Nitric oxides [ppm] 0.1172 0.3548 0.3714 0.0009 0.0001

Air excess coefficient lambda 0.0427 0.8826 0.0006 0.0009 0.0001

Hydrocarbons [ppm] 0.0001 0.0001 0.0001 0.0001 0.0001

The table includes the results of the significance level, where p = 0.0001 means that
the actual significance level was smaller. In eight cases, the value exceeded the established
significance level. For these cases, there were no grounds to reject the equality of the
means/medians hypothesis.

In the next stage, the relationships between the performance parameters were ana-
lyzed, depending on the mixture content. The analyzed population was a 150-element
sample n, which, for the studied parameters x and y, provided definite measurement results.
The amount of fatty acid methyl ester additives to the diesel fuel was determined as X,
and y was used to determine the results of the performance parameter tests on individual
values for individual mixtures. Hence, in the regression analysis, the percentage of fatty
acid methyl esters in the diesel fuel was an independent variable, and the dependent
variables were the individual values of the engine performance parameters. In the case
of engines powered with plant oil fuels, the interpretation of regression function in the
statistical model is about the applicability of the variables for the prediction of the level of
the dependent variables.

This work presents exemplary regression function equations for the performance
parameters of a transport-means power unit. Below, there is an exemplary analysis of a
test of the solid particle content in exhaust gases for mixture IV. A regression straight was
obtained by marking the empirically provided points on the diagram. A diagram of the
studied linear regression is presented in Figure 6.
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Figure 6. Diagram of linear regression of the particulate parameter for mixture IV.

The above diagram shows the empirical points marked as ye, along with a regression
straight yt, determined for theoretical parameters.

The least squares method was used to determine the values of the estimators a and
b. The differences between the measurement values and their mean value, as well as the
values of the defined functions, were also calculated. On this basis, a simple regression
was determined in the form:

y = 20.265x + 42.722 (14)

For the above regression equation, the correlation coefficient was r = 0.974. Tests of
hypothesis H0: a = 0 yielded p < 0.0001, which means that the studied dependence is
statistically significant.

Analogically, an analysis was performed for each parameter of the respective mixtures.

5. Discussion

The whole discussion included in this study is supposed to show the impact of a
biofuel component additive to diesel fuel as an alternative fuel from the perspective of
sustainable development policy, particularly in the automotive industry. These solutions
need to be consistent with already existing technologies (in the analyzed case, power and
torque of a power unit), and take into account the implementation costs, including the
prices of fuel and its consumption. On the other hand, the actions to be taken should
also take into account a widely understood interest of future generations, including the
exhaustion of natural resources, an assessment of the impact of given solutions on the life of
people and animals, and environmental protection. When making a comparative analysis
of the toxic parameter values of exhaust gases emitted by transport means powered with
the so-called ‘pure’ diesel and a fuel with biocomponent additives, a question arises as to
whether this policy is justified in terms of all the above mentioned aspects.

Emissivity reduction in a self-ignition engine while maintaining its high efficiency
needs to be further explored for ecological reasons. The conducted tests have confirmed
that the use of fuels from renewable sources contributes to reduction in the emissions of
exhaust gases harmful to the natural environment, which has been proven by many authors
involved in this subject [11,39–49]. The tests described in this study were performed for the
standard settings of the vehicle deck computer. The literature does not provide information
on the adjustment of the fuel injection controller, which would allow the matching of
a given setting with the optimal operation of the drive unit of a given transport means
powered with a mixture of diesel oil and fatty acid methyl esters. The adjustment of the
vehicle deck computer would allow efficient operation of the engine (maintaining its power
and torque) with the reduction in the harmful content of exhaust gases. In the next stage of
the experiment, the performance of measurements of the engine fuel injection controller
adjustments is planned.
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6. Summary and Conclusions

The presented methodology and the proposed model enable assessment and infer-
ence regarding the applicability of a given fuel, depending on the accepted (optional)
assessment parameters.

Based on the experimental tests, the following conclusions have been formulated:

• 30% and more of a fatty acid methyl ester additive to diesel fuel is a threshold value
for its applicability, due to the power and torque criterion;

• The analysis of the values of the operating parameters of the drive unit of the means of
transport, carried out on the basis of a random variable defined for this object, showed
that the best results were obtained for mixture IV, and the worst for mixture III;

• The assessment shows that it was the criteria of power and torque that were most
affected by the fuel mixture content, whereas the emission of carbon dioxide and nitric
oxides were the least affected;

• The application of fatty acid methyl esters in diesel fuel had a positive impact on a
reduction in the emission of noise generated by the transport-means power unit;

• The assessment shows that the composition of the fuel blend had the greatest impact
on the criterion of power and torque of the drive unit of the measured transport, and
the lowest emissions of carbon dioxide and nitrogen oxides;

• The performed statistical analysis makes it possible to define guidelines to be de-
veloped into decision-making strategies regarding the correct composition of the
fuel mixture;

• Changes in the properties of the tested operational parameters of the drive unit of the
means of transport are presented in a vector manner, which allows for a simultaneous
analysis of changes in the tested parameters;

• The analysis makes it possible to set the guidelines for the development of a decision-
making strategy for the application of appropriate content of the fuel mixture to be
used in a car.
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46. Markiewicz-Patalon, M.; Muślewski, Ł.; Kaszkowiak, J. Noise Emission Research of Diesel Engine Powered with Mixture of Diesel Oil

and Methyl Esters; KONMOT: Kraków, Poland, 2018; pp. 272–274.
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