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Abstract: Zwitterionic polymers as crucial antifouling materials exhibit excellent antifouling perfor-
mance due to their strong hydration ability. The structure–property relationship at the molecular
level still remains to be elucidated. In this work, the surface hydration ability of three antifouling
polymer membranes grafting on polysiloxane membranes Poly(sulfobetaine methacrylate) (T4-SB),
poly(3-(methacryloyloxy)propane-1-sulfonate) (T4-SP), and poly(2-(dimethylamino)ethyl methacry-
late) (T4-DM) was investigated. An orderly packed, and tightly bound surface hydration layer above
T4-SP and T4-SB antifouling membranes was found by means of analyzing the dipole orientation
distribution, diffusion coefficient, and average residence time. To further understand the surface
hydration ability of three antifouling membranes, the surface structure, density profile, roughness,
and area percentage of hydrophilic surface combining electrostatic potential, RDFs, SDFs, and nonco-
valent interactions of three polymers’ monomers were studied. It was concluded that the broadest
distribution of electrostatic potential on the surface and the nature of anionic SO3- groups led to the
following antifouling order of T4-SB > T4-SP > T4-DM. We hope that this work will gain some insight
for the rational design and optimization of ecofriendly antifouling materials.

Keywords: antifouling polymer; zwitterionic; surface hydration; molecular dynamics simulation

1. Introduction

The adsorption and accumulation of fouling organisms on surface of materials,
i.e., marine biofouling, is a major problem faced by ships and offshore facilities [1,2]. The
annual cost of increased fuel consumption, cleaning, maintenance, and repair of ships
caused by marine biofouling is as high as billions of dollars [3,4]. Early marine antifouling
coatings mainly used biotoxic tributyltin (TBT) antifouling paints, which killed marine
organism larvae or spores through the release of antifouling agents to achieve antifouling
purposes [5,6]. However, traditional antifouling paints are highly toxic for many aquatic
organisms and have caused severe damage to the environment. The development of
ecofriendly antifouling coatings is gradually becoming a research hotspot in this field [7–9].

Among them, protein-resistant antifouling material that inhibits the settlement of
proteins is a relatively promising one [10], such as poly (ethylene glycol) (PEG), zwitteri-
onic polymers [11] (poly (Sulfobetaine methacrylate), pSBMA, or poly (Carboxybetaine
methacrylate), pCBMA). For example, Jiang’s group [12–14] has been engaged in biofoul-
ing research for a long period and synthesized a series of zwitterionic polymers. On the
one hand, they used molecular simulation methods to reveal the antifouling mechanism
of materials on the microscopic level. On the other hand, they carried out application
research on this basis to design and synthesize new antifouling materials. Zheng and
coworkers [15–17] investigated the antifouling properties of zwitterionic polymer brushes,
polyacrylamide, and hydroxyalkyl acrylamides using combined molecular dynamics and
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steered molecular dynamics, believing that the carbon space and anionic groups have dis-
tinct effects on their antifouling performance. The state key laboratory of marine corrosion
and protection in China has also synthesized a series of antifouling coatings by grafting
zwitterionic sulfobetaine methacrylate (T4-SB) or anionic sulfonate methacrylate (T4-SP),
which have the property of inhibiting adsorption of proteins on the surface of polysiloxane
material (T4). These materials have a good antifouling effect on fouling organisms such as
diatoms. We found that the static adsorption number of diatoms in the T4-SP antifouling
material is 15/mm2 (4% of the T4 antifouling material) in the experiment; for T4-SB, the
static adsorption number of diatoms is 9/mm2 (2% of the T4 antifouling material), which
significantly improved the antifouling performance of the silicone material.

The adsorption of protein on surface is affected by many factors [18–21], among which
the factors favorable for adsorption mainly include the enthalpy loss from the van der
Waals and electrostatic attraction between protein and surface, and the entropic gain from
the removal of hydration layer at the surface of material and protein. The disadvantages
include the enthalpy gain required for the dehydration of surface and protein, protein’s
conformation adjustment, as well as the entropic loss from protein adsorption and exposure
of hydrophobic regions. The hydration layer above the surface of the antifouling material
plays a crucial role from the antifouling perspective [22] because it provides the physical and
energy barriers that must be overcome during protein adsorption. To confirm the structure
of the hydration layer above the surface of antifouling materials, many experimental
studies have been carried out. For example, Leng et al. [23,24] confirmed that there is
a tightly bounded and regularly ordered hydration layer above zwitterionic antifouling
membrane compared with polymer membrane without antifouling ability using sum
frequency generation (SFG) vibrational spectroscopy. Paul et al. [25] directly observed
the structure of hydration layer above the surface of epoxy organosilane modified silica
nanoparticles and unmodified silica nanoparticles by frequency modulation−atomic force
microscopy. Combined with molecular dynamics simulations, a more continuous and
thicker hydration layer structure was found on the surface of modified silica particles,
which endows the material with a better antifouling ability.

In this work, we will compare the antifouling ability of three polymer antifouling
membranes (T4-DM, T4-SP, T4-SB) using molecular dynamics simulation at the molecular
level through the hydration layer. We hope this work will provide theoretical support for
the subsequent design and optimization of related antifouling materials.

2. Simulation Method
2.1. Model

Three antifouling membranes were constructed according to their molecular struc-
tures (Figure 1). The T4 substrate was neglected considering the main differences between
different antifouling membranes focusing on the grafted polymers. The modeling process
of T4-DM system is illustrated in Figure 2 as an example. The polymer chains with a degree
of polymerization of 15 (Figure 2b) were built from their repeat unit (Figure 2a) using the
Visualizer module in Materials Studio. This was repeated 10 times in the x and y directions
to derive the initial configuration of antifouling membrane in Figure 2c. The initial configu-
rations of the antifouling membranes were then subject to a 21-step molecular dynamics
compression and relaxation [26] to obtain the equilibrium packing structure (which might
not be the optimal one) in Figure 2d. The procedure of the 21-step MD simulation protocol
is listed in Table S1. The simulation boxes were then enlarged two times along the z-axis
to accommodate solvent molecules (Figure 2e). As a comparison, antifouling membranes
without water were also studied (Figure 2g). Finally, all systems were subject to equilibrium
molecular dynamics simulations to derive equilibrium structures (Figure 2f,h).
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Figure 1. Chemical structure of three nonfouling membranes (a) T4-DM, (b) T4-SP, (c) T4-SB. 

 

Figure 2. Modeling process and Simulation protocol of T4-DM system. (a) Repeat unit of DM; (b) 

single polymer chain of DM in simulation box (side view), (c) enlarged 10 times in x and y direc-

tions of (b) (top view); (d) compressed and relaxed configuration of DM membrane (top view); (e) 

initial configuration of DM with water system (side view); (f) final configuration of DM with wa-

ter system (side view); (g) initial configuration of DM without water system (side view); (h) final 

configuration of DM without water system (side view). 
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Figure 2. Modeling process and Simulation protocol of T4-DM system. (a) Repeat unit of DM;
(b) single polymer chain of DM in simulation box (side view), (c) enlarged 10 times in x and y
directions of (b) (top view); (d) compressed and relaxed configuration of DM membrane (top view);
(e) initial configuration of DM with water system (side view); (f) final configuration of DM with
water system (side view); (g) initial configuration of DM without water system (side view); (h) final
configuration of DM without water system (side view).
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2.2. Simulation Details

The repeat unit of each polymer was calculated at B3LYP/def2SVP// B3LYP/def2TZVP
level using Gaussian 16 [27]. Then, RESP charges were derived from Multiwfn 3.8 [28].
All molecular dynamics simulations were performed using Gromacs 2019.3 software pack-
age [29]. Gromos 54a7 force field was used [30]. The total potential energy was given as
a combination of valence terms, including bond stretching, angle bending, torsion, and
nonbonded interactions. The nonbonded interactions between atoms were described by
the Lennard-Jones potential, and the standard geometric mean combination rules were
used for the van der Waals interactions between different atom species. Water molecules
used the SPC model [31].

In the simulations, each of the systems was initialized by minimizing the energies
of the initial configurations using steepest descent method. Following the minimization,
a 50 ns MD simulation under NPT ensemble was carried out for each system, with a
time step of 2 fs. In all simulations, the temperature was kept constant at 298 K by the
v-rescale thermostat algorithm [32]. The pressure was kept constant at 1 atm by the
Berendsen algorithm [33]. Bond lengths were constrained using the LINCS algorithm and
periodic boundary conditions were applied in all directions [34]. Short-range nonbonded
interactions were cut off at 1.2 nm, with long-range electrostatics calculated using the
particle mesh Ewald method [35]. Trajectories were stored every 2 ps and visualized using
VMD 1.9.3 [36].

3. Results and Discussion
3.1. Properties of Antifouling Membranes
3.1.1. Density Profiles

The simulated configurations of three antifouling membranes at dry and hydrated
states are illustrated in Figure S1. We can clearly see that there are no significant differences
between T4-DM membrane under dry and hydrated states, while for T4-SP and T4-SB mem-
branes, many side chains extend to water phase. This indicates that the side chains of T4-SP
and T4-SB have a better hydrophilicity. Besides this, the compression of these chains during
adsorption of foulant would reduce the conformation possibility, which is entropically
unfavorable, subsequently causing steric repulsion and preventing adsorption [10].

To quantitatively study the structure of three antifouling membranes, the density
profile along z-axis was calculated, as shown in Figure 3. The results were derived from
the last 5 ns trajectory. The density profile was symmetrized around the membrane center
to obtain a better result. The density profiles of T4-DM in dry and hydrated states almost
overlapped. As for T4-SP and T4-SB membranes, the density profile of hydrated state
broadened compared with that of dry state (more obvious for T4-SB membrane), which
is consistent with the configurations in Figure S1. The density of water in T4-SB is higher
than that of T4-SP, and even higher than that of T4-DM, which indicates that the side chains
of T4-SB can attract extra water molecules compared with those of T4-SP and T4-DM. We
then deduce that the hydrophilicity of the antifouling membranes follows the order of
T4-SB > T4-SP > T4-DM.

3.1.2. Surface Roughness

Since the density profile is a statistical average of the entire membrane layer, it cannot
reflect the local specific structural information of membranes. To further analyze the de-
tailed surface structure, contour maps of the upper surface of three antifouling membranes
in hydrated states were sketched, as shown in Figure 4. To define the surface of membrane,
the simulation box was divided into grids with 0.4 nm × 0.4 nm resolution in xy plane.
Atoms with the largest or smallest z-axis were selected as the top atoms to define the mem-
brane surface. It can be seen from Figure 5 that T4-DM membrane’s surface is relatively
flat, while T4-SP has more peaks and valleys than T4-DM. As for T4-SB, the contour lines
are the densest, indicating that the order of surface roughness is T4-SB > T4-SP > T4-DM.
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Figure 4. Contour maps of three antifouling membrane surfaces. (a) T4-DM, (b) T4-SP, (c) T4-SB.

To quantify the surface roughness of three antifouling membranes, the root mean
square roughness R was introduced [37]:

R =

√
∑N

i=1
(
Zi − Z

)2

N

where Zi is the z-coordinate of the atoms exposed in the outermost layer in each grid
point and Z is the average value of the z-coordinates of all the atoms exposed on the
outermost surface. Both the up and down surfaces of three antifouling membranes in
dry and hydrated states are calculated and listed in Table 1. The data suggested there is
little difference between dry and hydrated states for T4-DM. The roughness in hydrated
state follows the order of T4-SB > T4-SP > T4-DM, which is consistent with Figures 3 and 5.
Obviously, the greater the roughness of the surface, the more hydrophilic sites were exposed,
and the more water molecules could be bound.
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antifouling membranes. Numbers above the bar means the proportion of hydrophilic area.

Table 1. Root-mean-square roughness of three antifouling membranes.

Root-Mean-Square Roughness R *

Hydrated Dry

Up Down Up Down

T4-DM 2.80 ± 0.074 2.84 ± 0.062 2.79 ± 0.056 2.80 ± 0.068
T4-SP 3.73 ± 0.050 3.83 ± 0.056 2.68 ± 0.037 2.41 ± 0.037
T4-SB 4.28 ± 0.068 4.20 ± 0.059 2.94 ± 0.042 2.98 ± 0.032

* Data derived from the last 1 ns trajectory.

3.1.3. Hydrophilicity

In addition to the influence of surface roughness on surface hydration, the hydrophilic-
ity and hydrophobicity of the surface determine the surface hydration ability directly. The
hydrophilic and hydrophobic surface area of each antifouling membrane were calculated
from the last 5 ns trajectory, as shown in Figure 5. During calculation, the atomic charge
between −0.2 and 0.2 was considered as the hydrophobic surface area, and the other is
the hydrophilic surface area. The hydrophilic surface area and its proportion of all three
antifouling membranes increased in hydrated state. The total surface area does not change
much between dry and hydrated states, which is consistent with the configuration in
Figure S1. The total surface area, especially the hydrophilic surface area, of T4-SP and
T4-SB both increased significantly when immersed in water, which suggests that they have
a strong hydration ability.
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3.2. Properties of Surface Hydration Layer
3.2.1. Structural Properties

After the above structural analysis of the antifouling membranes, it was found that the
surface hydration ability of the three antifouling membranes was T4-SB > T4-SP > T4-DM.
We also noticed that with the increase in surface hydration ability, more water molecules
can penetrate into the matrix of membrane from the density profiles in Figure 3. To examine
the structure of water molecules near the interface of antifouling membranes, we calculated
the cosine of the angle between dipole of water and z-axis at different distances from the
surface, as shown in Figure 6. Obviously, for a random distribution, the cosθ should be
close to 0 [38]. In the T4-DM membrane system, only water molecules close to membrane
have a certain orientation, while water molecules farther away are randomly distributed.
In the T4-SP system, the dipole orientation of surface water molecules slightly decreased
to 0 after 2 nm, while in the T4-SB system, there is still a long-distance arrangement of
water molecules even beyond 2 nm away from the surface. This observation is consistent
with Leng’s experiment [23,24], where ordered water molecules were found at zwitterionic
pSBMA surfaces.

3.2.2. Dynamic Properties

The antifouling membranes can also affect the hydration layer’s dynamic properties
beside the structure of surface water molecules. We calculated the distribution of the
average residence time of water molecules within 0.5 nm of antifouling membrane surfaces,
as shown in Figure 7b. The average residence time means how long water molecules can
stay near the surface of the antifouling membrane on average [39]. It reflects the stability of
the hydration water layer of the antifouling membrane or, in other words, the hydration
ability of antifouling membranes [40]. Figure 7a shows the trajectory of one hydration
layer water molecule above T4-SB membrane. The calculated average residence time is
shown in Table 2. It can be seen that the average residence time increased from T4-DM and
T4-SP to T4-SB, indicating that the binding effect of antifouling membranes on their surface
hydration layers increased.

The diffusion behavior of surface hydration layer water molecules above three an-
tifouling membranes was investigated. The mean square displacement (MSD) of surface
hydration layer water molecules is shown in Figure 8. Their diffusion coefficients were then
calculated according to Einstein’s equation and collected in Table 2. It can be seen that the
diffusion coefficients of surface hydration layer water molecules above three antifouling
membranes gradually decreased from T4-DM and T4-SP to T4-SB, indicating that the mo-
bility of water molecules decreased or the binding effect from the antifouling membranes
increased, which is consistent with the previous analysis.

Table 2. Dynamic properties of hydration layer water molecules above three antifouling membranes
including average residence time and diffusion coefficient.

Antifouling Membranes Average Residence Time (ps) Diffusion Coefficient D ×
10−5 cm2/s

T4-DM 17.85 2.57 (+/− 0.080)
T4-SP 24.98 1.62 (+/− 0.014)
T4-SB 27.16 1.54 (+/− 0.043)

Bulk water - 4.13(+/− 0.15)

8
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(c) T4-SB.
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Figure 7. Trajectory and residence time of surface hydration layer water molecules. (a) Trajectory
of one hydration layer water molecule above T4-SB surface (connected blue dots). The antifouling
membrane was colored in CPK mode. The surface hydration layer water molecules were modeled
in VDW mode. (b) Residence time distribution of water molecules in the hydration layer of three
antifouling membranes.
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3.3. Hydration Mechanisms—From the View of Monomers
3.3.1. Solvation Free Energy

We have analyzed and compared the structural properties of the antifouling mem-
branes and the structural and dynamic properties of their hydration water layers from the
overall antifouling membranes’ view. The order of surface hydration ability or antifouling
ability, T4-SB > T4-SP > T4-DM, was obtained. Next, we analyze the mechanisms for the
difference in hydration ability from the monomer’s view, which serves as a model for the
antifouling polymer membrane [38].

Solvation free energies were calculated for three monomers at M05-2X/6-31 g* level,
as collected in Table 3. The negative of solvation free energy indicates all three monomers
have a high affinity with water. The order of solvation free energy follows the order of
T4-SB > T4-SP >> T4-DM, which is consistent with previous analysis.

Table 3. Properties of monomer of three antifouling membranes.

Monomer of
Antifouling
Membranes

Solvation Free
Energy (kcal/mol)

Nonpolar Surface
Area (Å2)

Polar Surface
Area (Å2)

Molecular
Polarity Index

(kcal/mol)

Number of
Bonded Water

Molecules

T4-DM −6.16 203.59 63.16 8.58 10.02
T4-SP −71.68 0.00 283.56 67.07 15.43
T4-SB −73.46 24.60 339.35 43.54 18.43

3.3.2. Electrostatic Potential

Electrostatic potentials of the three monomers were calculated and mapped on their
van der Waals surfaces [41], as shown in Figure 9. The molecular polarity, polar, and
nonpolar surface area were also calculated, as shown in Table 3 [42]. The surface area with
|ESP| <= 10 kcal/mol was considered as nonpolar surface area while the others were
considered as polar surface area. It can be seen that the negative charge center of T4-DM
monomer is located at the N atom. Since T4-SP monomer has a negative charge, the overall
electrostatic surface is negative, and mainly concentrated on the sulfonate group. In the
zwitterion T4-SB monomer, the negative charge center is located in the sulfonate group
and the positive charge center is located at the N atom. Though the MPI of T4-SP was
the largest, the T4-SB has the largest polar surface area, which can combine with more
water. Combining with the distribution of areas occupied by different electrostatic potential
regions in Figure 9b, it can be seen that the distribution of electrostatic potential on the
surface of T4-SB monomer is the broadest, which is conducive to the electrostatic interaction
with other polar molecules such as water [43].

3.3.3. Radial Distribution Function

To further understand the hydration ability of antifouling polymers’ monomers, an-
other molecular dynamics simulation was conducted. Three monomers were solvated in
4 × 4 × 4 nm3 water box, respectively; then, 50 ns NPT simulations were performed. After
that, the radial distribution functions (RDFs) of the water molecules or Na+ around the po-
lar groups of three monomers and their coordination number were calculated, respectively,
as shown in Figure 10. The RDFs can reflect the intermolecular structure and interactions
between center atoms and surrounding water molecules. Two peaks were found in the
RDF curve, indicating that two hydration layers were formed, which corresponded to the
first hydration layer that consisted of bound water and the second hydration layer made
up of trapped water; this agrees with Paul’s experiment [25]. According to Figure 10a,b,
SO3

− groups in T4-SP and T4-SB have similar hydration ability and are stronger than the
N group in T4-DM and T4-SB. Meanwhile, the peaks of g(r)N-OW in T4-DM were lower
than those in T4-SB and also the coordination number of the first hydration shell from
Figure 11c,d, indicating a better packed hydration shell around N in T4-SB. The number
of water molecules tightly bonded to three monomers were also calculated and collected
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in Table 3. Consequently, the T4-SB antifouling membrane presents a more hydrophilic
behavior than T4-SP and T4-DM.
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3.3.4. Spatial Distribution Function

Though the RDFs can reflect the hydration effect of hydrophilic groups in three
monomers on water molecules, the calculation of RDFs is based on the spherical averaging
of the water molecules around the hydrophilic group, which neglects the spatial distribution
of the water molecules. Therefore, the spatial distribution function (SDF) of water molecules
around hydrophilic groups was calculated, shown in Figure 11. From this, we can see that
there is only a ribbonlike distribution around the carbonyl oxygen in DM monomer, while
the distribution of water molecules around the N atom cannot be shown under current
isosurface. In the SP monomer, there are three spherical crown water molecule distribution
areas in the direction of three S–O bonds, which is obviously caused by the hydrogen bond
formed between the O atom in SO3

− group and the water molecules. Similar structures
were also found in SB monomer. Besides this, there is a ribbonlike distribution of water
molecules around the N atom.

3.3.5. Noncovalent Interactions

To fundamentally understand the different hydration ability of three antifouling
monomers, aNCI (averaged noncovalent interaction) analysis [44,45] was conducted, shown
in Figure 12. The green area in the figure indicates that van der Waals interaction is
dominant. Blue area indicates that there is a strong hydrogen bond interaction. The red
area indicates that there is a strong steric hindrance effect. In DM monomer, as the negative
charge center N atom was shielded by surrounding methyl groups, it can only interact with
water molecules through weak vdW interactions. In T4-SP and T4-SB monomers, water
molecules can directly form hydrogen bonds with the exposed O atoms, which plays a key
role in their strong hydration ability. Besides that, the extra positive charge center N atom
can also interact with water molecules through weak vdW interactions such as N in the
T4-DM monomer. Therefore, the hydration abilities of three antifouling polymers are in the
order of T4-SB > T4-SP > T4-DM.
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4. Conclusions

In this work, we investigated the surface hydration of three antifouling membranes—T4-DM,
T4-SP, and T4-SB—by a series of molecular dynamics simulations. Dipole orientation
distribution, diffusion coefficient, and average residence time revealed an orderly, packed,
and tightly bound surface hydration layer above T4-SP and T4-SB antifouling membranes.
The surface structure, density profile, surface roughness, and area percentage of hydrophilic
surface provide further details regarding the strong surface hydration of T4-SP and T4-SB
from the membranes’ aspect. The side chains of T4-SP and T4-SB were more stretched in
hydrated state due to their high hydration ability, which can cause steric repulsion and
prevent adsorption. Their surfaces are relatively rough, which can bind much more water
or even let water penetrate into the internal voids of the membrane.

To further understand the surface hydration ability of three antifouling membranes,
solvation free energy, electrostatic potential, RDFs, SDFs, and noncovalent interactions
of three monomers were analyzed. T4-SB monomer has the broadest distribution of
electrostatic potential on the surface, resulting from the separated negatively and positively
charge center and largest water coordination number for its zwitterionic architecture. Its
exposed negative charge center SO3

− group can form hydrogen bonds with surrounding
water molecules and the shielded positive charge center N can also bind water molecules
through weak vdW interaction.

The simulation data suggest the hydration ability of monomers ranks in terms of
T4-SB > T4-SP > T4-DM. Since the surface hydration layer serves as a physical and energy
barrier during the prevention of protein adsorption, we believe their antifouling ability
ranks in terms of T4-SB > T4-SP > T4-DM, which is consistent with experiments.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules27103074/s1, Figure S1: Final simulation configuration
of three antifouling membranes under dry and hydrated states; Table S1: 21-step MD compression
and relaxation schemes.
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Abstract: A bidirectional pulsed electric field (BPEF) method is considered a simple and novel
technique to demulsify O/W emulsions. In this paper, molecular dynamics simulation was used to
investigate the transformation and aggregation behavior of oil droplets in O/W emulsion under BPEF.
Then, the effect of surfactant (sodium dodecyl sulfate, SDS) on the demulsification of O/W emulsion
was investigated. The simulation results showed that the oil droplets transformed and moved along
the direction of the electric field. SDS molecules can shorten the aggregation time of oil droplets in
O/W emulsion. The electrostatic potential distribution on the surface of the oil droplet, the elongation
length of the oil droplets, and the mean square displacement (MSD) of SDS and asphaltene molecules
under an electric field were calculated to explain the aggregation of oil droplets under the simulated
pulsed electric field. The simulation also showed that the two oil droplets with opposite charges
have no obvious effect on the aggregation of the oil droplets. However, van der Waals interactions
between oil droplets was the main factor in the aggregation.

Keywords: bidirectional pulsed electric field; O/W emulsion; demulsification; molecular dynamics simulation

1. Introduction

With the increase of oil production activities, oil pollution, particularly oily wastewater,
has become an environmental concern nowadays. Enormous quantities of oily wastew-
ater are generated during different industrial processes all around the world, including
petroleum refining, industrial discharges, petroleum exploration, food production op-
erations, etc. [1–5]. The oils in wastewater include fats, lubricants, cutting oils, heavy
hydrocarbons and light hydrocarbons [6]. These oils can be further divided into free oils
and emulsified oils. The free oils in wastewater are easier to separate by physical techniques
such as gravity separation and skimming [7,8]. However, the emulsified oil droplets are
more difficult to handle due to their high stability in water [9,10]. A widely used separation
technique for emulsified oils involves the addition of chemicals, such as ferric or aluminum
salts, to induce colloidal destabilization [1,5]. However, the cost is expensive, and the
chemicals would dissolve in water or form-settling sludge after the treatment, which is not
recommended from the perspective of green chemistry.

An alternative approach is the use of an electric field, especially for the dehydration
of crude oil [11–17]. Electric field demulsification has practical advantages such as a lack
of extra chemicals, simple equipment, short process flow, etc. It can achieve physical
separation of oil and water mixtures and recover oily substances to a certain extent, without
the pollution from added chemicals [18,19]. The demulsification mechanism of W/O
emulsion by electric fields has also been widely researched. The demulsification was
attributed to the droplets’ polarization and elongation under the electric field, which
then induces interactions between dipoles, leading to aggregation [20–22]. However,
the utilization of an electric field to separate oil and water in O/W emulsion is rarely
studied. It is generally believed that electric field demulsification does not work for O/W
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emulsions, because water is conductive, and the electrical energy could dissipate easily
in aqueous solution [5]. Ichikawa et al. [23] investigated the demulsification process
of dense O/W emulsion in a low-voltage DC electric field and found that a mass of
gas bubbles occurred and surged in the emulsion during the demulsification process.
Furthermore, Hosseini et al. [24] applied a non-uniform electric field to demulsify the
benzene-in-water emulsion. Bubbles were also generated in the emulsion when the electric
field was introduced. The occurrence of these phenomena is attributed to the overly large
electric current in the emulsion, leading to water’s electrolysis.

To resolve this problem, Bails et al. [25,26] applied a pulsed electric field (PEF) to W/O
emulsion and found that the electric current generated by a pulsed electric field is small at
a high voltage. After this, Ren et al. [27] applied bidirectional pulsed electric field (BPEF)
to separate O/W emulsion; this was prepared by mixing 0 # diesel oil and SDS solution.
They found that BPEF induced the aggregation of oil droplets, and BPEF had a distinct
demulsification effect on O/W emulsion with surfactant. The demulsification effect under
different BPEF voltages, frequencies and duty cycles were investigated by evaluating oil
content and turbidity of the clear liquid after demulsification. Moreover, they put forward a
hypothesis that charges on the oil drop surface would redistribute under BPEF to promote
the mutual attraction and coalescence of oil drops. However, the mechanism of oil droplet
movement and aggregation in O/W emulsion at the molecular level under BPEF has not
been well studied; still less studied is the effect of surfactants on demulsification. Molecular
dynamics (MD) simulation is considered a useful tool to carry out microscopic analysis of
the dynamic behavior of nanodroplets based on the basic laws of classical mechanics [28].
Chen et al. [29] used MD simulation to study the influence of a direct current electric field on
the viscosity of waxy crude oil and the microscopic properties of paraffin. They found that
the electric field strength affects the distribution of oil molecules. He et al. [30] simulated
the aggregation process and behavior of charged droplets under different pulsed electric
field waveforms by MD simulation. They discovered that the deformation of droplets is
greatly affected by the waveform. Moreover, the additive in the emulsion has an important
influence on its emulsifying stability [31–33]. For example, an experimental study found
that BPEF had a distinct demulsification effect on O/W emulsion with SDS surfactant [27].

However, to the best of our knowledge, there has been no report on the microscopic level of
the demulsification of O/W systems with SDS surfactants under the action of BPEF electric
field. In addition, the crude oil composition was relatively distinct when the behavior of
crude oil in electric field was simulated previously [34]. Therefore, it is necessary to study
the movement and coalescence behavior of oil droplets in O/W emulsion under BPEF by
MD simulation. We believe that this will provide a theoretical basis for the application of
BPEF in O/W emulsion demulsification.

In this paper, we investigated the movement and aggregation behavior of crude oil
droplets in O/W emulsion with differing contents of SDS under BPEF. First, the structural
changes of oil droplets in each system and their collision time were analyzed to determine
the behavioral difference between the oil droplets with and without SDS. Second, the
centroid distance between oil droplets, the average elongation length of oil droplets and
the MSD of SDS and asphaltene molecules of oil droplets were calculated to explain why
SDS can reduce demulsification time. Finally, we investigated the aggregation behavior
of oil droplets after the shut-off of BPEF and discussed the aggregation mechanism of oil
droplets under BPEF.

2. Results and Discussion
2.1. Emulsified Crude Oil Droplet

It was believed that SDS increased the hydrophilicity of oil droplets by increasing
the hydrophilic surface area of the droplets [34]. In order to study the surface condition
of oil droplets with a different SDS content in each system, the solvent-accessible surface
area (SASA) was calculated and shown in Figure 1. With an increasing number of SDS
molecules, we noted that both the hydrophilic surface and the hydrophobic surface of
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crude oil droplets also increased. Meanwhile, the ratio of hydrophilic area to hydrophobic
area also increased significantly. Therefore, adding SDS molecules could increase the
hydrophilic surface area of oil droplets more significantly. In addition, the greater the
number of SDS molecules, the greater the hydrophilic surface area.
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2.2. Dynamic Behavior of Oil Droplets under BPEF

In order to study the behavior of oil droplets under electric field, BPEF with E = 0.50 V/nm
was applied in the z-direction of all systems. Figure 2 displayed the conformational changes
of oil droplets with differing SDS content during the electric field output stage. As can be
seen from Figure 2, all oil droplets gradually deformed under the electric field, elongated in
the z-direction and migrated toward the opposite direction of the electric field. Moreover,
SDS and asphaltene molecules concentrated at the end of the oil droplet. Excess SDS
molecules were distributed along the entire surface of the deformed oil droplets (System
IV, V). To clearly see the distribution of SDS and asphaltene, oil droplets of System II were
partly zoomed in. It can be seen that the SDS and asphaltene molecules aggregated at the
head of the oil droplet’s moving direction, with the negative sulfonic acid groups of SDS
and carboxyl groups of asphaltene molecules facing the opposite direction of the electric
field. Therefore, we thought it was the polar SDS and asphaltene molecules that guided the
movement of oil droplets under the electric field.

In Figure 2 we also noted that the states of two oil droplets in five systems were
different at 400 ps. In System II and V, the two oil droplets collided at 400 ps. Whereas, for
System I, III and IV, this didn’t occur. To investigate the impact of SDS concentration on the
coalescence of oil droplets driven by electric field, the collision time was summarized in
Figure 3. A collision occurred when the minimum distance between two oil droplets was
less than 0.35 nm. It was found that the addition of SDS molecules can reduce the collision
time of oil droplets, especially with the 6.2% SDS concentration condition
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2.3. Surface Charge Distribution

The electrostatic potential surface of the oil droplet can reflect its charge redistribution
under electric field. Considering the two oil droplets in each system are the same, only
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one droplet’s electrostatic potential was calculated. The electrostatic potential diagrams
were obtained for different systems at the initial and specific time during the simulation
(Figure 4). It can be found that under the influence of the hydrophilic and negatively
charged asphaltene molecules on the surface, some areas of the oil droplets appear elec-
tronegative (blue area) before electric field is applied. The electronegative area increases
with the increase of SDS content. However, the electrostatic potential at the surface of
the deformed oil droplet noticeably changed under the electric field, which is manifested
as one end of ellipsoidal oil droplet being electronegative toward the opposite direction
of the electric field and the other end being electropositive, as in System I and II. These
revealed that the redistribution of the charge of oil droplets under electric field resulted
in the droplets’ polarization. This phenomenon was consistent with the experimental
observation that the charge of the oil droplets under the electric field is positive in the
direction of the electric field, and negative in the opposite direction. Meanwhile, we found
that for Systems III, IV and V, the oil droplets’ polarization was not obvious. To explain this,
the number density of SDS in oil droplets under electric field was analyzed at the same
time. In Figure 5, we defined the middle of the oil drop as 0 and the moving direction as
the positive direction. It can be seen that with an increase in SDS, it tended to distribute
on the surface of the whole deformed oil droplet, which could further explain why the
electronegativity area of the deformed oil droplet increased with the increase in SDS.

The dynamic behavior of SDS and asphaltene molecules of oil droplets and the electro-
static potential distribution on the surface of oil droplets displayed that the mobile negative
charges on oil droplets moved toward the opposite direction of the applied electric field.
However, what causes the two oil droplets moving in the same direction to collide, and its
relationship with SDS content is unclear. Figure 6 presented the centroid distance between
two oil droplets and the average elongation length le of the two oil droplets along the
z direction from the application of the electric field to the collision of oil droplets in each
system. We can find that even when the two oil droplets were deformed under electric
field, the centroid distance between the two oil droplets remained approximately 10 nm
in all systems. This means that due to the oil droplets having the same composition in
each system, they moved along the opposite direction of the electric field at almost the
same speed, so they kept almost the same initial centroid distance. However, the average
elongation length le of the two oil droplets in the five systems studied were significantly
different. It was found that in all systems, the oil droplets start length was about 6 nm in
diameter, and their length increased with time; the average elongation length le of the oil
droplets exceeded 10 nm near the collision time point. This means that when the length
of the oil droplet is stretched enough, the two oil droplets are connected head to end; that
is, a collision occurs. Meanwhile, we noted that in Figure 6b, the order of the growth
rate of the average elongation length le2 from largest to smallest is System II, System V,
System III ≈ System IV and System I, which is similar to the trend showing the variation of
the collision time of studied systems in this work. Therefore, for the O/W emulsion system
with uniform distribution of oil droplets, we thought the demulsification collision time in
the electric field is significantly affected by SDS. Adding appropriate SDS surfactant into
O/W systems can effectively reduce the power consumption.
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As discussed above, SDS and asphaltene molecules guide the entire oil droplet to move
in the opposite direction of the electric field. It was predicted that the average elongation
length of oil droplets in electric field is related to the diffusivity of the SDS and asphaltene
molecules. Thus, we calculated the MSD of SDS and asphaltene molecules for the five
systems in Figure 7. It was found that the order of SDS and asphaltene molecules’ diffusion
from largest to smallest was System II, System V, System IV, System III and System IV in the
five systems studied; this was consistent with the order of the average elongation length
of oil droplets under electric field. We thought that in System I the asphaltene molecules
interacted more strongly with the surrounding oil molecules due to the influence of its
structure, which decreased its mobility under electric field. However, the negative SDS
molecules are smaller and demonstrate strong mobility in the electric field, thus increasing
their overall mobility. However, this does not mean that the greater the SDS content in the
oil droplets, the greater the mobility of negatively charged molecules. Therefore, the SDS
content of the oil droplets have great significance on the demulsification effect. Meanwhile,
we calculated the root-mean-square fluctuation (RMSF) of oil droplets during the electric
field output stage (as shown in Supplementary Materials: Figure S1). By comparing the
RMSF of the three systems, we found that the fluctuation of System II and System IV was
stronger than that of System I. The addition of SDS could have accelerated the movement
of oil droplets, which was similar to the calculation result of MSD.
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2.4. Aggregation Behavior of Oil Droplets

The purpose of electric field demulsification is to aggregate dispersed oil droplets
to achieve oil/water separation. Conformations of the oil droplet at the beginning of the
collision were selected as the initial structure to simulate the behavior of oil droplets after
the shut-off of the electric field (see Figure 8). It can be seen that the oil droplets in contact
with each other can continue to aggregate even in the absence of electric field. Taking
System II as an example, we found that some asphaltene and SDS molecules, which guided
the movement of the oil droplets, formed a contact surface between the two oil droplets
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and then migrated to the surface of the oil droplets under the influence of hydrophilic
groups. At the same time, the hydrophobic components inside the interfacing oil droplets
aggregated into a whole. Meanwhile, we calculated the radius of gyration (Rg) during the
aggregation of oil droplets in the five systems. (as shown in Figure S2). We found that
the radius of gyration of the oil droplets gradually decreased. Therefore, the droplets that
collided would gradually aggregate into a whole.

Molecules 2022, 27, x FOR PEER REVIEW 9 of 15 
 

 

 
Figure 8. The change in the behaviors of oil droplets during the electric field shut-off period in five 
systems. 

2.5. Mechanism of Aggregation of Oil Droplets 
It had been proposed [35] that the surface charges of oil droplets will rearrange under 

BPEF. The positive and negative charges at the adjacent areas of the two oil droplets are 
opposite under the action of the electric field. Thus, the adjacent areas of oil droplets al-
ways attract each other along the BPEF direction. Here, we verified and explained the 
accumulation mechanism of oil droplets through theoretical methods. We calculated the 
interaction energy of the two oil droplets in all systems with E = 0.50 V/nm during the 
whole process from dispersion to aggregation. The calculated results are shown in Figure 
9. The potential energy of the interaction between the two oil droplets is divided into two 
parts. The cyan areas represented the change in the potential energy between the oil drop-
lets from dispersion to collision (i.e., electric field output durations), and the blue areas 
represented the change in the potential energy with time from collision to aggregation 
(i.e., electric field shut-off durations). At the same time, we calculated the root-mean-
square deviation (RMSD) of crude oil droplets in the five systems (Figure S3). It can be 
seen from the figure that the aggregated oil droplets were basically stable after 4.0 ns. We 
found that the potential energy of the electrostatic interaction between the oil droplets 
was almost 0 kJ/mol during the entire electric field application process. The potential en-
ergy of the van der Waals interactions between the two oil droplets from dispersion to 
collision was also almost 0 kJ/mol in the output electric field stage. However, the potential 
energy of the van der Waals interactions between the oil droplets noticeably decreased 
after collision during the aggregation process (electric field shut-off stage). It means that 
in the electric field demulsification process, the adjacent areas of the two oil droplets with 
opposite charges have no obvious effect on the attraction and aggregation of the oil drop-
lets. The van der Waals forces between the oil droplets are the main force in the demulsi-
fication process. 

Figure 8. The change in the behaviors of oil droplets during the electric field shut-off period
in five systems.

2.5. Mechanism of Aggregation of Oil Droplets

It had been proposed [35] that the surface charges of oil droplets will rearrange under
BPEF. The positive and negative charges at the adjacent areas of the two oil droplets are
opposite under the action of the electric field. Thus, the adjacent areas of oil droplets
always attract each other along the BPEF direction. Here, we verified and explained the
accumulation mechanism of oil droplets through theoretical methods. We calculated the
interaction energy of the two oil droplets in all systems with E = 0.50 V/nm during the
whole process from dispersion to aggregation. The calculated results are shown in Figure 9.
The potential energy of the interaction between the two oil droplets is divided into two
parts. The cyan areas represented the change in the potential energy between the oil
droplets from dispersion to collision (i.e., electric field output durations), and the blue areas
represented the change in the potential energy with time from collision to aggregation (i.e.,
electric field shut-off durations). At the same time, we calculated the root-mean-square
deviation (RMSD) of crude oil droplets in the five systems (Figure S3). It can be seen from
the figure that the aggregated oil droplets were basically stable after 4.0 ns. We found that
the potential energy of the electrostatic interaction between the oil droplets was almost
0 kJ/mol during the entire electric field application process. The potential energy of the van
der Waals interactions between the two oil droplets from dispersion to collision was also
almost 0 kJ/mol in the output electric field stage. However, the potential energy of the van
der Waals interactions between the oil droplets noticeably decreased after collision during
the aggregation process (electric field shut-off stage). It means that in the electric field
demulsification process, the adjacent areas of the two oil droplets with opposite charges
have no obvious effect on the attraction and aggregation of the oil droplets. The van der
Waals forces between the oil droplets are the main force in the demulsification process.
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Figure 9. Interaction energy and its decomposed composition between two oil droplets during simulation.

3. Methods and Materials
3.1. Simulation Details

All MD simulations were performed in GROMACS 2019.6 software package. The
GROMOS 53a6 force field [36] was used. The force field parameters of oil droplet com-
position were generated by the Automated Topology Builder (ATB) [37,38]. The simple
point charge (SPC) model was selected for water molecules. The parameters of sodium
ions (Na+) that neutralize negative charge have been discussed in the literature [39].

Each system was energy-minimized using the steepest descent method before the
simulation. The NVT ensemble at 300 K was performed with velocity rescaling thermostat.
The NPT ensemble at 0.1 MPa and 300 K was performed with Berendsen pressure coupling.
In the simulation, velocity rescaling thermostat with a time constant of 0.1 ps was selected
as the temperature coupling method, and Berendsen pressure coupling with a time constant
of 1.0 ps was selected as the pressure coupling method; the isothermal compression factor
was set to 4.5 × 10−5 bar−1. The periodic boundary condition was applied along three
dimensions. During the simulation, van der Waals interactions used Lennard−Jones
12-6 potential, and the cutoff was set to 1.4 nm. The Coulombic interaction used particle-
mesh Ewald (PME) summation method. The initial velocities were assigned according to
Maxwell−Boltzmann distribution. The time step chose 2 fs. The trajectory was saved every
10 ps. VMD 1.9.3 was used for trajectory visualization.

3.2. Simulation Systems
3.2.1. Molecular Models of Crude Oil

Owing to the high complexity of crude oil, especially for asphaltene and resins, the
asphaltenes demonstrate a key role in the stabilization of water-in-crude oil emulsions and
significantly impact the rheological properties of crude oil [40]. Two types of asphaltene (i.e.,
the number of each type of asphaltene is four) and six types of resins [41] (i.e., the number
of each type of resin is five) were selected based on previous studies, as shown in Figure 10.
In addition to asphaltenes and resin molecules, four types of alkanes (32 hexane, 29 heptane,
34 octane and 40 nonane molecules), two types of cyclanes (22 cyclohexane and 35 cyclo-
heptane molecules) and two types of aromatics (13 benzene and 35 toluene molecules) were
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selected as light oil components, referring to Song and Miranda’s work [41–43]. Moreover,
the concentration of resins and asphaltene in the crude oil was about 38%, which met the
content of heavy oil components in crude oil [41].
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3.2.2. Emulsified Oil Droplet

First, the components of crude oil including alkanes, cyclanes, aromatics, asphaltenes
and resins were randomly inserted into a cubic box (x = 10 nm, y = 10 nm, z = 10 nm).
To eliminate overlapping, energy minimization was then performed. After that, a 30 ns
NPT ensemble simulation was performed to obtain a reasonable density. The equilibrium
configuration after NPT run was shown in Figure 11a.

Second, the above crude oil was then solvated in an 8 nm × 8 nm × 8 nm simulation
box with 19,230 water molecules. Energy minimization and a 20 ns NVT ensemble MD
simulation was carried out to obtain the emulsified oil droplet (Figure 11b).

Third, emulsified oil droplets with different amounts of SDS adsorbed on their surface
was constructed. SDS micelles were constructed using Packmol. The above spherical oil
droplets were then placed in the center of a new box (10 nm × 10 nm × 15 nm) and SDS
micelles were placed close to oil droplets (Figure 11c). Then, Na+ counter ions and solvent
were added. After energy minimization and a 20 ns NVT simulation, emulsified oil droplet
systems were derived (Figure 11d).
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Figure 11. Schematic diagram of the building of emulsified oil droplet. (a) Equilibrium configuration
of bulk crude oil after NPT simulation, (b) emulsified oil droplet in water, (c) initial configuration of
emulsified oil droplet and SDS micelle, (d) Equilibrium configuration of emulsified oil droplet with
SDS. For clarity, water molecules in (c,d) were not shown. (e) Lateral view of model simulation for
the movement and aggregation behavior of oil droplets in O/W emulsion under BPEF. For clarity,
water molecules in the system were not shown.

We assumed that the oil droplets distributed in the emulsion had the following con-
ditions: First, the centroids of the two oil droplets were approximately along the z-axis
direction; Second, the centroids of the two drops were about 10.0 nm apart; Finally, two
identical emulsified oil drop models with counter ions were placed in a 10 × 10 × 50 nm3

box with a separation distance of about 10 nm, as shown in Figure 11e. Afterward, water
molecules were added to solvate the system. The energy minimization and a 10 ns NVT
simulation were applied to ensure emulsion system equilibrium. Subsequently, BPEF was
imposed on all systems to study coalescence of the two droplets. The composition of each
emulsified oil droplet system was shown in Table 1.

Table 1. Details of the emulsified oil droplet systems.

System

Number of Molecules
Mass Fraction (SDS of

Oil Droplet)Crude Oil
Droplet SDS Na+ Water

I 1 0 8 47,086 0.0%
II 1 10 18 47,018 6.2%
III 1 15 23 46,985 9.1%
IV 1 30 38 46,883 16.6%
V 1 60 68 46,680 28.5%

4. Conclusions

In this paper, molecular dynamics simulations were performed to study the behavior
of oil droplets in O/W emulsion. The differences in oil droplets emulsified by different
amounts of SDS were compared. Three major conclusions were derived. First, the hy-
drophilicity of oil droplets increases with increasing SDS content in the oil droplet. When
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electric field is applied, oil droplets move in the opposite direction of the electric field. The
molecules in the oil droplet underwent redistribution. SDS and asphaltene with negatively
charged functional groups were transferred to the head of the droplet along the direction of
movement. The electrostatic potential surface of the oil droplet proved that the BPEF made
the molecules redistribute in the droplet, which resulted in its surface potential redistribu-
tion as well. This is consistent with the theoretical hypothesis proposed by this experiment.
Meanwhile, the collision time of oil droplets in all simulation systems was different due to
the different SDS mass fraction, and the collision time was the shortest for the oil droplets
with 6.2% SDS. The average elongation length le of the two oil droplets along the z direction
explained that SDS molecules could change the elongation length of the oil droplets in
the electric field. The MSD of SDS and asphaltene molecules under electric field showed
that the mobility was the strongest in System II. Therefore, the elongation length of the
oil droplets in System II was the largest, and this system was the least time consuming.
Second, the oil droplets after collision can self-aggregate after electric field shut-off. SDS
and asphaltene molecules on the contact surface between the two oil droplets migrated
to the surface of the oil droplets under the influence of hydrophilic groups. Lastly, the
adjacent areas of the two oil droplets with opposite charges have no obvious effect on the
attraction and aggregation of the oil droplets, and the van der Waals forces between oil
droplets are the main force in the demulsification process.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/molecules27082559/s1, Figure S1: Root-mean-square fluctuation
(RMSF) of oil droplets in system I, system II and system IV, Figure S2: Radius of gyration (Rg)
of oil droplets in five systems, Figure S3: Root-mean-square deviation (RMSD) of oil droplets in
five systems.
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Abstract: CO2 enhanced oil recovery (CO2-EOR) has become significantly crucial to the petroleum
industry, in particular, CO2 miscible flooding can greatly improve the efficiency of EOR. Minimum
miscibility pressure (MMP) is a vital factor affecting CO2 flooding, which determines the yield and
economic benefit of oil recovery. Therefore, it is important to predict this property for a successful
field development plan. In this study, a novel model based on molecular dynamics to determine
MMP was developed. The model characterized a miscible state by calculating the ratio of CO2

and crude oil atoms that pass through the initial interface. The whole process was not affected by
other external objective factors. We compared our model with several famous empirical correlations,
and obtained satisfactory results—the relative errors were 8.53% and 13.71% for the two equations
derived from our model. Furthermore, we found the MMPs predicted by different reference materials
(i.e., CO2/crude oil) were approximately linear (R2 = 0.955). We also confirmed the linear relationship
between MMP and reservoir temperature (TR). The correlation coefficient was about 0.15 MPa/K in
the present study.

Keywords: minimum miscible pressure; CO2 enhanced oil recovery; molecular dynamics

1. Introduction

Global warming has caused great changes such as continued sea level rise, which is
irreversible over hundreds to thousands of years. CO2 is the culprit of this phenomenon.
CCUS (CO2 capture, utilization, and storage) is a new technology developed from CCS
(CO2 capture and storage) that can bring economic benefits while reducing CO2 emissions
and alleviating global warming [1]. CO2 enhanced oil recovery (CO2-EOR) is one of the
effective ways of CCUS. The captured CO2 is squeezed into the oil reservoirs that have
been exploited, and the interaction between CO2 and crude oil is used to improve the
properties of the crude oil, thereby displacing more crude oil from the crust [2]. Research
has shown that CO2-EOR can improve crude oil recovery significantly and extend the
life of oil reservoirs [3,4]. Hence, CO2-EOR has been fundamentally well researched in
laboratories and applied in industries as an efficient approach since the 1970s [5].

There are two different miscible and immiscible states in CO2-EOR. Under the former
condition, CO2 and crude oil can completely integrate into one phase, resulting in a much
higher recovery rate than the latter. For the former, there is a minimum pressure above
which CO2 and crude oil can be miscible. This minimum pressure value, also called
the minimum miscible pressure (MMP), is a vital parameter in the process of CO2-EOR.
Nevertheless, considering the massive influencing factors, the accurate determination of
MMP remains a major challenge [6].
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To date, there are various ways to predict MMP such as experimental measurement
and computational methods. The former has been widely used due to their high precision.
Within them, slim-tube experiments [7–9], as a necessary test in the industry, is considered
to be the standard experimental procedure. Rising-bubble apparatus (RBA) [10,11] and
vanishing interfacial tension (VIT) [12–15] are also frequently utilized to determine MMP
because of their simplicity and flexibility. Although these experimental measurements have
accurate techniques, they still suffer from some disadvantages including time-consumption
and operation cost. Furthermore, it is difficult for any experimental method to simulate
the real conditions of the crude oil reservoirs completely so that their results are greatly
influenced by the instruments.

The application of computational techniques is an available alternative approach
to experiments. In 1960, the first empirical MMP correlation was proposed by Benham
et al. [16]. The reported equation was correlated using three pseudo-components presenting
a multi-components system, and some satisfactory results were obtained based on this
model. Thereafter, an increasingly number of correlations were developed for MMP
prediction [17–20]. Researchers found that the more useful parameters an equation used,
the better performance the model had [21]. These parameters generally included reservoir
temperature (TR), composition of drive gas (CO2, H2S, N2, and C1–C5), molecular weight
of C5+ fraction in crude oil (MWc5+), and the ratio of volatile (C1 and N2) to intermediate
(C2–C4, H2S, and CO2) in crude oil (Vol./Int.).

In addition to the conventional empirical formula models, the parameters above are
often used in some intelligent algorithms based on machine learning. For instance, artificial
neural networks (ANNs) can learn from large amounts of input data, and reflect their
relationships more effective than conventional techniques [22]. Determination of network
structure and its parameters are two crucial steps in achieving high performance from
ANN. One part of the data is used to train and look for a suitable structure and optimal
parameters, while the other tests the prediction accuracy of the model. Based on the
principle, back propagation (BP) [23] and radial basis function (RBF) [24] are proposed.
Beyond that, a series of optimization methods such as genetic algorithm (GA) [25], particle
swarm optimization (PSO) [26], support vector machine (SVM) [27], and hybrid-ANFIS [28]
have also been developed for MMP determination. In a previous study [29], we compared
four estimation methods and found that the machine learning intelligent algorithm had
a higher precision to the MMP than pure linear model. In addition, some reports that
combined multiple approaches showed better results [30–34].

However, all of the above methods cannot give a direct explanation of the MMP from
a microscopic view. They are all based on the existing oilfield data, which means that the
established model will inevitably be affected by specific situation. To put it another way,
these methods can be considered as pure mathematical statistics methods that have low
levels of universality for different CO2-EOR.

Against this backdrop, the current study proposes a novel MMP prediction model at
the molecular level, and the research process was not affected by other external objective
factors. Therefore, the model represents a new strategy. First, we built a simulation box
that contained CO2 and crude oil with an obvious phase interface. To mimic the contact
between CO2 and crude oil, these molecules were gradually mixed until they were miscible
with time evolution by using molecular dynamics. After calculating the ratio of CO2/crude
oil atoms that passed through the initial interface, we found the connection between the
ratio value with the miscible state. When the ratio changes from decreasing to stable, it
indicates that the system has entered a miscible state, while the pressure corresponding
to the inflection point is MMP. Figure 1 is a flow chart that shows all the main steps
of modeling. The main objective of this study was to reveal the principle of the MMP
formation at the molecular level and provide more feasible ideas for the prediction of
the MMP.
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Figure 1. Flowchart of proposed MMP prediction model. (i) Construction of the simulation system,
(ii) Extracting number density data after MD simulation, (iii) Determination of initial miscible time,
(iv) Reconfirmation of initial miscible time, (v) Processing data from initial miscible time to the end,
(vi) Processing data from P1 to P6 at T, (vii) Acquisition of MMP.

2. Simulation Method
2.1. Simulation and Force Field

The molecular dynamics simulation was performed by the GROMACS 4.6.7 pack-
age [35,36], and AMBER 03 all-atom force field [37]. Parameters set for all components
of crude oil and CO2 were generated from Automated Topology Builder and Repository
databases [38,39].

The convergence criterion of energy minimization was 1000 kJ/(mol·nm). In the
simulation, a velocity rescaling thermostat with a 0.1 ps time constant was selected as the
temperature coupling method [40]. Berendsen pressure coupling with 1.0 ps time constant
was selected as the pressure coupling method. The isothermal compression factor was set
to 4.5 × 10−5 bar−1 [41]. The time step was 2 fs, and periodic boundary conditions were
applied in the XY directions [42]. Walls were set at the top and bottom of the Z-direction in
the simulated box to ensure that all atoms passed through the initial interface to achieve
the miscibility. Bond lengths were constrained by the LINCS algorithm [43]. During the
simulation, van der Waals interactions with the Lennard–Jones potential was cut off at
1.4 nm. Coulomb interaction used the particle-mesh Ewald summation method [44,45]. The
Verlet list was updated every 10 steps. The Maxwell–Boltzmann distribution was employed
to set the initial atomic velocities of the systems [46]. The trajectories were integrated by
the leapfrog Verlet algorithm [47].

2.2. Simulation System

In a real situation, the chemical components of crude oil are highly complex. Under
the current experimental conditions, it is time-consuming to precisely analyze the exact
constitution of its components. In order to get as close as possible to the real situation, the
oil model was designed based on Miranda’s works [48,49], which were used to explore the
interface properties between crude oil and different fluids. Their model contained alkanes
(72 hexane, 66 heptane, 78 octane, and 90 nonane molecules), cyclanes (48 cyclohexane and
78 cycloheptane molecules), and aromatics (30 benzene and 78 toluene molecules), and has
been proven reliable by Song et al. [50].
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At 333 K and 10 MPa, all alkanes, cyclanes, and aromatics were added into a cubic
box (x = 9 nm, y = 9 nm, z = 9 nm) randomly. Then, energy minimization was performed to
eliminate opposed-conformation. In order to mimic the state of crude oil in the reservoir,
we performed a 30 ns NPT ensemble simulation to obtain its equilibrium state. After
equilibration, the size of simulation box changed to 5.2 nm × 5.2 nm × 5.2 nm.

Furthermore, we built a box of the same size, stochastically adding 561 CO2 molecules
to mimic the supercritical CO2 fluid (333 K, 10 MPa). Energy minimization and 30 ns NVT
ensemble simulation enabled the CO2 to reach its equilibrium state. To simulate the contact
between CO2 and crude oil, the two boxes were integrated into one rectangular simulation
box, and the height of new box in the Z-direction was slightly increased to 11.2 nm to avoid
intermolecular overlap, as shown in Figure 2. After that, at least 10 ns NPT ensemble MD
simulation was performed.
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3. Results and Discussion

In the last NPT ensemble simulation, the size of the box gradually stabilized over
time. When CO2 was miscible with crude oil, the NPT ensemble achieved equilibrium
and the box size remained unchanged. However, the change in the size of the box cannot
intuitively reflect the miscibility process. Therefore, we introduced the number density of
CO2/crude oil.

The product of number density and volume of a box is the total number of atoms.
When the system achieves equilibrium, the ratio of CO2/crude oil atoms in the upper or
lower half of the box should be 50%. In our simulation system, the Z-direction height will
not change due to the presence of walls. Therefore, the integral change in the number
density in the Z-direction (i.e., the integral bars in Figure 2d) can reflect the change in
the size of the box and further reflect the mixing progress. When the system achieves
equilibrium, the integral of the number density in Z-direction will also be constant.

3.1. Definition of Initial Miscible Time

First, the initial miscible time was defined. It refers to the moment when CO2 and the
crude oil phases just reach the miscible state during their mixing progress, and they can
keep the miscible state afterward. The purpose is to ensure that data after this time are
miscibility data. We used the CO2 phase as an example to illustrate the calculations. Its
number density data were extracted along the Z-direction of the box from 0.5 ns to 10.0 ns
every 0.5 ns after the NPT ensemble was run. Hence, there were 20 sets of data in total.
We can obtain the number of CO2 atoms in the lower half of the box by integrating the
density of CO2 along the Z-direction below the initial interface at each cut-off time. Since
CO2 was not distributed in the box below the initial interface at the beginning, the integral
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values we obtained corresponded to the number of CO2 atoms passing through the initial
interface at the cut-off time. More vividly, it is an integral bar in the three-dimensional
space of the box along the Z-direction, as shown in Figure 2d.

Furthermore, a curve of the number of CO2 atoms passing through the initial interface
over time can be plotted. Figure 3 shows the change in the number of CO2 atoms in
the lower half of the box at 333 K and 10 MPa: it gradually increased from zero to a
stable value (about 49.09), and then tended to be stable. It is worth noting that each
molecule always kept in continuous random motion, thus it is normal to have positive and
negative fluctuations after miscibility. For the selection of the initial miscibility time, the
establishment standard is to find the time when the curve becomes stable and the change is
very gentle after the miscibility reference line (i.e., the 49.09 line in Figure 3a). This is also
the time when the miscibility has just been achieved. The first-order variance of data with
time evolution (Figure 3b) reflects the trend of data changes more intuitively. It should be
noted that it is not the “initial miscibility” that is already zero, but the time corresponding
to the point relatively close to zero. Based on the situation in Figures 2 and 3, it can be
guaranteed that the time at 4 ns: (i) the vertical axis value is already very close to the
reference line, and (ii) the curve’s upward trend has slowed down.
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Based on similar treatments, crude oil atoms passing through the initial interface
with time evolution (Figure S1) and its first-order variance (Figure S1b) can also be drawn.
Figure 3 and Figure S1 show that the changes in CO2 and crude oil were quite similar.
Combined with the analyses above, we can preliminarily conclude that 4 ns is the initial
miscible time, and is also the time when the CO2–oil system achieved miscibility.

3.2. Reconfirmation of Initial Miscible Time
3.2.1. Solvent Accessible SURFACE Area (SASA) Analysis

To confirm the initial miscible time discussed in previous parts, solvent accessible
surface area (SASA) was calculated. SASA represents the hydrophobic, hydrophilic, and
total solvent accessible surface area for each component of the simulated system. Figure 4
shows the change in the hydrophilic area of CO2 from 0 ns to 10 ns and went through
roughly three processes: (i) At the beginning, SASA increased rapidly and reached the
highest point (from C1 to C2); (ii) SASA dropped to the lowest point in a short period of
time (from C2 to C3); and (iii) SASA gradually rose to basic stability and attained a state of
dynamic balance (from C3 to C4, and the time was after about 4 ns).

C1 and C2 are adjustments to the initial configuration in the molecular dynamics NPT
ensemble, which was not our focus. This can be contributed to the molecular dynamic
method being able to readjust the molecular conformation in the model under the NPT
ensemble, and we focused more on the change in conformation after being readjusted. With
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the blending of CO2 and crude oil phases, both gradually achieved the best coexistence
state (after C4).

Similarly, the changing trend of hydrophobic surface area of crude oil can be obtained
by the same method. As shown in Figure 4b, a similar SASA change was observed in
which the area increased and then decreased rapidly with time evolution (from O1 to O3 in
Figure 4b). From Figure 4, it is reasonable to select 4 ns as the initial miscible time, and the
data after 4 ns can be used to discuss the miscibility.
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3.2.2. Root Mean Square Deviation (RMSD) Analysis

Root mean square deviation (RMSD) compares each molecular structure in the sim-
ulation from the trajectory to the initial reference structure, reflects the change in its
conformation, and is calculated by Equation (1).

RMSD =

√√√√ 1
N

N

∑
i=1

(|ri(t)− ri(0)|)2 (1)

where N is the total number of atoms (CO2/crude oil); and ri(0) and ri(t) are the initial
position and the position of atom i at time t. Figure 5 displays the RMSD of CO2/crude
oil during NPT ensemble as a function of time. It is interesting to note that CO2 has a
higher RMSD value than crude oil at the beginning, which indicates that CO2 has better
mobility. From 4 ns to 10 ns, the RMSD of CO2/crude oil in the box fluctuated with time
evolution. Both were gathered around 4 nm of RMSD, which signifies that the system
achieved equilibrium after 4 ns.
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3.2.3. Interaction Energy Analysis

The energy changes can reveal the changes in conformation in the simulated system
and represent the miscibility process between CO2 and crude oil phases. Interaction energy
is a type of non-bonding interaction including long-range Coulomb interaction and short-
range van der Waals interaction. As shown in Figure 6, the system was dominated by van
der Waals interaction, while Coulomb interaction accounts for only about one-tenth of the
former. This is because both CO2 and crude oil are non-polar molecules and do not have
forces such as strong hydrogen bonding interaction. The intermolecular forces are mainly
dispersive forces. The dispersion forces increased with time evolution, and the van der
Waals potential energy and the total intermolecular potential energy increased accordingly.
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When the system achieved equilibrium, the total interaction energy between CO2 and
crude oil also reached its maximum and remained dynamically stable. Figure 6 clearly
indicates that van der Waals interaction and Coulomb interaction both remained stable
after 4 ns.

3.3. Acquisition of MMP

Once the initial miscible time system at 333 K and 10 MPa has been successfully
determined, the number of CO2 atoms in the lower half of the box and crude oil atoms in
the upper half of the box after 4 ns were taken as the arithmetic mean respectively. It needs
to point out that the number of CO2 molecules under different pressures are different for
333 K system (Table S1). In order to reflect the general laws, the ratio of mean value to their
respective total number of CO2 and crude oil atoms in the box was calculated. Similarly,
the ratio of CO2/crude oil passing through the initial interface to their respective totals at
333 K for 15 MPa, 20 MPa, 25 MPa, 30 MPa, and 35 MPa were also calculated, as shown
in Table 1.

Table 1. The ratio of CO2 and crude oil atoms passing through the initial interface to their respective
totals.

CO2 Crude Oil

10 MPa 0.0292 0.0300
15 MPa 0.0231 0.0236
20 MPa 0.0219 0.0221
25 MPa 0.0216 0.0217
30 MPa 0.0204 0.0207
35 MPa 0.0205 0.0208

39



Molecules 2021, 26, 4983

From 10 to 35 MPa, the data of ratio decreased first and then became stable. We
believe that this is because the system reached its peak pressure at 333 K. When the system
exceeded this pressure, the additional simulation will not affect the value of each ratio.
Therefore, the pressure is the theoretical MMP at 333 K.

For the sake of confirming the MMP, we handled the data according to its regularity.
The first three decreasing points were fitted linearly, representing the systems before MMP,
and an equation in the form of y = kx + b was obtained. The last three nearly equal
points were regarded as stable points, representing the systems after MMP, thus, another
equation of y = x can be acquired by taking their arithmetic mean. We can subsequently
obtain an intersection point as a consequence of simultaneous equations, and the abscissa
corresponding to this point is the exact MMP at 333 K. As shown in Figure 7a,b, it was
20.31 MPa for CO2 and 20.21 MPa for crude oil.
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3.4. MMP in Different Temperature Systems

We continued to simulate and analyze the data under the condition of 343 K, 353 K,
363 K, and 373 K at 10 MPa, 15 MPa, 20 MPa, 25 MPa, 30 MPa, and 35 MPa, respectively.
It is worth pointing out that the density of CO2 varies greatly at different temperatures
and pressures, therefore we computed the number of CO2 molecules under different
conditions. The amount of CO2 molecules added to each simulation system are listed in
Table S1. Afterward, a summary of initial miscible time in different systems can be obtained
according to the methods in Sections 3.1 and 3.2, as listed in Table 2. Table S2 summarized
all the integral values in this study.

Table 2. Summary of initial miscible time (ns) in different systems.

333 K 343 K 353 K 363 K 373 K

10 MPa 4.0 5.0 3.5 4.0 3.0
15 MPa 4.5 6.0 3.5 3.0 2.5
20 MPa 4.5 5.0 4.0 3.0 3.0
25 MPa 4.0 3.5 4.0 3.0 3.5
30 MPa 3.5 4.0 4.0 3.0 4.0
35 MPa 4.5 4.0 4.5 3.5 4.0

The ratio of CO2 and crude oil atom numbers that passed through the initial interface
to their respective totals when they achieved miscibility can be obtained. Consequently,
MMP of 343 K, 353 K, 363 K, and 373 K were obtained according to the method described
in Section 3.4 by plotting and curve fitting (Figure S2). Table 3 summarizes the results.
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Table 3. Summary of MMP (MPa) obtained from CO2/crude oil in different systems.

CO2 Crude Oil

333 K 20.31 20.21
343 K 21.08 20.89
353 K 22.12 22.36
363 K 24.43 23.84
373 K 26.25 24.52

3.5. Model Assessment

We fitted the MMP obtained from CO2/crude oil to TR, respectively, and obtained two
prediction equations (Figure 8). It can be compared with the experimental results to check
the predictive performance of the model. Recently, Yu et al. used a combination method
of slim-tube experiments and interfacial tension (IFT) to perform MMP measurements on
tight oil from the Long Dong region of the Ordos Basin. This method has higher credibility
than slim-tube experiments [51]. Afterward, we compared our model with several famous
empirical correlations to illustrate its accuracy by employing the experimental method
proposed by Yu et al. as the benchmark. Table 4 reports the relative error. Details of these
empirical correlations are summarized in Table S3.
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Table 4. Summary of MMP (MPa) and relative error predicted by experimental and different empirical
correlations.

Model Number of
Parameters

Predicted MMP
(MPa)

Relative Error
(%)

Yu et al. [51] - 22.75 -
CO2 (this study) 1 19.63 13.71

Crude Oil (this study) 1 20.81 8.53
Lee [52] 1 20.84 8.32

Alston et al. [53] 4 19.72 13.22
Shokir [54] 8 20.03 11.89

Emera and Sarma [25] 2 30.11 32.44
Cronquist [55] 3 26.59 16.96

Glaso [56] 2 27.60 21.41
Yellig and Metcalfe [57] 1 16.55 27.18

The relative error obtained from crude oil was similar to Lee [52], and the CO2 relative
error was similar to Alston et al. [53]. The equation proposed by Shokir [54] was based
on an alternating conditional expectation algorithm, and had a relative error of 11.89 %.
The model of Emera and Sarma [25] can be employed to calculate the MMP of impure
CO2 injection, but has poor accuracy. Beyond that, the performances of Cronquist [55],
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Glaso [56], and Yellig and Metcalfe [57] were also unsatisfactory. The overall results can
prove that even if only the influencing factor of TR is considered, the model proposed in
this study had satisfactory prediction accuracy.

3.6. Comparison of MMP Predicted by CO2 and Crude Oil

The relationships between MMP predicted by CO2 and crude oil can be compared. It
is more intuitive to reflect the data in Table 3 to Figure 9. In Figure 9, the blue line represents
the curve whose analytical formula is y = x, and the red line is the fitting curve for the
data. It can be found that the MMPs predicted by CO2 and crude oil were approximately
linear (R2 = 0.955). Furthermore, in the same simulation system, the MMP values obtained
from different reference materials (CO2/crude oil) were not identical as there was a slight
difference between them (i.e., an included angle of about 8◦).
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3.7. Relationships between TR and MMP

However, the real situation of each oil reservoir varies, and the composition of injected
gases is also different in EOR, so it is meaningless and almost impossible to obtain the accu-
rate relationship between each influence factor and MMP. For a certain influencing factor,
we can explore the qualitative relationship between the factor and MMP. Oil reservoir tem-
perature (TR) is usually regarded as one of the most important factors affecting MMP [58].
Exploring the influence of TR on MMP is the core of many studies (such as the fitting of
empirical formula). Recently, Zheng et al. [59] proposed a novel oil droplet volume mea-
surement method (ODVM) to measure the multiple contact minimum miscibility pressure
(MCMMP) and first contact miscibility pressure (FCMP) in the CO2/n-hexadecane (C16H34)
and CO2/liquid paraffin systems. Their experimental data showed that the measured
MMP values of two CO2–oil systems increased linearly with TR. Furthermore, Mostafa et al.
found that the MMP is a linear function of temperature with a slope of 0.15 MPa/K [60].

The modeling method of this study shows that the relationship between TR and MMP
can be identified in the principle of miscibility because it is not affected by other external
objective factors. As shown in Figure 8, for both CO2 and crude oil, the change in TR
and MMP basically conformed to a linear relationship, thus a fairly good fitting result
can be obtained by using the first-order linear equation. This is because the increase in
TR can effectively reduce the solubility of CO2 in crude oil, which is not conducive to the
mixing progress of CO2 and crude oil, ultimately leading to the increase in MMP. During
the temperature range (333–373 K), it is a linear change with a slope of 0.15 MPa/K and
0.12 MPa/K and consistent with the experimental results.

4. Conclusions

In this paper, a novel molecular dynamics-based model to determine minimum mis-
cible pressure of CO2–oil system was developed. The model characterized the miscible
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state by calculating the ratio of both CO2 and crude oil atoms that passed through the
initial interface to their respective totals. These ratio values dropped rapidly and fluctuated
after a certain value with the increase in pressure at a fixed TR. The value is the MMP of
TR. In comparison with conventional prediction approaches, the present work proposed a
straightforward model to simulate the complex miscibility of CO2 and crude oil, and the
miscible principle was clarified at the molecular scale.

Based on the above studies, the newly proposed model is believed to be reliable for
the prediction of MMP. However, there still remain some distinctions when compared to
the real situation, which may have a certain impact on the prediction [61]. We have begun
to adjust the model to enhance its application. For example, we plan to introduce silica slab
and asphaltenes to mimic the real situation of crust and heavy oil, respectively. To sum up,
the following conclusions can be drawn:

(1) The molecular scale mixing progress of CO2 and crude oil was investigated in prin-
ciple for the first time, and the research process was not affected by other external
objective factors. Results showed that the ratio of CO2/crude oil atoms that passed
through the initial interface to their respective totals was always the same when the
system was miscible. The proposed model had good prediction capabilities.

(2) In the process of the simulation, the SASA, RMSD, and interaction energy of CO2/crude
oil changed obviously, thus they can be used as criteria of miscibility between both
phases.

(3) The MMP predicted by CO2 of the CO2–oil system were 20.31 MPa, 21.08 MPa,
22.12 MPa, 24.43 MPa, and 26.25 MPa at temperatures of 333 K, 343 K, 353 K, 363 K,
and 373 K, respectively, and MMPs predicted by crude oil were 20.21 MPa, 20.89 MPa,
22.36 MPa, 23.84 MPa, and 24.52 MPa at the same temperatures. The two sets of data
had a linear relationship.

(4) MMP and reservoir temperature (TR) had a linear relationship in the present work,
and the slope was about 0.15 MPa/K, which are in agreement with theoretical analyses
and literature results.

Supplementary Materials: The following are available online. Figure S1: The number of crude oil
atoms passing through the initial interface. Figure S2: Acquisition of MMP in different systems.
Table S1: The number of CO2 molecules added in different systems. Table S2: Integrated values of
CO2 and crude oil at different temperatures. Table S3: Summarization of some famous empirical
correlations.
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Abstract: Various nanoparticles have been applied as chemical demulsifiers to separate the crude-
oil-in-water emulsion in the petroleum industry, including graphene oxide (GO). In this study, the
Janus amphiphilic graphene oxide (JGO) was prepared by asymmetrical chemical modification on
one side of the GO surface with n-octylamine. The JGO structure was verified by Fourier-transform
infrared spectra (FTIR), transmission electron microscopy (TEM), and contact angle measurements.
Compared with GO, JGO showed a superior ability to break the heavy oil-in-water emulsion with a
demulsification efficiency reaching up to 98.25% at the optimal concentration (40 mg/L). The effects
of pH and temperature on the JGO’s demulsification efficiency were also investigated. Based on
the results of interfacial dilatational rheology measurement and molecular dynamic simulation, it
was speculated that the intensive interaction between JGO and asphaltenes should be responsible
for the excellent demulsification performance of JGO. This work not only provided a potential high-
performance demulsifier for the separation of crude-oil-in-water emulsion, but also proposed novel
insights to the mechanism of GO-based demulsifiers.

Keywords: heavy oil-in-water emulsion; demulsification; Janus graphene oxide; molecular
dynamic simulation

1. Introduction

The treatment of liquids produced from crude oil production has become a great
challenge in the petroleum industry [1–7]. With excessive exploitation, most oilfields have
reached the high water cut stage, a circumstance in which crude-oil-in-water emulsion
was usually generated in the produced liquids [8,9]. In the case of heavy oil production,
the ubiquitous asphaltene acts as natural emulsifier to readily adsorb on the oil/water
interface and dramatically enhance the emulsion stability [10–12]. The extremely stable
emulsion can cause serious problems to the downstream process, such as the generation
of large amounts of polluting oily wastewater [13,14]. Therefore, it is an urgent issue to
develop a highly efficient demulsifier to separate the oil from the emulsion generated in
heavy oil exploitation.

The proposed strategies for oil–water separation mainly include adsorption [15], coa-
lescence technology [16], membrane separation [17], gravity separation [18], flotation [19],
and ultra-centrifugation [20]. Among these methods, chemical demulsification is widely
applied owing to the tunable structure of demulsifier, high efficiency, and convenient oper-
ation [21]. Various chemical demulsifiers have been developed in last few decades, such as
block copolymer [22], polysiloxane [23], hyperbranched polymer [24], dendrimer [25], and
ionic liquids [26]. Chemical demulsifiers are widely used to break water-in-oil emulsions
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during the early stage of oilfield development. With the continuous development of oil-
fields, the study of oil-in-water emulsions has attracted a great deal of attention. While the
increasing concern on environmental protection restricts the practical application of these
chemicals [27], the research and development of novel demulsifiers is still a challenging
and study-worthy topic for petroleum engineers.

Recently, nanomaterials have been regarded as another crucial category of chemical
demulsifiers [28]. Nikkhah et al., verified that the settling time of nano-titania was sig-
nificantly less than conventional chemical demulsifiers [29]. Zhang et al., fabricated the
cyclodextrin-modified magnetic composite particles (M-CD) and evaluated its demulsifica-
tion performance. M-CD could effectively separate various types of emulsions and exhibit
excellent recycling ability [30]. Ren’s group systematically studied the demulsification
performance of graphene oxide (GO) and its derivatives [31–33]. They concluded that the
asphaltenes could effectively stabilize the oil-in-water emulsions under certain conditions,
which created a large number of problems in practical production of the oilfield, and they
proposed that the amphiphilic GO-based materials could adsorb on the oil/water interface
to promote the coalescence of emulsion droplets.

It is well accepted that the amphiphilicity of GO is relatively weak due to its high
content of hydrophilic oxygen-containing groups [34], while these active groups also
provide the possibility for chemically hydrophobic modification of GO to improve its
interfacial activity [35]. Janus graphene oxide (JGO) refers to GO with one side modified
and has been applied in various fields due to its unique structure and properties [36,37].
For the petroleum industry, Luo et al., reported the application of JGO as a promising
nano-fluid for enhanced oil recovery [38]. JGO with improved amphiphilicity can easily
migrate to oil/water interface and interact with asphaltene, which may exhibit a better
demulsification performance than GO.

Today, molecular dynamics (MD) simulations are employed extensively in the petroleum
industry, which can reveal some interfacial properties of multiphase systems at the
molecular level [39–46]. Stephan et al., investigated the vapor–liquid interface proper-
ties of binary mixtures (cyclohexane + CO2) via MD simulations [47]. Chakraborty et al.,
used MD simulations to study the vapor–liquid interface properties of n-heptane/nitrogen
at different temperatures and pressures [48]. Lian et al., discussed the interaction of
zwitterionic surfactant with various components of crude oil (asphaltene, resin, saturate,
and aromatic) at the molecular level [49]. Liu et al., researched the emulsification and
demulsification capabilities of a gas switchable surfactant through molecular dynamics
simulations [50].

In this study, the JGO was synthesized by grafting n-octylamine on one surface
of GO, and the successful modification was verified by FTIR, TEM, and contact angle
measurements. Then, the demulsification efficiency of JGO was systematically investigated
and compared with GO, including the effects of dosage, pH, and temperature. Based on
the effects of JGO on the interfacial rheological properties and molecular dynamic (MD)
simulation on the interaction between JGO and asphaltene, the passible demulsification
mechanism of JGO was proposed.

2. Results and Discussion
2.1. Characterization of JGO

The FTIR spectra of GO and JGO were measured to verify the conjunction of n-
octylamine on the JGO surface (Figure 1). The additional peaks between 3100 and 2800 cm−1

for the JGO sample were assigned to the stretching vibration of C-H (-CH2- and -CH3),
which directly indicates the existence of n-octylamine with the hydrocarbon chain. More-
over, the weaker peaks at 1730 cm−1 (C=O) and 1208 cm−1 (C-O-C) in JGO’s curve than
those in GO’s curve reflect that the n-octylamine was successfully grafted on the JGO
surface via the reaction between amido group and epoxy/carboxyl groups.
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Figure 1. FTIR spectra of GO and JGO.

Figure 2 presents the TEM images of GO and JGO. It is obvious that the modified
n-octylamine hardly changed the morphology and size of GO-based nanosheets, but only
resulted in more overlapped parts in JGO due to the additional hydrophobic interaction.
To further demonstrate the Janus structure of JGO, the JGO interfacial film constructed
at the octane/water interface was transferred to the glass substrate to measure water
contact angles of both sides of the JGO. As shown in Figure S1, the unmodified side of
JGO was relatively hydrophilic with a water contact angle of 32◦, which was attributed
to the abundant oxygen-containing groups. For the n-octylamine grafted side of JGO,
the water contact angle increased to 85◦ due to the hydrophobic hydrocarbon chain. The
opposite affinity to water for both sides of JGO directly confirmed the generation of the
Janus structure.

Figure 2. TEM images of GO (a) and JGO (b).

2.2. Demulsification Efficiency Tests

The demulsification efficiency of GO and JGO for the stable heavy oil-in-water emul-
sions (prepared with 5% heavy oil) was evaluated by the bottle test (Figure 3). The
blank sample exhibited excellent stability, with almost no separated oil from the emul-
sion (Figure S2). The optimal demulsification efficiency of JGO was achieved at the much
lower concentration (40 mg/L), and the oil content was sharply reduced to 825 mg/L. The
emulsion color became lighter with additional demulsifiers (GO or JGO), and the emulsion
droplets spontaneously aggregated to form a separated oil layer. Meanwhile, there were
flocculent aggregates on the top of the water phase. The higher demulsification efficiency
of JGO (98.25%) than that of GO (92.5%) indicates that the asymmetrically modified n-
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octylamine can greatly improve the demulsification performance of GO-based nanosheets.
Higher concentrations of JGO slightly decreased the demulsification efficiency, which may
be ascribed to the adsorbed oil on the JGO surface.

Figure 3. The demulsification efficiency (a) and oil concentrations (b) of GO and JGO with different
dosages.

To systematically investigate the demulsification performances of JGO (30 mg/L)
under different conditions, the effects of pH and temperature were studied via a series of
experiments (Figure 4). It is well known that the solution pH value can significantly affect
the surface physiochemical properties of the demulsifiers to impact their performances [27].
For JGO, the demulsification efficiency at acidic and natural conditions was excellent, but
the alkaline environment was adverse to its performance (Figure 4a). On the one hand,
the organic acid in crude oil would react with alkali to generate a surface-active substance,
which could largely improve the emulsion stability. On the other hand, the variation of zeta
potential of JGO and emulsions at different pH values should be the other factor for the
pH-dependent demulsification efficiency of JGO (Figure S3). With increasing pH values,
both JGO and emulsion droplets became more negatively charged. Therefore, the inten-
sive electrostatic repulsion between JGO and emulsion droplets at the alkaline condition
(pH = 8) would weaken the demulsification efficiency of JGO. In addition, the demulsifica-
tion efficiency of JGO slightly increased with increased temperature (Figure 4b). Although
the higher temperature may disturb the interaction between JGO and emulsion droplets,
the accelerated thermal movements of emulsion droplets facilitated their coalescence. More
importantly, it was verified that JGO can effectively separate heavy oil-in-water emulsions
in a wide temperature range.

2.3. Demulsification Mechanism of JGO

For the emulsions prepared in this study, the emulsion stability is mainly dependent
on the surface-active substance in crude oil, asphaltene in particular. Asphaltene could
fabricate a protective film at the oil/water interface to prevent the coalescence of the
emulsion droplets [31]. Therefore, the additional demulsifier should primarily destroy
the asphaltene film to achieve demulsification. To investigate the effects of GO and JGO
on the interfacial properties of the crude oil/water interface, the interfacial dilatational
rheology experiment was conducted. As shown in Figure 5, the dilatational modulus of
crude oil/water system was 12.32 mN/m, which should be attributed to the interfacial
adsorption of asphaltene. The addition of GO or JGO in the water phase causes the
evident increase of the dilatational modulus in different degrees. GO with the hydrophilic
edge and the hydrophobic plane is generally regarded as the amphiphile [51], whereas
the amphiphilicity of JGO was further improved by the asymmetric modification with
n-octylamine. Then, the interfacial film is the combination of asphaltene and GO or JGO.
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For the blank and GO system, the interfacial film was basically elastic, with the phase angle
around 10◦, while the phase angle of JGO system increased dramatically, indicating the
typical viscoelastic property of the interfacial film. The smaller E and larger E” in the JGO
system could be ascribed to the Janus structure. Considering GO and JGO nanosheets are
2D materials with an average literal size around 500 nm, the adsorbed GO or JGO at the
interface should be overlapped with each other. The overlapped parts of JGO nanosheets
may not be as rigid as those of GO nanosheets due to the hinderance of n-octylamine.
Therefore, the JGO adsorbed interface of the emulsion would be much easier to deform,
leading to the lower E and more distinct viscous characteristic.

Figure 4. The effects of pH (a) and temperature (b) on the demulsification performance of JGO
(30 mg/L).

Figure 5. Effects of GO and JGO on the interfacial rheology of crude oil/water interface.

Based on the results of interfacial rheology, the possible demulsification mechanism
of JGO could be proposed (Figure 6). The adsorbed asphaltene molecules constructed the
protective film at the oil/water interface, generating a new phase to stabilize the heavy
oil-in-water emulsion from the thermodynamic aspect (Figure 6a) [41,52]. After JGO was
added to the emulsion system, it could disperse well in the water phase (Figure 6b). Then,
JGO with improved amphiphilicity could adsorb at the oil/water interface to interact with
asphaltene (Figure 6c). During the shaking, the emulsion droplets collided with each other
(Figure 6d). The intensive interaction between the amphiphilic JGO and the surface-active
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substance asphaltene could destroy the original interfacial film, and parts of asphaltene
desorbed from the oil/water interface, leading to the coalescence of smaller ones without
the protective film (Figure 6e). Finally, after settling, the larger oil droplets moved upward
to form a separated oil layer, and the JGO/asphaltene aggregation also moved to the upper
region of the water phase due to the highly improved hydrophobicity (Figures 3a and 6f).
The greater amphiphilicity of JGO should be responsible for its higher demulsification
efficiency than GO.

Figure 6. Schematic of the demulsification mechanism of JGO; (a) stable emulsion; (b) adding JGO;
(c) adsorption of JGO; (d) shaking; (e) aggregation of oil droplets; (f) after settling.

2.4. Verification of the Mechanism via Molecular Dynamic Simulation

To verify the mechanism of the JGO as a high-performance demulsifier, the behavior
of GO and JGO in the crude oil/water system was simulated via molecular dynamic (MD)
simulation. As shown in Figure S4, GO and JGO nanosheets were randomly placed in the
water phase in the initial configuration, which could achieve the dynamic equilibrium after
50 ns MD simulation (Figure S5). The Gibbs partition surfaces of two systems were located
at ~5.1 nm and ~14.0 nm, and the density peaks of asphaltene (including asphaltene-1,
asphaltene-2, and asphaltene-3 in Scheme S1), GO, and JGO in two systems were all around
the Gibbs partition surface, indicating that the GO-based nanosheets can spontaneously
adsorb at the crude oil/water interface and interact with asphaltene (Figure 7). Compared
with GO, there was more JGO adsorbed at the interface with the n-octylamine modified
side toward the oil phase. Meanwhile, the density peak of asphaltene in the JGO system
was much greater than that in the GO system.

To quantificationally investigate the interaction energy between GO/JGO and asphal-
tene, the nonbonded interaction, including Lennard–Jones potential and Coulomb potential,
during the whole simulation process was extracted (Figure 8a,b). The much larger total
interaction energy between JGO and asphaltene (~−650 kJ/mol) than that between GO and
asphaltene (~−250 kJ/mol) further confirmed their more intensive interaction (Figure 8c).
It is worth noting that the much larger interaction energy in the JGO-asphaltene system
was mainly derived from the stronger Lennard–Jones potential, which should be ascribed
to the hydrophobic interaction among the alkyl chains on both JGO and asphaltene.
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Figure 7. Final simulation configuration (at 50 ns) of GO (a) and JGO (c) in the oil/water system.
Oil components are colored in cyan except asphaltene which is colored in red, and GO and JGO
are colored in blue. Water molecules are not shown for clarity. Number density of three asphaltene
in oil, GO (b), and JGO (d) along the z-direction. Gray dash lines in (b,d) represent the Gibbs
partition surface.

Figure 8. Intermolecular interaction energy between GO/JGO and asphaltene at the oil/water
interface: Lennard–Jones potential (a), Coulomb potential (b), and total interaction energy (c).

As mentioned in the proposed mechanism, the asphaltene-constructed protective film
was essential for the emulsion stability. Then, the distribution characteristic of asphaltene
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at the crude oil/water interface was further analyzed by calculating and plotting the two-
dimensional (2D) number density map in the XY plane (Figure 9). The color distribution of
the 2D number density maps directly indicates the asphaltene distribution and compactness
in the GO-free, GO, and JGO systems. In the GO-free system, the more green and less
yellow/red areas reflect the uniform distribution of asphaltene at the crude oil/water
interface (Figure 9a). Compared with that in the GO system, the generation of dark
red and red areas represents the much greater asphaltene density at the local interface
(Figure 9b,c). On the one hand, the uneven distribution of asphaltene should be attributed to
the constraint of the intensive interaction between JGO and asphaltene. On the other hand,
the uneven distribution of asphaltene may cause the evident weakness in the protective
film, resulting in the easy coalescence of the emulsion droplets.

Figure 9. Two-dimensional number density maps of asphaltene distribution in the XY plane at the
oil/water interface in the GO-free (a), GO (b), and JGO (c) systems.

3. Experimental
3.1. Materials

Graphene oxide (GO) was purchased from Shengzhen Turing Evolution Technical
Company, China. Paraffin wax (with a melting point around 58−60 ◦C), kerosene, n-
octylamine (>98%), ethanol (>99.5%), n-octane (>99%), and NaCl (>99.5%) were products
from Shanghai Aladdin Biochemical Technology Co., Ltd., Shanghai, China.

3.2. Preparation of JGO

The method applied for the preparation of JGO was reported by Luo et al. [53]. First,
200 mL GO aqueous solution (1 mg/mL), 6 g NaCl, and 50 g paraffin wax were heated to
75 ◦C and stirred with a homogenizer at 10,000 rpm for 10 min to form emulsions, which
were cooled to ambient temperature and filtered to obtain GO-coated wax particles. After
the GO-coated wax particles were washed by NaOH solution (pH ~10), deionized (DI)
water, and ethanol successively, the wax particles were added into the n-octylamine ethanol
solution (0.4489 mg/mL) and magnetically stirred overnight. Then, the wax particles were
washed with ethanol and dissolved in toluene to remove the wax, and JGO was obtained
by centrifugation. Finally, JGO was dried at 60 ◦C and then dispersed in DI water at
certain concentrations.

3.3. Characterization

The Fourier-transform infrared spectra (FTIR) of GO and JGO were recorded by a
PerkinElmer Spectrum Two spectrometer (PerkinElmer, Waltham, MA, USA). Transmission
electron microscopy (TEM) images of GO and JGO were obtained with a JEOL JEM-1400
transmission electron microscope (JEOL, Tokyo, Japan).

The contact angle measurements were conducted to the affinity of both sides of JGO.
First, the interfacial film was fabricated by shaking the glass tube filled with JGO aqueous
solution and n-octane, then the n-octane was removed by evaporation. To measure the
contact angle of the n-octylamine modified (hydrophobic) side of JGO, the pre-cleaned
glass slide was lifted below the JGO interfacial film to deposit the film on the glass substrate.
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To measure the contact angle of the unmodified (hydrophilic) side of JGO, the pre-cleaned
glass substrate was pressed onto the interfacial film and rotated immediately. After the
obtained glass substrates were dried at 40 ◦C, the water contact angle measurement was
conducted with a contact angle goniometer (JC2000D5M, Zhongchen, China).

3.4. Demulsification Efficiency Test

The heavy oil used in this study was obtained from Shengli oil field. To prepare stable
heavy oil-in-water emulsions, 5 g heavy oil and 95 g NaCl aqueous solution (3000 mg/L)
were mixed at 60 ◦C and stirred with a FJ200-S homogenizer at 12,000 rpm for 10 min.
For the demulsification test, a certain amount of JGO (or GO as control sample) aqueous
solution was added into the prepared emulsion stored in the measuring cylinder. Then, the
cylinder was shaken for 1 min to ensure the thorough mixture of JGO and the emulsion.
Then, the cylinder was placed at ambient temperature and the oil/water separation process
was recorded by a camera. The oil content in the water phase after demulsification process
was determined by UV–Vis spectrophotometer. The standard curve of oil content as a
function of absorbance at 256 nm was obtained by measuring the absorbance of a series of
mixture with different oil content. The demulsification efficiency (ED) was calculated by
the following equation:

ED =
C0 − C1

C0
× 100% (1)

where C0 is the initial oil content before demulsification, and C1 is the oil content
after demulsification.

3.5. Interfacial Dilatational Rheology Measurement

The interfacial property was measured by a dynamic interfacial oscillatory drop
tensionmeter (Tracker, Teclis, France). A drop of crude oil (20 µL) was injected into the
solutions through an inverted needle, and the volume of the oil drop changed in sinusoidal
oscillatory motion, which was achieved by a motor system connected to the syringe. Based
on the shape variation of the oil drop recorded by a CDD digital camera, the IFT was
calculated according to the Laplace–Young equation and the Plane hydrostatic equation by
computer software. At the same time, the dilatational modulus (E) was calculated by the
software using the following equation [54]:

E =
dγ

dlnA
(2)

where γ is the interfacial tension (mN/m), and A is the interface area (m2).
The dilatational modulus can also be expressed in plural form:

E = E′ + E′′ = E′ + iωηd (3)

where E′ is the elastic modulus, E” is the viscous modulus, ω is the interfacial dilatation
frequency, and ηd is the interfacial dilatation viscosity.

3.6. Simulation Method
3.6.1. Construction of Crude Oil/Water System

The crude oil model in this simulation was constructed based on the typical heavy oil
model, which is composed by asphaltene, resin, aromatic, and saturate components [55,56].
Based on previous literature, three typical asphaltenes molecules and six types of resin
molecules were applied in this crude oil model [55,56]. The aromatic components mainly
include toluene and benzene. As for saturates, cycloheptane, cyclohexane, nonane, octane,
heptane, and hexane were incorporated. The detailed information of the crude oil com-
ponents was listed in Table S1, and the molecular structures of asphaltene and resin were
depicted in Scheme S1.
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To obtain the crude oil model, all component molecules were added randomly into
a cubic box (12 × 12 × 12 nm3), and 20 ns MD simulation under NPT ensembles was
performed to achieve the reasonable density. The final crude oil model was obtained with
the cubic box size of 9.4 × 9.4 × 9.4 nm3, and the box was extended along z-direction to
9.4 × 9.4 × 18.8 nm3. The empty parts of the extended crude oil box were filled with water
molecules and counterions (Na+) to establish the initial oil/water interface. Finally, 50 ns
MD simulation under NPT ensemble was carried out to achieve the dynamic equilibrium
of crude oil/water simulation system.

3.6.2. Construction of GO and JGO in Crude Oil/Water System

The single layer of GO was built with 286 carbon atoms as the substrate, 6 carboxyl
groups on the edge, 25 epoxy groups on each side, 10 hydroxyl groups on each side, and
12 hydroxyl groups on the edge [57]. Based on the model of GO, six n-octylamine molecules
were attached on one surface of GO via the ring-opening of epoxy groups to form JGO.
The molecular structures of GO and JGO were illustrated in Scheme S2. Then, 10 GO/JGO
were randomly inserted into the water phase of a pre-equilibrated crude oil/water system.
The 50 ns MD simulation under NPT ensemble was carried out to achieve the dynamics
equilibrium of the simulation system.

3.6.3. MD Simulation Methods

The GROMACS (version 2019.6) software package was used to perform MD simula-
tions with optimized potentials for liquids simulation-all atom (OPLS-AA) force field [58].
Molecular parameter sets were generated from the LigParGen web server [59]. The TIP4P
model was adopted to describe the water molecule. The steepest descent method was used
to minimize the simulation system, and the convergence criterion of energy minimization
was 50 kJ/(mol·nm). Then, the MD simulation with NPT ensemble at 1 atm and 303 K
was carried out for each system. In the simulation, the velocity rescaling thermostat and
Berendsen (first 10 ns) + Parrinello-Rahman (last 40 ns) pressure coupling were employed
as temperature coupling method and pressure coupling method, respectively [60–62]. The
LINCS algorithm was used to constrain the bonds with H atoms [63]. The cut off scheme
was applied in the van der Waals (vdW) interaction. Coulomb interaction was computed
using the Particle-Mesh Ewald (PME) method [64]. The simulation time step was 2 fs and
trajectories were saved every 10 ps for further analysis, which was visualized by visual
molecular dynamics (VMD) software [65].

4. Conclusions

In conclusion, we successfully synthesized n-octylamine-modified JGO. Compared
with GO, JGO exhibited superior ability to effectively separate the heavy oil-in-water emul-
sion with a demulsification efficiency as high as 98.25% at the much lower concentration
(40 mg/L). The interfacial dilatational rheology measurements demonstrated that the ad-
ditional JGO to heavy oil-in-water emulsion systems could improve the viscoelasticity of
the elastic oil/water interface, which facilitated the deformation of the interface and the
destruction of the protective film. Moreover, the MD simulation further verified the more
intensive adsorption of JGO on the crude oil/water interface and the stronger interaction
between JGO and asphaltene in comparison to the GO system. Therefore, it is believed
that the remarkable demulsification ability of JGO should be attributed to its powerful
attraction with asphaltene, leading to the easily deformable oil/water interface and the
uneven distribution of asphaltene. This study indicates that JGO could be applied as a
high-performance demulsifier to separate heavy oil-in-water emulsions in the oil industry,
and the proposed mechanism of JGO could be inspiring for a new strategy of chemical
demulsifier design.
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Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules27072191/s1, Scheme S1: Molecular structures of different
asphaltenes and resins; Scheme S2: Molecular structures of GO and JGO; Figure S1: The water
contact angle of the unmodified side of JGO (a) and n-octylamine grafted side of JGO (b); Figure S2:
Demulsification performance of GO and JGO; Figure S3: Zeta potential of JGO and oil droplets with
increasing pH values; Figure S4: The initial configuration of GO and JGO in the crude oil/water
system, oil components are colored in cyan excepting asphaltenes which are colored in red, and GO
and JGO are colored in blue. Water molecules are not shown for clarity; Figure S5: Total energy curves
in the simulation process with 10 GO (a) and JGO (b) randomly inserted into oil/water systems;
Table S1: Compositions of the crude oil model.
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Abstract: In order to solve the problem of demulsification difficulties in Liaohe Oilfield, 24 kinds of
demulsifiers were screened by using the interface generation energy (IFE) module in the molecular
dynamics simulation software Materials Studio to determine the ability of demulsifier molecules
to reduce the total energy of the oil–water interface after entering the oil–water interface. Neural
network analysis (NNA) and genetic function approximation (GFA) were used as technical means to
predict the demulsification effect of the Liaohe crude oil demulsifier. The simulation results show
that the SDJ9927 demulsifier with ethylene oxide (EO) and propylene oxide (PO) values of 21 (EO)
and 44 (PO) reduced the total energy and interfacial tension of the oil–water interface to the greatest
extent, and the interfacial formation energy reached −640.48 Kcal/mol. NNA predicted that the
water removal amount of the SDJ9927 demulsifier was 7.21 mL, with an overall error of less than
1.83. GFA predicted that the water removal amount of the SDJ9927 demulsifier was 7.41mL, with an
overall error of less than 0.9. The predicted results are consistent with the experimental screening
results. SDJ9927 had the highest water removal rate and the best demulsification effect. NNA and
GFA had high correlation coefficients, and their R2s were 0.802 and 0.861, respectively. The higher R2

was, the more accurate the prediction accuracy was. Finally, the demulsification mechanism of the
interfacial film breaking due to the collision of fluorinated polyether demulsifiers was studied. It was
found that the carbon–fluorine chain had high surface activity and high stability, which could protect
the carbon–carbon bond in the demulsifier molecules to ensure that there was no re-emulsion due to
the stirring external force.

Keywords: demulsifier; fluorinated; demulsification mechanism; molecular dynamics simulation;
neural network analysis; genetic function approximation

1. Introduction

Liaohe Oilfield in China mainly produces heavy oil and super heavy oil. It is very
difficult to demulsify the oil emulsion because of its large asphaltene content and high vis-
cosity [1]. Liaohe Oilfield has entered the middle and late stage of exploitation. Since water
flooding cannot meet the demand of the oilfield production increase, alkali–surfactant–
polymer (ASP) flooding technology can better meet the demand of the production increase
in Liaohe Oilfield in the middle and later stages of production [2,3]. ASP flooding technol-
ogy can greatly improve oil recovery, but the synergistic effect and emulsifying effect in the
process of oil displacement make the emulsification of produced fluid very serious [4,5].
When the crude oil is produced by ASP flooding, a large number of surfactants, polymers
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and other chemicals are used, resulting in more complex produced fluid systems and more
difficult demulsification [6]. Transportation and refining of this stable emulsion without
treatment can cause serious problems, such as pipeline corrosion, scaling, increased equip-
ment load and fuel consumption [7,8]. Conventional demulsification technology mainly
includes physical demulsification, chemical demulsification and biological demulsifica-
tion [9–11]. Chemical demulsification requires simpler equipment and has a lower cost
and better demulsification effect. It can be used alone or combined with other demulsi-
fication methods to achieve efficient demulsification [12,13]. However, at present, many
demulsifiers cannot meet the actual needs of Liaohe Oilfield or are difficult to apply due to
cost, safety and other factors [14]. Therefore, the synthesis of a kind of demulsifier which is
suitable for the development of Liaohe Oilfield and can efficiently and rapidly demulsify
has become an urgent problem, which is of great significance to the good and efficient
development of Liaohe Oilfield.

In recent years, molecular dynamics simulation technology has developed rapidly and
is gradually applied to surfactants such as demulsifiers. Molecular dynamics simulation
refers to the use of computer technology, discusses the interfacial structure and interfacial
action of emulsion after adding the demulsifier at the molecular level in order to explain the
role of demulsifiers through this technology, optimizes the selection of efficient demulsifiers
and better serves oilfield production [15,16]. Using molecular dynamics simulation to guide
experimental research not only makes the experimental data and their universal mechanism
more visible, but also provides a new direction for future experimental research.

Marquez et al. [17] first studied the demulsification behavior of demulsifiers at the
oil–water interfacial film of oil-in-water emulsion using an atomic model. They found that
surfactants that can be used as demulsifiers must have the following characteristics: Firstly,
the solubility of demulsifiers in the aqueous phase must be higher than that in the oil phase.
Secondly, they must have certain diffusions and concentrations. Finally, the surface activity
of demulsifiers must be higher than that of emulsifiers. The demulsifier with the above
characteristics can reach the oil–water interface film and reduce the stability of the interface
film to achieve demulsification.

Ballal et al. [18] used the improved iSAFT (interfacial statistical association fluid
theory) to explore the influence of poly (ethylene oxide)–propylene oxide polyether on
the interfacial film of water–toluene by studying the molecular weight, the ratio of EO to
PO, branching degree and order degree, so as to understand the influence of demulsifier
structure on the interfacial film at the molecular level and predict the performance of real
demulsifiers. The results show that the interfacial tension decreased with the increase in
molecular weight and the number of branched chains. When EO:PO = 1:1, the interfacial
tension is at its minimum. Moreover, the surface activity of PEO-PPO-PEO is higher than
that of PPO-PEO-PPO.

Zhang et al. [19] used a polyamide-amine dendrimer demulsifier to study the effect
of the hydrophobic chain on interfacial properties and demulsification with molecular
dynamics simulation technology. The results show that with the increase in the demulsifier
concentration, the kinetic parameters n and t* obtained by characterizing the molecular
diffusion rate decreased. At the same time, unlike the traditional demulsifier adsorption
and diffusion behavior, with the increase in the hydrophobic chain length, the t* value
decreased and the n value increased, showing a slow diffusion–adsorption process.

A machine model algorithm can predict and integrate new rules and development
trends from a large number of data texts in multiple dimensions. In general, the process
of using machine algorithm to simulate experimental data can be divided into two steps:
inputting old data and simulating new trends. With the development and widespread
application of computer algorithms, researchers often use the neural network algorithm
and genetic algorithm to predict the mixed-phase pressure, and good prediction results
have been achieved.

The purpose of this study was to provide efficient and economical fluorinated polyether
demulsifiers for Liaohe Oilfield. Compared with general demulsifiers, the fluorine atoms
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contained in this demulsifier can partially or completely replace the hydrogen atoms on
the hydrocarbon chain, so that the nonpolar groups in the demulsifier can form carbon–
fluorine bonds with stronger bond energy, and this carbon–fluorine chain with higher
bond energy can show strong stability. Fluorinated polyether demulsifiers have better
surface activity, chemical stability, thermal stability and compatibility than conventional
demulsifiers. Fluorinated hydrocarbon groups are also hydrophobic, which can reduce
pollution. The interfacial generation energy (IFE) in molecular dynamics was used to
screen 24 kinds of demulsifiers. Neural network analysis (NNA) and genetic function
approximation (GFA)were applied to predict demulsification, so as to look for the rules
from the existing experimental data to obtain the corresponding prediction conclusions.

2. Experimental
2.1. Materials

Tetraethylenepentaamine was purchased from Beijing Tianyu Kanghong Chemical
Technology Co., Ltd. (Beijing, China). P-trifluoromethyl phenol was purchased from
Shanghai Sahn Chemical Technology Co., Ltd. (Shanghai, China). Formaldehyde was
purchased from Shanghai Macklin Biochemical Technology Co., Ltd. (Shanghai, China).
Xylene and toluene were ordered from Shanghai Jizhi Biochemical Technology Co., Ltd.
(Shanghai, China). Potassium hydroxide was purchased from Shanghai Sibaiquan Chemical
Co., Ltd. (Shanghai, China). Potassium hydroxide was purchased from Shanghai Sibaiquan
Chemical Co., Ltd. Ethylene oxide (EO) and propylene oxide (PO) were purchased from
Zibo Shandong Zixiang Sales Chemical Co., Ltd. (Zibo, China). The tested oil sample
was produced from fluid from a block in Liaohe Oilfield. Fluorinated demulsifiers were
synthesized by using trifluoromethyl phenol, formaldehyde and other raw materials as
initiators and then synthesized through polymerization reaction with propylene oxide and
ethylene oxide [20]. The physiochemical characteristics are shown in Table 1.

Table 1. Basic physical properties of crude oil produced from a block from Liaohe Oilfield.

Density
kg·m−3

Dynamic
Viscosity (50 ◦C)

mPa·s
Gum

%
Asphaltene

%

Acid
Value

mgKOH·g−1

Pour
Point
◦C

Moisture
Content

%

Saturate
%

Aromatic
%

Resin
%

943.0 180.2 24.93 12.75 2.45 17.3 17.02 46.63 15.69 32.83

2.2. Molecular Optimization and Model Construction

All the simulations were performed on the molecular dynamics software Materials
Studio2018. The interaction parameters of surfactants came from the condensed-state
optimized molecular force field—COMPASS force field.

Firstly, the 3D model structures of n-decane and demulsifier molecules were built
by using the Visualizer module in the program, and the geometric optimization of the
structures of the three surfactant molecules was carried out by using the Smart method
through the COMPASS force field of the Dmol3 module, so that the surface molecular
system could achieve the minimum energy, and the optimized molecular structure of the
optimal molecular conformation was obtained, as shown in Figure 1.

Then, the crude oil system model and demulsifier system model were established at
278 K by using the construction tool under AC module, COMPASS force field and Periodic
Cell periodic boundary conditions. Based on the position reference of the rectangular
coordinate system, the size of the system box was set. With the origin as the center, the
lengths in x, y and z directions were 4 nm × 4 nm × 12 nm, respectively. The system model
is shown in Figure 2. The simulation systems with different EO/PO ratios were composed
of 2000 n-sunane molecules and 500 water molecules.

Finally, the Dynamics tool under the Forcite module was used. The simulation level
was MEDIUM, and the simulation system ensemble was NVT ensemble, keeping the
system at a constant temperature of 298 K. AtomBased was used to represent van der Waals
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interaction and electrostatic interaction. Andersen method was selected for parameter
control of ensemble, namely temperature control. In addition, Berendsen method was used
for pressure change. A 3000-step process was established and the last nanosecond result
was obtained by statistical analysis.

Figure 1. Schematic diagram of optimized molecular structure, where blue is N, red is O, white is H,
gray is C, and purple is R3 = (C3H6O)x(C2H4O)y.

Figure 2. Demulsifier system model.

2.3. Neural Network Analysis (NNA)

Neural network analysis (NNA) refers to the method of machine learning and data
processing that controls various parameters and layers based on the way in which neu-
rons in the brain of organisms transmit information [21,22]. NNA was first proposed by
McCulloch and Pitts in 1943 as a way to simulate the analysis of neurons in the brain.
Although it makes too many assumptions and simplifications than real brain neurons, it
still contributes considerable intelligence in research. Therefore, NNA has considerable
research and application value. Since then, NNA has been greatly developed, and hundreds
of models have been proposed. Figure 3 is a complete typical three-layer neural network
structure, which is divided into three parts: multinode input layer, single-node output
layer and hidden layer. A three-layer BP neural network can solve almost all the prediction
problems near exact precision, so only one hidden layer was used in this study.
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Figure 3. Basic structure of three-layer neural network.

Neurons refer to nodes, which are the most basic structure of neural networks. Each
node is an information-processing element. In addition to the input layer, each node uses
the transformed linear combination of node output from the lower layer as its input:

Ii = ∑
j

wijXj + θi (1)

In the expression, Ii is the input to the i node, Xj is the output of the j node in the
previous layer, j is the summation of all nodes in the previous layer, wij is the connection
weight between nodes, and θi is the offset value. It is worth noting that the nodes between
each layer are not fixed, which needs to be set according to the actual situation. When
exploring MMP, the nodes in the input layer are designed as multiple variables that affect
MMP, and the output is the corresponding MMP value. The number of hidden layers and
the number of nodes in each layer can be defined by users themselves, so as to make the
output results closer to the real value.

The transfer function needs to be realized through the transfer function between the
input layer and the hidden layer and between the hidden layer and the output layer. In
addition, the conversion information is realized by setting the weights and bias values. In
this way, the data between the input layer and the output layer can be connected and their
relationship can be directly reflected. The study uses a transfer function called Sigmoid
transfer function (Formula (2)), which allows for easy differentiation and has a smooth
function to achieve data output in a narrow range.

y =
1.2

1 + e−x − 0.1 (2)

After setting the above information, training should be started and the neural network
should be learned independently. The training minimizes the error and makes the final
prediction more accurate. Here, BFGS algorithm is used to find the minimum value of
the error, and the error function (3) is used to determine the matching degree between the
calculated output and the expected output:

E =
n

∑
i=1

Ci(yi − y′i)
2
+ Q∑

j
(xj − xj)

2 + P∑
k,l

w2
k,l (3)
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where Ci is the parameter value of the proportion of results. In this study, the item is 1,
yi and y′i represent the true value and the predicted value, respectively. Q is the penalty
factor set for the missing value, xj is the missing data value of the system guess, xj is the
average value of each input data, P represents the penalty factor of connection weight, and
wk,l represents the connection weight. The first item is the main item of the error, which
is the sum of squares of the difference between the predicted value and the actual output
value of the model. The second item represents the error caused by filling the missing data.
In addition, the average connection weight is added to the error function to prevent the
collapse or error caused by excessive weight. In this way, the learning cycle iteration of
the neural network can be carried out until the error drops to a certain level, and finally a
trained neural network can be obtained.

2.4. Genetic Function Approximation (GFA)

Genetic function approximation (GFA) is carried out through selection, crossover
and mutation [23,24]. This algorithm is based on Darwin’s theory of evolution and some
viewpoints of genetics. Generally speaking, choosing an excellent father will lead to better
offspring. In addition, the mutation operation accelerates the progress of the algorithm and
does not fall into local optimum [25]. By applying this algorithm to the field of intelligence,
the optimal selection method is obtained to improve the economic benefits. The structural
process is shown in Figure 4.

Figure 4. Genetic function approximation chart.

The parallel method can improve the convergence speed under the premise of ensuring
a certain fitness, so as to obtain more accurate results. The method extended by this
method is the genetic function approximation method. This method has good performance,
including high robustness, and can be used to improve fault tolerance.Therefore, this
method has been widely used in practical applications.

The core idea of GFA is similar to that of GA (genetic algorithm), which encodes the
region to be searched as one or more strings, each string representing a position in the
search space, where each group of strings is called a population, and the evolution of the
population makes it move towards the search target. At the beginning of the setting, the
initial clock group is set to 100, and through 500 iterations, in the iterative process, there is
a choice of crossover and mutation. The members through variation need to score; namely,
the following fitness function is used to score (Formula (4)). In GFA, the evaluation criteria
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of the model are related to the quality of data regression fitting. The fitness function used
in this study was Friedman LOF function:

F =
SSE

M[1− λ(C+dp
M )]

2 (4)

where SSE is the sum of squares of errors, C is the number of items in the model, which is
not a constant, p is the total number of descriptors contained in all model items, M is the
number of samples in the training set, λ is a safety factor, the value is 0.99, to ensure that the
denominator of the expression does not become zero, and d is the scaling smoothing parameter;
the following expression is associated with the specified scaling LOF smoothing parameter:

d = α(
M− Cmax

Cmax
) (5)

Cmax means the maximum equation length.
Selection is not random; individuals with good adaptability are chosen. After the

reproduction of the selected individuals, the new members need to be graded to determine
whether they are the next selected object. Crossing process is the exchange of genetic
information between parent chromosomes. The selection of genetic information in the cross
process is random. When the cross selection is over, the new members need to be graded to
determine whether they are remixed into the population to seek better results.

Parents:
x2

1, x2

∣∣∣x4, x2
3 (6)

x1, x3

∣∣∣x4, x2
5 (7)

Child:
x2

1, x2

∣∣∣x4, x2
5 (8)

In order to make genetics more scientific, mutation operation is needed. What is
reflected in the computer is the mutual transformation between 0 and 1 so as to find the
optimal solution faster.

Finally, through a series of genetic operations, the offspring are optimized, and the
mutation operation is used to prevent the calculation results from falling into local optimum,
leading to wrong results. The optimal population obtained by this method was the optimal
solution we found

2.5. Turbidity Point and HLB Value Test

The cloud point of fluorinated polyether demulsifier was determined by Cintra 10e
UV-Vis spectrometer (GBC Scientific Instruments Company, Melbourne, Australia). The
HLB (hydrophilic–lipophilic balance) value of demulsifier was calculated according to the
cloud point of surfactant and the empirical formula of HLB to obtain the corresponding
HLB value. The empirical formula is as follows:

HLB = 0.0980X + 4.02 (9)

X is the cloud point value of 1wt% fluorinated polyether demulsifier.

2.6. Experiment on Demulsification and Water Removal of Demulsifier

Crude oil emulsion with water content of 17.02% was placed into constant-temperature
water bath heated to 55 ◦C for 30 min and then put into a stirring motor for 8 min at a
speed of 2000 r/min. After that, it was put into the stirring machine for 5 min. A total of
50 mL crude oil emulsion was poured into a calibrated test tube and put it into a water bath
heated to 60 ◦C and kept at a constant temperature for 25 min. Care was taken to ensure
the height of the water surface did not exceed the height of the crude oil in the test tube.
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The demulsifier was added into the test tube with micropipeter, and the cork was tightened.
The test tube was turned upside down and shaken 3–5 times, and the cork was loosened
to let off air. The bottle was recorked, and the tube was shaken 150 times by hand to fully
mix the demulsifier and crude oil emulsion. After the cork was capped, the bottle was
placed in a water bath at 60 ◦C for settling. The volume of dehydration at different times
was observed to obtain the dehydration volume V. The blank sample without demulsifier
addition was set to obtain the dehydration amount Vb. Therefore, the dehydration amount
after adding demulsifier was Vd = V−Vb.

Demulsification efficiency is calculated as follows:

Efficiency (%) = (VO − Vd)/VO × 100

where VO is the volume of water (water content) in the crude oil emulsion and Vd is the
volume of water remaining in the oil phase after demulsifier addition.

3. Results and Discussion
3.1. Molecular Dynamics Simulation Results

The energy optimization trend and optimization steps of molecular dynamics simula-
tion of some demulsifiers are shown in the Figures 5–18.

Figure 5. Demulsifier2 # oil–water interface geometric optimization steps.

Figure 6. Demulsifier2 # oil–water interface geometry optimization energy trend.
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Figure 7. Demulsifier4 # oil–water interface geometric optimization steps.

Figure 8. Demulsifier4 # oil–water interface geometry optimization energy trend.

Figure 9. Demulsifier6 # oil–water interface geometric optimization steps.
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Figure 10. Demulsifier6 # oil–water interface geometry optimization energy trend.

Figure 11. Demulsifier8 # oil–water interface geometric optimization steps.

Figure 12. Demulsifier8 # oil–water interface geometry optimization energy trend.
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Figure 13. Demulsifier10# oil–water interface geometric optimization steps.

Figure 14. Demulsifier 10 # oil–water interface geometry optimization energy trend.

Figure 15. Demulsifier12# oil–water interface geometric optimization steps.
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Figure 16. Demulsifier 12 # oil–water interface geometry optimization energy trend.

Figure 17. Demulsifier14# oil–water interface geometric optimization steps.

Figure 18. Demulsifier 14 # oil–water interface geometry optimization energy trend.
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When the system was balanced, the free energy of the solution reached its minimum.
Therefore, there was a chemical potential equilibrium relationship between surfactant
monomer and micelle:

µ0
g + KT ln Xg = g(µ0

l + KT ln Xl) (10)

where µ0
l is the standard chemical potential of surfactant monomer, Xl is the molar composi-

tion of the surfactant monomer, µ0
g is the standard chemical potential of micelles containing

g surfactant monomers, and Xg is the molar composition of surfactant micelles.
Surfactants are dispersed in water in a molecular state, and their hydrophobic ends

are arranged at the water interface to form a glacier structure, which reduces the entropy of
the system [26]. However, when the hydrophobic end of the surfactant leaves the water
interface, the surfactant molecules associate and the glacier structure is destroyed; then,
the water molecules are separated from the bondage, thereby increasing the entropy of the
system [27]. The formation process of micelles is a spontaneous entropy-driven process.
In this process, the chaos of the system increases, and the total formation energy becomes
negative [28].

The interfacial generation energy (IFE) refers to the reduced energy of the system
after the surfactant molecules enter the oil–water interfacial layer. The stability of the
interface can be investigated, and its value is closely related to the interaction force between
surfactant and water molecules, surfactant molecules, surfactant and oil molecules. The
calculation formula is as follows:

IFE =
Etotal − (n× E + Eref)

n
(11)

where Etotal is the total energy of the surfactant system after equilibrium at the oil–water
interface, Kcal/mol. Eref is the energy of oil–water interface system without the demulsifier,
Kcal/mol (−42933.07). N is the number of demulsifier molecules in the system. E is the
potential energy of the demulsifier molecule, Kcal/mol.

Table 2 shows that IFE value was negative, indicating that the energy of the whole
system decreased. Therefore, after analyzing the absolute value of IFE, it was determined
6# demulsifier had the best effect.

Table 2. Interfacial generation energy of demulsifier.

Number Determine of x,y Water
Removal/mL

Etotal/
(Kcal/mol)

IFE/
(Kcal/mol)

1# SDJ6920: x = 31, y = 20 3.5 −47,819.55 −209.31
2# SDJ6927: x = 31, y = 15 4 −47,869.13 −214.28
3# SDJ6930: x = 31, y = 13 2.5 −47,002.77 −127.64
4# SDJ6937: x = 31, y = 11 2 −46,933.29 −120.69
5# SDJ9920: x = 44, y = 29 7 −51,139.1 −541.27
6# SDJ9927: x = 44, y = 21 8 −52,131.12 −640.48
7# SDJ9930: x = 44, y = 19 7.5 −51,943.12 −621.68
8# SDJ9937: x = 44, y = 16 7 −51,611.02 −588.47
9# SDJ15920: x = 71, y = 47 7 −51,002.13 −527.58

10# SDJ15927: x = 71, y = 35 4 −47,133.09 −140.67
11# SDJ15930: x = 71, y = 31 6 −50,169.33 −444.30
12# SDJ15937: x = 71, y = 25 6 −50,129.32 −440.30
13# SDJ19920: x = 89, y = 59 6 −50,196.02 −447.00
14# SDJ19927: x = 89, y = 43 7 −51,584.18 −585.78
15# SDJ19930: x = 89, y = 39 7 −50,113.22 −438.69
16# SDJ19937: x = 89, y = 32 6.5 −51,008.12 −528.18
17# SDJ29920: x = 134, y = 88 4 −47,003.72 −127.74
18# SDJ29927: x = 134, y = 65 5.5 −48,121.12 −239.48
19# SDJ29930: x = 134, y = 59 7 −51,341.91 −561.55
20# SDJ29937: x = 134, y = 48 6.5 −51,620.12 −589.38
21# SDJ39920: x = 178, y = 118 5.5 −49,723.18 −399.68
22# SDJ39927: x = 179, y = 87 6 −50,339.33 −461.30
23# SDJ39930: x = 179, y = 79 5 −48,013.13 −228.68
24# SDJ39937: x = 17, y = 64 6 −50,632.44 −490.61
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3.2. NNA and GFA Prediction Results

The prediction results of 24 demulsifiers are shown in Table 3. NNA and GFA were
used to predict the demulsification effect of 24 demulsifiers, and the results are shown
in Table 4. As shown in Table 3, where X and Y are PO and EO values, demulsification
dehydration represents a demulsification effect.

Table 3. Cloud point and HLB value off fluorinated polyether demulsifiers.

Number Determination of x, y Values Cloud Point/◦C HLB Value
1# SDJ6920: x = 31, y = 20 53.2 9.23
2# SDJ6927: x = 31, y = 15 52.5 9.17
3# SDJ6930: x = 31, y = 13 52.1 9.13
4# SDJ6937: x = 31, y = 11 51.8 9.10
5# SDJ9920: x = 44, y = 29 47.8 8.70
6# SDJ9927: x = 44, y = 21 47.3 8.66
7# SDJ9930: x = 44, y = 19 46.9 8.62
8# SDJ9937: x = 44, y = 16 46.5 8.58
9# SDJ15920: x = 71, y = 47 41.3 8.07

10# SDJ15927: x = 71, y = 35 40.7 8.01
11# SDJ15930: x = 71, y = 31 40.4 7.98
12# SDJ15937: x = 71, y = 25 40.0 7.94
13# SDJ19920: x = 89, y = 59 36.2 7.57
14# SDJ19927: x = 89, y = 43 35.4 7.49
15# SDJ19930: x = 89, y = 39 35.0 7.45
16# SDJ19937: x = 89, y = 32 34.7 7.42
17# SDJ29920: x = 134, y = 88 31.2 7.08
18# SDJ29927: x = 134, y = 65 30.8 7.04
19# SDJ29930: x = 134, y = 59 30.3 6.99
20# SDJ29937: x = 134, y = 48 30.1 6.97
21# SDJ39920: x = 179, y = 118 28.4 6.80
22# SDJ39927: x = 179, y = 87 27.9 6.75
23# SDJ39930: x = 179, y = 79 27.5 6.72
24# SDJ39937: x = 179, y = 64 27.0 6.67

Table 4. The actual water removal amount of demulsifiers (120 min, 100 ppm).

Number Determination of x, y Values Water Removal
Amount/mL

Demulsification
Rate/%

1# SDJ6920: x = 31, y = 20 3.5 41.13
2# SDJ6927: x = 31, y = 15 4 47.00
3# SDJ6930: x = 31, y = 13 2.5 29.38
4# SDJ6937: x = 31, y = 11 2 23.50
5# SDJ9920: x = 44, y = 29 7 82.26
6# SDJ9927: x = 44, y = 21 8 94.01
7# SDJ9930: x = 44, y = 19 7.5 88.13
8# SDJ9937: x = 44, y = 16 7 82.26
9# SDJ15920: x = 71, y = 47 7 82.26

10# SDJ15927: x = 71, y = 35 4 47.00
11# SDJ15930: x = 71, y = 31 6 70.51
12# SDJ15937: x = 71, y = 25 6 70.51
13# SDJ19920: x = 89, y = 59 6 70.51
14# SDJ19927: x = 89, y = 43 7 82.26
15# SDJ19930: x = 89, y = 39 7 82.26
16# SDJ19937: x = 89, y = 32 6.5 76.38
17# SDJ29920: x = 134, y = 88 4 47.00
18# SDJ29927: x = 134, y = 65 5.5 64.63
19# SDJ29930: x = 134, y = 59 7 82.26
20# SDJ29937: x = 134, y = 48 6.5 76.38
21# SDJ39920: x = 179, y = 118 5.5 64.63
22# SDJ39927: x = 179, y = 87 6 70.51
23# SDJ39930: x = 179, y = 79 5 58.75
24# SDJ39937: x = 179, y = 64 6 70.51

Black No demulsifier 0.3 3.53

Firstly, demulsification experiments were carried out for 24 kinds of demulsifiers to
obtain the actual demulsification effect, and the results are shown in Table 3. Then, NNA
and GFA were used to predict the demulsification effect of 24 demulsifiers, respectively,
and the results are shown in Table 4. As shown in Table 3, X and Y are the values of PO and
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EO, and the amount of water removal represents the demulsification effect. Figure 19 is the
molecular structure of fluorinated demulsifier.

Figure 19. Molecular structure of fluorinated demulsifier.

The calculation results for the HLB value are shown in Table 3.
The values of x and y in R3 are given in Table 4.
It can be seen from Figures 20 and 21 that GFA had a slightly higher correlation

coefficient, but from Table 5, it can be found that the correlation coefficients of both were
lower than 0.9, and both were above 0.8. In general, these two methods can predict the
demulsification effect of this type of demulsifier. The square value of the correlation
coefficient (R2, coefficient of determination) reflects that the greater the R2, the stronger the
predictive ability.

Figure 20. Comparison of predicted and actual values by NAA (r2 = 0.802).
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Figure 21. Comparison of predicted and actual values by GFA (r2 = 0.861).

Table 5. Comparative analysis table between predicted and actual values.

Number Actual
Values

NNA
Prediction

Differential
Value

GFA
Prediction

Differential
Value

1# 3.5 3.85 −0.35 3.45 0.04
2# 4 3.07 0.93 3.03 0.97
3# 2.5 2.72 −0.22 2.84 −0.34
4# 2 2.35 −0.35 2.630 −0.630
5# 7 6.69 0.31 7.92 −0.92
6# 8 7.21 0.79 7.41 0.59
7# 7.5 7.28 0.22 7.25 0.25
8# 7 7.33 −0.33 6.99 0.01
9# 7 6.52 0.48 6.36 0.64

10# 4 5.59 −1.59 6.16 −2.16
11# 6 5.62 0.38 6.00 −0.00
12# 6 6.09 −0.09 5.67 0.33
13# 6 6.28 −0.28 6.29 −0.29
14# 7 6.58 0.42 6.50 0.50
15# 7 6.44 0.56 6.44 0.56
16# 6.5 5.83 0.67 6.21 0.29
17# 4 5.83 −1.83 5.11 −1.11
18# 5.5 5.88 −0.38 6.02 −0.52
19# 7 5.92 1.07 6.29 0.71
20# 6.5 6.04 0.46 6.52 −0.020
21# 5.5 5.81 −0.31 5.11 0.39
22# 6 5.81 0.18 5.11 0.89
23# 5 5.82 −0.82 5.11 −0.11
24# 6 5.83 0.17 6.070 −0.07

The GFA prediction formula can be edited into:

Water removal amount = 0.626504940 × RAMP (65.555188173 − X) +
0.069567811 × RAMP(78.604247624 − Y) − 0.012461417 × [RAMP

(74.580034129-X)]2 − 0.001476625 × [RAMP (70.127414082 − Y)]2 +
5.110992651

(12)

X and Y are the number of EOs and POs in the experiment, RAMP is the slope function.
With this prediction function, such molecules can be predicted through the formula,

and the values of different proportions of X and Y and their dehydration rates can be
roughly known, which can greatly save time.

76



Molecules 2022, 27, 1799

3.3. Demulsification Mechanism

Substances that ensure oil–water phase dispersion and do not interfere with each
other are called oil–water interfacial films [27]. The formation mechanism of an oil–water
interface film is mainly as follows: Natural emulsifiers such as asphaltene and colloid
in crude oil emulsion are stably adsorbed on the surface of water droplets, forming an
interfacial film with low surface tension and interfacial free energy [28]. The demulsification
mechanism of fluorinated polyether demulsifier in this study was the main mechanism of
breaking the interface film. With the large-scale use of polymer demulsifiers, the mechanism
of breaking interfacial film is increasingly recognized by a large number of researchers [29].
This kind of polymer surfactant has been favored by many oil fields because of its economy.
When it is applied to specific crude oil demulsification, the dosage is very small, and the
demulsification is very high [30].

The fluorinated polyether demulsifier developed in this paper is a nonpolar surfactant,
which introduces a fluorine atom instead of a hydrogen atom to a hydrocarbon chain. The
bond energy of the C-F bond is higher than that of the C-H bond, but the polarity is lower
than that of the C-H bond [31,32]. Due to the characteristics of the fluorocarbon chain,
compared with ordinary demulsifiers, it can reduce the oil–water interfacial tension more
rapidly, accelerate the aggregation of water droplets and has better demulsification effect.
The demulsification mechanism is essentially that surfactant molecules replace and break
the interfacial film to release captured oil particles. Surfactants are added to the emulsion,
and because of its higher interfacial activity, they replace the natural emulsifier molecules,
such as asphaltene and colloid, adsorbed on the oil–water interfacial film and rearrange the
oil–water interface, resulting in the rapid coalescence of water droplets and the realization
of oil–water separation. The hydrophilicity of the hydrophilic block (PEO) of the block
polyether demulsifier is higher than that of asphaltene molecules in oil. Therefore, the
hydrophilic block (PEO) of the block polyether demulsifier can rapidly replace asphaltene
molecules at the oil–water interface. When subjected to heating or shaking, the Brownian
motion of macromolecules in the emulsion is intensified, and the number of collisions
between macromolecules is increased. Therefore, the unstable interfacial film formed by
demulsifier molecules is broken. Demulsifier molecules have higher stability because of
the high bond energy of the C-F bond and the shielding property of the C-C, which ensures
that there is no re-emulsion due to excessive stirring and other factors. Figure 22 depicts a
diagram of the demulsification mechanism of the demulsifier.

Figure 22. Demulsification mechanism of demulsifier.
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4. Conclusions

In this paper, based on the physical parameters of Liaohe crude oil emulsion, 24 kinds
of demulsifiers were screened by using the interface generation energy (IFE) module in the
molecular dynamics simulation software Materials Studio, and neural network analysis
(NNA) and genetic function approximation (GFA) were applied to predict demulsification.
The simulation results show that the SDJ9927 demulsifier 6# had the largest reduction in the
total energy of the oil–water interface and the strongest reduction in oil–water interfacial
tension, and the interfacial formation energy reached −640.48 Kcal/mol. NNA predicted
that the water removal amount of the SDJ9927 demulsifier was 7.21 mL, with an overall
error of less than 1.83. GFA predicted that the water removal amount of the SDJ9927
demulsifier was 7.41 mL, with an overall error of less than 0.9. The predicted results
are consistent with the experimental screening results. SDJ9927 had the highest water
removal amount and the best demulsification effect. NNA and GFA had high correlation
coefficients, and their R2s were 0.802 and 0.861, respectively. The higher R2 was, the
more accurate the prediction accuracy was. Finally, the demulsification mechanism of
the fluorinated polyether demulsifier was the following: The demulsifier molecules with
high interfacial activity replace the natural emulsifier on the oil–water interfacial film and
form a new unstable interfacial film. When subjected to heating or shaking, the interfacial
film collides with other macromolecules, and the interfacial film breaks, and the water
droplets gather to complete the oil–water separation. The demulsification mechanism of
the interfacial film was broken by the collision of the fluorinated polyether demulsifier. It
was found that when subjected to heating or shaking, the macromolecules in the emulsion
exhibited irregular Brownian motion and collided with other macromolecules, resulting
in the rupture of the interfacial film. The water in the internal phase broke through the
interfacial film and entered the external phase to aggregate, so as to achieve the purpose of
oil–water separation.
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Abstract: The dissipative particle dynamics simulation method is adopted to investigate the mi-
croemulsion systems prepared with surfactant (H1T1), oil (O) and water (W), which are expressed
by coarse-grained models. Two topologies of O/W and W/O microemulsions are simulated with
various oil and water ratios. Inverse W/O microemulsion transform to O/W microemulsion by
decreasing the ratio of oil-water from 3:1 to 1:3. The stability of O/W and W/O microemulsion
is controlled by shear rate, inorganic salt and the temperature, and the corresponding results are
analyzed by the translucent three-dimensional structure, the mean interfacial tension and end-to-end
distance of H1T1. The results show that W/O microemulsion is more stable than O/W microemulsion
to resist higher inorganic salt concentration, shear rate and temperature. This investigation provides
a powerful tool to predict the structure and the stability of various microemulsion systems, which is
of great importance to developing new multifunctional microemulsions for multiple applications.

Keywords: microemulsion; interfacial tension; end to end distance; dissipative particle dynamics
(DPD) simulation

1. Introduction

Microemulsion (ME) is a single optically isotropic and thermodynamically stable
liquid solution with particle sizes of less than 100 nm and up to 200 nm, consisting of
two immiscible liquids such as oil, water or an organic solvent [1]. One phase called the
droplet or dispersed phase is embedded in another phase named the continuous phase [2].
According to the spread and continuous phase, microemulsion may be classified into the
following three types: water in oil (W/O) that oil is the continuous phase, oil in water
(O/W) that water is the continuous phase, and bicontinuous phase, as defined by Liu et al.
and Yew et al. [3,4]. Microemulsions with the particular structure are of great importance
in many industrial fields, such as the adsorption and the skin penetration of drugs [5–9],
oil recovery [10,11], heck reactions [12], and luminescent solar concentrator [13] because of
the particular characteristics of ultralow interfacial tension, sizeable interfacial area, high
solubilization and low viscosity.

Surfactant is an essential component always used in microemulsion by their am-
phiphilic nature. A surfactant consisting of a hydrophobic hydrocarbon tail and a hy-
drophilic polar head group could decrease the interfacial tension and negatively interfere
with the phase-separation process to obtain long-term stable emulsion [14–16]. Emulsions
are thermodynamic unstable and prone to coalescence, sedimentation, flocculation, and
other phenomena. The surfactant molecules exert their role as interface stabilizers, which
could migrate toward the oil-water interface and inhibits coalescence [17]. In which, the
part of surfactant tail length involves van der Waals interactions between their hydrocarbon
chains. Posocco et al. observe the intermolecular hydrophobic interaction forces that are
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more robust with longer hydrophobic tails (at least eight carbon atoms), eventually, the
corresponding interfacial film is more stable [2].

Previous studies about the affecting factors for emulsions including the composition
of the emulsion, pH, ionic strength, shear and cryoprotectants on the stability have been
carried out over the last years [17–22]. Okuro et al. observed the phase inversion of
W/O high internal phase emulsions (HIPEs) to O/W emulsions with higher energy input.
Moreover, the shear-thinning behavior and instability were obtained in all W/O-HIPEs
at a high shear rate, whereas O/W emulsions showed greater viscosity and stability [23].
Huang et al. observed that the temperature, water–oil ratio and HLB value could influence
the emulsion stability and emulsion form as O/W or inverse W/O. The inverse W/O
emulsion was found to be the most stable with different affecting factors [24]. Zhong et al.
showed that the addition of salt ions resulted in an increased extent of interfacial-protein
adsorption and proved to be more durable. When 100 mM salt was added, the emulsions
had the best stability [20]. Furthermore, the stability of fuel microemulsions has been
investigated by Olsson et al. [25,26], Dash et al. [27,28] and Piskunov et al. [29,30]. These
investigations mainly focus on experimental analysis, which is not the mechanism that
affects the factors of emulsion formation and stability. Numerical simulations provide a
viable strategy to investigate the mechanism in order to overcome practical limitations.

Computer simulations emerged as a powerful tool for studying the microstructures
of amphiphilic copolymers [31]. Molecular dynamic simulation has been used more for
studying the phase behavior [32–34]. Ma et al. adopted the molecular dynamic simulation
to reveal the molecular mechanisms on the stability and instability of the interfacially
active asphaltenes (IAA) stabilized O/W emulsions [30]. Dissipative particle dynamics
(DPD) is frequently adopted for liquid systems and can reflect the dynamics on the meso-
scopic molecular level of complex fluid systems, as one method of molecular dynamics
simulation [35–39]. Furthermore, DPD can provide both the equilibrium thermodynamic
properties and the dynamic details and the structural changes over time, which are either
difficult or impossible to obtain by measurements [40–42]. Rekvig et al. successfully used
a DPD simulation to investigate the influence of surfactant branching on the interfacial
properties [43]. Wang et al. modified the DPD method, which is an excellent alternative to
observe the interfacial properties of surfactant, oil and water systems at various tempera-
tures and salts [44]. Accordingly, herein, the purpose of this study is to reveal the phase
inversion and the stability factors of W/O and O/W emulsions using the DPD simulation
method. We hope, according to this work, to observe a new way to form a more stable
microemulsion and broaden the applications of microemulsions in many industries.

2. Simulation Methodology
2.1. Dissipative Particle Dynamics Theory

Dissipative particle dynamics (DPD) was firstly reported by Koelman and Hooger-
brugge as an efficient mesoscopic-level simulation method [36]. Several atoms or molecules
are represented by beads that interact with each other via effective pair potentials. To
simplify the calculations, the beads have the same mass, length, and time scales, in which
the mass of the beads equals to 1 DPD unit. Every two beads i and j in a system interact
with each other by the following formula from Groot [37]:

fij = FC
ij
(
rij
)
+ FR

ij
(
rij
)
+ FD

ij
(
rij
)

(1)

where Fij
C, Fij

R and Fij
D denote a conservative force, a random force and a dissipative force,

respectively. In which, Fij
C contains a harmonic spring force (Fij

Cr) and a soft repulsion
force (Fij

Cs), which are given by

FCr
ij = αij

(
1− rij

rc

) ∧r ij
rij
(rij < rc)

= 0(rij > rc)
(2)
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and
FCS

ij = −C · ∧r ij (3)

Among them, αij is the maximum repulsion parameters between particles i and j,
∧
r ij =

∧
r i −

∧
r j, rij = |

∧
r ij|, rij is the distance between i and j, with the corresponding unit

vector
∧
r ij, rc is a cutoff radius which provides the extent of the interaction range and C is

the spring constant. Moreover, the random force (FR
ij ) and the dissipative force (FD

ij ) can be
shown by the following equations from Groot [37]:

FR
ij = σωR(rij

)
θij
∧
r ij (4)

FD
ij = −ηωD(rij

)(
rij · νij

)
θij
∧
r ij (5)

Here, θij is the random fluctuation variable between 0 and 1, vij represents the relative
velocities of the beads, and ω is the weight function. Furthermore, h is the friction coef-
ficient and s is the noise amplitude, and σ2 = 2ηkBT. To sample the canonical ensemble
distribution, s, h and αij determine the amplitude of the dissipative, conservative and
random forces [44].

ωD = (ωR)
2 was made to comply with the fluctuation-dissipation theorem, and the

temperature follows from the relation between h and s. The same parameters, weight
functions, and integration algorithm were used from Groot and Warren [37]:

ωC(rij
)
= ωR(rij

)
=
√

ωD
(
rij
)
= ω

(
rij
)

(6)

where

ω
(
rij
)
=

{
1− r

RC
(r < RC)

0(r ≥ RC)
(7)

A modified version of the velocity verlet algorithm is adopted in the Newton’s equa-
tions of motion and the reduced units are used in our paper. Cutoff radius Rc, kBT and m of
the particles are used as the unit of length, energy and mass, respectively. Here, kBT repre-
sents the micro temperature, in which kB is boltzmann constant and T the thermodynamic
temperature. h = 4.5 and s = 3 are set in our research.

2.2. Models and Interaction Parameters

Water, oil of n-hexane and surfactant of sodium lauryl sulfate (SDS) were included
in our research system. The coarse-grained models and shorthand notation for each
molecular are presented in Figure 1. SDS are separated into two groups of hydrophilic and
hydrophobic parts with the beads H set in green and T designated in blue, respectively.
The H and T connected by a harmonic spring can be denoted by the symbol H1T1. Water is
bead W in red, n-hexane is bead O in rose.

To clearly show the simulation results, the periodic boundary condition of three direc-
tions was employed in the cubic simulation box, which was 15× 15× 15 Rc

3 (Lx × Ly × Lz).
There were approximately 10,125 beads in every simulation box, and the density of beads
was set to ρ = 3.0. It is possible to convert the simulation surfactant concentration to the
mole fraction with the isochoric property. Based on Groot’s reports [37], the spring constant
of every bead was set to 4.0.

The diffusivities of beads changed with an increasing simulation time, and are shown in
Figure 2. A gradual decrease was observed with an increasing simulation time until 600 DPD
units, and then remained unchanged after 800 DPD units. The simple modification was
conducted following the velocity–varlet algorithm reported by Groot and Warren [37] and set
∆t = 0.05. Therefore, it is an equilibrium state can be reached by 20,000 timesteps simulations.

83



Molecules 2022, 27, 1361Molecules 2022, 27, x FOR PEER REVIEW  4  of  12 
 

 

 

Figure 1. A coarse‐grained model for surfactant, water and oil. 

To clearly show the simulation results, the periodic boundary condition of three di‐

rections was employed in the cubic simulation box, which was 15 × 15 × 15 Rc3 (Lx × Ly × 

Lz). There were approximately 10,125 beads in every simulation box, and the density of 

beads was set to ρ = 3.0. It is possible to convert the simulation surfactant concentration to 

the mole fraction with the  isochoric property. Based on Groot’s reports [37], the spring 

constant of every bead was set to 4.0. 

The diffusivities of beads changed with an increasing simulation time, and are shown 

in Figure 2. A gradual decrease was observed with an increasing simulation time until 600 

DPD units, and then remained unchanged after 800 DPD units. The simple modification 

was conducted following the velocity–varlet algorithm reported by Groot and Warren [37] 

and set ∆t = 0.05. Therefore, it is an equilibrium state can be reached by 20,000 timesteps 

simulations. 

 

Figure 2. The diffusivity of beads H, T, W and O with the simulation time. The oil‐water ratio was 

equal to 3:1. 

Table 1 is the repulsive interaction parameters between different beads referred to 

the previous reports [40,41,45]. 

Figure 1. A coarse-grained model for surfactant, water and oil.

Molecules 2022, 27, x FOR PEER REVIEW  4  of  12 
 

 

 

Figure 1. A coarse‐grained model for surfactant, water and oil. 

To clearly show the simulation results, the periodic boundary condition of three di‐

rections was employed in the cubic simulation box, which was 15 × 15 × 15 Rc3 (Lx × Ly × 

Lz). There were approximately 10,125 beads in every simulation box, and the density of 

beads was set to ρ = 3.0. It is possible to convert the simulation surfactant concentration to 

the mole fraction with the  isochoric property. Based on Groot’s reports [37], the spring 

constant of every bead was set to 4.0. 

The diffusivities of beads changed with an increasing simulation time, and are shown 

in Figure 2. A gradual decrease was observed with an increasing simulation time until 600 

DPD units, and then remained unchanged after 800 DPD units. The simple modification 

was conducted following the velocity–varlet algorithm reported by Groot and Warren [37] 

and set ∆t = 0.05. Therefore, it is an equilibrium state can be reached by 20,000 timesteps 

simulations. 

 

Figure 2. The diffusivity of beads H, T, W and O with the simulation time. The oil‐water ratio was 

equal to 3:1. 

Table 1 is the repulsive interaction parameters between different beads referred to 

the previous reports [40,41,45]. 

Figure 2. The diffusivity of beads H, T, W and O with the simulation time. The oil-water ratio was
equal to 3:1.

Table 1 is the repulsive interaction parameters between different beads referred to the
previous reports [40,41,45].

Table 1. The interaction parameters employed in this simulation.

W H T O

W 25
H 25.34 25
T 151.52 177.82 25
O 103.24 143.61 25.94 25
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3. Results and Discussion
3.1. Transformation of W/O and O/W Microemulsion Systems
3.1.1. Dynamics of the W/O and O/W Microemulsion Systems Formation

A rigorous strategy for the formation of the W/O and O/W microemulsion systems is
proposed, which provides the microstructure of formed microemulsions. We chose pure
water and n-hexane as two incompatible systems, sodium lauryl sulfate as a surfactant to
simulate the microemulsion by dissipative particle dynamics (DPD) simulation. The typical
snapshots illustrating the evolution of the microemulsion structure with time as an example
are presented in Figure 3, where the surfactant concentration is 0.1 and the value of oil-water
is 1/3. To better observe the internal structure of the microemulsion, the oil beads were not
exhibited in the simulation system. In the initial state (a), surfactants, oil and water were
randomly dispersed in the simulation box. At a more extensive simulation time of 250 DPD
units (b), the monolayer becomes gathered and the surfactant hydrophilic group associate
with the water molecules to form a sheet aggregate. A further increase in the simulation time
of 500 DPD units leads to the formation of the W/O microemulsion (c). Most surfactant
molecules associate in the oil-water interfaces compactly and little surfactant molecules
associate to form a little micelle in the system. Surprisingly, the little micelle disappears
with increasing the simulation time to 800 DPD units (d), indicating that the interface of
the microemulsion approaches the maximum interface concentration and forms a stable
microemulsion. Therefore, the simulation time of 1000 DPD units is enough to create
the microemulsion.
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Figure 3. Snapshots of the evolution of the W/O microemulsion structure in DPD simulations with
oil/water = 1/3. The hydrophilic group of surfactants are shown in green; the hydrophobic group is
shown in blue. The water beads is shown in red. To clarity observe the internal structure, oil beads
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3.1.2. Influence of Oil-Water Ratio on the Transformation of W/O and O/W
Microemulsion Systems

The Oil-Water ratio could influence the emulsion stability and the emulsion formation
of O/W or inverse W/O under high-energy input, which has extra stability with various
affecting factors [23]. We set up the value of oil/water from 4:1 to 1:5 to study the mi-
croemulsion type affected by the oil/water ratio with the surfactant concentration of 0.05.
Figure 4 shows the translucent three-dimensional structure of the simulation system (a),
the corresponding mean interfacial tension (b) and end to end distance of H1T1 (c). The
Irving and Kirkwood (IK) method was adopted to analyze the mean interfacial tension by:

rsim =
1
2

∫ LZ/2

−LZ/2
[PN(Z)− PL(Z)]dz (8)

Among them, PN(Z) was the pressure normal to the interface, the same as Pzz(Z). The
lateral force was given by PL(Z) = 1/2[Pxx(Z) + Pyy(Z)] with the pressure tensor component in
the Z direction. The reality units could be transformed from the mean surface tension satisfied
using the simulations by γ = γsim × kBT/Rc

2, with Rc = 0.711 nm and T = 298 K [39].
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mean interfacial tension (b) and end to end distance of H1T1 (c).

As the same content of oil and water as the oil/water = 1/1, surfactants adsorb at a
flat interface and form a layer-like aggregate. The highest mean interfacial tension and end
to end distance of H1T1 indicate that the surfactant molecular chain is most extended and
has the weakest surfactant activity and emulsification capacity. With increasing oil content
to the oil/water = 2/1, the increased oil phase with small amount was not sufficient to
change the layer oil-water interface. The oil phase is sufficient to wrap the water phase and
begin to form W/O microemulsion when the oil content increases to the oil/water = 3/1.
Simultaneously, the decrease of the mean interfacial tension and end to end distance
of H1T1 indicate the surfactant molecular chain owns a degree of bending and better
emulsifying capacity. It is mainly due to the reduced oil and water interface with a larger
oil phase and smaller water phase at the same surfactant concentration. As the oil phase
increased to 3.5/1 and 4/1, the W/O microemulsion proved to be more stable, with a
shrinking end to end distance of H1T1; however, the mean interfacial tension remained
unchanged. Instead, O/W microemulsion was formed by increasing the water content
to oil/water = 1:3. The mean interfacial tension reached its minimum value and did not
change despite the addition of more water molecules. A gradual decrease in the end to end
distance of H1T1 shows that the surfactant molecules were more compact and orderly at
the interface and the O/W microemulsion is more stable.

Figure 5 shows the density distributions of beads (H, T, W, O) along the x-axis in
different oil-water ratios (3/1 and 1/3) corresponding the translucent three-dimensional
structure used to observe the actual adsorption of surfactant molecules at the oil and water
interface. W/O microemulsion is formed with the raised curve of W shown in Figure 5a,
and the droplet size is around 12 DPD units (from 2 to 14 DPD units). Meanwhile, the
internal water phase associated with the hydrophilic head makes the density of H slightly
higher than T, which is caused by the smaller space of the internal water phase than the
outside oil phase, with the same amounts of H and T. The translucent three-dimensional
structure (Figure 5b) could observe this structure more intuitively. In contrast, the raised
curve of O and T was slightly higher than H (Figure 5c) indicate the formation of O/W
microemulsion. Figure 5d shows the inner structure of the formed O/W microemulsion,
of which the hydrophobic group associated with the surface of the oil phase and the
hydrophilic group disperse in the water phase.
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3.2. Stability of the W/O and O/W Microemulsion Systems
3.2.1. Influence of Temperature on the W/O and O/W Microemulsion Systems

For safety, some food products based on emulsion often require heating treatment
such as cooking and pasteurization. However, the emulsion could transform from W/O
emulsion to O/W emulsion by changing the temperature from that observed in previous
studies [18,24,44]. Therefore, the stability of the emulsion will be affected by the tempera-
ture. Figure 6 shows the impact of temperature on the W/O and O/W microemulsions.
From the translucent three-dimensional structure of O/W microemulsion (Figure 6a), we
can observe the minimum value for the stability of O/W microemulsion at 0.8 kBT, but the
maximum value at 1.0 kBT with the minimal mean interfacial tension (Figure 6c). However,
a greater increase is observed in the mean interfacial tension after heating over 1.0 kBT or
cooling to 0.8 kBT. This may be due to the O/W microemulsion transformed into a rod
structure with a more extensive oil-water interface than microemulsion, which reduces
the ability to change the surface activity of H1T1. End to end distance of H1T1 (Figure 6e)
gradually increases with increasing the temperature caused by more extension molecular
chain consistent with the results obtained by Chen et al. [46].

By contrast, the W/O microemulsion demonstrated a better stability resistance to
temperature as long as the temperature is below 1.55 kBT, as shown in Figure 6b. However,
one big W/O droplet was separated into a number of tiny droplets when the temperature
decreased to 0.1 kBT. Compared with O/W microemulsion, the better stability of W/O
microemulsion may be due to the higher viscosity of oil molecules that were not easily
spread in the decentralized system.
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3.2.2. Influence of Inorganic Salt on the W/O and O/W Microemulsion Systems

Two salts (NaCl and CaCl2) affect the emulsion stability and were observed using
experiment and simulation by Zhong et al. [20] and Zhang et al. [47]. Despite this, we
investigated the influence of salt on the stability of W/O and O/W microemulsion by the
DPD simulation shown in Figure 7. The decrease in head–head repulsion parameters (αHH)
means adding the inorganic salt, and if no inorganic salt exists αHH = 25. The translucent
three-dimensional structure of O/W microemulsion (Figure 7a) exhibits that the droplet
transform into the rod topology with decreasing αHH to 22; meanwhile, a significant increase
occurred in the mean interfacial tension (Figure 7c). There are certain fluctuations in end
to end distance of H1T1 with increasing simulation time whether the inorganic salt is
added shown in Figure 7e. This is mainly due to the different degree of adsorption of
surfactant molecules at the oil-water interface. At the beginning of the simulation, the
surfactant molecules were scattered in an aqueous solution and showed a certain degree of
bending because of the intermolecular repulsion. With the increase in simulation time, small
unstable microemulsion droplets gradually formed and finally reached the equilibrium
state to form one stable and large microemulsion droplet and resulted in different degrees
of bending. However, end to end distance of H1T1 gradually increases with increasing
salt concentration (Figure 7e). It was probably caused by the opposite ion of inorganic salt
could neutralize part of the charge of the hydrophilic group and reduce the electrostatic
repulsion between the hydrophilic groups. It leads to looser surfactant molecules at the oil
and water interface and the molecular chains are more extended.
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However, W/O microemulsion begins to transform when αHH decreases to 14 (Figure 7b).
The rod topology has the highest interface tension (Figure 7d) and most significant end-
to-end distance (Figure 7f). W/O microemulsion has a better stability resistance to the
inorganic salt compared with O/W microemulsion, which is consistent with the results
observed by Huang et al. [24]. This may be due to the adsorption position of H1T1 at the
oil and water interfaces. The hydrophilic group associated with the interface caused a more
significant spatial block effect and hindered the electrostatic gravity of inorganic salt and
hydrophilic ions in W/O microemulsion.

3.2.3. Influence of Shear on the W/O and O/W Microemulsion Systems

Lee–Edwards sliding-brick boundary conditions along x-axis were applied to the
simulation system representing the impact of shear flow on the structure and orientation of
complex fluids. Figure 8 reveals the influence of shear on the O/W and W/O microemul-
sion. The topology of the O/W microemulsion droplet is stable in the absence of shear and
maintains this structure when increasing the shear rate to 0.008s−1. However, the oil cannot
be wrapped by water after the shear rate is enhanced to 0.009s−1 and transformed to a
layer-like aggregate (Figure 8a) with a significant increase in the mean interfacial tension
(Figure 8c). This is mainly due to the shear rate inducing the aggregate spread out along
the direction of the shear rate, similarly to an external force to the microemulsion. An
increase in the end to end distance of H1T1 for O/W microemulsion indicates that the
molecular chain is more extended with a larger shear rate (Figure 8e). However, for W/O
microemulsion, the droplet emerges deformation until the shear rate to 0.031s−1 (Figure 8b)
with a more considerable mean interfacial tension (Figure 8d) and end to end distance of
H1T1 (Figure 8f). In light of this, W/O microemulsion has better stability to resist the shear
rate owing to the higher viscosity of the oil phase as the continuous phase is not easy to
affect by an external force.
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Figure 8. The translucent three-dimensional structure of microemulsion—(a,b), the corresponding
mean interfacial tension—(c,d) and end to end distance of H1T1—(e,f) with increasing shear rate. In
which, (a,c,e) represent O/W microemulsion, (b,d,f) represent W/O microemulsion.

4. Conclusions

The topology and stability of O/W and inverse W/O microemulsion were studied
using the dissipative particle-dynamics simulation method. Coarse-grained models were
constructed for surfactant (H1T1), oil and water, respectively. The results show that the
ratio of oil and water would change the topology of the microemulsion that transforms
from W/O to O/W by decreasing the value of oil/water from 3:1 to 1:3. Meanwhile, the
effects of the temperature, inorganic salt and shear rate on the stability of the formed
microemulsions were researched with a translucent three-dimensional structure and corre-
sponding parameters such as mean interfacial tension and end-to-end distance of H1T1.
Inverse W/O microemulsion has better resistance to a higher temperature (1.5 kBT), inor-
ganic salt (αHH = 14) and shear rate (0.03 s−1) than the O/W microemulsion of T = 1.0 kBT,
αHH = 23 and s = 0.008 s−1. In the inverse W/O microemulsion of oil as the continuous
phase with higher viscosity is not easy to affect the physical and chemical properties. The
simulation provides a powerful tool to forecast the structure and the stability of various
microemulsions, which is of great importance for developing new functional emulsions for
many applications.
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Abstract: It is demonstrated that self-diffusion in dense liquids can be considered a random walk
process; its characteristic length and time scales are identified. This represents an alternative to the
often assumed hopping mechanism of diffusion in the liquid state. The approach is illustrated using
the one-component plasma model.
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1. Introduction

About 40 years ago, Robert Zwanzig published an influential paper on the relation
between self-diffusion and viscosity of liquids (Stokes–Einstein relation) [1]. The purpose
of the present paper is to demonstrate that the dynamical picture behind Zwanzig’s result
is equivalent to a random walk process, with well defined length and time scales. It is
also demonstrated that a theoretical prediction for the numerical factor relating the self-
diffusion and viscosity coefficients, in the form of the Stokes–Einstein relation, is quite
sensitive to concrete assumptions about the liquid collective mode spectrum. The results
provide a consistent picture of the diffusion mechanism in dense liquids with soft isotropic
pairwise interactions.

2. Results
2.1. Diffusion as Random Walk

Self-diffusion usually describes the displacement of a test particle immersed in a
medium with no external gradients. A canonical example is the Brownian motion, repre-
senting a random motion of macroscopic particles suspended in a liquid or a gas. Here,
we are interested in atomic scales and, hence, consider displacements of a labeled atom
in a fluid of unlabeled, but otherwise identical, atoms. If this motion can be considered
a random walk process, then the diffusion coefficient in three spatial dimensions can be
defined as [2]

D =
1
6
〈r2〉

τ
, (1)

where r is an actual (variable) length of the random walk, τ is the time scale, and we focus
on sufficiently long times (t� τ). Consider first an ideal gas as an appropriate example.
The atoms move freely between pairwise collisions. If the distribution of free paths between
collisions follows the e−r/λ/λ scaling, then 〈r〉 = λ and 〈r2〉 = 2λ2, where λ is the mean
free path [2]. Combining this with the relation for the average atom velocity 〈v〉 = λ/τ,
we recover the elementary kinetic formula for the diffusion coefficient of an ideal gas

D =
1
3
〈v〉λ. (2)

The dynamical picture is very different in liquids and this simple consideration clearly
does not apply. The very concept of random walk, however, remains relevant, although
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characteristic length and time scales associated with a random walk process in liquids are
very different from those in gases.

Below, the model proposed by Zwanzig [1] to describe relations between the self-
diffusion and shear viscosity coefficients of liquids, is discussed in some detail. In doing so,
we naturally repeat some arguments and formulas from Zwanzig’s original work and later
publications (for instance, from a recent paper by the present author [3]). The emphasis
is, however, not on the Stokes–Einstein relation per se, but rather on the possibility of
presenting self-diffusion as a random walk process, and on defining the associated length
and time scales. The emerging picture represents an alternative to the often assumed
hopping mechanism of diffusion in the liquid state.

Zwanzig’s approach is based on the assumption that atoms in liquids exhibit solid-like
oscillations about temporary equilibrium positions corresponding to a local minimum on
the system’s potential energy surface [2,4]. These positions do not form a regular lattice
like in crystalline solids. They are also not fixed, and change (or drift) with time (this is
why liquids can flow), but on much longer time scales. Local configurations of atoms are
preserved for some time until a fluctuation in the kinetic energy allows rearranging the
positions of some of the atoms towards a new local minimum in the multidimensional
potential energy surface. The waiting time distribution of the rearrangements scales
as exp(−t/τ)/τ, where τ is a lifetime. Atomic motions after the rearrangements are
uncorrelated with motions before rearrangements [1].

Within this ansatz, a simplest reasonable approximation for the velocity autocorrela-
tion function of an atom j is

Zj(t) '
(

T
m

)
cos(ωjt)e−t/τ , (3)

corresponding to a time dependence of a damped harmonic oscillator. Here, T is the
temperature in energy units, m is the atomic mass, and ωj is an effective vibrational
frequency. The self-diffusion coefficient D is given by the Green–Kubo formula

D =
1
N

∫ ∞

0
∑

j
Zj(t)dt. (4)

Zwanzig then assumed that vibrational frequencies ωj are related to the collective
mode spectrum and performs averaging over collective modes. After the evaluation of the
time integral, this yields

D =
T

3mN ∑
k

τ

1 + ω2
kτ2

, (5)

where the summation runs over 3N normal mode frequencies. The dynamical picture
used by Zwanzig makes sense only if the waiting time τ is much longer than the in-
verse characteristic frequency of the solid-like oscillations. In this case, we can rewrite
Equation (5) as

D =
T

mτ

〈
1

ω2

〉
, (6)

where the conventional definition of averaging, 〈ω−2〉 = (1/3N)∑k ω−2
k has been used.

Equation (6) allows for a simple physical interpretation. It represents a diffusion
coefficient for a random walk process, Equation (1). The length scale of this process is
identified as

〈r2〉 = 6T
m

〈
1

ω2

〉
, (7)

which is twice the mean-square displacement of an atom from its local equilibrium position
due to solid-like vibrations [5]. The coefficient of two appears, because the initial atom
position is not at the local equilibrium, but randomly distributed with the same properties
as the final one (after the waiting time τ). The characteristic time scale of the random walk
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process is just the waiting time τ. Moreover, this waiting time should be associated with
the Maxwellian shear relaxation time [2,6]

τM =
η

G∞
=

η

mnc2
t

, (8)

where η is the shear viscosity coefficient, G∞ is the infinite frequency (instantaneous) shear
modulus, n is the density, and ct is the transverse sound velocity.

Thus, self-diffusion in the liquid state can be viewed as a random walk due to atomic
vibrations around temporary equilibrium positions over time scales associated with re-
arrangements of these equilibrium positions. In this paradigm, consecutive changes of
temporary equilibrium positions (jumps of liquid configurations between two neighboring
local minima of the multidimensional potential energy surface in Zwanzig’s terminology)
are relatively small, much smaller than the vibrational amplitude. Hopping events with
displacement amplitudes of the order of interatomic separation may be present, but they
are relatively rare and do not contribute to the diffusion process. This picture is very differ-
ent from the widely accepted hopping mechanism of self-diffusion in liquids. Previously,
the concept of random walk was suggested in the context of molecular and atomic motion
in water and liquid argon [7]. Here, we provide a more quantitative basis for this treatment.

Substituting Equation (8) into Equation (6), we obtain a relation between the self-
diffusion and viscosity coefficients in the form of the Stokes–Einstein (SE) relation,

Dη

(
∆
T

)
=

c2
t

∆2

〈
1

ω2

〉
= αSE, (9)

where ∆ = n−1/3 is the mean interatomic separation and αSE is the SE coefficient.
Formula (9) particularly emphasizes the relation between the liquid transport and

collective mode properties. Since the exact distribution of frequencies is generally not avail-
able, Zwanzig originally used a Debye approximation, characterized by one longitudinal
and two transverse modes with acoustic dispersion. The sum over frequencies can be
converted to an integral over k using the standard procedure ∑k → V

∫
dk/(2π)3, where

V is the volume. This yields

〈
1

ω2

〉
=

1
6π2n

∫ kmax

0
k2dk

(
1

ω2
l
+

2
ω2

t

)
, (10)

where the cutoff kmax = (6π2n)1/3 is chosen to provide n modes in each branch of the
spectrum. This ensures that the averaging procedure applied to a quantity that does
not depend on k does not change its value. Substituting ωl = clk and ωt = ctk into
Equation (10) we arrive at

αSE =
2

(6π2)2/3

(
1 +

c2
t

2c2
l

)
' 0.13

(
1 +

c2
t

2c2
l

)
. (11)

This essentially coincides with Zwanzig’s original result, except he expressed the SE
coefficient in terms of the longitudinal and shear viscosity αSE ' 0.13(1 + η/2ηl). The
equivalence was pointed out in Reference [6]. Note that since the sound velocity ratio
ct/cl is confined in the range from 0 to

√
3/2, the coefficient αSE can vary only between

'0.13 and '0.18 [1,6]. Possible relations between the viscosity and thermal conductivity
coefficients of dense fluids that can complement the SE relations of Equations (9) and (11)
have been discussed recently [8].

An important time scale of a liquid state is a structure relaxation time. This can be
defined as an average time it takes an atom to move the average interatomic distance ∆
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(sometimes it is referred to as the Frenkel relaxation time [9–11]). Taking into account diffu-
sive atomic motions, we can write τR = ∆2/6D. From Equation (1), we immediately get

τR =
∆2

〈r2〉τM. (12)

This implies that τR/τM � 1. The time scale ratio τR/τM has a maximum at melting
conditions, where, according to the Lindemann melting criterion ∆2/〈r2〉 ∼ 100 [5,12].
This picture is consistent with the results from numerical simulations (see, e.g., Figure 3
from Reference [11]). Thus, there is a huge separation between the structure relaxation and
individual atom dynamical relaxation time scales.

2.2. Relation to Collective Modes Properties

Despite the simplifications involved, the predictive power of Zwanzig’s model is
quite impressive. Although the model does not allow making independent theoretical
predictions of viscosity and self-diffusion coefficients, its prediction of the product, in
the form of Equation (9), is highly accurate in some vicinity of the liquid–solid phase
transition of many simple liquids [6,13,14]. Moreover, the coefficient αSE can be correlated
with the potential softness (via the ratio of the sound velocities), as the model predicts [6].
Some of the assumptions, such as the effect of the waiting time distribution, were critically
examined in Reference [15]. In particular, it was demonstrated that the SE relation of
the form (9) is not obeyed if the distribution of waiting times is not exponential. In this
section, we address another interesting question: how sensitive is the value of αSE to the
assumptions about liquid collective mode properties?

To be specific, we consider a model one-component plasma (OCP) system. The
OCP fluid is chosen for the following three main reasons: (i) vibrational (caging) motion
is most pronounced due to extremely soft and long-ranged character of the interaction
potential [16,17]; (ii) Zwanzig’s original derivation is not directly applicable to the OCP
case, because the longitudinal mode is not acoustic (but plasmon) and, thus, it is a good
opportunity to examine how the model should be modified in this case; (iii) collective
modes in the OCP system are well studied and understood (for example, simple analytical
expressions for the long-wavelength dispersion relations are available, see Appendix A).

The OCP model is an idealized system of mobile point charges immersed in a neu-
tralizing fixed background of opposite charge (e.g., ions in the immobile background of
electrons or vice versa) [18–24]. From the fundamental point of view, OCP is characterized
by a very soft and long-ranged Coulomb interaction potential, φ(r) = q2/r, where q is the
electric charge. The particle–particle correlations and thermodynamic properties of the
OCP are characterized by a single dimensionless coupling parameter Γ = q2/aT, where
a = (4πn/3)−1/3 is the Wigner–Seitz radius. At Γ & 1, the OCP is strongly coupled,
and this is where it exhibits properties characteristic of a fluid phase (a body centered
cubic phase becomes thermodynamically stable at Γ & 174, as the comparison of fluid
and solid Helmholtz free energies predicts [22,25,26]). Dynamical scales of the OCP are
usually expressed by the plasma frequency ωp =

√
4πq2n/m. For example, the Einstein

frequency is Ω2
E ≡ 〈ω2〉 = ω2

p/3. The transverse sound velocity at strong coupling is
c2

t = (3/100π)(4π/3)1/3ω2
p∆2 ' 0.015ω2

p∆2 [27].
From extensive molecular dynamics simulations, it is known that the SE relation is

satisfied to a very high accuracy in a strongly coupled OCP fluid with αSE ' 0.14± 0.01
at Γ & 50 [14,28,29]. Figure 1 demonstrates that αSE approaches the strongly coupled
asymptote already at Γ ' 10. Note that the OCP value of the SE coefficient is not truly
universal, but rather representative for soft long-ranged pairwise interactions, in which
case the transverse-to-longitudinal sound velocity ratio is small [see Equation (11)]. For
example, the same value ('0.14) is reached in weakly screened Coulomb (Yukawa) fluids,
while for Lennard-Jones fluids it increases to αSE ' 0.15 and further to αSE ' 0.17 in
hard-sphere fluids [14].
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Figure 1. (Color online) Stokes–Einstein parameter αSE as a function of the coupling parameter Γ for
a OCP fluid. The symbols correspond to MD simulation results from Refs. [28,29]. The dashed line
shows a strong coupling asymptote αSE ' 0.14.

Now, we examine the sensitivity of the theoretical value of the SE coefficient αSE to
concrete assumptions about the collective excitation spectrum. We start with the simplest
approximation that all atoms are oscillating with the same Einstein frequency ΩE (known
as the Einstein model in the solid state physics). This approximation results in αSE ' 0.046,
which is too low compared to the actual value from MD simulations (see Figure 1).

As a next level of approximation a Debye-like vibrational density of states (VDOS),
g(ω) ∝ ω2 is assumed (averaging is performed using a standard definition 〈ω`〉 =∫

ω`g(ω)dω/(
∫

g(ω)dω)). Using the cutoff Debye frequency ωD and requesting that
〈ω2〉 = Ω2

E we arrive at 〈ω−2〉 = 9/5Ω2
E. This yields αSE ' 0.083, which is somewhat

better, but still considerably smaller than the actual result.
The most accurate theoretical estimate would be obtained if the exact VDOS were

known. However, this is not the case. Nevertheless, accurate knowledge of the real
dispersion relations for the longitudinal and transverse modes can be already quite use-
ful. We make use of simple expressions based on the quasi-localized charge approxima-
tion (QLCA) [30] combined with the excluded cavity model for the radial distribution
function [27]. The corresponding expressions for ωl(k) and ωt(k) are provided in the
Appendix A. Substituting these in Equation (10), we have obtained 〈ω2

p/ω2〉 ' 9.76 and
αSE ' 0.150. This is very close to the exact result from MD simulations, as expected. Note
that the exact result 〈ω2/ω2

p〉 = 1/3 is reproduced by construction.
The last demonstration uses a heuristic VDOS of the form

g(ω) = Aω2 exp(−Bω2), (13)

which reproduces the Debye model at low frequencies and implements the Gaussian
cutoff at high ω. This form was inspired by the observation that the functional form
g(ω) = 2αωe−αω2

can fit the numerically obtained VDOS of Lennard-Jones liquids reason-
ably well [31]. We just substituted the linear scaling at low frequencies with the quadratic
one to make the integral converging. This is clearly not a valid physical argument, but we
use it here merely for illustrative purposes. The two normalization conditions yield

A =
4√
π

(
3

2Ω2
E

)3/2

, B =
3

2Ω2
E

. (14)
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Application of this VDOS results in αSE ' 0.139, which almost coincides with the
exact MD result. Thus, implementation of the Gaussian cutoff to the Debye-like VDOS
improves the situation considerably.

It should be noted that very long wavelengths and low frequency parts of the spectra
are not relevant for the present consideration, because dynamics on time scales shorter
than the relaxation time τM is considered. However, since ωτM � 1 needs to be satisfied,
this corresponds to only a small part of the entire spectrum, and we therefore included low
frequencies for simplicity, similar to what Zwanzig did originally [1]. This also allows us to
disregard the effects associated with the k-gap in the dispersion relation of the transverse
mode, an important property of liquid dynamics [32–37].

3. Discussion and Conclusions

While transport phenomena in gaseous and solid phases can be well described at the
quantitative level, transport in liquids is still much less understood, even at the qualitative
level. Here, we have demonstrated that self-diffusion in dense liquids can be described as a
random walk process with well defined time and length scales. The length scale is related
to the amplitude of solid-like vibrations around local temporary equilibrium positions. The
time scale is set by the Maxwellian shear relaxation time. This dynamical picture results in
the Stokes–Einstein relation between the coefficients of self-diffusion and viscosity, which
is satisfied in many simple liquids. Importantly, the hoping mechanism of atomic diffusion
in liquids is irrelevant in this picture of microscopic atomic dynamics.

The dynamical picture involved requires that the atomic motion be dominated by
fast solid-like oscillations around the local equilibrium positions. This limits the model
applicability to regions on the phase diagram located not too far from the liquid–solid phase
transition (high densities and low temperatures). Additionally, it applies to sufficiently soft
interaction potentials with pronounced oscillation dynamics. In the hard sphere interaction
limit, this model is clearly inadequate (although SE relation is still satisfied even in this
limit [14]).

Finally, we have demonstrated that a theoretically obtained numerical factor in the SE
relation is sensitive to concrete assumptions about the liquid collective modes properties.
This highlights the necessity of accurate knowledge of the vibrational density of states and
dispersion relations in liquids.
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Appendix A. Dispersion Relations of a Strongly Coupled OCP Fluid

Table A1. Averaged frequencies of a strongly coupled OCP fluid obtained with the help of dispersion
relations (A1) and (A2).

〈ω2/ω2
p〉 〈ω/ωp〉 〈ln ω/ωp〉 〈ωp/ω〉 〈ω2

p/ω2〉
1
3 0.514 −0.8023 2.5856 9.7623

Combining the QLCA model with a simple excluded cavity approximation for the
radial distribution function, the following analytical expressions for the longitudinal and
transverse dispersion relations in OCP fluids have been derived [27]

ω2
l = ω2

p

(
1
3
− 2 cos Rq

R2q2 +
2 sin Rq

R3q3

)
(A1)

and

ω2
t = ω2

p

(
1
3
+

cos Rq
R2q2 −

sin Rq
R3q3

)
, (A2)

where q = ka is the reduced wave-number and R is the reduced excluded cavity radius.
In the strongly coupled OCP regime, we have R =

√
6/5 ' 1.09545. Expressions (A1)

and (A2) are rather accurate in the long-wavelength regime [38–40], except the existence of
k-gap in the transverse mode is not accounted for [36]. Expressions (A1) and (A2) can be
used to perform averaging over collective mode frequencies. We performed averaging of
several frequency-related quantities and provide them in Table A1 for completeness.

The result for 〈ω2/ω2
p〉 ≡ 1/3 is exact by virtue of Equations (A1) and (A2). The

quantity 〈ω2
p/ω2〉 is used here to estimate the SE coefficient. The quantity 〈ω/ωp〉 emerges

in the vibrational model of thermal conductivity of simple fluids [3,41]. The quantity
〈ln ω/ωp〉 emerges in a variant of the cell theory of liquid entropy [42].
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Abstract: This study is to investigate the magnetohydrodynamic (MHD) stagnation point flow and
heat transfer characteristic nanofluid of carbon nanotube (CNTs) over the shrinking surface with
heat sink effects. Similarity equations deduced from momentum and energy equation of partial
differential equations are solved numerically. This study looks at the different parameters of the
flow and heat transfer using first phase model which is Tiwari-Das. The parameter discussed were
volume fraction nanoparticle, magnetic parameter, heat sink/source parameters, and a different type
of nanofluid and based fluids. Present results revealed that the rate of nanofluid (SWCNT/kerosene)
in terms of flow and heat transfer is better than (MWCNT/kerosene) and (CNT/water) and regular
fluid (water). Graphically, the variation results of dual solution exist for shrinking parameter in range
λc < λ ≤ −1 for different values of volume fraction nanoparticle, magnetic, heat sink parameters,
and a different type of nanofluid. However, a unique solution exists at −1 < λ < 1, and no solutions
exist at λ < λc which is a critical value. In addition, the local Nusselt number decreases with
increasing volume fraction nanoparticle when there exists a heat sink effect. The values of the skin
friction coefficient and local Nusselt number increase for both solutions with the increase in magnetic
parameter. In this study, the investigation on the flow and heat transfer of MHD stagnation point
nanofluid through a shrinking surface with heat sink effect shows how important the application to
industrial applications.

Keywords: MHD stagnation flow; nanofluid; heat transfer; carbon nanotube; heat sink

1. Introduction

Currently, nanofluid plays an important role in heat transfer enhancement. This is due
to the efficiency of heat transfer, and it is useful in most components such as heat exchanger,
electronic devices, and any equipment that involve on heat transfer rate. Conventional heat
transfer fluid or base fluid such as water, kerosene, oil, and ethylene glycol have a low heat
transfer rate due to poor thermal conductivity. Therefore, this shortcoming of heat transfer
performance can be overcome by adding a single type of nanosized particle into base
fluid. That is why nanofluid research has still been relevant in engineering and industrial
application until today. Initially, study about heat transfer characteristics of nanofluid is
reviewed [1]. It already mentions that convective heat transfer can be enhanced passively
by enhancing thermal conductivity of the fluid. Next, Asirvatham et al. [2] investigated
convective heat transfer of nanofluid with correlations. N. Kumar et al. [3] studied on
nanofluid application for heat transfer in a microchannel. Numerical study of convective
heat transfer of nanofluid is reviewed by Vanaki et al. [4]. It indicated that effective
thermal conductivity and viscosity of nanofluid are predicted by considering the effect
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of volume fraction, particle shape, particle size, nanofluid temperature, and Brownian
diffusion. Han et al. [5] conducted the experimental study of heat transfer enhancement
using nanofluid in a double-tube heat exchanger. They concluded that heat transfer
at boundary layer increases significantly with the addition of nanoparticles as constant
bombarding of nanosized particle transfers much of the heat from the boundary to the
mainstream fluid, thus increasing the heat transfer effect and Nusselt number. Furthermore,
Chiam et al. [6] presented the numerical study of nanofluid heat transfer for different
tube geometries. They mentioned that the convective heat transfer coefficient is strongly
dependent on the surface of the solid, thermophysical properties of coolant, and the type
of flow. Ahmadi and Willing [7] studied the heat transfer measurement in water based
nanofluid. The study about flow and heat transfer behavior of nanofluid in microchannels
is investigated by Bowers et al. [8]. They mentioned that the nanoparticles need to be as
stable as possible to avoid clogging and sedimentation within heat transfer equipment.
The study of Buschmann et al. [9] about the correct interpretation of nanofluid convective
heat transfer has proven that the heat transfer enhancement provided by nanofluid equals
the increase in the thermal conductivity of the nanofluid as compared to the base fluid that
is independent of the nanoparticle concentration or material.

This study also involved the stagnation flow toward the shrinking sheet is already
conducted by [10], which described the fluid motion near the stagnation region, which
exists on all solid bodies moving in a fluid. This region encounters the highest pressure,
heat transfer, and rates of mass deposition. Bhatti et al. [11] conducted the numerical
simulation of fluid flow over a shrinking porous sheet by successive linearization method.
This study confirmed the existence of a dual solution for shrinking sheet, while for the
stretching case, the solution is unique. Soid et al. [12] investigated the axisymmetric
stagnation-point of second-order velocity slip. It mentions that the value of skin friction
coefficient being zero when λ = 1, because the fluid and the solid surface which move
in the same velocity, and thus, there is no friction at the fluid-solid interface. However,
there is a heat transfer at the surface, even though no friction occurred. This happens
because of the temperature difference between the fluid and the solid surface. Dash
et al. [13] presented the numerical approach to boundary layer stagnation-point flow past
a stretching/shrinking sheet. It explained that the striking feature of the observation is that
the shrinking of the boundary surface overrides the resistive effect of the electromagnetic
force and sustains a backflow. Tasawar Hayat et al. [14] considered the inclined magnetic
field and heat source/sink aspects in flow of nanofluid with nonlinear thermal radiation
and examined the numerical simulation for melting heat transfer and radiation effects in
stagnation point flow of carbon-water nanofluid [14].

The entropy generation on MHD flow and convective heat transfer in a porous
medium of exponentially stretching surface saturated by nanofluids [15]. The study indi-
cated that there is no viscous effect at the exterior to the boundary layer, and therefore, the
pressure distribution can be obtained through the Euler form of the momentum equation.
The thermal boundary layer in stagnation-point flow past a permeable shrinking sheet with
variable surface temperature was studied by Uddin and Bhattacharyya [16]. The stagnation
point flow of a micropolar nanofluid past a circular cylinder with velocity and thermal slip
was explored by Abbas et al. [17]. The hydromagnetic unsteady slip stagnation flow of
nanofluid with suspension of mixed bioconvection was investigated by R. Kumar et al. [18].
They discussed that region λ = 0 depicts that these forces are of equal magnitude. Mustafa
et al. [19] considered an analytical solution of least square method. It is observed that the
range of the dual solutions become larger by enhancing the effects of magnetic parameter.
Al-Amri and Muthtamilselvan [20] examined that the stagnation point flow of nanofluid
containing micro-organisms. Anuar et al. [21] investigated the MHD flow past a nonlinear
stretching/shrinking sheet in carbon nanotubes including stability analysis. It is clearly
that when λ < λc, the solution does not exist because boundary layer separation occurs
that causes the boundary layer equation to be invalid. The finding was also similar found
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by [22]. Furthermore, the study of stretching/shrinking sheet of magnetic nanofluid might
be helpful for researchers to study the stability of working fluid [23,24].

In a nutshell, this article is considered MHD stagnation point nanofluid flow and heat
transfer of carbon nanotube over a shrinking surface with heat sink effect. The molecular
interaction of SWCNT considering the stagnation point and heat sink in different based
fluids has few studies discussed by many researchers. Due to high thermal conductivity of
CNT and the potential to improve heat transfer, thus, this study also considers water and
kerosine as a base fluid and carbon nanotube (CNT) including single-wall carbon nanotube
(SWCNT) and multiwall carbon nanotube (MWCNT) as a nanoparticle. The results were
obtained in numerical, and they are presented in form of graphs and tables to describe the
behavior of this study and are compared with previously published results to achieve a
good agreement.

2. Methodology

Let continuity Equation (1), momentum Equation (2), and energy Equation (3) be

∂u
∂x

+
∂ν

∂y
= 0 (1)

u
∂u
∂x

+ ν
∂u
∂y

=
µn f

ρn f

[
∂2u
∂y2

]
+ U∞

∂U∞

∂x
+

σB2
0

ρn f
(U∞ −U) (2)

u
∂T
∂x

+ ν
∂T
∂y

=
kn f(

ρCρ

)
n f

∂2T
∂y2 +

Q(
ρCρ

)
n f

(T − T∞) (3)

given that the boundary condition of governing equation is given as follow:

u = Uw = cx, ν = 0, T = Tw as y = 0u = U∞ = ax, T = T∞ as y→ ∞ (4)

where (u, ν) is velocity component along x and y axis, respectively. Uw as velocity wall,
U∞ is free flow velocity, T is temperature, and T∞ is ambient temperature. (a, c) is a positive
constant which refer to stretching/shrinking strength where stretching case is c > 0 whereas
shrinking case is c < 0, and Tw is temperature wall. All nomenclature in Equations (1)–(3)
are illustrated in Nomenclature. Figure 1 show the working flow and heat transfer for MHD
stagnation point with shrinking surface. For this case, the assumptions of impermeable wall,
uniform nanoparticles size, agglomeration effect, and viscous dissipation are neglected.
The base fluid and the nanoparticles are similarly considered to be in thermal equilibrium
in the Tiwari–Das nanofluid model, with no-slip between them. Heat transport, convection,
and the heat sink effect are all accounted for in energy equations. This study focuses
on laminar flow for the working liquid; hence, it is expected that large velocity gradient
existed, and therefore, the viscous dissipation term in Equation (3) is omitted.
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The nanoparticle used is considered in this problem study to discover the behavior
the MHD flow and heat transfer of nanofluid. Therefore, Table 1 shows that the effective
thermophysical properties of nanofluid needed to explain the nanofluid model. The
empirical shape factor is set n = 3/m = 3 where m is referred to ideal spherical shape.
Table 2 shows the thermophysical properties used by [15,21] for different nanoparticle and
fluid selected in this problem study. In this method, the authors investigate the outcome
for flow and heat transfer simultaneously using bvp4c. Hence, the influence of carbon
nanotube aspect ratio is neglected.

Table 1. The effective thermophysical properties of nanofluid.

Thermophysical Properties Nanofluid CNT-Water (s = CNT: n = 3)

Density (kg/m3) ρn f = (1− ϕ)ρ f + ϕρs
Heat capacity (J/K)

(
ρCρ

)
n f = (1− ϕ)

(
ρCρ

)
f + ϕ

(
ρCρ

)
s

Viscosity (Ns/m−2) µn f =
µ f

(1−ϕ)2.5

Thermal conductivity (W/Km) kn f
k f

=
ks+(n−1)k f−(n−1)ϕ(k f−ks)

ks+(n−1)k f +ϕ(k f−ks)

Table 2. Thermophysical properties of nanoparticle, nanoparticle, and base fluid [15,21].

Thermophysical Properties
Base Fluid Nanoparticle

Water
Pr = 6.2

Kerosine
Pr = 21 SWCNT MWCNT

ρ (kg/m3) 997.1 783 2600 1600
Cp(J/kg K) 4179 2090 425 796
k(W/mK) 0.613 0.145 6600 3000

Furthermore, stagnation point flow in this problem study was also considered. This
is because stagnation point flow produced on static surface either stretching or shrink-
ing. Therefore, the similarity solution for the problem of MHD stagnation point flow in
nanofluid and heat transfer over shrinking surface with heat sink effect is given as follows:

ψ =
√

ν f ax f (η), η =

√
a

ν f
y, θ(η) =

T − T∞

Tw − T∞
(5)

with ψ being a stream function that is defined as u and ν. Thus,

u =
∂ψ

∂y
= ax f ′(η), ν = −∂ψ

∂x
= −√aν f f (η) (6)

where (′) shows the differentiation with respect to η. Thus, the mathematical model in form
of ordinary differential equation (ODE) is stated as follows:

1
(1−ϕ)2.5 f ′′′ (η)− ρn f

ρ f

(
f ′2(η)− f (η) f ′′ (η)− 1

)
+ M(1− f ′(η)) = 0

1
Pr

kn f
k f

θ′′(η) +
(
(1− ϕ) + ϕ

(ρCp)s
(ρCp) f

)
f (η)θ′(η) + εθ(η) = 0

(7)

subject to boundary condition:

f ′(η) = λ, f (η) = 0, θ(η) = 1 as η = 0
f ′(η) = 1, θ(η) = 0 as η → ∞

(8)

where (′) represent differentiation with respect to η, ϕ as volume fraction nanoparticle, ρn f is
density of nanofluid, ρ f is density of fluid, M = σB2

0 /aρ f is magnetic parameter, Pr = ν f /α f
as Prandtl number,

(
ρCp

)
n f is specific heat capacity of nanofluid,

(
ρCp

)
f is specific heat

104



Molecules 2021, 26, 7441

capacity of fluid, and ε = Q/a
(
ρCp

)
f is heat sink/source parameter. As for the boundary

condition, λ = c/a is referred to stretching/shrinking strength or velocity parameter, where
λ > 0 is stretching case, whereas λ < 0 is shrinking case. The interpretation of the physical
quantity considered in the study are local skin friction coefficient, C f and local number
Nusselt, Nux which can be given as follows:

C f =
τw

ρ f U2
∞

, Nux =
xqw

k f (Tw − T∞)
(9)

with shear stress, τw and heat flux, qw which can be defined as follows:

τw = µn f

(
∂u
∂y

)

y=0
, qw = −kn f

(
∂T
∂y

)

y=0
(10)

By using the Reynold number coefficient, Rex = U∞x/υ f , thus local skin friction
coefficient, Rex

1/2C f and local number Nusselt, Rex
−1/2Nux can be stated as follows:

Rex
1/2C f =

1
(1−ϕ)2.5 f ′′(0)

Rex
−1/2Nux = − kn f

k f
θ′(0)

(11)

In this study, we investigate the MHD laminar flow where the condition of the flow is
assumed stable. Hence, we do not consider the stability analysis for the first and second
solutions. Throughout Equations (1)–(11), the Tiwari–Das nanofluid model did not con-
sider the mass transfer of carbon nanotubes. However, the formulation of nanoparticle
volume fraction is the advantage of this model to explain the interaction of nanoparticle
with working fluids. For this case, the flow and heat transfer of nanofluid are produced
and present numerically. Although recent studies [25,26] investigated the nonuniform
dispersion of nanoparticle, the Tiwari–Das would be able to measure the flow and heat
transfer of nanofluids. However, the limitation of this method is not being able to mea-
sure the Brownian motion and thermophoresis interaction between nanoparticles. As
described by [27], Brownian dynamic might be able to measure the nonuniform dispersion
of nanoparticle.

3. Results

The numerical solutions from the governing ordinary differential equation for flow
and energy with its boundary condition were solved by using bvp4c solver in MATLAB
software. This solver is based on three-stage collocation at Lobatto point which means
the three-stage Lobatto IIIA method. Lobatto IIIA methods can be very efficient for the
numerical solution of nonlinear stiff systems (12). These numerical solutions are analyzed
and presented in tables and graphs for discussing the behavior of flow and heat transfer
of this boundary layer model when including a few parameters. This study is conducted
by adding nanoparticle volume fraction of CNT from 0 to 0.2 in range 0 ≤ ϕ ≤ 0.2 into
base fluid which are water and kerosene selected. Besides that, the parameters values
which varied on λ are ϕ, M, ε, and the nanofluid selected as well as this parameter value
varied in region λc < λ < 1. This is because second solution is discovered in range λ < −1
that shows shrinking case and meet the requirements of the study conducted. Next, few
numerical results produced of f ′′ (0) are compared with previous results that are shown in
Table 3.
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Table 3. Comparison several of numerical result f ′′(0) when stretching/shrinking case and M = ε = 0 with the change of ϕ

and λ in nanofluid.

ϕ λ

f”(0)

Present Result Bachok et al. [28] Wang [29]

CNT-Water Cu-Water Water

First Solution Second Solution First Solution Second Solution First Solution Second Solution

0 2 −1.887306668 −1.887307 −1.88731
1 0 0 0

0.5 0.71329495 0.713295 0.7133
0 1.232587647 1.232588 1.232588
−0.5 1.495669739 1.49567 1.49567
−1 1.328816861 0 1.328817 0 1.32882 0
−1.2 0.932473188 0.233649469 0.932473 0.23365

0.1 2 −1.78244491 −2.217106
1 0 0

0.5 0.673663145 0.83794
0 1.164103115 1.447977
−0.5 1.412567954 1.757032
−1 1.254985673 0 1.561022 0
−1.2 0.880663529 0.220667553 1.095419 0.274479

0.2 2 −1.641498824 −2.298822
1 0 0

0.5 0.620393516 0.868824
0 1.072052147 1.501346
−0.5 1.300869722 1.821791
−1 1.155748188 0 1.618557 0
−1.2 0.811025466 0.20321847 1.135794 0.284596

Based on Table 3, it was found that each numerical result is compared to achieve a
good agreement when the nanoparticle is not considered in base fluid. The numerical result
obtained is compared with previous result to ensure mathematical model developed and
solver method used are valid before numerical solution when the set up for the parameter
selected is produced. However, the present comparison results numerically for the f ′′ (0)
value with [28] the results being slightly different when volume fraction nanoparticle, and
ϕ is added in base fluids, which are 0.1 and 0.2. In this study, the range of nanoparticle
volume fraction with a range of 0–0.2 is chosen based on study by [29], whereas the range of
magnetic parameters is set between 0 and 0.2. The numerical result is different because the
nanoparticle used is different in base fluid. The problem in this study with the nanoparticle
selected is the carbon nanotube (CNT), whereas for Bachok’s (2011) study, it was copper.
Therefore, different types of nanoparticles in same base fluid have different thermophysical
properties and of course give the different numerical result of f ′′ (0) and −θ′(0).

Figures 2–6 shows the existence of a dual solution clearly. This solution can be ob-
served in region λc ≤ λ ≤ 1 and the existence of unique solution at point λc = λ where
λc is critical point as well as at region λ > −1. Based on region produced λc ≤ λ ≤ 1,
the mathematical model developed has the potential to describe the behavior of MHD
nanofluid over the different parameter values. A numerical solution does not exist when
in the region λc > λ. Thus, this case shows the incompatibility mathematical model in the
region or not being able to easily understand the boundary layer separation and boundary
layer approximation are physically cannot be realized. The discussion of this problem
study is continued with addition of carbon nanotube (CNT), which is a single-wall carbon
nanotube (SWCNT) on local skin friction coefficient, Rex

1/2C f and local Nusselt number,
Rex
−1/2Nux. Figure 2a indicates the change in trend Rex

1/2C f which can be referred to as
f ′′ (0) on the variation value of volume fraction nanoparticle of SWCNT, ϕ when stretch-
ing/shrinking surface. Stretching/shrinking case that shows in first solution describe the
reduction of Rex

1/2C f when the value of ϕ increases from 0 to 0.2. Although nanofluid
becomes more viscous, it is still not enough to achieve the enhancement of Rex

1/2C f when
the value of ϕ increases. Therefore, the enlargement in momentum boundary layer thick-
ness, δ which coincides with the increase in value of ϕ that causes the decrease in Rex

1/2C f
when the value of ϕ increases.
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Furthermore, Figures 2a, 3a, 5a and 6a described that when λ = 1 indicates a value
of Rex

1/2C f is zero. This means the velocity fluid flow of stagnation point is equivalent
with a velocity wall at rate λ = 1, which is due to there being no friction that occurs on
surface. The point at (1, 0) is also known as the transition point. The second solution shows
that the value of Rex

1/2C f slightly increases when the value of ϕ increases in momentum
with the boundary layer thickness slightly thinning and slightly increasing in skin friction
along the shrinking case. The dual solution in Figure 2b shows the reduction in local
Nusselt number, Rex

−1/2Nux which can be referred to as −θ′(0), when the value of ϕ
increases from 0 to 0.2. There is a significant reduction in the value of Rex

−1/2Nux along
the shrinking case because of the existence of the heat sink effect, ε < 0 given that the
problems study also considers the parameters, ε to discover various type of behaviors of
this model. Consequently, thermal boundary layer thickness δT becomes thick when the
value of ϕ increases and the temperature gradient decreases. Thus, this statement proves
that when the numerical result with the change value of ϕ from 0 to 0.2, which is produced
in the variation of λ with heat sink effect, is neglected, ε = 0. When this is performed, there
is an increase in the value of Rex

−1/2Nux along the shrinking case that shows in Figure 6b,
and it increases temperature gradient, and the thermal boundary layer thickness becomes
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thin. However, the value of Rex
1/2C f continues to decreases, thus increasing the value of ϕ

that is shown in Figure 6a. This proves that nanofluids have a better heat enhancement
compared with fluid ϕ = 0. Because of the existence of heat sink effect, ε < 0 in this model
further inhibits the heat transfer rate of increasing ϕ. Thus, it is worth noting that if the
parameter ϕ is applied, only a few values of ϕ used in the base fluid are enough for heat
transfer enhancement.
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In addition, Figure 3a also highlights the increasing value of Rex
1/2C f along with

the increasing value of magnetic parameter, M, in the stretching/shrinking case. This is
happens because of the Lorentz force J × B, which is equivalent to drag or the viscosity
force acting on the surface. However, it is opposed by fluid flow. It can significantly increase
the shear stress on the shrinking surface. Thus, the momentum boundary layer thickness
decreases with the increasing value of M. The second solution described the decreasing
value of Rex

1/2C f when M increases from 0 to 0.2. The dual solution in Figure 3b shows a
slight increase in Rex

−1/2Nux when the value of M is higher from 0 to 0.2. Then, the heat
transfer rate increases because of the thermal boundary layer thickness becoming thin, and
it causes a temperature gradient increase. Thus, the existence of MHD stagnation flow of
nanofluid gives a good impact in terms of heat transfer enhancement in application terms,
for example, the heat exchanger process and cooling system.

Moreover, it was found that the increasing value of Rex
−1/2Nux goes along with

increasing value of heat sink parameter ε from 0 to −2 as shown in Figure 4. As far as
we know, the value of Rex

1/2C f does not show any change of parameter ε or, in other
words, is uniform because this parameter does not depend on momentum. This indicates
that the thermal boundary layer thickness decreases when ε < 0 increases, causing the
temperature gradient to be higher. Therefore, heat transfer enhancement is improving
with the increasing heat sink effect, which is commonly found in application cooling
systems on electronic devices. Figure 5a,b shows the variation of Rex

1/2C f and Rex
−1/2Nux,

respectively, on the different of nanofluids selected for solving the problem study which
are SWCNT-kerosene, SWCNT-water, MWCNT-kerosene, and MWCNT-water. Based on
Figure 5a, it is indicated that the value of Rex

1/2C f of SWCNT-kerosene is the highest
compared with the different nanofluids followed by SWCNT-water, MWCNT-kerosene,
and MWCNT-water. This is because the SWCNT nanoparticle is better than MWCNT, as
well as kerosene being higher than the value of the Prandtl number than water which is,
respectively, around 21 and 6.2. Thus, the momentum boundary layer thickness on the
different of nanofluid is followed by a thick layer, which is made up of MWCNT-water,
MWCNT-kerosene, SWCNT-water, and SWCNT-kerosene. Based on Figure 5b, it was
proven that SWCNT-kerosene nanofluid have shown the highest value of Rex

−1/2Nux
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followed by MWCNT-kerosene, SWCNT-water, and MWCNT-water. The MWCNT-water
nanofluid is among the most deteriorating nanofluid in terms the value of Rex

1/2C f and
Rex
−1/2Nux, which cause the momentum and thermal boundary layer thickness to become

thick, thus affecting the heat transfer process. Hence, this conclusion is justified based on
the velocity and temperature profile produced in Figure 7a,b.
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Figure 7. Various CNT and based fluid when M = 0.1, λ = − 1.2, ϕ = 0.1, and ε = −1: (a) Velocity profile; (b) Tempera-
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Overall, it is indicated that the variation of Rex
1/2C f and Rex

−1/2Nux in each parame-
ter, which are ϕ, M, ε, and the different nanofluids are able to provide their own critical
value. Based on Figures 2–6 for the variation result, it is shown that the different value of
λ in the more shrinking case causes a significant increase in the value of Rex

1/2C f while
significantly decreasing the value of Rex

−1/2Nux.

4. Conclusions

This research is about MHD stagnation point flow and heat transfer of nanofluids over
a shrinking surface with the heat sink effect being analyzed numerically and discussed in
detail in this paper. It was found that the involved parameters such as magnetic parameter,
heat sink effect, different types of nanoparticles and base fluids significantly affect the
flow and heat transfer. It was found that a decrease in both velocity and temperature was
observed with an increase in the volume fraction nanoparticle of the carbon nanotube
parameter when the heat sink effect existed, ε < 0. When there is no heat sink effect, ε = 0
for the shrinking case, and the velocity decreases while the temperature increases. Dual
solutions exist up to a certain range of the shrinking parameter. This study noticed that
both the skin friction coefficient and local Nusselt number increased with an increase in the
Magnetic parameter. It was also observed that the values of f ′′(0) were unchanged while
the values of −θ′(0) increased with the increase in heat sink parameter, ε < 0. Based on
the type of nanofluid, SWCNT-kerosene has the highest skin friction coefficient and local
Nusselt number. Through the literature conducted for a similar problem, it was concluded
that SWCNT-kerosene nanofluid tends toward heat transfer enhancement more than other
nanofluid types. Moreover, nanofluid is better than conventional fluid because of local
Nusselt number, with −θ′(0) both increasing more than conventional fluid when the heat
sink effect does not exist, ε = 0 and the velocity parameter is near to critical value of λc or
shrinking case, λ < 0, although the skin friction coefficient, f ′′(0) decreases.
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Nomenclature

Symbols Greek Symbols
c, a Positive constant ε Heat sink/source parameter
B0 Magnetic field (induced) σ Electrical conductivity
C f The coefficient of skin friction µn f Nanofluid viscosity
M Magnetic

(
ρCp

)
n f Nanofluid heat capacity

Nux Nusselt number; ρ Density
Pr Prandtl number λ Stretching/shrinking parameter
Rd Thermal radiation k Thermal conductivity
Rex Reynold number ϕ Volume fraction of CNT
T Fluid temperature Subscript
u,v Velocity component (x- and y-axes) nf Nanofluid
Uw Velocity (stretching/shrinking sheet) f Base fluid

s Solid
Superscript c Critical

(′) Prime denotes differentiation with ∞ Far field condition/ambient
respect to η

w Surface condition
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Abstract: In this work, molecular dynamics simulations were performed to study the pH-induced
structural transitions for a CTAB/p-toluic acid solution. Spherical and cylindrical micelles were
obtained for aqueous surfactants at pH 2 and 7, respectively, which agrees well with the experi-
mental observations. The structural properties of two different micelles were analyzed through the
density distributions of components and the molecular orientations of CTA+ and toluic acid inside
the micelles. It was found that the bonding interactions between CTA+ and toluic in spherical and
cylindrical micelles are very different. Almost all the ionized toluic acid (PTA−) in the solution at pH
7 was solubilized into the micelles, and it was located in the CTA+ headgroups region. Additionally,
the bonding between surfactant CTA+ and PTA− was very tight due to the electrostatic interactions.
The PTA− that penetrated into the micelles effectively screened the electrostatic repulsion among the
cationic headgroups, which is considered to be crucial for maintaining the cylindrical micellar shape.
As the pH decreased, the carboxyl groups were protonated. The hydration ability of neutral carboxyl
groups weakened, resulting in deeper penetration into the micelles. Meanwhile, their bonding inter-
actions with surfactant headgroups also weakened. Accompanied by the strengthen of electrostatic
repulsion among the positive headgroups, the cylindrical micelle was broken into spherical micelles.
Our work provided an atomic-level insights into the mechanism of pH-induced structural transitions
of a CTAB/p-toluic solution, which is expected to be useful for further understanding the aggregate
behavior of mixed cationic surfactants and aromatic acids.

Keywords: molecular dynamics simulation; pH-induced structural transitions; rodlike micelle;
sphecial micelle; cationic surfactant

1. Introduction

The controllable self-assemblies of the amphiphilic molecules in aqueous solution
are hot issues in both scientific and technological areas [1,2]. The size and shape of the
surfactant assembly mainly depend on the chemical structures of the surfactants, such
as the lengths of the hydrocarbon chains, properties of the polar headgroups, and the
counter ions [3–6]. Generally, surfactants in solution form spherical micelles spontaneously
above the critical micelle concentration (CMC) [7–9]. With a further increase in surfactant
concentration, the spherical micelles may grow into rod-like or wormlike micelles, and
even vesicles.

Adding certain amounts of simple inorganic ions (such as Cl− and Br−) or aromatic an-
ions (such as salicylate and benzoic acid) into cationic surfactant solutions can also lead the
formation of long rod-like or wormlike micelles at a lower surfactant concentration [9–13].
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Due to the stimuli of functional groups in the additive salts, these aggregations consisting
of cationic surfactant and anionic additives are sensitive to the external conditions [14–18].
Under an external stimulus, such as pH, temperature, or UV/vis, structural micellar tran-
sitions may occur. Thus, controllable self-assemblies of the surfactant in solution can be
realized as desired. These stimuli-responsive surfactant systems have attracted much
attention in fundamental research and industrial applications, such as drug release, soil
remediation, and oilfield industries [1,2].

According to the previous studies on such controllable surfactant systems, it is believed
that the interactions between surfactants and the additives are responsive for the stimulus
responsiveness of the aggregations. Under external stimuli, no matter what happens to the
structure to the surfactant or additive—such as protonated/ionized and cis-transitions—the
intermolecular interactions were finally changed. When limited to experimental techniques,
it is hard to observe these microscopic interactions directly. Thus, to further investigate
the controllable surfactant systems at the molecular level would be significant and useful
for understanding the molecular mechanisms behind the specific effects of surfactants or
additives on the stimulus-responsiveness performance.

During the past decades, molecular dynamics (MD) simulations have been proven to
be a powerful technique to provide supplemental and microscopic insights into experimen-
tal observations [19–24]. Many computational studies have been devoted to gain insights
into the micro-behavior of the various surfactant systems. However, most previous studies
mainly focused on the morphologies of the aggregations. Investigations on the changes in
intermolecular interactions inside the aggregations are relatively scarce, especially on the
changes in bonding structure induced by external stimuli.

In this work, we studied the structural transitions of a typical cationic surfactant/additive
micelle solution induced by pH variation. Cetyltrimethylammonium bromide (CTAB) is
one of the most extensively applied cationic surfactants. It forms spherical micelles with a
diameter of 2–3 nm when above the CMC in water. These micelles will grow into rod-like or
wormlike micelles when the surfactant concentration is far above the CMC (about several
hundred times above the CMC). By increasing the ionic strength or adding hydrotrotes into
micelle solution, the spherical micelles will undergo a sphere to rod-like shape transition,
even at lower concentrations. Besides promoting micellar growth, the aromatic hydrotrotes
are sensitive to external conditions, including temperature, UV/vis light, and pH. The
aqueous behavior of CTAB in the presence of phenols, salicylate, and aromatic acids has
been widely studied [25–29].

The structural transitions of a CTAB/p-toluci acid (PTA) micellar solution were inves-
tigated as a representative system in this paper. By altering the pH of a CTAB/p-toluci
acid solution, the surfactants can form micelles with different geometries [3]. Our aim was
to study the effects of different intermolecular interactions on the structural transitions of
CTAB/p-toluci acid aggregations. The simulations started with pre-assembled cylindrical
micelles. Experimental observations were successfully reproduced [3]. Based on the MD
results, microscopic information on the mechanism behind the pH-induced micellar shape
transition has been provided.

2. Results and Discussion
2.1. Different Aggregation Morphologies

Figure 1 shows the simulated configurations of the two systems at the beginning and
end of the simulations. As expected, spherical micelles were obtained in the presence of the
protonated PTA (pH = 2), whereas a rod-like micelle was obtained when all PTA molecules
were deprotonated to PTA− (pH = 7). From the final configuration, it can be seen that
almost all the PTA− ions were solubilized into the rod-like micelle. In the protonated PTA
system, most of the neutral PTA molecules still remained in the water phase. The only two
PTA− ions were solubilized into the micelle. Therefore, it is believed the aggregation shape
of the micelle should be related to the quantity of the solubilized additives.
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The absolute number of the solubilized PTA− into the rod-like micelle was counted
as a function of simulation time, as shown in Figure 2. In addition, the radius of the
rod-like micelle with time evolution was monitored to show the changes that solubilization
brought to the micellar shape. The radius of the rod-like micelle was defined by the
average distance between N atoms and the central axis of rod-like micelle. In the initial
configuration, the surfactants were loosely packed, yielding a large radius (~2.4 nm) of
the pre-assembled micelle. As the simulation went on, the rod-like micelle showed great
fluctuation. Meanwhile, the pre-assembled micelle began to shrink due to the hydrophobic
interactions between the surfactant chains. A great deal of the PTA− ions began to enter
into the CTA+ aggregation. At about 7.5 ns, the solubilized numbers of PTA− gradually
reached stable values. Subsequently, the fluctuation on the micelle gradually disappeared,
resulting in a stable and rigid long rod-like micelle. The radius of the micelle also reached a
constant value of about 1.95 nm. The stable aggregated structure indicated the simulation
system reached equilibrium, so a total simulation time of 20 ns was sufficient.

2.2. Detailed Structural Properties of the Formed Micelles

As discussed above, the structural transition with the variation in pH is related to the
solubilization of the additives into the micelle. Thus, the interactions between additives and
surfactants play an important role in stabilizing the micellar structure. Before discussing
the intermolecular interactions between additives and surfactants, we must first investigate
the distribution of these hydrotropes inside the micelle. The locations of some selected
species were characterized by calculating the number density distribution profiles. In
Figure 3, the number density distributions were plotted with respect to the central axis
of the rod-like micelle, which is along the z-axis of the simulation box. For the spherical
micelle, the number density was calculated with respect to the center of mass (COM)
of the spherical micelle, i.e., along the radial direction of the spherical micelle. In the
simulated system with protonated PTA (pH = 2), three spherical micelles were obtained at
the end of the simulation, as shown in Figure 1. We selected the biggest one to calculate
the structural properties.
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The results for both the rod-like and spherical micelles are very similar to those of the
previous simulation studies [30,31]. It can be seen that the surfactant headgroups which
were presented by headgroup N atoms constituted a shell region the surface of the micelle,
and the hydrophobic chains were concentrated in the interior in both rod-like and spherical
micelles. Our focus is the distribution of the additive molecules PTA or PTA− inside
the micelles. It was found that the terminal methyl groups of PTA or PTA− were located
deeply in the hydrophobic region in both rod-like and special micelles. The carboxyl groups
were located on the outer shells of the micelles, and they were adjacent to the surfactant
headgroups. This was certainly because that the phenyl groups were hydrophobic and
the carboxyl groups were hydrophilic. There are mainly two differences between PTA
and PTA−. One is that the distributions of the two carboxyl O atoms in deprotonated
PTA− ions overlapped, suggesting they were distributed at the same locations inside the
rod-like micelle. The peaks in the distributions of the two carboxyl O atoms in protonated
PTA− molecules are staggered. The protonated O2 atoms were located outside a little bit
more than the other O1 atoms. The other difference is that the distance between COO− O
atoms and headgroup N atoms was quite short (~0.1 nm), which was measured by the two
distribution peaks shown in Figure 3, whereas the distances between COOH O atoms and
headgroups N atoms were rather long (~0.7 nm).

The above results show that once the carboxyl groups were protonated with a de-
crease in pH, the PTA molecules localized more deeply inside the interior of the spherical
micelle. This suggests that when the carboxyl groups are changed to be electroneutral,
the hydrophobic interactions between methylbenzene groups and CTA+ hydrocarbon
chains will ultimately dominate. The O2 atom in COOH group being located outside a
little bit more was mainly due to the stronger interactions between hydroxy groups and
water molecules, whereas in the rod-like micelle, the surfactant headgroups were close
to the COO− groups, suggesting strong intermolecular interactions through electrostatic
interactions. It is believed that the tight bounding between ammonium groups and COO−

groups plays an important role in maintaining the cylinder micellar shape.

2.3. Bonding Structures of PTA−/PTA and Surfactants

The detailed interactions between the additive molecules with the surfactants were
further investigated by exploring the orientations of PTA−/PTA inside the micelle. The
orientation was defined by the angle θ between the molecular axis of PTA−/PTA and
CTA+. The molecular axes of PTA−/PTA and CTA+ were defined by the vector C8 to C1
(atoms in PTA) and the vector C3 to N (atoms in CTA+). When calculating the angle, only
the neighboring pairs of PTA−/PTA and CTA+ molecules were considered; i.e., only the
interactive pairs which were judged by their separation distances were counted.

The probability distributions of the angles for PTA− and PTA are shown in Figure 4.
It is evident that the molecular axis of ionized PTA− preferred to form an angle of about
20◦ with its adjacent surfactant molecules. When the ionized PTA− ions were protonated,
the distribution of angle between the same vectors became very broad. It can be seen
that the value of angle varied from 20◦ to 90◦, suggesting the protonated PTA molecules
did not prefer to form certain angles with the surfactants. Figure 4 shows the selected
bonding structures between PTA−/PTA and CTA+. Obviously, the ionic PTA− interacted
with neighboring CTA+ through electrostatic interactions between their carboxyl and
ammonium groups. The strong electrostatic interactions resulted in tight bonding between
PTA− and CTA+. While the PTA− ions were protonated, the strong electrostatic interactions
with CTA+ surfactants disappeared. Therefore, the bonding between surfactants and
additives also weakened inside the aggregates, which is considered to be essential for the
shaper transition of the micelle.
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Figure 4. (a) Probability distribution of the angle between vectors defined in the molecular structures.
(b) Bonding structures between CTA+ and PTA in spherical and rod-like micelles.

118



Molecules 2021, 26, 6978

2.4. Intermolecular Interactions

As discussed above, the bonding mode between surfactants and additives may have an
influence on the micellar shape. In addition, the surrounding water solution environment
may also affect the interior intermolecular interactions. In what follows, some special
intermolecular interactions in two micellar systems were investigated to explore the micro-
mechanism behind the micellar shape transition induced by pH variation.

First, the intermolecular interactions between PTA/PTA− and CTA+ were visualized
by analyzing the weak interactions using the Multiwfn software [32]. The reduced density
gradient (RDG) was plotted as a function of electron density ρ(r) based on the selected
configurations. The gradient isosurfaces were then visualized with the VMD software [32]
to show representations of the weak interactions. As shown in Figure 5a, distributions
colored in dark blue present interactions between an ionic CTA+ headgroup and PTA−,
which correspond to the strong attractive interactions. The attractive interactions were
mainly attributed to the electrostatic attraction, wheres, the interaction region between
CTA+ and the neutral PTA disappeared. Instead, weak hydrogen bonds may exist between
carboxy group and hydrogen atoms in CTA surfactant.
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reduced density gradient (RDG) versus electron density for configurations shown in insets a and
b, respectively.

The hydration effect of surfactants and additive PTA/PTA− was then investigated
through the radial distribution functions (RDFs). Figure 6a shows the RDFs of water
molecules around the carboxyl groups in PTA or PTA−. As shown in RDF profiles, we can
see that there were two well-defined hydration shells around the PTA− carboxyl groups,
suggesting ordered arrangement of water molecules around carboxyl groups. The high
intensity of the first peak demonstrates strong interactions between the ionized carboxyl
groups and water molecules. This kind of interaction fell off rapidly when the ionized
carboxyl groups were protonated. Therefore, the oxygen atoms in carboxyl groups of
natural PTA molecules were located deeper inside the micelle, as shown in Figure 3.
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Figure 6b shows the RDFs between surfactant CTA+ headgroup N atoms, which can
be used to reflect the aggregating degree among the surfactant headgroups. It can be seen
that there were two evident aggregated peaks around surfactant headgroups in the rod-like
micelle with the ionized PTA−. The first peak at about 0.6 nm in its RDF represents the
nearest headgroups around one central CTA+ headgroup, and the second peak at about
0.8 nm represents the headgroups located at the outer shell. In Figure 7, the aggregated
structure of the surfactant headgroups in the rod-like micelles is highlighted to show
the detailed information. Due to the tight bonding between CTA+ and PTA− through
electrostatic interactions, the electrostatic repulsion among the positive headgroups was
effectively weakened. The electrostatic shielding among the headgroups introduced by
PTA− is therefore considered to play an essential role in maintaining the structure of the
rod-like micelle.
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For the spherical micelle in the presence of PTA, it is evident that the interactions
among the surfactant headgroups weakened greatly. As can be seen from Figure 6b, there
was only a shoulder peak at about 0.6 nm. This suggests that the surfactant headgroups
were loosely packed, compared with those in the rod-like micelle (Figure 7). Due to the
disappearance of the electrostatic shielding from the additive molecules, the positive CTA+

headgroups repelled each other. Cooperating with the hydrophobic interactions from the
surfactant tails, the aggregations prefer to form spherical micelles.

3. Computational Details

First, according to the previous studies [23,24,30,31], a pre-assembled cylindrical
micelle was built. The obtained cylindrical micelle consisting of 180 CTA+ surfactants was
placed in a simulation with dimensions of 25 nm × 25 nm × 10 nm. The central axis of the
cylindrical micelle was placed centrally in the box along the z direction of the simulation
box. Based on the experimental conditions [3], two systems were simulated to investigate
the micellar shape transitions induced by pH. The first system was constructed by inserting
90 PTA− molecules around the pre-assembled micelle, to study the micro-behavior of a
CTAB/PTA− solution at pH 7. The second system corresponded to the situation at pH 2.
The acidic environment was represented by adding certain amounts of hydronium and
chloride ions. As usual, the hydronium ions were in their hydrated ion forms (H3O+). In
the acidic situation, 88 PTA− ions were protonated according to the pKa value of benzoic
acid at 298 K. Finally, bromide ions were inserted into the above two systems and the
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simulation boxes were filled with water molecules. The compositions of two systems are
summarized in Table 1.

Table 1. Simulated systems: numbers of each component in the different systems.

Scheme 2. CTA+ Br− PTA PTA− H+ Cl− Na+ Water

pH 2 180 180 88 2 9 7 193623
pH 7 180 180 90 90 193636

Molecular dynamics simulations were performed using the Gromacs package (version
2019.3) [33–36]. The united-atom GROMOS 54A7 force field [37] was used to describe
the intermolecular interactions. Structures of the surfactant and additives are shown in
Figure 8. The force filed parameters for the molecules, including CTA+, PTA/PTA−, and
H3O+, were obtained using the Automated Topology Builder (ATB) server [38]. Water
molecules were described by the simple point charge/extend (SPC/E) model [39]. The
two systems were first minimized through the steepest descent method. Then, a 20 ns MD
simulation under the NPT ensemble was performed for each system. During the simulation,
the temperature (298 K) and pressure (1 atm) were maintained by the V-rescale thermostat
and Berendsen barostat with coupling time constants of 01. and 1.0 ps, respectively [40,41].
LINCS algorithm [42] was applied to constrain the bond lengths of other components.
Periodic boundary conditions were applied in all three directions. The cut-off distance
for the Lennard–Jones and electrostatic interactions was 1.2 nm. The particle mesh Ewald
method was used to calculate the long-range electrostatic interactions [43]. Configurations
were visualized using Visual Molecular Dynamics software [44].
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4. Conclusions

Molecular dynamics (MD) simulations were performed to investigate the pH-induced
structural transitions in aqueous CTAB/PTA solutions. Two simulated systems were
created. One was a system consisting of CTAB and neutral PTA, which represented the
solution in an acidic environment (pH = 2). The other system consisted of CATB and
ionized PTA− (pH = 7). The two systems were both simulated using a pre-assembled
cylindrical micelle. The MD results reproduced the experimental phenomenon—that is,
spherical and rod-like micelles were obtained for the systems at pH 2 and 7, respectively.
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The mechanism behind the pH-induced micellar shape transitions was investigated on
the basis of the MD results. It was found that the ionized PTA− can effectively screen
the electrostatic repulsions among the positive surfactant headgroups, through the strong
interactions with surfactant headgroups. The dense packing of the surfactant headgroups
lead the formation of a rod-like micelle. With the lower pH, the ionized carboxyl groups
were protonated. The bonding of the neutral PTA with surfactant weakened, resulting
in the strengthening of electrostatic repulsion among surfactant headgroups. The loose
packing among surfactant headgroups resulted in breaking of the cylindrical micelle and
the formation of the spherical micelles. Our study provided a molecular mechanism for
the pH-induced shape transition in a mixed cationic surfactant and aromatic ions solution.
The results presented intuitionistic intermolecular interactions which were responsible
for the micellar shape transition. These observations are expected to be useful for the
environmental stimuli-responsive colloid systems in experimental studies.
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Abstract: Biofouling is one of the most difficult problems in the field of marine engineering. In this
work, molecular dynamics simulation was used to study the adsorption process of mussel protein on
the surface of two antifouling films—hydrophilic film and hydrophobic film—trying to reveal the
mechanism of protein adsorption and the antifouling mechanism of materials at the molecular level.
The simulated conclusion is helpful to design and find new antifouling coatings for the experiments
in the future.

Keywords: antifouling membrane; protein adsorption; mussel protein; hydrophilic film; hydrophobic film

1. Introduction

Marine fouling is one common problem for ships and marine facilities. The adhesion
of marine organisms leads to the increase of hull surface roughness, which can increase the
resistance of navigation, and the organic acids released by these organisms also accelerates
the corrosion of ships and marine facilities. Worldwide, the cost of fuel consumption, hull
cleaning, painting, and maintenance caused by marine fouling is about several billions of
dollars per year.

In order to reduce the loss caused by marine fouling, the common method is to apply
antifouling coating on the surface of ship. The traditional antifouling coating is mixed with
organic copper, organic tin, etc., and these coating are mainly to kill the marine organisms
attached to the hull surface by releasing heavy metal ions. However, these heavy metal
ions accumulate in the food chain and eventually endanger human beings [1]. At present,
designing and developing new environmentally friendly marine antifouling coatings has
become a hot new trend in the field of biological antifouling.

There are many kinds of adhesion marine organisms in the ocean, including algae,
shellfish, sponge, etc. Among them, shellfish (such as barnacles, mussels, etc.) are more
difficult to treat. Normally, the attachment mechanism of them depends on their own
released proteins temporarily or permanently adhering to the solid surface (such as the
hull). At present, the adhesion materials being widely studied are barnacle glue and
mussel protein in most of research experiments. In these experiments, the adsorption
of proteins on the surface of materials is related to their own properties (such as surface
charge, hydrophobicity, conformation, etc. [2,3]) and the materials surface’s properties
(such as surface roughness, chemical composition, etc.).

Till now, there has not been a unanimous view about antifouling mechanism. However,
it is generally known that the hydration layer on the surface of materials has a great
relationship with its antifouling effect [4–6]. A large number of experimental studies show
that the antifouling effect of a hydrophilic surface is better than that of a hydrophobic
surface [7,8]. This contributed that one closely bonded hydration layer can be formed
on the surface of hydrophilic materials, and the adsorption process of proteins must
destroy the hydration layer firstly. Therefore, the binding ability between water molecules
and membrane materials can reflect the difficulty of binding between proteins and solid
surfaces [9–12].
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It is very important to understand the interaction mechanism between protein and
solid surface for both theoretical and applied research. In order to design and find new
antifouling materials, it is necessary to study the adsorption mechanism between biological
proteins and antifouling materials. However, it is very difficult to reveal the internal mecha-
nism of adsorption at the molecular level for any experimental technique. In this paper, we
used molecular dynamics method to study the adsorption behavior of mussel protein on
different materials surface, and we will try to explain the adsorption mechanism of mussel
protein and the antifouling mechanism of the material surface on the microscopic level.

2. Simulation Method

Polymer antifouling membrane is constructed by Amorphous cell module in Ma-
terials Studio Software (version 4.4). Firstly, the dimethylsiloxane (PDMS) layer was
constructed. Its density is 0.965 g/cm3 and the thickness of the membrane is about 2 nm.
Then, alkyl chains of -(CH2)10CH3 and -(CH2)10COOH) are grafted on the surface of PDMS,
respectively, and the grafting number density is about 0.66 per square nanometer. Finally,
CH3-SAM and COOH-SAM polymer antifouling membrane are obtained. Both represent
the hydrophobic and hydrophilic antifouling membrane, respectively [13–16].

In the simulation, mussel protein (PDB ID: 5DUY) is used as the model protein, which
contains 150 amino acid molecules. It is similar to the spherical structure and contains a
typical secondary structure. At first, mussel protein is placed 0.5 nm above the surface of
the two antifouling membranes (shown in Figure 1), and six chloride ions are randomly
placed as counterions to balance the positive charge of the protein. The same thickness of
water layer is added above the two polymer membranes. In order to eliminate the possible
high energy caused by conformational overlap, the water molecules in the range of 0.2 nm
around the protein and polymer membranes are deleted [17,18].
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Figure 1. Initial configuration of system: (a) protein on the surface of CH3-SAM membrane; (b) protein on the surface of
COOH-SAM membrane.

In the simulation, the united-atomic force field GROMOS 45a3 is selected [19] and the
software package GROMACS (version 4.5.5), is carried out to run the molecular dynamic
calculation [20,21]. First of all, for the initial configuration, the steepest descent method
was performed several hundred steps to eliminate conformational overlap; then, the NVT
ensemble was run for at least 25 ns to obtain the equilibrium of system; then, another 75 ns
MD simulation was run to find out the statistical information about mussel protein and
the antifouling membrane. During the simulation, in order to reduce the simulation time,
the PDMS layers are fixed, and the periodic boundary conditions in XYZ directions are
used. For the solvent water, the single point charge (SPC) model is selected [22]. In the
simulation, the PME method was used to handle the long-range electrostatic interaction [23],
and the radius of non-bond interaction was 1.2 nm. The Berendsen method was used to
control the temperature [24], and the LINCS method was selected to constraint the bond of
molecule [25]. The simulated step was 2 fs, and the trajectory of system was stored each
100 ps. In the production of simulation, GROMACS analysis program is used to analyze
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the simulation results, and VMD software (version 1.9.3), is used to visualize the molecular
dynamics trajectory.

3. Results and Discussions
3.1. Adsorption Process

In Figure 2, the centroid distance between mussel protein and polymer membrane
was calculated, and the variation of minimum distance with time evolution was shown. It
is obvious that the distance between mussel protein and polymer membrane for the two
systems decreased rapidly and reached equilibrium at a short simulated time, indicating
that mussel protein can reach a stable adsorption state for the present simulated model at a
short simulated time. We noted that the distance between protein and membrane fluctuated
greatly, which indicated that protein constantly adjusted its own configuration during the
process of adsorption until an optimal site for adsorption was finally obtained [13–16].
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After the adsorption equilibrium of protein was obtained, the residue types of amino
acid of protein on the CH3-SAM and COOH-SAM polymer antifouling membrane can be
divided, and the results are shown in Table 1. By comparing the residue types of mussel
proteins on different self-assembled membrane surfaces, we noted that the nonpolar
residues are major on the surface of CH3-SAM membrane, while the polar residues are
major on the surface of COOH-SAM membrane (Figure 3). We speculate that the surface of
protein contains hydrophilic polar residues, and the hydrophobic nonpolar residues are
mostly in its interior of spherical protein. When the protein interacts with the CH3-SAM
membrane, the hydrophobic residues can be turned over from the interior and form the
better combination between the hydrophobic CH3-SAM surface and hydrophobic residues
of protein. In order to prove the speculation, we calculated the interaction energy between
mussel protein and two self-assembly membranes, respectively. As shown in Figure 4, it is
obvious that the non-bond interaction energy between CH3-SAM membrane and mussel
protein is greater than that between COOH-SAM membrane and the protein. This shows
that the hydrophobic surface has a stronger effect on mussel protein molecules, and the
adsorption of mussel protein on its surface is more stable and difficult to be separated. At
the same time, we noted that the proportion of van der Waals (VDW) interaction is much
larger than that of Coulomb interaction during the simulation process. For CH3-SAM
surface, the VDW energy is about 320 kJ/mol, which is approximately 94% contribution
to the total energy. While the VDW energy for COOH-SAM surface is about 180 kJ/mol,
contributing to 90% to the total energy. These indicate that the driving force of protein
adsorption is mainly van der Waals interaction between protein and membrane [26].
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Table 1. Statistics of residue types of mussel protein on polymer membrane surface.

System Polar (%) Nonpolar (%)

CH3-SAM 21.05 ± 0.05 78.95 ± 0.05
COOH-SAM 71.42 ± 0.05 28.75 ± 0.05
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3.2. Properties of Hydration Layer on Membrane Surface

The antifouling ability of materials is closely related to the surface hydration layer [4,27].
The hydration layer can act as a physical barrier when the protein is close to the surface
of material, and we evaluate the antifouling ability of the two-polymer membrane by
analyzing the structure and stability of the hydration layer.

Firstly, the water molecules in the range of 0.4 nm on the surface of membrane were
defined as the hydration layer. The mean square displacements (MSD) of water molecules
in hydration layer with time evolution for the two investigated systems are shown in
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Figure 5. By fitting the two curves and calculating their slopes, the diffusion coefficient (D)
of water molecules in the hydration layer can be calculated by Equation (1):

D =
1

2dN
lim
t→∞

d
dt

N

∑
i=1
〈[
→

ri(t)−
→

ri(0)]
2
〉 (1)

where N represents the number of target molecules in the system,
→

ri(0) and
→

ri(t) represent
the coordinates of the ith particle at 0 and t, respectively.
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Table 2 lists the Ds of water molecules in the hydration layer and bulk phase. It was
found that the D of water molecules in the hydration layer decreased compared with that
in the bulk solution for the two systems. It indicates that the interaction between the
surface of materials and water molecules restricted the diffusion of water molecules on the
membrane surfaces, especially for the COOH-SAM system. It also shows that the binding
ability of COOH-SAM self-assembly membrane to water molecules is relatively stronger.
Meanwhile, we also noted that the D of water molecules in the vertical direction is much
lower than that in the horizontal direction, indicating that the solvent layer molecules are
difficult to separate from the surface of the self-assembled membrane.

Table 2. Some property parameters of solvent layer molecules on the substrate surface.

System Diffusion Coefficients (Ds) × 10−5 (cm2 s−1) HBs Life (ps) HBs Num (nm2) τµ (ps)
D D⊥ D//

CH3-SAM 3.21 ± 0.20 0.24 ± 0.43 3.99 ± 0.01 74.34 0.13 46.78
COOH-SAM 2.56 ± 0.09 0.19 ± 0.43 3.73 ± 0.13 129.88 0.25 68.82
Bulk water 3.66 ± 0.04 3.58 ± 0.19 3.69 ± 0.04 - - 23.93

Relaxation time can describe the limiting ability of antifouling membrane to the
molecules of hydration layer. The longer the relaxation time is, the stronger the bind-
ing ability of antifouling membrane to water molecules is and representing the better
antifouling effect. Its value can be obtained by fitting autocorrelation function [28–30]:

Cr(t) =
1

Nw

Nw

∑
j=1

〈PRj(0)PRj(t)〉
〈PRj(0)〉2

(2)
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where PRj represents a binary operator, if the target molecule j remains in the initial range
at time t, then PRj(t) = 1, if not, then PRj(t) = 0. Nw is the total number of target molecules
in the initial range defined by us, < > represents ensemble average.

Figure 6 shows the relationship of C(t) and the time t. It can be seen that the autocorre-
lation functions of water molecules on the two membrane surfaces show the same trend of
decay, and the decay of water molecules on CH3-SAM membrane surface is relatively fast.
Fitting the curve using the equation Cr(t) = Ar exp

(
−t/τµ

)
, the relaxation time τµ can be

calculated. Table 2 lists the τµ of hydrated layer molecules and bulk water for the different
self-assembled membranes. Due to the existence of polymer membrane, the relaxation
time of the surface hydration layer molecules is longer than that of the bulk phase water.
It explains that both polymer membranes have limiting effects on the surface hydration
layer molecules. The COOH-SAM membrane has greater limiting effect on the hydra-
tion layer molecules. Meanwhile, the number and life of hydrogen bonds (HBs) formed
between water molecules and self-assembled membrane are also listed in Table 2. The
data showed that the number of HBs formed between water molecules and COOH-SAM
polymer is relatively stronger, and the life of HBs is relatively long. These also explained
the reason why water molecules and COOH-SAM polymer can form the strong hydrogen
bonding structure.
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Figure 6. Autocorrelation function of molecules in hydration layer on polymer membrane surface.

3.3. Adsorption Mechanism

In the aqueous environment, a close hydration layer can be formed between mussel
protein and antifouling membrane. When the protein molecules in the aqueous approach
to the membrane surface, they must destroy the hydration layer first, that is, the adsorption
of protein molecules on the antifouling membrane surface is essentially the competitive
adsorption behavior between protein molecules and water molecules on the interface. As
shown in Figure 7, during the adsorption process, the mussel protein first exposes the
hydrophobic residues to the surface through its own structure changes. In this process,
the exposure of hydrophobic residues damaged the hydration layer on the surface of
the protein. When the protein touches the hydration layer on the membrane surface,
in order to complete the adsorption, the energy barrier brought by the hydration layer
of the antifouling membrane must be overcome. Due to the different hydrophilicity of
antifouling membrane surface, the structure and properties of the surface hydration layer
are different. For the hydrophilic carboxyl self-assembled membrane, because the surface
contains hydrophilic functional groups, the interaction with water molecules is stronger,
and the formed hydration layer is also tighter, so the energy barrier that they should
overcome in the process of mussel protein adsorption is larger, which is not conducive
to the combination of protein molecules and membrane. However, for the hydrophobic
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methyl self-assembled membrane, the interaction between the surface and water molecules
is weaker, and the formed hydration layer is relatively loose. The mussel protein can be
adsorbed on the surface of the antifouling membrane by overcoming the smaller energy
barrier, and they form a more stable combination through the hydrophobic interaction.
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Figure 7. Antifouling mechanism. (a) Adsorption process of protein on hydrophilic membrane
surface. (b) Adsorption process of protein on hydrophobic membrane surface.

4. Conclusions

The adsorption behavior of mussel protein on the surfaces of two antifouling materials
was studied by molecular dynamics simulation. By analyzing the adsorption process,
including the distance between the protein centroid and the membrane, the type of residues
near the adsorption site, the interaction energy between the protein and the antifouling
membrane, the diffusion properties of the hydration layer molecules on the membrane
surface and the life of HBs, the following simulated conclusions are listed:

(1) In the process of protein adsorption on the surface of different materials, influenced
by the chemical composition and structure of the material surface, it will deform through
the rotation of its own skeleton, so as to separate the hydration layer on the surface from
the protein and form a stable binding with the material surface at the optimal site.

(2) The interaction between mussel protein and antifouling membrane is mainly van
der Waals interaction, and the binding between mussel protein and methyl self-assembled
membrane is relatively stable.

(3) When mussel protein is adsorbed on the surface of carboxyl self-assembled mem-
brane, it needs to overcome the energy barrier brought by the dense hydrated layer polar-
ized on the surface of the membrane. Compared with the methyl self-assembled membrane,
it has better antifouling performance.

In conclusion, this paper uses molecular dynamics method to compare and study
the adsorption process of mussel protein on the surface of COOH-SAM membrane and
CH3-SAM membrane and reveals the factors that hydrophilic self-assembled antifouling
membrane has better antifouling characteristics from the molecular level, which is of great
significance for optimizing and designing new antifouling coatings.
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