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Intonation Patterns Used in Non-Neutral Statements by Czech Learners of Italian and Spanish:
A Cross-Linguistic Comparison
Reprinted from: Languages 2022, 7, 282, doi:10.3390/languages7040282 . . . . . . . . . . . . . . . 219

v





Citation: Colantoni, Laura, and Ineke

Mennen. 2023. The Effects of

Cross-Language Differences on

Bilingual Production and/or

Perception of Sentence-Level

Intonation. Languages 8: 108.

https://doi.org/10.3390/

languages8020108

Received: 7 April 2023

Accepted: 7 April 2023

Published: 17 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

languages

Editorial

The Effects of Cross-Language Differences on Bilingual
Production and/or Perception of Sentence-Level Intonation

Laura Colantoni 1,* and Ineke Mennen 2,*

1 Department of Spanish and Portuguese, University of Toronto, Toronto, ON M5S 1K7, Canada
2 Department of English, University of Graz, 8010 Graz, Austria
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1. Overview

We put together this Special Issue with the goal of collecting state-of-the art articles
on the intonational patterns of different types of bilinguals, with a particular focus on
understudied language pairings, and we believe that we have succeeded. The ten articles
included here encompass a wide variety of languages (e.g., Arabic, German, Bulgarian,
Inuktitut, English, Spanish, French, Norwegian, Czech, Italian, and Japanese) and bilingual
contexts (e.g., Heritage Speakers, L2 learners, societal bilingualism).

The contributions of this issue, however, are not merely empirical. Several papers
(Andreeva and Dimitrova, Granget and Delais-Roussarie, Kim, Mennen et al., Pešková) set
out to test whether models, such as Mennen’s (2015) LILt model or the prosodic transfer
hypothesis (Goad and White 2004), could predict which aspects of intonation are more
prone to cross-linguist prosodic influence or which L1 prosodic structures interact with
L2 morphology. Independently of the theoretical model used, all of the papers have
contributed to bringing us a step closer to finding answers to the specific questions we
proposed, such as: Can we determine a hierarchy of difficulty or transferability? How does
prosody interact with other components of the grammar, such as morphology or syntax, in a contact
situation? Which aspects are more prone to bidirectional interference? Which changes in intonation
make speakers sound foreign in their second (or first) language? We will briefly discuss here how
these questions were addressed, but we will first summarize the structures analyzed in
the volume, the types of bilingual contexts, the specific language pairings studies, and the
methodologies employed.

1.1. Structures Analyzed in This Special Issue

The papers included in this volume cover a rich variety of sentence types and prosodic
structures. Several papers study broad focus declaratives exclusively (e.g., Hellmuth,
Kelly, Andreeva and Dimitrova, Kim), while others simultaneously analyze a range of
sentence types, including non-neutral statements (Pešková) or broad-focus declaratives
compared to different types of canonical and non-canonical interrogatives (Colantoni et al.,
Mennen et al.).

A subset of contributions focuses on the prosody of specific syntactic structures, such
as vocative calls (Hamlaoui et al.), yes-no questions (Dahmen et al.), or the type of inflection
chosen in the expression of subject–verb agreement by L2 speakers (Granget and Delais-
Roussarie). The range of syntactic structures analyzed is mirrored by the variety of prosodic
structures. The contributions included here analyze the type (e.g., Kelly, Pešková) and
realization (Colantoni et al., Dahmen et al., Hellmuth, Mennen et al.) of pitch accents and
nuclear contours and/or the tune associated with a given structure, such as the vocative
chant (Hamlaoui et al.). They also investigated the relative difficulty of acquiring prosody
vs. segments (Kelly, Dahmen et al.) and the role that L1 prosodic structure may play in the
acquisition of L2 morphology (Granget and Delais-Roussarie). This is indeed an impressive
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range of syntactic and prosodic structures, which, as we will discuss in Section 2, allows us
to further our understanding of bilingual prosody.

1.2. Types of Bilingual Contexts

The present Special Issue illustrates bilingual situations that vary along different axes,
such as the age of onset of acquisition of each language and the typological diversity be-
tween the languages or varieties in contact. Some of the studies focused on early bilinguals
(Colantoni et al., Hamlaoui et al., Kim) who were exposed to both languages at home or
in school in a context of societal bilingualism. Others analyzed cases of adult L2 learning
(Granget and Delais-Roussarie; Pešková, Dahmen et al.), including instances of speakers
who lived in a L2 context for a prolonged time (Kelly; Mennen et al.). As such, the whole
spectrum of proficiencies is reflected in these studies, from the A2 to the C2 level, as
described by the CEFR (Common European Framework of Reference).

As concerns typological distance, studies range from looking at typologically close
languages (e.g., two intonational languages, such as L1 English-L2 German) or prosodically
and phylogenetically unrelated languages (e.g., Basaá-French in Hamlaoui et al.; Inuktitut-
English in Colantoni et al.). A special case within this group is the study of two varieties of
Arabic (Hellmuth), such as a local variety (Yemeni Arabic) and Modern Standard Arabic,
which are in a diglossic relation. Both the variety of bilingual contexts and the inclusion
of prosodically diverse languages will allow researchers to start painting a picture of how
duration and intensity of contact interact with prosodic typology in predicting patterns of
cross-linguistic influence.

1.3. Language Pairings

One of the goals of the present issue was to broadcast research on understudied
language pairings, and we were impressed with the range of contributions received. Even
the study that focused on a relatively well-studied pairing (i.e., Kim; English-Spanish)
looked at a population (heritage speakers) and a structure (uptalk) that have not been
previously explored. This study nicely fits within a group of papers that explored the
contact between two intonational languages, such as L1 English–L2 German (Mennen et al.),
L1 Bulgarian–L2 German (Andreeva and Dimitrova), L1 Italian–L2 German (Dahmen et al.),
L1 Czech–L2 Italian or Spanish (Pešková), and the interaction between local and standard
varieties of Arabic (Hellmuth).

Another group of studies focused on speakers whose L1 is a tonal language and who
are acquiring an intonational language. Within this group, Kelly analyzed the acquisition of
English pitch accents by a L1 Norwegian speaker, comparing two moments in time. Ham-
laoui at al. investigated the realization of vocative contours in L2 speakers of Cameroonian
French whose L1 is Basaá, which is a language with H and L tones, plus toneless moras.

Granget and Delais-Roussarie analyzed the possibility of prosodic transfer in the
realization of verbal morphology in L2 French by comparing speakers of a mora-timed
language (i.e., L1 Japanese) with those of a stress-timed language (i.e., German). The final
study (Colantoni et al.) looked at the contact between English and Inuktitut, a language
that has been described as having no lexical stress and where intonation is used as a cue
for phrasing.

1.4. Variety of Methods

We also want to point out the variety of methods exemplified in this Special Issue.
Although there is not a balance between studies focusing on perception vs. production
(i.e., only one study analyzes both; Colantoni et al.), the production studies encompass a
variety of participants, tasks, and data analysis techniques. Studies range from an in-depth
analysis of the prosody of one participant, both across multiple interviews (Hellmuth) or
at different points in time (Kelly), to a study with 52 participants (Pešková). Most of the
studies include 20–30 participants.
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The papers included in this Special Issue vary in the selection of tasks. A couple of
studies incorporate the analysis of semi-spontaneous tasks, such as narratives (Granget
and Delais-Roussarie; Kelly), sociolinguistic interviews (Hellmuth), or dialogues (Kim).
A frequent task used to elicit naturalistic data is the Discourse Completion Task (Colan-
toni et al.; Hamlaoui et al.; Pešková). Reading tasks (Mennen et al.) and elicited imitation
(Colantoni et al.) were also discussed.

In addition to the phonological analysis of pitch accents and boundary tones, studies
include detailed analyses of local or global f0 excursions (e.g., Colantoni et al.; Dahmen
et al., Hellmuth, Kelly, Mennen et al.), f0 changes (e.g., Kim, Colantoni et al., Kelly), pitch
dynamism quotient (Kelly), and alignment of the start and/or end of rises (Andreeva and
Dimitrova; Mennen et al.). Duration (Andreeva and Dimitrova, Hamlaoui et al., Kim),
intensity (Hamlaoui et al.), and final laryngealization (Hellmuth) are also analyzed.

2. Finding Answers to Our Questions

The first question we sought to answer was whether it would be possible to determine
a hierarchy of difficulty or transferability, and the papers included here provide novel and
complementary answers. Some studies have expanded the scope of our question by looking
at the relative difficulty of acquiring intonation vs. other components of the grammar. Kelly,
for example, investigates whether the L1 Norwegian speaker that she analyzes would
show a greater degree of cross-linguistic influence in the frequency and realization of pitch
accents or in the voicing of /z/, and her results show that the speaker is closer to the L2
target in the segmental than in the prosodic realization. Colantoni et al. explore whether
context would have an impact in the selection of the appropriate syntactic and prosodic
structure by looking at the English production of L1 Inuktitut speakers. They find that
participants have difficulty in the syntax–pragmatic interface (i.e., producing the type of
question that is appropriate to the context) and in incorporating tonal movement in the
prenuclear region, as indicated by the absence of tonal movement. The prenuclear region
is clearly an area of difficulty for these bilinguals, and this is also the case for perception.
Whereas rising boundary tones are systematically interpreted as a cue for question, a
falling boundary tone is not categorically associated with statements, probably due to
the significant tonal movement in the English prenuclear region. The most systematic
answer to this question, though, comes from the papers that have tested the adequacy of
Mennen’s (2015) LILt model. These show that a systematic analysis of the four dimensions
(semantic, frequency, systemic, and realizational) allows us to answer where transfer will
or will not occur. Realizational differences are reported in all the studies that have applied
this framework (Mennen et al., Andreeva and Dimitrova, Kim; Pešková). Interestingly,
Mennen et al. show that realizational differences come in many flavors, and in their data
set, for example, alignment, rather than pitch range, turned out to be significant. Pešková,
in a finding that resembles the one reported by Colantoni et al., observes that realization
interacts with position, since her participants were more target-like with boundary tones
than with pre-nuclear pitch accents. Differences in the frequency dimension were observed
in two papers (Mennen et al., Andreeva and Dimitrova). Two papers document deviances in
the semantic dimension, either by showing that bilinguals differ from monolinguals of each
language (Mennen et al.) or by arguing that bilinguals have a reduced inventory because
they are not exposed to melodies that are used in informal contexts by monolinguals
(Hamlaoui et al.). Finally, systemic differences were found in just one study (Mennen et al.),
which interestingly showed that all bilinguals transferred a pitch accent, which is absent in
English but is frequently used in Austrian German, to their L1.

As mentioned, the question of the hierarchy of difficulty is intertwined with our
second question, which concerns the interaction between prosody and other components of
the grammar. We have discussed how context interacts with prosody and syntax in the
selection of question types in the speech of L1 Inuktitut–L2 English bilinguals. Bilinguals
overextended the use of do-support or inversion to mark questions to contexts in which
declarative questions are expected (i.e., questions that are identical to statements in word
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order, but which differ in prosody). If we follow the argument in Hamlaoui et al., who
also study the role of context in the selection of a specific vocative contour, we could argue
that frequency also plays a role here. Indeed, Hamloui et al. show that the vocative chant
that is frequently used in Metropolitan French is absent in Cameroonian French. They
explain this absence by arguing that the vocative chant only appears in informal context,
and Cameroonian French speakers are rarely exposed to contexts in which this chant is
appropriate. In the same vein, we could argue that L1 Inuktitut speakers are less exposed
to contexts that require the use of declarative questions.

One of the papers in this Special Issue specifically investigates the interaction be-
tween prosody and morphosyntax in the acquisition of the French verbal morphology
(Granget and Delais-Roussarie). The authors tested the prosodic transfer hypothesis, which
states that L1 prosodic structures interact with L2 morphology in the acquisition process
(Goad and White 2004). To achieve this goal, they compared the marking of verb–subject
agreement in narratives by speakers whose L1 is Japanese (mora-timed language) with
L1 German speakers (stress-timed language). If L2 morphosyntax is guided by the L1
prosodic template, then the insertion of syllables would be more likely found in the speech
of L1 Japanese speakers when compared to speakers whose L1 is German. This is indeed
what they found, since L1 Japanese speakers tended to insert what they called ‘dummy
auxiliaries’ into their L2, consisting of a vowel (e.g., /a, e/) or a whole syllable (e.g., /so/).

A third question concerned the prosodic aspects that are more prone to bidirectional
interference. Mennen et al. explicitly addressed this question and showed that, not only
the L2, but also the L1 prosody, is affected in the speech of adult L2 learners who have
lived for many years in the context where the L2 is spoken. Indeed, they observed signs of
L2-induced influences on bilinguals’ L1 speech in the systemic, frequency, and semantic
dimensions and also in some aspects of the realizational dimension. Although not specif-
ically set to test the hypothesis of bidirectionality, Hellmuth observes a high degree of
mixing between the three registers of Arabic studied. In particular, all registers shared
the frequency of density of phrasing boundaries. She also found that there are prosodic
aspects that are under the control of the speaker, such as features of the low variety, which
are suppressed when speaking the high variety. This, in turn, can be interpreted as a sign
of bidirectional mixing. Finally, Kim raises the question of whether the uptalk patterns
observed in the speech of Spanish–English bilinguals are the result of bidirectional interfer-
ence. This seems to be the case for some of the speakers. In most cases, however, heritage
Spanish speakers can keep the two types of rises in declaratives (short rise for Spanish vs.
long rise for English) apart.

Our last question concerned the extent to which changes in intonation make speakers
sound foreign. While none of the contributions to this Special Issue tackled this question di-
rectly, a few papers investigated which aspects in the speech of bilinguals differentiate them
the most from monolingual speakers. Andreeva and Dimitrova, for instance, concluded
that L1 influence was more obvious in the frequency dimension than in other dimensions,
and this was particularly the case for those L1 Bulgarian–L2 German speakers who were
exposed to the L2 later in life. Mennen et al. showed that the extent of L2 influence on
L1 intonation was most extensive in the systemic dimension of L1 English–L2 Austrian
German speakers immersed in a L2-speaking environment. Finally, two papers (Dahmen
et al., Kelly) examined whether L2 experience or training improved the relative extent
of bilinguals’ deviances in intonation or segments. Kelly, in a longitudinal study of a L1
Norwegian speaker who moved to England, found that segment realization improved
more over time than the realization of pitch accents. Dahmen et al. showed, in Italians
learning German, that segment-oriented training improved the learners’ production of
segments, and prosody-oriented training improved their production of prosody. However,
prosody training was found to also be beneficial for the production of segments, whereas
no positive effects on prosody were found for segmental training.
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3. Contributions and Future Studies

The papers offer comprehensive and new answers to the questions proposed, and open
multiple avenues for new research, of which we have identified a few. First, a clear picture
that emerges from this volume is the valuable contribution of the LILt model (Mennen 2015)
to systematize and move forward the research on the role of cross-linguistic influence in
prosody. The application of the model, which adopts from L2 speech acquisition models
variables, such as positional variability, highlighted the need for more research on the
interaction between position in the prosodic phrase and cross-linguistic influence on the
realization of pitch events. As Pešková showed, L2 speakers were more successful at
matching the target in the realization of boundary tones than of pitch accents. This was
consistent with Colantoni et al.’s finding that very little tonal movement was found in
the realization of pre-nuclear accents. As Pešková argues, the role of perceptual saliency
needs to be highlighted to account for these findings. This takes us to our second point:
in general, more evidence from perception is needed both to support this claim and
to align the research on bilingual intonation with L2 speech acquisition models (e.g.,
Best and Tyler 2007; Flege 1995; Flege and Bohn 2021). A third aspect that requires more
attention, and which is characteristic of bilingual studies more generally, is the wide range
of individual variability. Kim especially addresses this issue by showing how participants
vary in rise duration and in IP-final deaccenting. Colantoni et al. also highlight the
variability observed in perceptual accuracy and in sentence type selection. Both studies
come to identical conclusions: language experience (at least in the way in which it was
quantified in each of these studies) cannot always account for the patterns observed. Finally,
several of the papers included here remind us of the importance of looking at the interaction
between prosody and other components of grammar. This is a point that has theoretical
(see Feldhausen et al. 2021) and pedagogical implications, since research is starting to show
how instruction and training focused on prosody can facilitate the learning of other aspects,
such as segmental accuracy (as shown in Dahmen et al., but see also Li et al. 2022).

Research on intonation and bilingualism is still in its infancy (Trouvain and Braun
2020). We hope that this Special Issue, together with other Special Issues (Mennen and de
Leeuw 2014; Rao forthcoming; Face and Armstrong forthcoming) and volumes (Delais-
Roussarie et al. 2015), continue to inspire future studies.

Funding: This research received no external funding.
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Article

L1 Influences on Bulgarian-Accented German: Prosodic Units
and Prenuclear Pitch Accents

Bistra Andreeva 1,* and Snezhina Dimitrova 2,*

1 Department of Language Science and Technology, Saarland University, 66123 Saarbrücken, Germany
2 Department of English and American Studies, Sofia University, 1504 Sofia, Bulgaria
* Correspondence: andreeva@lst.uni-saarland.de (B.A.); snezhina@uni-sofia.bg (S.D.)

Abstract: This study investigates the L1 influence on the use of accentual patterns, choice of prenu-
clear pitch accent types and their realization on L2 prosody. We use Mennen’s LILt model as a
framework for our analysis. We recorded ten Bulgarian female speakers of German and ten female
native German speakers who read Aesop’s fable The North Wind and the Sun. We found that the
tendency for the Bulgarian native speakers to use more pitch accents than German native speakers
is transferred to the L2 German of the Bulgarian learners. L*+H was the most frequent prenuclear
pitch accent used by all groups. We also found that the Bulgarian learners stressed more function
words and tolerated more stress clashes than the native German speakers. When speaking German,
under the influence of the statistical regularities that relate to prosodic word patterns in their mother
tongue, Bulgarian learners phrased their L2 speech into a higher number of shorter prosodic words,
and therefore realized more pitch accents and aligned the high tonal target earlier than the native
speakers. Concerning the variable alignment of the high target, we propose the prosodic word or
the two-syllable window as the tentative candidate for an anchorage region. Our findings can be
explained with respect to age of learning, as proposed by LILt’s general theoretical assumptions.

Keywords: Bulgarian; German; Bulgarian-accented German; intonation; prenuclear pitch accents;
prosodic word; anchorage domain

1. Introduction

The suprasegmental characteristics of L2 speech have for a long time been ignored by
educators and researchers alike. The former have tended to focus on the segmental system
(the vowels and the consonants) of the foreign language, on the assumption that mastering
the individual sounds is crucial, if not sufficient, for efficient communication in the L2 (e.g.,
Eckert and Barry 2002; Baker 2006; among many others). The latter have for a long time
ignored investigation into L2 prosody, not least because of the lack of sound and consistent
methodology for the contrastive study of suprasegmental features in speech (see Ulbrich
and Mennen 2015 for an overview). Some of the most popular L2 learning models, such as
the Speech Learning Model (Flege 1995, 2007; Flege and Bohn 2021), the Native Language
Magnet model (Kuhl 1991, 1992, 2000), and the Perceptual Assimilation Model (Best 1995;
Best and Tyler 2007) focus almost exclusively on the segmental level.

An important step towards the development of a comprehensive model of L2 prosody
acquisition is the L2 Intonation Learning Theory (LILt) put forward by Mennen (2007, 2015).
The theory attempts to offer an extensive account of the major suprasegmental problems
experienced by L2 learners, especially those in the area of intonation. Mennen draws an
important distinction between phonological representation and phonetic implementation.
She hypothesizes that L2 learners first acquire the phonological patterns in the foreign
language, and only afterwards try to master the phonetic implementations of those patterns.

Mennen distinguishes four dimensions along which L2 intonation may deviate. The
first of these—the systemic dimension—deals with the inventory of structural prosodic

Languages 2022, 7, 263. https://doi.org/10.3390/languages7040263 https://www.mdpi.com/journal/languages7



Languages 2022, 7, 263

elements and their distribution. The categorical elements can be pitch accents, accentual
units of different size, or boundary phenomena. This dimension also involves the ways in
which structural elements such as pitch accents combine with one another—for example,
what combinations of High (H) and Low (L) pitch targets are admissible in a given language.
In addition, it also looks at tune–text association (Ladd 2008), that is, the way the tune
is mapped onto the segmental string. The second dimension of the LILt model—the
realizational, or phonetic, dimension—is concerned with the phonetic implementation
of the categorical elements of the system: this may involve the actual alignment of pitch
accents, their scaling (i.e., their relative height), and their shape, or slope, e.g., shallow vs.
steep rises or falls. The third dimension in Mennen’s LILt model is the semantic one: it
deals with the ways in which the systemic elements are used to signal intonation functions.
The fourth and final dimension of LILt—the frequency dimension—takes into account how
often the structural elements are used. Each of LILt’s four dimensions makes it possible to
establish cross-language similarities and differences in intonation, on the basis of which
predictions can be made about intonation deviations from the target norm which are likely
to occur in L2 learners’ speech. Based on existing L2 research, LILt also puts forward some
general theoretical assumptions concerning L2 intonation acquisition in relation to learners’
proficiency levels, ages of arrival and learning, L1 background, speaking style, etc. LILt
can thus help predict “the relative difficulty learners would experience with certain L2
intonational parameters or dimensions, and to shed light on the principles, which govern
the acquisition process of intonation such as the rate and order in which parameters of
intonation develop in a L2” (Mennen 2015, p. 178).

Therefore, the LILt model provides a sound basis for the present study whose aim
is to identify cross-linguistic differences and similarities in the use of accentual patterns,
choice of prenuclear pitch accent types and their realization in the read speech of Bulgarian
and German native speakers and Bulgarian learners of German, as well as to predict where
deviations from the native norm are likely to occur.

1.1. Previous Comparative Research on Bulgarian and German Intonation

Until the end of the 20th century, comparative research on Bulgarian and German was
carried out with the aim of establishing the main differences between the segmental systems
of the two languages, predicting the problematic areas for Bulgarian learners of German
and designing practice materials for use in the language classroom. Amongst the few
suprasegmental features which were investigated was question intonation, which turned
out to be a particularly problematic area. Comparative work on question intonation in the
two languages focused on three topics. First, the goal has been, by means of perception
testing and acoustic analysis, to identify and systematize the features and parameters
which are similar or different in the intonation of questions in Bulgarian and German, and
thus to find the specific structural properties of the ‘Yes–No’ questions (Simeonova 1997)
and the ‘Information’ questions (Simeonova 1986; Grigorova 1996). Second, the functional
load of questions in Bulgarian and German is pursued from the perceptual standpoint,
specifically for cases in which the communicative goal of the question can be determined
by intonation alone (Grigorova 1994, 1997; Misheva and Grigorova 1997). Third, based
on the research carried out, a series of textbooks for Bulgarians (Simeonova 1972) and for
Bulgarian advanced students of German (Simeonova 1985; Simeonova 2000; Simeonova
et al. 2000) was published.

More recently, Bulgarian-accented German has been studied by Andreeva (2017)
and Andreeva and Dimitrova (2022a, 2022b). Andreeva (2017) analyzed the prosodic
marking of information structure by highly proficient Bulgarian speakers of German and
compared the non-native patterns with production patterns in native German and native
Bulgarian, drawing particular attention (a) to their similarities and differences in the
semantic and realizational dimension and (b) to the specific contribution of global and
local cues signalling the information structure. Additionally, she aimed to test whether
Flege’s SLM can be applied to aspects of the prosodic domain that are influenced by
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information structure. With respect to the semantic dimension, Andreeva found that in
both L1 and L2 German, given material always correlates with de-accentuation in post-
nuclear position. In prenuclear position, Bulgarian speakers produce considerably more
prenuclear accents than German speakers. Bulgarian speakers use more H* accents and
German speakers use more L+H* to mark narrow focus in their L1. With respect to the
realizational dimension, Andreeva found that Bulgarian speakers do not align the peak
in narrow focus in a consistent manner in the target language. Since vowel length is not
contrastive in Bulgarian segmental phonology, and since phonological duration has an
impact on peak alignment, durational uncertainty may lead to peak alignment uncertainty.
Bulgarian speakers of German transfer the differences/similarities in global tempo and
spectral cues from their native into their target language. They also exploit F0-related novel
cues to differentiate between focus conditions. They use later peak alignment, greater peak
excursion, a greater amount of F0 change in the nuclear-accented syllable and suppress
F0 in the prenuclear interval to establish a (greater) difference between contrastive and
non-contrastive focus. A novel cue related to duration is established to mark the difference
between narrow and broad focus in the target language: Bulgarian L2 speakers of German
produce the accented vowel with longer duration in narrow focus (which was not the case
in the L1 German data).

Andreeva and Dimitrova (2022b) investigated some prosodic characteristics of Bulgarian-
accented L2 German compared to L1 German and L1 Bulgarian. All F0-related long-term
distributional measures (mean and median pitch level, pitch span and pitch variation) in
the speech of the Bulgarian learners of German were lower than in their L1, but higher than
those of the native German speakers. These results corroborate the findings in Andreeva
et al. (2015, 2014), who report the use of a wider pitch range and higher variability in two
Slavic languages (Bulgarian and Polish) compared to two Germanic languages (German and
English). With regard to the duration-related parameters, Andreeva and Dimitrova (2022b)
found that the Bulgarian speakers used a slower articulation rate, more IPs and pauses and
more pitch accents in their L2 than the native speakers. The strong correlation which was
found between the L1 and L2 speaking rates of the Bulgarian speakers is evidence that the
L1 speaking rate can indeed predict the speaking rate in L2, which is in accordance with
the findings in Bradlow et al. (2017).

Building on investigations by Mennen et al. (2012), Andreeva and Dimitrova (2022a)
also measured specific tonal targets in the F0 contour which are linguistic in nature, but
which long-term distributional measures fail to capture. These linguistic measures are
tonal landmarks (local maxima and minima) associated with prominent or non-prominent
syllables and initial and non-initial peaks in intonation phrases. They found that the
Bulgarian speakers of German realized the majority of the linguistically relevant targets
in a way which was very similar to the respective realizations of these targets in their
mother tongue.

In sum, the results in Andreeva and Dimitrova (2022a, 2022b) suggest that L2 speech
is influenced by L1 prosody with respect to both F0-related and duration-related features.

1.2. Prosodic Word Patterns in Bulgarian

Descriptions of Bulgarian prosody have included units formed on the basis of the
presence of stress. They have been called ‘phonetic words’ (Stojkov 1966; Misheva 1991) or
‘accentual-rhythmic units’ (Tilkov 1981). Stoykov’s ‘phonetic word’ is characterized by the
presence of one stressed syllable which can either be preceded or followed by a number of
unstressed syllables. Tilkov’s ‘accentual-rhythmic unit’ is also characterized by the presence
of a single stress and, like Stoykov’s phonetic word, can include both proclitic and enclitic
syllables. In both Tilkov’s (1981) and Misheva’s (1991) analyses of corpora containing about
35,000 units, those comprising three syllables appear to be the most frequent, followed by
four- and two-syllable units. Stress tends towards the middle of the units and is viewed as
‘organizing’ the unstressed syllables in them. In autosegmental-metrical terms, both the
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accentual-rhythmic unit and the phonetic word correspond to the prosodic word, which
consists of a content word and its clitics.

Bulgarian has an unbounded weight-insensitive lexical stress system. Lexical stress is
not fixed for any lemma, but its position changes when various affixes are added. According
to Bulgarian statistical surveys (Misheva 1991; Kotova and Yanakiev 2001), the most often
lexically stressed syllable is the penultimate one. So, the penultimate position can possibly
be considered as the default or regular position of stress in the language. Andreeva et al.
(2019) show that stress on the penultimate syllable is also predominant in the prosodic
word in Bulgarian spontaneous speech (see Figure 1).

 

Figure 1. Stress patterns per number of syllables within the prosodic word (adapted from Andreeva
et al. 2019).

As can be seen in Figure 1, the most frequent pattern in prosodic words consisting
of two or three syllables is stress on the penultimate syllable. In prosodic words of more
than three syllables, stress on the antepenultimate syllable predominates. There are some
occurrences of prosodic words consisting of seven syllables which do not follow this pattern,
but their number is negligible. In German, a language with a bounded weight-sensitive
lexical stress system, the stress can be assigned to one of the last three full syllables of a
prosodic word (see Domahs et al. 2008 and references therein).

The role of the prosodic word within the prosodic hierarchy in Bulgarian has re-
mained outside the scope of previous research. Therefore, one of the aims of the present
investigation is to shed light on its role in tonal alignment.

1.3. Aspects of Bulgarian and German Intonation: A Comparison within the LILt Model

The present study considers the L1 influence on the prosody of the Bulgarian-accented
German of speakers at medium proficiency level within Mennen’s (2015) LILt model. In
the systemic dimension, Bulgarian and German have been described as having the same
inventory of structural phonological elements: two prosodic constituents in the prosodic
hierarchy—the intermediate phrase and the intonational phrase—six pitch accents (L*, H*,
L*+H, L+H*, H+L*, H+!H*), two phrase accents (L− and H−), and one initial and two
final boundary tones (%H, L%, H%) (Grice et al. 2005; Andreeva 2007). Regarding the
frequency dimension, L*+H is the most frequent pitch accent in prenuclear position in both
languages (Dimitrova and Andreeva 2017; Baumann et al. 2021). Other prenuclear accent
types which are used less frequently in the two languages are H* and L+H*. Baumann et al.
(2021) report limited use of L* in prenuclear position in German as well. With respect to the
semantic dimension, it has been demonstrated that in the production (Braun 2006) and the
processing (Braun and Biezma 2019) of prenuclear L*+H and L+H*, German informants
prefer the former in contexts that trigger a contrastive topic interpretation. Using the
concept of informativeness, which they define as relating to “both the information status
of a referring expression and its role as part of a specific focus domain”, Baumann et al.
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(2021) conclude that informativeness does not affect the choice of prenuclear accent type,
although they find a stronger (but non-significant) tendency for contrastive topics to be
produced with L*+H rather than L+H*. No comparable data on the pragmatic-semantic
interpretation of prenuclear accents in Bulgarian are available.

Concerning the realizational and/or systemic dimension, three phenomena are of
interest: the realization of the prenuclear L*+H, the distribution of accents and the tolerance
towards stress clashes. Dimitrova and Jun (2015) report on the variable alignment of the
high trailing tone in the prenuclear L*+H in Bulgarian, which in their data was sometimes
realized as far to the right as the second posttonic syllable. They suggest that the H tone may
be a phrasal accent. Dimitrova and Andreeva (2017) argue that the H target is not separated
by a fixed interval from the starred tone, as postulated by Pierrehumbert’s invariance
hypothesis (Pierrehumbert 1980). In German, the H target of the rising prenuclear accent
aligns with the vowel in the post-accented syllable (Atterer and Ladd 2004; Mücke et al.
2009).

As regards accentuation, Andreeva (2017) found that Bulgarian speakers produce
considerably more prenuclear accents than German native speakers, tending to accent
nearly every content word.

With respect to stress clashes, they occur when two syllables bearing primary stress
are adjacent in the same phonological domain, for example, in a phonological phrase (e.g.,
[θ3:"ti:n "men]PhP). Dimitrova (1998) found that, in Bulgarian, adjective + noun phrase
clashes were tolerated in more than 56% of her test items, in which there was a choice
between two alternative (standard) stress patterns, one of which allowed avoidance of the
clash. In German, Wagner and Fischenbeck (2002) report that in compounds stress clash
resolution through stress shift is relatively rare and an alternative strategy is destressing of
the secondary accent. However, Karen et al. (2011) found both perceptual and production
experimental evidence that stress shift operates on a regular basis within and beyond word
boundaries in order to prevent stress clashes and hence rhythmically irregular structures.
Riester and Piontek (2015) found cases in a German radio news corpus where pitch accents
are shifted from the noun to the adjective in order to prevent a focus-internal accent clash.

Taking into consideration the similarities and differences between Bulgarian and
German prosody discussed so far, we use Mennen’s (2015) LILt model and its assumptions
regarding age of learning and language exposure to predict deviations. The research
questions we set out to answer were the following:

Regarding the frequency dimension

• Do Bulgarian L2 speakers of German produce more pitch accents than German L1
speakers?

• Is L*+H the most frequent pitch accent in prenuclear position in both L1 and L2
German?

Regarding the realizational dimension

• Do Bulgarian L2 speakers of German tolerate more stress clashes than German L1
speakers?

Regarding the systemic dimension

• Does the prosodic word constitute an anchorage domain both in Bulgarian L1 and
German L2 for the trailing tone of the L*+H pitch accent?

2. Materials and Methods

To answer our research questions, we recorded ten Bulgarian speakers of German
at B2 level of proficiency, according to the Common European Framework of Reference
for Languages, and ten German native speakers as controls. All speakers were female
university students of comparable age (average 20.7 years) and spoke the respective stan-
dard language varieties. The Bulgarian participants were all foreign learners who started
learning the language at the age of 13 at a German-language-medium school in Bulgaria.
They had received between 5 and 7 years of German tuition and had some knowledge of the
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phonetics and phonology of German. Since prosodic deviation in L2 can be due to learners’
different levels of proficiency, different ages at which they started learning the language,
different amount of experience with the L2, different speaking styles, etc., as suggested by
LILt, we chose a homogeneous group of speakers with respect to these variables.

The material recorded was Aesop’s fable The North Wind and the Sun, with the Bul-
garians reading the text in Bulgarian, as well as in German (see Appendices A and B). We
obtained three data sets: (a) ten recordings of the fable by speakers of Bulgarian as L1
(BG_L1), (b) ten recordings of the same Bulgarian speakers reading the fable in German as
L2 (DE_L2) and (c) ten recordings of the fable by speakers of German as L1 (DE_L1).

2.1. Measurements

First, syllable, prosodic word and phrase boundaries, as well as pauses, were seg-
mented, and lexically stressed syllables were labeled manually in Praat. Second, all ac-
cented syllables were marked and counted, including those in lexical words with double
prominence and in prominent function words.

2.1.1. Pitch Analyses

We labeled linguistically relevant tonal landmarks, slightly modifying the method
proposed by Patterson (2000) and Mennen et al. (2012). We only labeled tonal landmarks
aligned with stressed (L*, H*) and unstressed syllables (L, H), as well as final lows (FL) and
highs (FH). Then, we marked the relevant prenuclear pitch accents based on the inventories
proposed for Bulgarian (Andreeva 2007; Andreeva et al. 2016; Dimitrova and Jun 2015)
and German (Grice et al. 2005). The pitch accents, accented syllables and intonation
phrases were labeled by careful auditory inspection carried out by the two authors working
together. Occasional disagreements were resolved after discussion and repeated listening.
An example of the labeling is provided in Figure 2. For the DE_L2 data set, we do not claim
that our ToBI labeling represents underlying (phonological) categories. The annotation
used for this data set rather represents a systematization of the tonal landmarks (as defined
above) according to the ToBI labeling conventions proposed in the literature (e.g., Silverman
et al. 1992). The F0 values corresponding to the L* and H targets of the manually labeled
L*+H were obtained in semitones relative to 1 Hz using Praat scripts. We also calculated
the span between the low and the high target of these pitch accents.

Figure 2. The utterance Cеверният вятър и Cлънцетo се препирaхa (‘The North Wind and the
Sun were disputing’), pronounced as a single intermediate phrase by a Bulgarian speaker. Labeling
of the data: tier 1—intonation and intermediate phrase boundaries; tier 2—word boundaries; tier
3—prosodic word boundaries; tier 4—syllable boundaries (accented syllables marked with *); tier
5—ToBI labeling; tier 6—tonal landmarks; tier 7—Bulgarian text.
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2.1.2. Temporal Features

The durations of the IPs, pauses and pitch-accented syllables were extracted per
reading, speaker and native/target language using Praat scripts. In addition, we calculated
the articulation rate (AR) for those IPs in which the L*+H pitch accent occurs. AR was
computed as the number of canonical syllables divided by the duration of the respective
IP. As a measure of peak alignment, the absolute temporal distance from the F0 peak
to the accented syllable onset was calculated. In order to compensate for the influence
of segmental durations on peak alignment, these absolute measures were converted to
relative measures, taken as a proportion of syllable durations. We also counted the distance
between the L and the H target and between the H target and the end of the prosodic word
in terms of number of intervening syllables.

3. Results

3.1. Stress and Accentuation

In order to answer our research question regarding the frequency and realizational
dimension, namely, whether the Bulgarian speakers of German produce more pitch accents
and tolerate more stress clashes than the German native speakers, we first analyzed the
stress and accentuation in the three data sets. Table 1 summarizes the total number of
words, content (CW) and function (FW) words and syllables in the texts, as well as the
mean number of all accented syllables and of the accented syllables in the content and
function words.

Table 1. Words and syllables in the three data sets: exploratory statistics.

BG_L1 DE_L1 DE_L2

No. words 91 108 108
No. content words 56 52 52
No. function words 35 56 56
No. syllables 200 180 180
Mean No. of accented syllables 63.5 50.8 74.5
Mean No. of accented syllables of CWs 55.2 46.5 58.6
Mean No. of accented syllables of FWs 8.3 4.3 15.9

The Bulgarian text of the fable The North Wind and the Sun consists of 91 words, of
which 56 are content words and 35 are function words, giving a total of 200 syllables. Most
content words in Bulgarian are single-stressed. However, three adverbs and two adjectives
(one of them twice) occurred in their comparative or superlative forms, which in Bulgarian
can be pronounced either with single or with double stress (Tilkov and Boyadzhiev 1977,
p. 160). Lexically stressed syllables have the potential to receive a pitch accent (Lehiste
1970). The average number of accented syllables in the readings of the Bulgarian speakers
was 63.5 (55.2 on content words, including double stress on some occurrences of the
above-mentioned adverbs and adjectives, and 8.3 on function words, such as те—‘they’,
тoзи—‘this one’, беше—‘was’).

The German text of the fable consists of 108 words, of which 52 are content words
and 56 are function words1. The total number of syllables is 180. The average number
of accented syllables realized by the German native speakers is 50.8 (46.5 on content
words and 4.3 on function words, such as wer—‘who’, seinen—‘his’, sollte—‘should’). The
Bulgarian learners of German on average realized 74.5 accents (58.6 on content words and
15.9 on function words). This tendency for overproduction of pitch accents in L2 speech
has been observed in several L2 varieties for learners at different proficiency levels (e.g.,
Archibald 1997; Rasier and Hiligsmann 2007; Avesani et al. 2015). We also observed that
the L2 speakers of German realized two accents on some compounds. For example, “North
Wind” is a compound in German (Nordwind) and an adjective + noun phrase in Bulgarian
(северният вятър). The native German speakers in our data always realized the word with
a single pitch accent on the first element of the compound (see Figure 3a), while the L2
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German speakers used two pitch accents on the two parts of the compound (see Figure 3b)
in 21 out of the 40 realizations (52.5%). They showed the same tendency to use two pitch
accents when pronouncing the word Augenblicken—‘moments’. Bulgarian linguists in the
field of word formation share the opinion that compounding is an atypical word-formation
process for the Bulgarian language (and for Slavic languages in general) and point out
its poor productivity (Radeva 2007, p. 57). It is more common in Germanic languages.
This provides one possible explanation for the use of two pitch accents in the L2 by the
Bulgarians.

 
(a) 

(b) 

Figure 3. The phrase der Nordwind blies (‘the North Wind blew’) pronounced by (a) a native German
speaker without stress clash and (b) a Bulgarian speaker of German with stress clash.

Another explanation comes from the greater tolerance in Bulgarian to stress clashes.
Dimitrova (1998) found that in Bulgarian sentences with potential stress clash, the clash
was tolerated in 56.3% of the cases. We found a similar amount of stress clashes—53%
(59 realizations out of 110 potential ones in all readings) in our BG_L1 data. In DE_L2,
realized stress clashes amounted to 53% of the 100 potential cases. In addition, we found
38 more clashes due to accent on a function word. In the DE_L1 data set, on the other hand,
stress clashes constituted only 15% (15 realizations) of the 100 potential cases. This confirms
previous findings and provides evidence that the greater tolerance of stress clashes in
Bulgarian is transferred to the L2.

14



Languages 2022, 7, 263

Last but not least, the average number of pitch accents on function words in the DE_L2
data set is considerably higher (15.9) than in DE_L1 (4.3) or in BG_L1 (8.3). This confirms
the tendency to overuse pitch accents in the L2, commented on above.

We next analyze the types, frequencies and realizations of the prenuclear pitch accents
in the three data sets.

3.2. Prenuclear Pitch Accent Types

In order to find out whether L*+H is the most frequent pitch accent in prenuclear
position in both L1 and L2 German, we analyzed the pitch accent types used by the speakers
in prenuclear position. We found five different pitch accent types, namely, L*+H, (!)H*,
L*, L+H* and H+!H*. As can be seen in Figure 4, the choice of the pitch accent types and
their relative frequency is comparable for the three data sets. However, as can be seen
from Table 2, the Bulgarian speakers realized about 1.4 times more prenuclear accents in
their Bulgarian readings (45.1 pitch accents on average per reading) and 1.5 times more
accents in their German readings (47.6 pitch accents on average) than the German speakers
(32.7 pitch accents on average). Thus, the tendency for Bulgarian speakers to use more
prenuclear pitch accents than German speakers is carried over to their L2 as well.

Table 2. Number of prenuclear pitch accents in the three data sets.

Data Set

BG_L1 DE_L1 DE_L2

No. prenuclear pitch accents 451 327 476

 

Figure 4. Number of pitch accents in the three data sets.

In all three data sets, the predominant prenuclear pitch accent is L*+H: 240 occurrences
(53%) for BG_L1, 179 (55%) for DE_L1 and 239 (50%) for DE_L2. The predominant use of
L*+H in the DE_L1 data set is in line with the findings of Baumann et al. (2021), who report
that sentence topics are consistently marked by rising prenuclear accents and not even
given items are deaccented. Our findings also confirm Truckenbrodt’s claim that L*+H is
the neutral prenuclear accent type in German (Truckenbrodt 2002). However, the frequency
of use of the different prenuclear accent types in our data differs from that in Baumann
et al. (2021).

In Baumann et al.’s (2021) study, the second most frequently used prenuclear pitch
accent in (L1) German was L+H* in 17.8% of all cases. In our data, it is H*: 91 occurrences
(28%) for DE_L1 and 162 (34%) for DE_L2. In the Bulgarian L1 data set, H* was used
148 times (33%).
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In our data, L+H* was the third most frequently used prenuclear pitch accent: it oc-
curred 29 times (9%) in DE_L1 and 54 times (11%) in DE_L2. In BG_L1, it was used 37 times
(8.2%). However, it must be noted that this pitch accent type was used predominantly by
only two of the Bulgarian speakers both in their L1 and their L2 readings, which constitutes
evidence of L1 transfer.

The differences in the choice of prenuclear pitch accent types in our data and in the
data reported by Baumann et al. (2021) could be due to the different types of text used in
the two experiments: while Baumann and colleagues analyzed separate read sentences,
some of which were intended to elicit contrastivity, our speakers read a continuous text.
The only prenuclear pitch accent type which is not found in all three data sets is H+!H*. It
occurs only in our two German data sets: 13 times (4%) in DE_L1 and three times (1%) in
DE_L2.

3.3. Realization of the Prenuclear L*+H

Concerning our research question about the prosodic word as an anchorage domain for
the trailing tone of the L*+H pitch accent, we next focus on a comparison of the realizations
of L*+H in the three data sets.

3.3.1. Alignment of the High Target with Respect to the Prosodic Word

As mentioned in Section 1.2, the role of the prosodic word has been neglected in
research on Bulgarian intonation. On the other hand, the concept of the prosodic word
(Tilkov’s ‘accentual rhythmic unit’, Misheva’s ‘phonetic word’) is to be found in virtually all
descriptions of accentuation above the word level by Bulgarian scholars. In this study, one
of our aims is to investigate if the variability of the high tonal target alignment described in
Section 1.3 can be explained with reference to the prosodic word. It is also our purpose to
explore the potential role of the prosodic word in the realizations of L*+H in L2 German.
Following Welby and Lœvenbruck (2005, 2006), we postulate an anchorage domain for the
trailing high tone of the L*+H, where it aligns with an unstressed syllable in the region up
to the right boundary of a prosodic word.

Table 3 summarizes the realizations of the H target within and outside of the prosodic
word in the three data sets. The Bulgarian speakers align the H target within the prosodic
word, both in their L1 and in their L2 readings, more often than the L1 German speakers.
However, the differences between the three data sets are relatively small.

Table 3. Realizations of the H target relative to the end of the prosodic word in the three data sets.

Position of the H Target
Data Set

BG_L1 DE_L1 DE_L2

Within the prosodic word 206 (93.6%) 118 (88.1%) 216 (99.0%)
Outside the prosodic word 14 (6.4%) 16 (11.9%) 2 (1.0%)

To explore the reasons for these differences (even though they are small), we analyzed
the structure of the underlying prosodic words in the Bulgarian and German material
used in the present experiment (Figure 5). In Bulgarian, two-, three- and four-syllable-long
prosodic words predominate, which is in line with earlier findings (Tilkov 1981; Misheva
1991). There are very few instances of prosodic words containing five and six syllables,
and no prosodic words of only one syllable. In German, on the other hand, the number of
prosodic words containing one2 to five syllables is almost equal, whereas prosodic words
containing six syllables are fewer.
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Figure 5. Number of syllables in the prosodic word in Bulgarian (left) and German (right).

Comparing the position of stress in the prosodic words in our material, it turns out
that, in Bulgarian, penultimate and antepenultimate stress predominates, which is also in
line with previous findings, whereas, in German, the distribution of the different stress
patterns is more varied (Figure 6). Thus, on the systemic level, there are differences between
the Bulgarian and the German material in terms of prosodic word structure.

 

Figure 6. Stress position in the prosodic word in Bulgarian (left) and German (right).

In terms of realization, a closer look at the alignment of H with reference to the length
of the prosodic word and the position of stress reveals that most cases of alignment of
the high target outside the prosodic word can be explained by taking into account stress
position. In BG_L1, DE_L1 and DE_L2, the default alignment of the H target is within the
prosodic word. If stress is on the penultimate or antepenultimate syllable, the H target
of the pitch accent can be aligned with the first syllable of the next prosodic word, if it
is unstressed. In both languages, this can be a function word which can cliticize with a
following or a preceding host (see Tilkov 1981 for Bulgarian) and, in Bulgarian, may be
accompanied by vowel coalescence as well (e.g., слънцетo е—‘the sun is’—/"sl7ntsEto E/ >
["sl7ntsEto ]). Although we found differences in the structure of the prosodic word in our
Bulgarian and German material, the smallest number of cases of H alignment outside the
prosodic word was observed in DE_L2.

The above results indicate that the prosodic word does not provide an optimal expla-
nation for the variability of the H target alignment of the prenuclear rising pitch accent and
is therefore an unlikely anchorage region.
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3.3.2. Height and Alignment of the Low and High Target

We next investigate the height and alignment of the low and high target of the L*+H
prenuclear pitch accent with respect to the accented syllable.

With respect to pitch height, for both targets we observed the highest values for BG_L1,
the lowest values for DE_L1 and intermediate values for DE_L2 (see Figure 7). In other
words, the speakers from the three data sets used different register, namely, higher in
BG_L1, lower in DE_L1 and intermediate in DE_L2.

 

Figure 7. Mean pitch height (in Hz) of the L target (lower panel) and H target (upper panel) for the
three data sets. Error bars represent standard errors.

With respect to the alignment of the low target, we found that the low target is aligned
later in BG_L1 (about 57% from the beginning of the accented syllable) than in the German
data sets (about 48% from the beginning of the accented syllable in both DE_L1 and DE_L2).
It has been reported that German speakers align the L target within the consonant or even
in the vowel of the accented syllable (Atterer and Ladd 2004; Mücke et al. 2009), which is in
accordance with our findings. In our data, about half of the accented syllables in Bulgarian
(56%) had a voiceless onset, whereas, in the German data, they were 11.8% in DE_L1 and
16.3% in DE_L2. Thus, the difference in the phonological make-up of the accented syllables
can explain the later alignment of the low tonal target in Bulgarian found in our data (see
Figure 8 lower panel).

 
Figure 8. Mean alignment values (in %) of the L target (lower panel) and H target (upper panel)
relative to the syllable onset for the three data sets. Error bars represent standard errors.
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For the alignment of the H target we also found that the peak is aligned earlier in
DE_L2 (145%, i.e., slightly before the middle of the post-accented syllable) than in the
L1 data sets (170% vs. 179% for BG_L1 and DE_L1, respectively, i.e., within the second
half of the post-accented syllable). Given that it has been reported previously that speech
tempo influences the alignment of tonal targets (e.g., Silverman and Pierrehumbert 1990),
we checked articulation rates in our data. We measured the articulation rate in all IPs in
which prenuclear L*+H occurred. It turned out that the DE_L2 speakers whose articulation
rate was the slowest also aligned the peak earlier with respect to the syllable onset, which
contradicts previous findings that slower speech tempo results in later alignment (see
Figure 8 upper panel).

Within the prosodic word, we also observed variation in the alignment of the high
tonal target outside the post-accented syllable in the three datasets. Therefore, we measured
the distance between the two tonal targets in terms of number of intervening syllables.
This is shown in Table 4, where 0 indicates that the two targets are in adjacent syllables,
1 indicates that there is one syllable in between and 2 shows that there are two syllables
which separate L from H. There are very few instances of more than two syllables separating
the two targets; therefore, we report those together.

The Bulgarian speakers realized the H target in the syllable immediately following
the accented syllable in 89.9% of cases in their German readings, unlike the native German
speakers, who used such realizations in 75.9% of the L*+H prenuclear accents. In BG_L1,
we observed the smallest proportion of realizations of L*+H with no intervening syllables
between the two targets (72.5% of cases). From these data, we can conclude that, in more
than 90% of cases (95.9% in BG_L1, 91.1% in DE_L1 and 99.5% in DE_L2), the H target is
aligned within a window of two post-accented syllables. This window predicts the position
of the high tonal target slightly better than the prosodic word.

Table 4. Number of intervening syllables between L* and H (in % in parenthesis) in the three data sets.

No. Intervening Syllables
Data Set

BG_L1 DE_L1 DE_L2

0 161 (72.5%) 110 (75.9%) 196 (89.9%)
1 52 (23.4%) 22 (15.2%) 21 (9.6%)
2 9 (4.1%) 10 (6.9%) 1 (0.5%)

3 or 4 0 3 (2.0%) 0

4. Discussion

In this study, we examined the choice of prenuclear pitch accent types, their distri-
bution and the realization of the default prenuclear L*+H pitch accent in the read speech
of Bulgarian and German native speakers and Bulgarian learners of German, drawing
particular attention to their similarities and differences in the systemic, realizational and
frequency dimension (Mennen 2015). The main question we asked is whether and to what
extent the native language affects the non-native prosody of Bulgarian speakers of German
at a medium level of proficiency.

Regarding the frequency dimension, namely, whether Bulgarian L2 speakers of Ger-
man produce more pitch accents than German L1 speakers, we found that the Bulgarian
learners of German used 1.5 times more pitch accents than the German native speakers,
which confirms our expectations. The explanation for this is twofold. On the one hand,
Andreeva and Dimitrova (2022a, 2022b) found that the Bulgarian learners produced more
intonation phrases than the German native speakers (27.2 vs. 18.9) and, as a result, more
nuclear accents. On the other hand, both speaker groups realized pitch accents on function
words in prenuclear position as well. Optional accentuation on function words in German
has been reported by Bögel (2021), Kügler (2018) and Zerbian and Böttcher (2019), among
others. Despite the fact that there are fewer function words in the Bulgarian text which we
used for data collection, the Bulgarian speakers used twice as many accents on them in
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their native language compared to the accents put on function words by the native German
speakers. Again, transferring the tendency to often accent function words to their German
L2, the Bulgarian learners realized the pitch accent on a function word 3.7 times more often
than the native German speakers.

Regarding the frequency dimension, from the prenuclear pitch accent types found in
the three data sets, namely L*+H, H*, L+H*, L* and H+!H*, L*+H was the most frequently
used, which is in line with Truckenbrodt (2002) and Baumann et al. (2021). What is more,
compared to the German native speakers, the Bulgarians realized about 1.4 times more
prenuclear accents in their Bulgarian readings and 1.5 times more prenuclear accents in their
German readings. Thus, the tendency for the Bulgarian speakers to use more prenuclear
pitch accents in Bulgarian than German speakers in German is transferred to the L2 German
of the Bulgarian learners as well.

Our research question regarding the realizational dimension on whether Bulgarian
L2 speakers of German tolerate more stress clashes than German L1 speakers was an-
swered positively. We found that more than half of the potential cases of stress clash were
tolerated in both BG_L1 and DE_L2, while in DE_L1 such cases constituted only 15% of
the underlying stress clashes. In DE_L2, we found additional clashes due to additional
accent placement on a function word. Stress clash tolerance provides further evidence of
L1 transfer in the readings of Bulgarian learners of German.

Regarding the systemic dimension, our analysis shows that Bulgarian speakers use
an anchorage domain both in Bulgarian L1 and German L2 for the trailing tone of the
L*+H pitch accent. However, we did not find conclusive evidence about the exact region
of the anchorage. Our analyses revealed that the H target occurs more often within the
prosodic word in the BG_L1 and DE_L2 data set than in the DE_L1 data set, and that
the H target is aligned earlier in DE_L2 compared to BG_L1 and DE_L1. However, we
also found counterexamples in which the H spreads to the first or second syllable of the
next prosodic word in the three data sets, although their amount for the DE_L2 data was
negligible (only two cases). The finding that the Bulgarian speakers of German align the
trailing tone significantly earlier than the native speakers, in spite of the fact that they have
a significantly slower articulation rate compared to the native speakers, is surprising and
contradicts previous findings that a slower speech tempo results in later alignment. We
explain these findings in terms of L1 transfer: when speaking German, under the influence
of the statistical regularities that relate to prosodic word patterns in their mother tongue,
Bulgarian learners of German phrase their L2 speech into a higher number of shorter
prosodic words, and therefore realize more pitch accents and align the high tonal target
earlier than the native speakers.

Since we found additional variation of the trailing tone alignment within the prosodic
word which cannot be explained in terms of prosodic word structure (stress position and
number of syllables between the stressed syllable and the end of the prosodic word), we
focused on the number of syllables between the two tonal targets of the prenuclear pitch
accent. It turns out that the H is aligned within a window of two post-accented syllables in
95.9% of the cases in BG_L1, 91.1% in DE_L1 and 99.5% in DE_L2. This window predicts the
position of the high tonal target slightly better than the prosodic word. However, it must
be borne in mind that our results are based on read speech data, which does not control for
many possible factors that can cause variability. Several studies have suggested that the
specification for the alignment of tonal targets is a function of speech tempo, phonological
vowel length, syllabic structure and segmental effects (intrinsic vowel duration, vowel
quality, consonant voicing, etc.), adjacency to word and intonational boundaries, proximity
to other tones, as well as dialectal background (Arvaniti et al. 1998; Jilka and Möbius
2007; Ladd et al. 2000; Möbius and Jilka 2007; Mücke et al. 2009; Prieto and Torreira 2007;
Silverman and Pierrehumbert 1990, among others).

Turning back to the anchorage domain, it should be noted that the two-syllable
window coincides with the default pattern for the prosodic word structure in Bulgarian,
in which stress is on the penultimate syllable in two- and three-syllable prosodic words
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and on the antepenultimate syllable in four-syllable prosodic words. Thus, the question of
whether the prosodic word or the two-syllable window provides a better explanation for
the variability of the alignment of the high trailing tone remains open. Evidence from more
specifically designed experiments is needed to confirm or reject our predictions.

In conclusion, our results suggest that the L2 speech of Bulgarian learners of German at
intermediate level is influenced by L1 intonation features in cases when there are differences
between the mother tongue and the target language. In our case, this may be due to the age
of learning. The LILt assumes that the age of first (regular) exposure to an L2 is an important
factor in predicting overall success in acquiring L2 intonation (Mennen 2015, p. 180). The
ten Bulgarian speakers of German all started learning the language relatively late at the age
of 13 at a German-language-medium school in Bulgaria and were at B2 level of proficiency
according to the Common European Framework of Reference for Languages when they
took part in the experiment. Moreover, they reported relatively limited exposure to the L2
and almost no immersion in a German-speaking environment. Our results provide further
evidence that ‘the earlier the better’ also applies to intonation learning, as suggested by
LILt. Thus, in addition to the four dimensions put forward by LILt, its general assumptions
provide a very useful basis for any investigation of L2 intonation.
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Appendix A

Cеверният вятър и Cлънцетo
Cеверният вятър и Cлънцетo се препирaхa кoй е пo-силен, кoгaтo един пътник,

зaвит в тoплa дрехa, минa пoкрaй тях. Те решихa, че тoзи, кoйтo пръв нaкaрa пътникa дa
си свaли дрехaтa, ще се считa пo-силен oт другия. Тoгaвa Cеверният вятър зaпoчнa дa
духa с всичкa силa, нo кoлкoтo пo-силнo вятърът духaше, тoлкoвa пo-плътнo пътникът
увивaше дрехaтa oкoлo себе си. Нaй-пoсле Cеверният вятър прекъснa усилиятa си.
Тoгaвa Cлънцетo зaпoчнa дa грее силнo и пътникът веднaгa свaли дрехaтa си. И тaкa,
Cеверният вятър беше принуден дa признaе, че Cлънцетo е пo-силнo oт негo.

Appendix B

Nordwind und Sonne
Einst stritten sich Nordwind und Sonne, wer von ihnen beiden wohl der Stärkere

wäre, als ein Wanderer, der in einen warmen Mantel gehüllt war, des Weges daherkam. Sie
wurden einig, dass derjenige für den Stärkeren gelten sollte, der den Wanderer zwingen
würde, seinen Mantel abzunehmen. Der Nordwind blies mit aller Macht, aber je mehr er
blies, desto fester hüllte sich der Wanderer in seinen Mantel ein. Endlich gab der Nordwind
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den Kampf auf. Nun erwärmte die Sonne die Luft mit ihren freundlichen Strahlen, und
schon nach wenigen Augenblicken zog der Wanderer seinen Mantel aus. Da musste der
Nordwind zugeben, dass die Sonne von ihnen beiden der Stärkere war.

Notes

1 The smaller number of function words in the Bulgarian text in comparison with the German one can be attributed, among other
things, to the post-positioned article in the language.

2 Note, however, that in our German data there were no L*+H prenuclear pitch accents realized on monosyllabic prosodic words.
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Abstract: We explore the perception and production of English statements, absolute yes-no questions,
and declarative questions by Inuktitut-English sequential bilinguals. Inuktitut does not mark stress,
and intonation is used as a cue for phrasing, while statements and questions are morphologically
marked by a suffix added to the verbal root. Conversely, English absolute questions are both
prosodically and syntactically marked, whereas the difference between statements and declarative
questions is prosodic. To determine the degree of crosslinguistic influence (CLI) and whether CLI
is more prevalent in tasks that require access to contextual information, bilinguals and controls
performed three perception and two production tasks, with varying degrees of context. Results
showed that bilinguals did not differ from controls in their perception of low-pass filtered utterances
but diverged in contextualized tasks. In production, bilinguals, as opposed to controls, displayed
a reduced use of pitch in the first pitch accent. In a discourse-completion task, they also diverged
from controls in the number of non-target-like realizations, particularly in declarative question
contexts. These findings demonstrate patterns of prosodic and morphosyntactic CLI and highlight
the importance of incorporating contextual information in prosodic studies. Moreover, we show that
the absence of tonal variations can be transferred in a stable language contact situation. Finally, the
results indicate that comprehension may be hindered for this group of bilinguals when sentence type
is not redundantly marked.

Keywords: intonation; prosody; L2 speech; bilingualism; L2 acquisition; phonetics; production;
perception; English; Inuktitut

1. Introduction

Post-lexical or intonational uses of pitch can be transferred from one language to
another in a contact situation (Queen 2001, 2012; Colantoni and Gurlekian 2004), which
raises the question of whether the absence of pitch movement is also susceptible to cross-
linguistic influence (CLI). To tackle this question, it is crucial to find a contact situation
in which one of the languages has a restricted use of pitch. Thus, in this paper we direct
our attention to Inuktitut, an Eskimo-Aleut language spoken in Eastern Canada,1 which
has been in contact with English since the 16th century (Dorais 2010), and which has been
described as having no stress (Fortescue 1983; Shokeir 2009; Arnhold et al. Forthcoming)
and a very limited use of intonation (Massenet 1980; Fortescue 1983; Shokeir 2009). We
focus on the perception, interpretation, and production of the three sentence types listed in
examples (1)–(3).

(1) Statements (S) Peter bought a piano.
(2) Absolute questions (AQ) Did Peter buy a piano?
(3) Declarative questions (DQ) Peter bought a piano?

Languages 2022, 7, 193. https://doi.org/10.3390/languages7030193 https://www.mdpi.com/journal/languages25
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We have chosen to begin our descriptive enterprise with sentence types since there is
a high degree of consensus that if prosody is used linguistically, we should expect it to be
used to mark sentence type (Gussenhoven 2004), independently of the acoustic correlates
that a particular language may use. How is prosody, in particular intonation, used to mark
sentence type in English in the examples above? First, it is the only cue to distinguish (1)
from (3). Whereas statements typically end with a falling contour, declarative questions
end with a raising contour (e.g., Pierrehumbert 1980; Bartels 1999). Rising contours are
also characteristic of absolute questions, at least in Canadian English, the variety studied
here (Hedberg and Sosa 2002; Hedberg et al. 2017; Patience et al. 2018). Second, statements
and questions not only differ in their realization of nuclear contours, but there is increasing
evidence suggesting that, in Canadian English, questions (both AQs and DQs) are marked
by a different initial pitch accent when compared to statements (L+H* vs, H*, respectively)
and by a higher pitch peak (Saindon et al. 2017b; Patience et al. 2018). In this sense, English
would resemble a wide variety of languages that mark interrogativity with a higher initial
pitch when compared to statements (Face 2007; Petrone and Niebuhr 2014; Sicoli et al.
2015). Third, although prosody is crucial in differentiating Ss and DQs, it is redundant in
signaling the distinction between (2) and (1) or (3). Indeed, AQs are syntactically marked
by inversion (e.g., Are you coming to the party?) or do-support as in (2). Finally, although
AQs and DQs are prosodically similar, they differ syntactically and pragmatically. Crucially,
as opposed to AQs, DQs cannot be used in out-of-the blue contexts (Gunlogson 2002). DQs
express surprise or incredulity (Truckenbrodt 2011) and have a mirative interpretation
(Peterson 2016).

As opposed to English, Inuktitut is an agglutinative and polysynthetic language
(Johns 2010; Fortescue 2017) that marks sentence type with verb suffixes. The verb has ten
moods (Dorais 2010), among which we find the Declarative, Indicative, Interrogative, and
Imperative-Optative. The Declarative has an evidential reading; namely, it signals that what
the speaker says occurred (Dorais 2010, p. 78)—as in (4). The Indicative, instead, expresses
a general situation, as in (5). The Interrogative mood marks that the speaker is asking a
question, as in (6). Although descriptions of other types of questions (with the exclusion of
Wh-questions) are rather limited, previous literature indicates that confirmation questions
use the same mood as absolute questions but may be signaled by additional lengthening
(Fortescue 1983; Massenet 1980), a rising contour (Fortescue 1983) or a particle (Fortescue
1983). The Imperative-Optative mood, which is used to request an action from the hearer
(Smith 1977), is illustrated in (7). Imperative sentences can have an exclamatory force.
Very little is known about the prosodic realization of such utterances, but Fortescue (1983)
indicates that “commands and exclamations tend to have the highest pitch on the final
segment” (Fortescue 1983, p. 115). Finally, Inuktitut has a wide variety of particles, many of
which can be used to mark evidentials. For example, the particle -mmarik-, which is usually
placed word-medially, can be added to verbs and adjectives to indicate credibility (Spalding
1979, p. 97), as in (8). Thus, Inuktitut uses a rich morphology to mark sentence type, rather
than syntax, as English does. Indeed, although the default word order is SOV, word order
is variable and may vary depending on the information structure (e.g., Fortescue 1984).

(4) taku-vutit (Dorais 2010, p. 283)
See INTR–2 SG DECLARATIVE

You see (something)

(5) taku-jutit (Dorais 2010, p. 284)
See INTR–2 SG INDICATIVE

You see (something)

(6) taku-viit (Dorais 2010, p. 284)
See INTR–2 SG INTERROGATIVE

Do you see (something)?
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(7) taku-git (Smith 1977, p. 15)
See INTR–2 SG IMPERATIVE
Look!

(8) qai–mmarik–tuq (Spalding 1979, p. 97)
Come–really–3 SG INDICATIVE

He really comes

Instrumental and experimental descriptions of Inuktitut prosody are not abundant,
but the existing ones clearly suggest that Inuktitut is a language that does not mark lexical
stress (Fortescue 1983; Shokeir 2009; Arnhold et al. Forthcoming), and that tonal variations
are restricted to the end of the utterance (Massenet 1980; Fortescue 1983; Shokeir 2009;
see also Thalbitzer 1904, p. 141). Massenet (1980) analyzes the variety spoken in Resolute
Bay and concludes that declaratives have a rise, associated with the penultimate syllable,
followed by a fall. Absolute yes-no questions are signaled by a rise associated with the
antepenultimate syllable, which is followed by a fall in the penultimate and a rise in the
final syllable (HLH contour). Questions are also marked by vowel lengthening. Fortescue’s
(1983) overview of twelve Eskimo varieties shows that dialects differ in their rhythmic
patterns (syllable vs. mora time), in the syllable to which the tonal movement is associated,
and in whether interrogatives end with a fall or with a rise. Of the varieties surveyed
in his study, the two closest to the variety analyzed here are characterized by a fall in
declaratives, and either a sustained pitch or a sharp rise in interrogatives, which are also
signaled by vowel lengthening (i.e., a lengthening of the final vowel, as illustrated in
(6)). Shokeir’s (2009) autosegmental metrical analysis of multiple narratives produced by
Inuktitut speakers confirms, to a large extent, the conclusions of previous work. First,
she showed that tonal movements are restricted to the last two syllables in the utterance.
Second, rising contours (LH) have the basic meaning of continuation and can be used to
hold a turn (Figure 1, top). Third, falling contours (HL) have the basic cross-linguistic
meaning of finality and can thus signal the end of a turn (Figure 1, bottom). Fourth, rising
contours may be found in interrogatives, but she concludes that the most consistent acoustic
correlate of interrogative utterances is vowel lengthening. Finally, she highlighted the fact
that Inuktitut does not show the declination patterns characteristic of most of the world
languages, and this is also illustrated in Figure 1. Given these prosodic characteristics,
Inuktitut could be classified as an edge-prominence language (Jun 2014; see Arnhold 2014
for West Greenlandic), in which tonal events are located at the end of a domain.

Although the systematic differences between the languages at the prosodic and mor-
phosyntactic level may hinder any type of prosodic convergence, Inuktitut and English have
been in contact since the 1500s (Dorais 2010, chp. 5), and thus, sociolinguistic conditions
lead us to hypothesize that Inuktitut prosodic features may be transferred to English.2,3

Indeed, most of the population of Nunavut, where our participants are from, is bilingual
(Allen 2007; Dorais 2010; Statistics Canada 2019). There is still a large percentage of speakers
who claim Inuktitut as their first language and this percentage is higher than any other
aboriginal language in Canada (Allen 2007). Moreover, a series of political decisions, such
as the creation of Nunavut in 1999, the Official Languages Act (1988) and the Inuit Lan-
guage Protection Act (2008), have resulted in the promotion of positive attitudes towards
the language (Dorais 2010).4 Education has also played a role in language maintenance.
The introduction of education in Inuktitut up to Grade 2 or 4 has allowed children to
develop their writing skills in their first language, whereas the absence of a comprehensive
curriculum in Inuktitut (Aylward 2010; Dorais 2010) yields an increasing use of English in
later grades. As is the case in most bilingual communities, though, there is a large degree
of individual variation in terms of proficiency and language use. Patterns of language
use not only vary across the Arctic region (Dorais 2010, pp. 226–7), but depend on the
specific demographic conditions of each individual, as we will see when we discuss the
participants’ profiles (Table 1).
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Figure 1. Realization of intonational contours in Inuktitut. Top: Rising contour to hold a turn; female
speaker from Baker Lake (Shokeir 2009, p. 21). Bottom: Falling contour to indicate the end of a turn;
female speaker from Iqaluit (Shokeir 2009, p. 24).

Thus, if there is an influence from Inuktitut into English, we expect to observe an
overall difference between bilinguals and English monolinguals. These differences are
predicted to be larger in the perception, interpretation, and production of tonal movements
at the beginning rather than at the end of the utterance (see also Section 3). Since previous
research on bilingual intonation has suggested that differences between monolinguals
and bilinguals are modulated by the type of task (Grabe et al. 2003; Ortega-Llebaria and
Colantoni 2014), our secondary goal is to analyze whether group differences are smaller
in tasks that tap auditory rather than contextualized perception, and in imitation rather
than in contextualized production tasks. In the next section, we review the literature on
the perception and production of sentence types in bilinguals. This is followed by our
research questions and hypotheses in Section 3, and our methodology in Section 4. In
Section 5, we summarize our results, first for perception and then for production, and then
we compare the perception-production results. We discuss our findings in Section 6, and
briefly conclude in Section 7.

2. The Prosody of Sentence Types in Bilinguals

2.1. Cross-Linguistic Influence and Sentence Types

Regarding intonation, more is known about production than perception in language
contact situations. This represents a striking contrast with the Second Language Acquisition
literature, where theoretical models derive their primitives from perception (e.g., Flege
1995; Flege and Bohn 2021; Best 1995; Best and Tyler 2007). Different scenarios have been
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studied, which include situations of stable social bilingualism, migratory languages, and
heritage speakers. In addition, studies have factored in language typology (contact between
typologically similar and different languages), as well as the possibility of bidirectional
influence (Delais-Roussarie et al. 2015) and language attrition. The overall picture suggests
that intonation is permeable to the influence of language contact, with the possibility of
one (Muntendam and Torreira 2016) or both languages (Mennen 2004; Delais-Roussarie
et al. 2015; Queen 2012; Dehé 2018) being affected. Some prosodic structures are more
susceptible than others (Delais-Roussarie et al. 2015), and some positions in the contour are
also more prone than others to being affected by language contact.

Studies involving the perception of sentence types have concentrated on the role of
cross-linguistic influence (CLI) and have mostly focused on English, either as the L1 or
L2. Beginning with studies that investigated the perception of a foreign language, there
is evidence that one’s L1 influences foreign language perception of sentence types. For
example, Cruz-Ferreira (1983) tested Portuguese and English speakers on their perception
of Ss and DQs in English and Portuguese, respectively. She found differences in the
identification of sentence types, particularly in those that were characterized by a low-rise,
showing that sentence type identification in a foreign language is influenced by the L1.
Similarly, Liu and Rodríguez (2012) looked at the identification and discrimination of
final contours in English statements and yes/no questions by monolingual English and
Chinese speakers. They found that the groups differed in the processing of contours, since
in Chinese there is an interaction of intonation and lexical tone.

Closer to our study are investigations that have analyzed the role of CLI in the
perception of sentence types in early and late bilinguals. These studies have used a variety
of methodologies, such as gating paradigms (Marasco 2020), identification tasks (Radu
et al. 2018; Patience et al. 2020) or imitation of resynthesized stimuli (Zárate-Sández 2015)
and have yielded mixed results. L1 English-L2 Spanish speakers were the focus of two
studies (Zárate-Sández 2015; Marasco 2020). Marasco (2020) investigated the perception
of initial boundary tones and prenuclear peaks in advanced learners, whereas Zárate-
Sández (2015) analyzed the perception of prenuclear accents and final boundary tones in
learners of different proficiencies (beginners and advanced), as well as heritage speakers.
While Marasco (2020) found no evidence of CLI in the perception of pre-nuclear accents
(i.e., controls and learners were equally accurate at distinguishing statements from yes-
no questions), Zárate-Sández (2015) reported group differences in the perception of pre-
nuclear accents, but not in boundary tones. Beginner learners were not able to detect
alignment differences that corresponded to broad and narrow focus patterns, as expected
from CLI, while all the other groups did. However, heritage speakers and advanced learners
shifted between the two categories at an earlier point than native speakers. Radu et al.
(2018) explored the identification and comprehension of statements, yes-no questions and
declarative questions in L1 Spanish-L2 English advanced learners and found no evidence
of CLI in the perception of either low-pass filtered or isolated stimuli. CLI was restricted
to the interpretation of the different question types (see Section 2.2). Finally, Patience
et al. (2020) found that L1 Mandarin speakers could use intonation to identify questions
from statements in a low-pass filtered task; however, when the statements were presented
as isolated utterances (not low-pass filtered), the L1 Mandarin speakers had difficulty
distinguishing between Ss and DQs, suggesting that they paid more attention to the syntax
than the intonation. The authors interpreted this as evidence of CLI, given that Mandarin
yes-no questions are marked more reliably with syntax than with prosody. Some potential
evidence for positive CLI was also observed in the L1 Mandarin-L2 English learners. When
utterances were presented following a context that prompted either an AQ, DQ, or S, the
L1 Mandarin speakers performed similarly to the L1 English controls, and outperformed
L1 Spanish speakers. The authors attributed this to positive transfer, given that an AQ-DQ
pragmatic contrast is marked prosodically in Mandarin, but not in Spanish.

In summary, perception studies offer mixed results, but suggest that group differences
are larger with prenuclear accents than with boundary tones. Moreover, the findings reveal
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that CLI related to the syntax and pragmatics of sentence types may play a more influential
role than prosody, although this is dependent on the L1 of the L2 learners.

Production studies are not only more abundant, but they have also investigated
a wider range of language pairings, including many typologically different languages.
Once again, the evidence supports CLI, but different outcomes have been reported, such
as convergence (Colantoni and Gurlekian 2004; Barnes and Michnowicz 2015), hybrid
(Lai 2018) or mixed patterns (Queen 2001, 2012), overgeneralizations and hypercorrections
(Santiago and Delais-Roussarie 2012). Moreover, changes due to CLI have been documented
for different parts of the utterance. For example, changes in the alignment of high tones
in prenuclear accents have been reported for Spanish declaratives in contact with Italian
(Colantoni and Gurlekian 2004; Barnes and Michnowicz 2015) and for Spanish and English
declaratives in English-Spanish bilinguals (Zárate-Sández 2015). Nuclear contours have
been reported to display patterns of convergence in declaratives in Spanish in contact with
Italian (Colantoni and Gurlekian 2004), Spanish in contact with Catalan (Simonet 2011) and
Yami in contact with Mandarin (Lai 2018). Moreover, nuclear contours in interrogatives
may be even more susceptible to change than nuclear contours in declaratives, as shown
by Alvord (2007), who looked at the realization of final contours in declaratives and polar
interrogatives in the Spanish of three generations of Cuban Spanish-English bilinguals. In
addition to convergence studies, others have observed the emergence of mixed patterns,
specifically the use of the same contour in both languages, albeit with a different pragmatic
distribution (Queen 2001, 2012).

Crucially for our study, there is evidence of CLI from substratum indigenous lan-
guages, such as Quechua, into Indo-European languages, such as Spanish. Similar to
Inuktitut, Quechua is an agglutinative language that uses morphemes to mark sentence
type (e.g., Cerrón Palomino 1988; O’Rourke 2009) or information structure (Sánchez 2008).
Evidence of influence from Quechua into Spanish has been reported in peak alignment
patterns in prenuclear accents in broad and narrow focus declaratives (O’Rourke 2012), as
well as in the lack of use of f0 cues to mark narrow (O’Rourke 2012) or contrastive focus
(Muntendam and Torreira 2016). Overall, these studies show that Quechua-Spanish bilin-
guals use different peak alignment patterns and have a restricted use of pitch in Spanish
when compared to monolingual controls. If, as Colantoni and Sánchez (2021) suggest, this
is a result of different patterns of module interactions across languages according to which
languages that have a rich morphological layer tend to have a restricted use of pitch to
mark sentence types or information structure, we should expect to see a more restricted
use of intonation in the English spoken by L1 Inuktitut speakers.

2.2. Role of Task Type in Modulating CLI in Contact Situations

Bilinguals have been reported to perform differently across tasks, particularly when
tasks are not culturally appropriate in one of the languages (e.g., Sánchez 2008; Kiser 2014)
or demand the use of skills that bilinguals may not have in one language (e.g., reading in
the language in which they have not been educated; Tsimpli 2014). These task effects have
also been observed in intonation studies (Barnes and Michnowicz 2015; Colantoni et al.
2016). These studies, however, did not explore whether access to contextual information
was responsible for the differences observed. Studies that have examined the role of access
to contextual information have yielded consistent results both in perception (Grabe et al.
2003; Radu et al. 2018; Patience et al. 2020) and perception-production (Ortega-Llebaria
and Colantoni 2014). Grabe et al.’s (2003) pioneering study showed that three groups of
English, Mandarin and Peninsular Spanish speakers did not differ in their discrimination
of falling and rising contours in non-speech stimuli (i.e., frequency modulated sine-waves),
but differed in their perception of falling contours when they listened to the utterance
Melanie Maloney (whose final syllable was manipulated to generate 11 different stimuli with
rising and falling contours) produced by a Scottish English speaker. Ortega-Llebaria and
Colantoni (2014) studied the effect of access to meaning in the perception and production of
English corrective stress by English controls and two groups of L2 speakers (L1 Mandarin
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and L1 Spanish). Once again, learners diverged from controls more in perception and in
production in tasks whereby they either answered or produced utterances appropriate
to a context. Interestingly, the contextual effect was modulated by CLI. Spanish partici-
pants were outperformed by Mandarin learners, which is expected given that Mandarin
resembles English more closely than Spanish in the prosodic marking of corrective stress.
Radu et al. (2018) analyzed the perception and interpretation of Ss, AQs and DQs by L1
Spanish-L2 English speakers, using a variety of tasks. They found that learners did not dif-
fer from controls in tasks that tapped auditory processing, but they diverged from controls
in contextualized tasks in which they had to choose the sentence type that appropriately
completed a given context. Patience et al. (2020), which was based on the same method-
ology as Radu et al. (2018), found that Mandarin speakers behaved similar to controls,
outperforming L1 Spanish speakers. As mentioned, the relative success of the L1 Mandarin
speakers was attributed to positive CLI, given that Mandarin also contrasts prosodically
between AQs and DQs. Note that these results mirror the findings in Ortega-Llebaria and
Colantoni (2014), given that they also found that the Mandarin speakers outperformed the
Spanish speakers, due to similarities in the prosody of the structure under examination.

In summary, previous work investigating the role of task has found that CLI (including
positive CLI) is more prevalent as access to contextual meaning increases. As a result, we
expect to find the same results in the speakers of the present study. We outline our specific
hypotheses in the next section.

3. Research Questions and Predictions

Based on the research on the role of CLI and access to contextual information in the
perception and production of intonation reviewed in the previous section, we formulate
two research questions followed by the corresponding predictions.

Is there evidence of CLI in the bilinguals’ perception and production of sentence types?

Based on previous descriptions of Inuktitut, which revealed that tonal movement
is mostly restricted to nuclear position and rising and falling contours are not strictly
associated with sentence types, we predict that bilinguals will be less accurate than English
monolinguals at identifying statements and questions, when exposed to low-pass filtered
stimuli or when the syntactic structure is identical (i.e., Ss vs. DQs). In production, the
experimental group should differ from the control group to a larger extent in prenuclear
than in nuclear position since there is little tonal movement in the L1 of the former group.
Finally, bilinguals are expected to produce a larger number of rising contours in Ss than
controls, given that final rises are not strictly associated with questions in their L1.

Is CLI modulated by task type?

Based on previous research (see Section 2.2), we expect to see larger between-group
differences in more contextualized as opposed to more controlled tasks. In perception,
bilinguals are expected to have difficulty identifying the appropriate context for AQs and
DQs. In production, we expect bilinguals to resemble controls’ pitch patterns more closely
in controlled tasks than in contextualized tasks. We also expect bilinguals to have difficulty
choosing the appropriate question type in the contextualized task (i.e., variable production
of AQs in DQ-prompting contexts), given that sentence type is encoded in the morphology
rather than in the syntax in their L1.

4. Methods

4.1. Participants

The study includes 16 English controls (12 females, 4 males) with a mean age of 24
(range: 18–30). All controls were born and raised in Canada and were studying or had
completed a university degree. The bilingual group includes 13 participants (10 females,
3 males). Table 1 summarizes the bilingual participants’ profiles.
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Table 1. Participants’ profiles. Notes: AoA = Age of onset of Acquisition of English. English Use =
Self-reported percentage use of English in daily life. Self-rating: A = Advanced; NN = Near Native.

Participant Gender Age Education AoA English Use Self-Rating

I01 F 20 College 6 25 A

I02 M 35 College 3 37.5 A

I03 F 26 College 0 50 NN

I04 F 25 College 0 55 A

I05 F 19 College 0 58.3 NN

I06 F 22 College 8 46.6 A

I07 F 71 University 6 87.5 A

I08 M 23 College 11 62.5 A

I09 F 55 College 6 65 A

I10 F 57 College 9 53.8 A

I11 M 47 Secondary 6 97.5 A

I12 F 25 Secondary 6 80 A

I13 F 28 College 6 73.3 NN

At the start of the testing session, participants completed a background questionnaire
detailing several aspects of their language experience and abilities. All bilingual speakers
were exposed to Eastern Canadian Inuktitut at home where either one (3/13) or both
parents spoke Inuktitut. They constitute a fairly homogenous dialectal group (Dorais 2010,
p. 19), but they represent different “speech areas” (Dorais 2010) within this dialect (North
and South Baffin: N = 9; Nunatsiavut: N = 3; Aivilik: N = 1). This means that all participants
were born and raised in areas in which Inuktitut is currently in contact with English (rather
than with French). As mentioned in the Introduction, most participants (N = 9) came from
an area where bilingualism has been expanding since the 70s, but where Inuktitut is still
both an official language and the language of the home.

It is important to highlight that the groups exhibit several differences regarding their
education (only one bilingual participant completed a university degree) and mean age
(bilinguals are older than controls). The bilingual group also exhibits some variability in
terms of the age of onset of English acquisition. In the sample (Table 1), we have three
simultaneous bilinguals and one participant who was exposed to English before entering
school, whereas the rest were exposed to English upon entering the school system or
slightly later. The amount of English used daily also varies. Table 1 presents the mean
proportion of English use by speaker, which is the result of averaging the proportion of
English used at home, at work, in school and in social situations. Although the mean
proportion of English use is 61%, there is a wide range, with some participants reporting
to use English only 25% of the time and others using almost exclusively English. Given
the variability in our sample, in addition to the group results, we will present individual
results both for perception and production.

4.2. Materials

The data reported here include perception and production experiments, and within
each category, we developed tasks that manipulated the degree of access to contextual
information, ranging from no access to contextual information to perceiving and producing
utterances appropriate to a context (see Table 2 for a summary).

The perception component of the experiment included three tasks. In the first task, or
intonation only task (IO), participants heard a low-pass filtered stimulus out of context. In
the second task, participants heard isolated unaltered utterances that contained segmental
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and intonation information (SI task). In the third task, participants heard a scenario
followed by three utterances, only one of which was appropriate to the context (C task).

Table 2. Study design.

Tasks Task-Type Conditions Number of Trials

Perception

Intonation only (IO)
Forced-choice identification
(low-pass filtered stimuli)

(question/statement/exclamation)

Sentence type
(S/AQ/DQ)

10 items × 3 types =
(30) + 25 distracters

Intonation and lexical
information (SI)

Forced-choice identification
(question/statement/exclamation)

Sentence type
(S/AQ/DQ)

10 items × 3 types =
(30) + 25 distracters

Context (C)
Sentence preference

(choice of statement/non-inverted
question/inverted question)

Sentence type
(S/AQ/DQ) 6 items × 3 types = 18

Production
Sentence Imitation Sentence Repetition Sentence type

(S/AQ/DQ)
10 items × 3 types =
(30) + 25 distracters

Context Completion task Sentence type
(S/AQ/DQ) 6 items × 3 types = 18

Our production experiment included two tasks that also varied according to the
amount of contextual information. In the first task, participants heard an utterance in
isolation and were asked to repeat it (Sentence Imitation task—SI). In the second task, they
heard the same scenarios used in the perception task, but, this time, participants were
asked to produce an utterance appropriate to the context (C task).

The stimuli used for the IO and SI perception tasks, and the SI production task
consisted of 10 utterances for each sentence type (AQ, DQ, S) and 25 distractors, which
included Wh-questions and exclamations. The stimuli were recorded by a Canadian
female speaker using a Marantz solid-state recorder PMD-661 and a unidirectional lavaliere
microphone. The stimuli were digitized using a 22,000 sample-rate and a 16-bit resolution.
All of the stimuli were checked for naturalness and potential reading errors by all authors.

The stimuli in the C task consisted of six scenarios, as in (9), per sentence type and no
distractors.5 These scenarios were selected from a larger set of scenarios piloted, given that
they prompted appropriate responses in monolingual and L2 speakers of English alike. In
the perception task, after hearing the scenario, participants heard three utterances only one
of which was appropriate to the context. In the production component, participants had to
produce a phrase appropriate to the context. Materials for the contextualized tasks were
recorded by the same Canadian female speaker who recorded the other stimuli using the
same equipment described above.

(9) C task
Context (S):
Mary is on vacation in Toronto and really wants to see a racoon. One of her friends knows of a place with a
bunch of trees where racoons live and takes Mary there to see if she can finally see one. Soon after they
arrive, a racoon shows up and Mary’s friend says, “Look . . . ”
(a) This is a racoon. (b) This is a racoon? (c) Is this a racoon?

Context (DQ):
Before coming to Toronto from Australia, Mary heard about raccoons, looked at some pictures and thought
they were cute little things. One evening, she was eating outside with friends and saw a mid-sized animal
crossing the street and thought it was a dog. Her friends commented that it was a raccoon, and she asked . . .
(a) This is a racoon. (b) This is a racoon? (c) Is this a racoon?
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Context (AQ):
Mary is from Australia, and she has never seen a raccoon in her life. When she got to Toronto, she spent
hours in the evening trying to spot one. One evening, she is sitting outside with a bunch of friends and she
sees something that she believes may be a raccoon. She points at the animal and asks . . .
(a) This is a racoon. (b) This is a racoon? (c) Is this a racoon?

The stimuli used were acoustically analyzed to determine whether the target sentence
types were produced with the intended characteristics. Table 3 summarizes the acoustic
characteristics of the target stimuli used in the IO and SI perception tasks, as well as in the
SI production task.

Table 3. Acoustic analysis of the perception (SI and IO tasks) and production stimuli (SI task). Mean
max F0 values in the first pitch accent and the nuclear contour, and F0 excursion in the first pitch
accent and nuclear contour (values in semitones).

Sentence
Type

Pitch Accent
(Max F0)

Nuclear Contour
(Max F0)

F0 Excursion
(Pitch Accent)

F0 Excursion
(Nuclear Contour)

AQ 97 101 6 16
DQ 98 104 9 20

S 98 95 6 9

The stimuli for the three sentence types used in these decontextualized tasks clearly
differed in the realization of the nuclear contour (pitch excursion: DQ > AQ > S) and par-
tially differed in the realization of the first pitch accent, which had a larger pitch excursion
in DQs than in the other sentence types. Most importantly, the prosodic characteristics of
the stimuli used are consistent with those reported in previous descriptions of American
English (e.g., Bartels 1999).6

Finally, Table 4 displays the characteristics of the stimuli used in the C task (Perception
only). Once again, the three sentence types differed in the degree of pitch change in the
nuclear contour (DQ > AQ > S), although the pitch excursion was smaller in this task than
in the others. Similar F0 maximum values were obtained for the first pitch accent in the
three sentence types, but here, as opposed to the other tasks, the largest pitch excursion
was produced in Ss.

Table 4. Perception stimuli used in the C task. Mean max F0 values in the first pitch accent and the
nuclear contour, and F0 excursion in the first pitch accent and nuclear contour (values in semitones).

Sentence
Type

Pitch Accent
(Max F0)

Nuclear Contour
(Max F0)

F0 Excursion
(Pitch Accent)

F0 Excursion
(Nuclear Contour)

AQ 93 101 2 14
DQ 93 103 1 18

S 97 92 4 4

4.3. Procedure and Data Analysis

The perception and production tasks reported in this paper are part of a larger project
in which we analyzed other structures (e.g., attachment ambiguity) and included additional
L1 groups (Spanish and Mandarin). Thus, we had two testing sessions which were one
week apart. Perception and production components of each task were divided into the two
testing sessions and participants were randomly assigned to start either with the perception
or the production component.

The perception tasks were administered using SuperLab pro. In the IO and SI tasks,
participants listened to the stimulus, and then pressed one of the three colored keys on
the keypad corresponding to Statement, Question or Exclamation. This last response was
included since DQs could be interpreted as exclamations and there were exclamations
among the distractors. In the C task, participants listened to the scenario and then heard
three possible options that would complete the scenario, either a statement, a DQ or an AQ.
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Participants only listened to each stimulus once. After having heard the last option, they
had to press one of the three keys on the keypad. Before testing began, we included a short
practice session.

The production portion of the experiment was administered via PowerPoint, and
responses were recorded with the same equipment used to prepare the stimuli and analyzed
with Praat (Boersma and Weenink 2017). In the SI task, participants listened to a stimulus
and were asked to repeat it. In the C task, participants listened to the scenario and then
had to produce an utterance that would complete each scenario. In both cases, participants
were allowed to listen to the stimulus more than once. In all cases, practice sessions were
introduced at the beginning of each task.

Perception data were analyzed for accuracy. In the production data (Figure 2), we
identified the first pitch accent and the nuclear contour (i.e., last pitch accent and boundary
tone). We labeled each tonal event using the ToBI system (Beckman and Ayers Elam 1997)
and measured the maximum and minimum f0 (in semitones) associated with each tonal
event. We then calculated the pitch change (i.e., the f0 maximum minus the f0 minimum)
over the first pitch accent and the nuclear contour. Labeling was conducted by one of the
authors and then checked by a second author.

 

Figure 2. Example of labeling of pitch accent (PA) and nuclear contour (NC).

Statistics were calculated with R Core Team (2013). We used a combination of linear
mixed effects models and binomial mixed effect models, with treatment coding contrasts
for our categorical variables. In all of the statistical analyses, for the sentence type variable,
“AQ” was the reference level; for language, “English” was the reference level; and for task,
the reference level was the C task. The values that we display in the results of our statistical
tables therefore reflect the listed value with that of the reference level. We will provide
details about the specific models in each of the results sections.

5. Results

5.1. Perception

Table 5 displays the mean accuracy by task and shows that bilinguals had a lower
proportion of accurate answers across tasks and sentence types than controls. However,
except for DQs in the C task, responses were always above chance.

35



Languages 2022, 7, 193

Table 5. Proportion of accurate responses by Task and Sentence Type organized by language group.

Task/Sentence Type
IO SI C

Mean Accuracy
S AQ DQ S AQ DQ S AQ DQ

English 83 84 86 93 97 83 87 93 84 88
Inuktitut 76 75 73 80 91 76 67 84 33 73

To determine whether group differences were statistically significant and to under-
stand whether such differences were larger in contextualized than in de-contextualized
tasks, we fitted a generalized binomial mixed effects model with accuracy (Accurate; Non-
accurate) as the dependent variable, Task (C, SI, IO), Sentence Type (AQ, DQ, S) and
Language (English, Inuktitut) as fixed factors, and Participant and Item as random factors
(random intercepts). We also tested models with two and three-way interactions. Model
comparisons using the AIC criterion revealed that the model which best fitted the data (i.e.,
the one with the lowest AIC value = 1805.4) was the one that included all the fixed factors
and a three-way interaction. Results of this model are reported in Table 6, confirming that
the number of non-accurate responses was significantly higher in the experimental than in
the control group. Bilinguals also were less accurate in DQs when compared to AQs, but as
expected, the non-accurate responses with DQs were lower in the SI task than in the C task.

Table 6. Binomial mixed effects model with Language, Task and Sentence Type as fixed effects and
Language*Task*Sentence Type interaction (* p < 0.05; ** p < 0.01; *** p < 0.001). Reference values:
Non-accurate, English, Task C, Sentence type AQ.

Fixed Effects Estimate SE z Value Pr (>|z|)

(Intercept) −2.98 0.51 −5.85 <0.001 ***
Language (I) 1.01 0.62 1.63 <0.001 ***
Task (IO) 1.12 0.53 2.11 0.030 *
Task (SI) −0.98 0.69 −1.41 0.150
Sentence (DQ) 1.00 0.57 1.72 0.080
Sentence (S) 0.79 0.58 1.34 0.170
Language (I)*Task (IO) −0.44 0.65 −0.68 0.490
Language (I)*Task (SI) 0.30 0.82 0.36 0.710
Language (I)*Sentence (DQ) 1.81 0.67 2.67 0.007 **
Language (I)*Sentence (S) 0.37 0.68 0.55 0.580
Task (IO)*Sentence (DQ) −1.15 0.69 −1.67 0.090
Task (SI)*Sentence (DQ) 1.11 0.82 1.85 0.170
Task (IO)*Sentence (S) −0.79 0.69 −1.14 0.250
Task (SI)*Sentence (S) 0.30 0.85 0.35 0.720
Language (I)*Task (IO)*Sentence (DQ) −1.49 0.85 −1.17 0.080
Language (I)*Task (SI)*Sentence (DQ) −2.59 0.99 −2.62 0.008 **
Language (I)*Task (IO)*Sentence (S) −0.36 0.83 −0.43 0.660
Language (I)*Task (SI)*Sentence (S) −0.42 1.00 −0.42 0.67

Results of post-hoc pairwise Tukey-adjusted comparisons revealed that, in the IO
task, there were no significant between-group differences for any of the sentence types
tested. In the SI task, instead, bilinguals were less accurate than controls in DQs (ß = −2.64;
SE = 0.38; z ratio = −4.00; p = 0.007) and in Ss (ß = −2.37; SE = 0.66; z ratio = −3.56;
p = 0.03). Controls also were less accurate with DQs than with AQs (ß = −2.11; SE = 0.58;
z ratio = −3.62; p = 0.3). Finally, in the C task, bilinguals displayed a higher number of
non-accurate responses than controls in DQ-prompting contexts (ß = −2.83; SE = 0.51;
z ratio = −5.50; p < 0.0001); their accuracy was also lower in this context than with AQ-
(ß = −2.81; SE = 0.49; z ratio = −5.67; p < 0.0001) and S-prompting contexts (ß = 1.64;
SE = 0.44; z ratio = 3.68; p = 0.02). No within-group differences were found in the control
group.
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An analysis of the response patterns (Figure 3), particularly in the C task, revealed that
bilinguals differed from controls in their responses to DQ- and S-prompting contexts. As
concerns the former, bilinguals were twice as likely as controls (33% vs. 15%, respectively)
to choose AQ as a possible answer, although DQ was still the most frequently chosen
response (59%). The proportion of non-target-like responses was smaller in the S- than in
the DQ-prompting contexts (33% vs. 41%, respectively), and DQs and AQs were chosen as
a response at a similar rate (15% to 18%, respectively). Thus, we can partially answer our
first research question; namely, bilinguals differed from controls in their identification of
sentence types, displaying a higher number of non-accurate responses than controls across
tasks, particularly in the C task (see RQ2).

  

 

 

Figure 3. Proportion of response type by Task (IO = Intonation only; SI = segments and intonation;
C = Contextualized) and Sentence Type. Results are organized by language group.

The results reported above reflect the behavior of both groups, but bilinguals have
diverse language histories and their behavior is highly variable, so it is crucial to explore to
what extent individuals mirror the group behavior. As seen in Figure 4 (see also Table 5),
10/13 speakers displayed accuracy values that were within one SD from the mean. Two
speakers (I04 and I12) were above that threshold and one participant (I11) was clearly
below one SD from the mean. Demographic variables may account in part for these results;
I04 was a simultaneous bilingual, with college education who used both languages in equal
proportions. I12 was the same age as I04, and, although she was exposed to English when
she entered the school system, she reported using English most of the time. I11’s behavior,
however, is difficult to explain with the information available, since his language learning
profile was similar to I12’s and he was the participant who reported using English the most
(Table 1). In the next section, we will compare these findings to the production results to
better understand if his lower accuracy is a consequence of the perception tasks used, or if
it reflects his overall performance.
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Figure 4. Percentage of accurate responses in all tasks combined by Inuktitut-English bilinguals.

5.2. Production
5.2.1. Accuracy

Before discussing pitch changes in pitch accents and nuclear contours, it is important
to analyze the response accuracy, particularly in the C task, which allowed for open answers.
We focus here on these results, which are displayed in Table 7, given that there were no
repetition errors in the SI task. We treated any utterance that was not consistent with the
contextual prompt as a non-target realization. For example, the use of a Wh-question or an
inverted question in a context that prompted a DQ was treated as non-accurate, as was the
use of a question in a context that was intended to prompt a statement.

Table 7. Percentage of target-like responses per Sentence Type in the contextualized production task
organized by language group.

Sentence Type AQ DQ S Mean Accuracy

English 94 83 97 91
Inuktitut 87 64 85 79

Table 7 reveals that bilinguals were overall less accurate than controls, particularly
in DQ-prompting contexts, where most of the non-target responses (86%) involved the
production of an AQ. Results of a binomial mixed-effects model with Response (Accurate,
Non-accurate) as the dependent variable, Language and Sentence Type as independent
variables, and Participant and Item as random factors revealed that bilinguals did not
differ from controls as a group (Table 8).7 Non-target responses were significantly higher in
DQ-prompting contexts and post-hoc Tukey pairwise comparisons showed that this was
the case for controls (AQ vs. DQ: ß = −1.71; SE = 0.59; z ratio = −2.85; p = 0.04) and for
bilinguals (AQ vs. DQ: ß = −1.70; SE = 0.59; z ratio = −2.85; p = 0.04), but no differences
were found in DQ accuracy between groups (ß = −0.88; SE = 0.72; z ratio = −1.21; p = 0.82).

38



Languages 2022, 7, 193

Table 8. Binomial mixed effects model with Language and Sentence Type as fixed effects (** p < 0.01;
*** p < 0.001). Reference values: Non-accurate, English, Sentence type AQ.

Fixed Effects Estimate SE z Value Pr (>|z|)

(Intercept) −3.95 0.70 −5.62 <0.0001 ***
Language (I) 0.88 0.72 1.21 0.22

Sentence (DQ) 1.70 0.59 2.85 0.004 **
Sentence (S) 0.04 0.63 0.07 0.94

Accuracy results, however, do not present an overall picture of participants’ behavior
in this task. Whereas controls failed to produce an utterance appropriate to the context in a
very small percentage of cases (AQ: 1%; DQ: 3%; S: 7%), bilinguals produced no responses
or one-word responses in a larger proportion of contexts, particularly in DQ-prompting
contexts (AQ: 8%; DQ: 26%; S: 15%). Individual results (Figure 5) reveal an interesting
pattern; namely, there was a quasi-complementary distribution between non-target-like
responses and the absence of response. Indeed, participants with the highest number
of accurate responses did not produce utterances that were inappropriate to the context,
but failed to produce an answer to some scenarios, whereas participants with the lowest
accuracy tended to produce a response in all contexts.
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Figure 5. Accurate, non-accurate and no responses in the contextualized production task (bilinguals
only). Note: total of contexts = 18.

Accuracy in production was equal (2/13) or higher than in perception for most bilin-
gual participants (8/13), as illustrated in Figure 6. Moreover, all participants performed
above chance in production, which was not the case in perception. Interestingly, partic-
ipants who were exposed to English at home (i.e., I03, I04, I05) were the ones with the
most consistent performance in perception and in production. As for the remaining partici-
pants, the overall higher accuracy in production may be attributed to the difficulty of the
perception task, which tapped into more metalinguistic knowledge than the production
task.
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Figure 6. Accuracy in perception and production (C task only) by participant.

5.2.2. Phonetic Realization of Pitch Accents and Nuclear Contours

In this section, we analyze the patterns of pitch change in the first pitch accent and
in the nuclear contours in both tasks. If there is an influence from Inuktitut into English,
we expect to see very little pitch movement at the beginning of the utterance. Recall that
we measured the f0 maximum minus the f0 minimum. Thus, if the first accent is a rising
accent, we expect a positive difference, and if there is no pitch movement, we expect a value
close to 0. Results displayed in Figure 7 suggest that the latter is the case. If we compare
the patterns obtained for each group, we see that bilinguals have values that are close to 0
(C task (mean in ST): AQ = 0.8; DQ = 1.2; S = 0.4; SI task (mean in ST): AQ = 1.6; DQ = 1.4;
S = 1.1) and that are relatively similar across sentence types and tasks. Controls, instead,
showed larger pitch changes in questions than in statements (C task (mean in ST): AQ = 1.4;
DQ = 3.4; S = 0.9; SI task (mean in ST): AQ = 4.8; DQ = 4.8; S = 1.9) and the amount of pitch
change varied between tasks.

To determine the significance of pitch change in the first pitch accent, we ran a series
of linear mixed effect models with pitch change (in semitones) as the dependent variable,
Language and Sentence Type as the independent variables, and Participant and Stimulus
as random factors. We also tested models with interactions. Here and elsewhere in this
subsection, we will report the results of the best model according to the AIC criterion. In
all cases, we compared the base model (only random effects) with models including only
the independent variables or the independent variables plus the interactions. As for the
first pitch accent, model comparisons revealed that the best model was the latter, and its
output is reported in Table 9.8

Results showed a main effect of Sentence Type (larger pitch change in DQs than in
other sentence types) and Task (larger pitch change in the SI than in the C task). Interactions
between Language, Task and Sentence Type revealed that bilinguals had a smaller pitch
change than controls in the SI task, in general, but pitch change was larger in this task
in DQs and Ss when compared to those same sentences in the C task. Finally, post-hoc
Tukey pairwise comparisons showed that controls had a larger pitch change in questions
than in Ss (E,AQ vs. E,S: ß = 2.90; SE = 0.470; df = 49.2; t ratio = 6.18; p < 0.0001; E, DQ
vs. E,S: ß = 2.84; SE = 0.47; df = 49.1; t ratio = 6.04; p < 0.0001) in the SI task, and between
AQs and DQs (ß = −1.84; SE = 0.52; df = 158.9; t ratio = 3.53; p = 0.020) and DQs and Ss
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(ß = 2.21; SE = 0.52; df = 143.4; t ratio = 4.18; p = 0.002) in the C task. Bilinguals, instead,
showed no significant differences across sentence types in both tasks. Figures 8 and 9
further show that the group tendencies hold for most of the individuals in the group, since
bilinguals’ values are closer to 0 and are similar across sentence types. It is important to
remember, however, that fewer tokens of DQs were analyzed in the bilingual group in the
C task because participants either failed to produce an analyzable utterance or produced
an utterance that was not expected in that context (see Figure 5).

Figure 7. Boxplots displaying the pitch change (in semitones) over the first pitch accent in both tasks.
Results organized by group.

Table 9. (Pitch accents). Linear mixed effect model with Language, Task and Sentence Type as fixed
effects and Language*Sentence Type*Task interaction (* p < 0.05; ** p < 0.01; *** p < 0.001).

Fixed Effects Estimate SE df t Value Pr(>|t|)

(Intercept) 1.23 0.44 103.31 2.80 0.006 **
Language (I) −0.54 0.59 100.51 −0.91 0.360
Sentence (DQ) 1.84 0.50 135.90 3.63 0.0004 ***
Sentence (S) −0.37 0.50 110.77 −0.74 0.460
Task (SI) 3.55 0.36 1154.20 9.63 <0.001 ***
Language (I)*Task (SI) −2.66 0.54 1157.55 −4.92 <0.001 ***
Language (I)*Sentence(DQ) −1.87 0.69 1166.44 −2.68 0.007 **
Language (I)*Sentence (S) 0.15 0.63 1162.57 0.24 0.800
Sentence (DQ)*Task (SI) −1.89 0.53 1161.08 −3.55 <0.001 ***
Sentence (S)*Task (SI) −2.52 0.53 1174.89 −4.75 <0.001 ***
Language (I)*Sentence (DQ)*Task (SI) 1.74 0.83 1163.46 2.10 0.030 *
Language (I)*Sentence (S)*Task (SI) 2.29 0.79 1160.42 2.87 0.004 **

41



Languages 2022, 7, 193

Figure 8. Pitch change in the first pitch accent (SI task) in each sentence type by participant.

Figure 9. Pitch change in the first pitch accent (C task) in each sentence type by participant.

Individual results revealed that, in both tasks, some participants (e.g., I09) had consis-
tently lower pitch change, whereas other participants (e.g., I06, I07) had consistently larger
pitch changes. Other participants had a relatively large pitch change in the SI task, but a
small pitch change in the C task (e.g., I08).

We now turn to the analysis of nuclear contours. Figure 10 displays the results obtained
in both tasks for bilinguals and controls. Groups appear to resemble each other more closely
in the realization of nuclear contours than in the realization of pitch accents (Figure 7).
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Figure 10. Boxplots displaying the pitch change (in semitones) over the nuclear contour in both tasks.
Results organized by group.

To investigate whether there were any significant differences, we ran a series of linear-
mixed effects models following the same procedure described for pitch accents. Once again,
the best model (Table 10) was that with the three-way interaction.9 Results showed the
expected difference in the realization of Ss when compared to questions, and as was the
case with pitch accents, the task effect was also significant, revealing a larger pitch change
in the SI task than in the C task, probably due to imitation. Groups only significantly
differed in their realization of the nuclear falls in Ss, with bilinguals showing a smaller
pitch change than controls (see Figure 10).

Table 10. (Nuclear contours): Linear mixed effect model with Language, Task and Sentence Type as
fixed effects and Language*Task*Sentence Type interaction (* p < 0.05; *** p < 0.001).

Fixed Effects Estimate SE df t Value Pr(>|t|)

(Intercept) 6.82 0.79 132.84 8.55 <0.001 ***
Language (I) −0.55 1.14 164.58 −0.48 0.620
Sentence (DQ) 1.66 0.96 203.67 1.72 0.080
Sentence (S) −13.41 0.98 203.62 −13.55 <0.001 ***
Task (SI) 5.54 0.78 1074.10 7.08 <0.001 ***
Language (I)*Task (SI) −0.46 1.16 1144.69 −0.40 0.680
Language (I)*Sentence (DQ) −1.27 1.49 1158.93 −0.85 0.390
Language (I)*Sentence (S) 3.45 1.39 1157.00 2.48 0.010 *
Sentence (DQ)*Task (SI) −1.36 1.12 1087.04 −1.21 0.220
Sentence (S)*Task (SI) −7.24 1.16 1133.28 −6.23 <0.001 ***
Language (I)*Sentence (DQ)*Task (SI) 1.42 1.77 1154.12 0.80 0.420
Language (I)*Sentence (S)*Task (SI) −0.77 1.73 1152.74 −0.44 0.650

Results of post-hoc Tukey pairwise comparisons confirmed that both groups had the
same patterns in the realization of nuclear contours; namely, rises in AQs and DQs did not
differ significantly between groups and between tasks, whereas questions differed from
statements in both tasks.

5.3. Summary of Results

Table 11 offers a qualitative summary of our perception and production results:

43



Languages 2022, 7, 193

Table 11. Qualitative summary of the results obtained in the Perception and production experiments.
Note: n.s. = non-significant difference.

Experiment Parameter Group Task Sentence Type

Perception Accuracy E > I IO < SI, C SI (both groups): DQ < AQ, S
C (I only): DQ < AQ, S

Production
Accuracy n.s – DQ < AQ, S

Pitch accent E > I SI > C E: DQ>AQ>S (C task); DQ, AQ > S (SI task)
I: n.s.

Nuclear contour I < E (Ss only) SI > C Questions > Ss

6. Discussion

6.1. Research Questions and Hypothesis Evaluation

We begin by returning to our first research question: Is there evidence of CLI in the
bilinguals’ perception and production of sentence types? We found that, in perception, and as
opposed to our prediction, groups did not differ in the IO task, where participants had
to identify low-pass filtered stimuli, but did differ in the other two tasks in the direction
predicted (i.e., with Ss and DQs). In the SI task, both groups were less accurate with
DQs, but bilinguals, as opposed to controls, were also less accurate with Ss. In the C task,
however, only bilinguals were less accurate in DQ contexts. This suggests that bilinguals
associate meaningless intonation contours with sentence types, as monolinguals do, in
patterns that resemble those observed in other studies with different language pairings (e.g.,
Grabe et al. 2003; Radu et al. 2018). However, when syntactic and contextual information are
present, these take precedence over prosody, as expected due to CLI. As we mentioned, in
Inuktitut, these sentence types are marked by different morphemes rather than by different
intonation contours. In our study, when syntactic information was present (i.e., in AQs),
bilinguals were as accurate as controls. However, when syntactic information was not
informative (i.e., Ss and DQs), they were less accurate.

Accuracy patterns in production differed from those found in perception. Group
differences were not found to be statistically significant, and all bilingual participants
performed above chance, which was not the case in perception. However, we found
different response patterns in bilinguals when compared to monolinguals in the C task.
First of all, several participants did not provide an answer, or, as predicted, produced an AQ
in DQ-prompting contexts. The analysis of pitch change largely supported the prediction
regarding differences in prenuclear accents. As expected from CLI, bilinguals displayed a
smaller pitch change than controls across tasks and sentence types. Moreover, the pitch
change hovered slightly above 0 (Figure 8), revealing almost no pitch movement, especially
when compared to controls, whose average pitch change ranged from 5 STs in both question
types in the SI task, to 3 and 1.5 STs in DQs and AQs, respectively, in the C task. In nuclear
contours, the groups did not differ in the use of rising patterns, but bilinguals displayed
a less sharp fall than controls in both tasks in Ss. Thus, evidence of CLI was observed in
multiple dimensions, including difficulties in perception to determine differences between
question types or by producing AQs or Wh-questions in DQ-prompting contexts. This is
expected if we keep in mind that questions and statements are marked by morphology in
Inuktitut, as opposed to English. Results obtained for pitch changes in prenuclear accents
are consistent with previous studies that indicate that pitch is not a reliable cue to stress in
the language (Fortescue 1983; Shokeir 2009; Arnhold et al. Forthcoming), and that tonal
changes are restricted to the end of the utterance (Massenet 1980; Fortescue 1983; Shokeir
2009). Finally, the smaller pitch change observed in nuclear contours in Ss in our study
may be attributed to the absence of declination observed in Inuktitut (Shokeir 2009).

Our second question was: Is CLI modulated by task type? We predicted larger differences
in contextualized (perception and production) tasks than in tasks that had no access or
limited access to contextual meaning. This prediction was partially supported in perception
and in production. In perception, although bilinguals were overall less accurate than
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controls, differences were restricted to the SI and C tasks, that is, in tasks that include either
only lexical and syntactic information (SI) or contextual information (C). An interesting
interaction between task and sentence type was observed in the C task, where only bilingual
speakers exhibited significantly more non-target responses in DQ-prompting contexts
than in the other two contexts. We attribute this effect to CLI, and we interpret this as
a sign of either a reduced sensitivity to the contextual factors that yield a preference
for non-inverted questions (which results in AQs being accepted in this context) or a
reduced sensitivity to tonal cues, which would account for the choice of Ss as a preferred
answer.10 A complementary explanation to the behavior of bilinguals in the contextualized
perception task (Figure 8 shows a high degree of variability among participants) could be
task difficulty. Support for such an explanation comes from production results in the C task,
where we found no significant between-group differences in accuracy rate. Along these
lines, we could speculate that our perception task tapped into metalinguistic knowledge,
since participants had to understand the context and imagine what kind of sentence
would complete it. Differences in performance between tasks that require skills that
bilinguals may not be accustomed to performing in both languages have been previously
observed in different types of bilingual populations (Sánchez 2008; Kiser 2014; Tsimpli
2014). In the production task, instead, participants were asked to engage in something that
is common in their everyday interactions, which is to listen to what somebody says and
react appropriately. In addition to the lack of significant differences, we also saw more
consistent individual patterns in production. Indeed, none of the participants performed
below chance (Figure 8).

Concerning the analysis of pitch change (Figures 7–10), differences between groups
were not larger in the C than in the SI task for several reasons. First, in prenuclear accents,
bilinguals displayed the same degree of pitch change across tasks and sentence types;
namely the average pitch change across tasks was consistently close to 0, which suggests
that they were not sensitive to the large pitch excursions (Table 3) in the SI stimuli. In
contrast, controls displayed what we believe to be an imitation effect. Indeed, we observed
a larger change in the SI task than in the C task. In the former, the average values for
AQs-DQs and Ss were 4.8 STs and 1.9 STs, respectively. In the latter task, values were
consistently lower; namely, the average pitch range in Ss was 0.9 STs, and a difference
between AQs (1.4 STs) and DQs (3.4 STs) emerged. This is consistent with the large pitch
excursions (Table 3) in SI task in our stimuli.

Regarding nuclear contours, group differences were restricted to the magnitude of
the fall in Ss. Otherwise, bilinguals and controls showed a larger pitch change in the
SI task than in the C task. Indeed, the average pitch change across sentence types in
the SI task was 10 STs for bilinguals and 11STs for controls. In the C task, this change
was reduced to 5STs for bilinguals and 7STs for controls. Once again, we interpret this
task difference as an imitation effect, since the pitch change in nuclear contours in the
SI stimuli (Table 3) was rather large. It is interesting to see that bilinguals adjusted their
pitch change in nuclear contours (as controls did) in the SI, but adjustments were not
observed in prenuclear accents, which is consistent with our predictions that bilinguals
would be more sensitive to pitch changes in nuclear than in prenuclear position, since tonal
changes are restricted to this position in Inuktitut. Arguably, pitch changes in final contours
should also be more salient than at the beginning of the utterance, since pitch changes
are much larger in nuclear positions than in prenuclear positions (see description of the
stimuli in Tables 3 and 4), independently of the task. Moreover, and as summarized in the
Introduction, there is agreement that nuclear contours are a cue to sentence type in North
American English. However, evidence indicating that initial pitch differences are a cue to
sentence type is much more recent and such differences were not consistently present in our
own stimuli (see Tables 3 and 4). If we assume that imitation can be a proxy of perception,
as has been argued by several scholars (e.g., Gussenhoven 2004; D’Imperio et al. 2014;
Zárate-Sández 2015), we tentatively conclude that bilingual participants imitated the tonal
movements that are meaningful in Inuktitut (i.e., final cues). Pitch changes at the beginning
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of the utterance appear to have a purely paralinguistic meaning for participants. Further
anecdotal evidence of the non-linguistic meaning of pitch variations for our participants
were comments gathered during the testing process. Indeed, when performing the imitation
task, participants would frequently laugh after finishing imitating an utterance.

6.2. Perception and Production

Results showed some interesting links between perception and production, as well as
pathways for future research. As summarized in Figure 6, for most participants (i.e., 8/13)
accuracy in production was higher than accuracy in perception, particularly in the C task,
which is not the tendency in L2 and bilingual research. One explanation, which would
account for the behavior of this sub-group, has to do with task demands. In perception,
participants had to keep the context in mind, listen to the three possible matching options,
and choose one. In addition to being more demanding for participants’ memory and
attention, this task required them to perform something that is absent from their daily lives,
as opposed to the production task that prompted them to listen to a context and produce
an appropriate response. Moreover, we can hypothesize that age factors (i.e., decline in
auditory capacity due to aging) may account for the performance of two participants (I07;
I10) who were the oldest in the sample.

The opposite trend (i.e., perception better than production) was observed in three
participants (I01, I09, I12), and of those, only I01 was highly accurate in perception (in-
deed, this participant was the most accurate in our sample). We would expect a better
performance in perception than in production for this participant (albeit her production
was highly accurate) since she has been exposed to English in school but she mostly uses
Inuktitut in her daily life. The other two participants, however, have little in common with
I01, with the exception of their AoA and their gender.

Finally, the remaining two participants revealed a similar behavior in perception
and production (I02, I04). These participants, however, differed in their accuracy rates.
Whereas I04 was on average 83% accurate, I02′s accuracy average was 61%. Interesting
parallels emerge if we turn to previous literature. As was the case in previous studies
(Grabe et al. 2003; Ortega-Llebaria and Colantoni 2014; Radu et al. 2018), participants did
not differ when responding to stimuli with no linguistic content (IO task), as compared
to tasks that had access to contextual meaning. Bilingual participants in our study were
also highly accurate at imitating tonal changes in nuclear contours in the SI production
task. As such, they resembled L1 Spanish-L2 English participants in Ortega-Llebaria and
Colantoni (2014) who matched controls better in f0 changes when the focalized element
was in object position, where pitch is used in the L1. However, as opposed to participants
in Ortega-Llebaria and Colantoni (2014)’s study, who were able to imitate tonal changes
in focalized subjects and verbs, bilinguals in this study were not able to imitate the pitch
change in prenuclear position, which suggests that the absence of tonal changes in Inuktitut
is an entrenched feature in their L1.

6.3. Individual Variability

Given the characteristics of our population, it is important to turn briefly to patterns of
individual variability, some of which have been highlighted throughout this study. While
English and Inuktitut have been in contact for centuries and there is a high degree of social
bilingualism, our participants (Table 1) differed along all the dimensions captured in our
background questionnaire. Individual differences became especially apparent in the C
task, both in perception and in production. Of the two participants who showed consistent
patterns in perception and production (I04 and I02), only one of them (I04) was exposed
to English from birth through one of her parents (Table 1). This participant had similar
self-reported patterns of language use (i.e., she uses English approximately 50% of the
time), but differed from I04 in her self-rating (Advanced as opposed to Near Native). The
other two participants who were exposed to English at home (I03, I05) were also among
those with the highest combined accuracy rate (75%). These participants resembled I04 in
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their education and patterns of language use, but, once again, differed from her in their
self-rating. Finally, I01, the participant with the highest average accuracy (86%) reported
using English the least (25%) and began learning English at age 6. It is interesting to
observe, though, that accuracy patterns do not seem to go hand in hand with patterns of
pitch change in prenuclear accents. Of all the participants mentioned, only I05 produced
differences that may be considered perceptible between sentence types, since her DQs are
on average 1.5 STs higher than her Ss and one semitone higher than her AQs.

7. Conclusions

Our results confirm that, in cases of language contact, and given the appropriate
demographic and social conditions, any pitch pattern can be transferred, including changes
in alignment (Mennen 2004; Colantoni and Gurlekian 2004), in the size of the pitch excur-
sion (e.g., Santiago and Delais-Roussarie 2012), in the frequency and use of pitch accents
(Gut 2005; Queen 2001, 2012), and in the lack of tonal movements. Evidence of CLI was
observed in perception and production. First and foremost, in perception, differences were
not attested in the task without linguistic information, but emerged in the other two tasks,
providing evidence of reduced sensitivity to tonal variations that signal sentence types. In
production, and as in previous studies (e.g., Alvord 2007; Zárate-Sández 2015), we found
positional asymmetries, with CLI being most evident in prenuclear position. The nonsignif-
icant differences in pitch change across tasks and sentence types could be attributed to
the fact that, in Inuktitut, tonal movements are restricted to the end of the sentence; tonal
changes throughout the utterance do not encode grammatical information, this information
being encoded by a rich morphology. Admittedly, tonal variations at the beginning of
the utterance, albeit a cue for sentence type (see Saindon et al. 2017a), are redundant in
English, since grammatical (changes in word order, do-support) and tonal information (final
boundary tones) provide sufficient cues. We believe, however, that it was important to
begin by analyzing sentence types to establish a descriptive basis for the uses of pitch in
this bilingual population. We predict that this absence of tonal variations throughout the
utterance will have consequences for the perception, interpretation, and production of other
grammatical structures, such as corrective focus, where tonal movements in prenuclear
position play a crucial role.

Finally, this study contributes to a growing literature that has shown that early (Queen
2001, 2012; Lleó et al. 2004; Rakow and Lleó 2011) and sequential bilinguals (Colantoni
et al. 2016) exhibit CLI in their prosody. We are particularly interested in expanding our
knowledge of the prosody of early and sequential bilinguals whose L1 is one of the many
indigenous languages spoken in the Americas, given that most studies until now have
focused on Spanish bilingualism (O’Rourke 2009, 2012; Muntendam and Torreira 2016).
We have shown here that the English spoken by L1 Inuktitut speakers displays signs of
CLI, and that not only tonal movements but also the absence of tonal variations can be
transferred in a stable language contact situation.
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Notes

1 Inuktitut is spoken in Nunavut and in Labrador and Quebec. The degree of bilingualism varies in these areas.
2 In addition to English, Inuktitut has historically been in contact with several languages. For example, in the 17th century, an

Arctic pidgin developed in Labrador because of the commercial contact with Basque, Breton and French speakers (for more
details, see Dorais 2010, chp. 8).

3 Given the extensive contact, we can also hypothesize that English has influenced Inuktitut prosody, as was the case with the
lexicon and some aspects of the morphology (Dorais 2010). As stated, our goal is to understand whether the absence of tonal
variation can be transferred into an intonational language. For a discussion on which aspects of sentence prosody could be subject
to bidirectional influence, we refer the reader to Colantoni and Sánchez (2021).

4 We are aware that there is a complex interaction between language attitudes, language maintenance and actual linguistic skills
(see Miller 2017; Pérez Leroux et al. 2011 for a discussion).

5 No distractors were included in this task, since contexts, as opposed to sentence repetitions, introduced variability into the task.
Additionally, the inclusion of contexts made the task longer, and, since in addition to the tasks described, we tested the perception
and production of other structures, we tried to limit the testing time.

6 Although pitch excursions in nuclear contours are rather large, they were not considered unnatural by the authors, since they
reflect this speaker’s regular intonational patterns. Moreover, these sentences were listened to by two native English speakers
who found them to sound natural for Canadian English.

7 Models with only random effects (AIC = 320.2) and with a two-way interaction (AIC = 317) were also tested but we report here
the results of the best model according to the AIC criterion (AIC = 315).

8 The model selected had a lower AIC value (AIC = 5959) than the base model (AIC = 6146) and a model with the three independent
variables (AIC = 6024).

9 The model with the three-way interaction had a lower AIC value (AIC = 7676) than either the base model (AIC = 7889) or the
model with the three independent variables (AIC = 7760).

10 The larger pitch excursions in the initial accent in Ss in the stimuli (Table 4) may also contribute to explain our participants’
behaviour.
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Abstract: Some studies on training effects of pronunciation instruction have claimed that the training
of prosodic features has effects at the segmental level and that the training of segmental features
has effects at the prosodic level, with greater effects reported when prosody is the main focus of
training. This paper revisits this claim by looking at the effects of pronunciation training on Italian
learners of German. In a pre-post-test design, we investigate acoustic changes after training in
learners’ productions of two features regarded as prosodic and two features regarded as segmental.
The prosodic features were the pitch excursion of final rises in yes–no questions and the reduction
in schwa epenthesis in word-final closed syllables. The segmental features were final devoicing
and voice onset time (VOT) in plosives. We discuss the results for three groups (with segmental
training, with prosody training, and with no pronunciation training). Our results indicate that there
are positive effects of prosody-oriented training on the production of segments, especially when
training focuses on syllable structure and prosodic prominence (stress and accent). They also indicate
that teaching segmental and prosodic aspects of pronunciation together is beneficial.

Keywords: second-language learning; second-language acquisition; second-language teaching; pro-
nunciation instruction; prosodic training; production; intonation; syllable structure; final devoicing;
epenthetic schwa

1. Introduction

Phonetic-phonological competence of L2 learners is commonly assessed by categories
such as (foreign) accentedness, intelligibility and comprehensibility, for example in the
Common European Framework of Reference for Languages (CEFR, but see also Derwing
and Munro 1997; Thomson 2017). The CEFR states that the goal of pronunciation instruc-
tion is not to achieve a native-like pronunciation but rather to speak in a way that does not
impair communication (Council of Europe 2020; Chun and Levis 2020). This implies that
while a learner’s utterance can be heavily influenced by the their first language (foreign
accent), it may still be easily understood by native speakers (Derwing and Munro 2015,
p. 5), so the more important aspects of pronunciation for successful communication are that
the listener can identify what has been said and the message the speaker intends to commu-
nicate (intelligibility) without investing excessive effort into the process of understanding
(comprehensibility). Studies on native-speaker perception of L2 speech have indicated
since the 1980s that prosodic features play an important role in comprehensibility and
intelligibility and that teaching prosodic aspects leads to improvements in both prosodic
and segmental features of pronunciation, while the converse has not been shown for seg-
mental training (Anderson-Hsieh et al. 1992; Munro and Derwing 1995; Derwing et al. 1998;
Gordon and Darcy 2016). Nonetheless, Derwing and Munro argue that the findings of such
studies do not imply that only prosodic features should be taught (Derwing and Munro
2015, p. 9), as segmental errors can also lead to misinterpretations of utterances and add to
the perception of foreign accent. However, these claims are probably true only for target
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languages such as English and German. Recent studies have shown different patterns
for the effects of segmental and prosodic influence on the strength of a perceived foreign
accent and comprehensibility when the target language is a tone language (Yang et al. 2021)
or when the native language of the listeners/raters is different from the target language
(Kaunzner 2015, 2018). Yang et al. (2021) examined the effects of prosodic and segmental
deviations in L2 utterances in Mandarin Chinese and found that native Chinese listeners’
ratings of foreign accent and comprehensibility were influenced by segmental rather than
prosodic correctness. Kaunzner (2015, 2018) compared comprehensibility ratings for L2
German utterances of Italian learners for native German, Polish, and Italian listeners/raters
and found that only the German listeners rated utterances with prosodic deviations as less
comprehensible than utterances with segmental deviations, while the Polish and Italian
listeners were instead influenced by segmental deviations. In addition, more-recent find-
ings (e.g., Ulbrich and Mennen 2016; van Maastricht et al. 2021) have indicated that there
is a strong interplay between segmental and prosodic features when native listeners rate
speech for intelligibility, comprehensibility, and degree of perceived foreign accentedness,
where some prosodic features affect native ratings more than others. Research involving
English speech manipulated such that native prosody was mixed with non-native segments
and vice versa revealed that native listeners’ ratings of foreign accentedness depended on
both segmental and prosodic deviances and that the impact of prosody depended on the
nativeness of the segments: non-native prosody on native segments led to the perception
of a weaker foreign accent than on non-native segments, and native prosody on non-native
segments led to a stronger perception of foreign accent than on native segments (Ulbrich
and Mennen 2016). In a study involving native listener judgements of Spanish learners’ L2
Dutch utterances, speech data were manipulated such that a combination of rhythmic or
intonational patterns or the speech rate of L1 Dutch speakers was transferred to original
learners’ utterances. The results showed a stronger influence of intonation on perceived
foreign accentedness and comprehensibility when it was the only native feature transferred,
while a syllable-timed rhythm (as in Spanish) and a slow speech rate had no such effects
(van Maastricht et al. 2021). Thus, the question whether and to what extent it is prosodic or
segmental features that mostly affect comprehensibility and perceived foreign accentedness
is not as clear as previous research has indicated.

While there is a large number of publications on the general effectiveness of pronun-
ciation instruction (see Saito and Plonsky (2019) for a discussion on intervention studies
conducted until 2017), only a few studies have examined the effects of prosodic training
on L2 production of segmental features and of segmental training on L2 production of
prosodic features. Among these, Missaglia (1999a) found that Italian learners’ production of
German vowels improved more for a group that received training focused on prosody than
for a group that received segmental instruction. While the segmental training consisted
of a common set of discrimination and production tasks for German vowels, mixed with
articulation exercises, she used the contrastive prosody method (CPM) for her prosodic
training. In this method, learners are first made aware of their native language features,
such as the rules for sentence-stress or word-stress placement, and of the phonetic fea-
tures used to mark prominence. This awareness enables them to detect the differences
between their L1 production and that of native speakers of the target language and to
adapt their production accordingly. The basic assumption behind the method is that in
order to know how to produce L2 features, learners need to know explicitly what the
corresponding features are in their L1 and what they have to change to correctly produce
an utterance in the target language. Learners are treated as bilinguals who are able to
make use of their L1 competence in order to improve their L2 productions (Missaglia 1999b,
2007). Common tasks within the CPM are comparing utterances of native speakers to the
same utterances produced by L2 speakers and describing the differences, or deliberately
producing utterances in the target language with prosodic features of L2 speakers and then
changing those features to approximate L1 production. Missaglia’s CPM training included
stress placement and intonation, including how to produce deaccentuation. Since the CPM
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training also included the effects of deaccentuation on the phonetic realisation of vowels, it
is unsurprising that vowel production improved for the group receiving this training. The
distinction between prosody and segments is difficult to uphold here in that both stress
and accentuation have cues that are linked to the production of segments.

Li et al. (2022) examined training effects of embodied prosodic training (involving
hand gestures) on the pronunciation skills of Catalan learners of French. They found that
embodied prosodic training has positive effects not only on perceived foreign accentedness
ratings but also on F2 values of front rounded vowels.

In a larger-scale study on Italian learners of German, Dahmen (2013) compared the
results of segmental training (including vowel length, VOT for plosives, and final obstruent
devoicing) to those of prosodic training (including intonational focus marking, rhythmic
syllable reduction, and syllable structure) for two training groups and a control group of
L2 German learners from Northern Italy. Both trainings were based on a method described
by Dieling and Hirschfeld (2000), which includes perception and production tasks. For the
perception, learners are usually first introduced to a phonetic or phonological feature by
listening to utterances that focus on the respective feature. An introductory task for the
length contrast in German vowels, for example, could be listening to a story about animals
at the zoo, where the teacher first names only those animals whose names contain stressed
long vowels and then animals whose names contain stressed short vowels. The learners
would not be expected to know all the words, but they should be able to say that there are
differences in the vowels between the two sets of names. Further listening tasks include
discrimination of contrasting sounds, stress patterns or intonation contours, using minimal
pairs and identification exercises in which the learners are presented with speech stimuli
and have to signal which of the stimuli contain a certain sound, stress pattern, or intonation
contour. Other identification tasks involve detecting rules such as final obstruent devoicing.

For the production part, simple listen-and-repeat exercises are combined with articu-
lation exercises and with tasks involving hand gestures or other visual support. Further
production exercises progress from simple repetition to free production. The comparison of
all three groups in the study showed that both training groups improved on both the seg-
mental and the prosodic levels but that the group receiving the prosody training improved
in more aspects than the group with segmental training. Training effects were assessed
for VOT in alveolar plosives /t/ and /d/, final obstruent devoicing, and the quantity and
quality of German long versus short vowels for the group that received training labelled
as ‘segmental’, and for rhythmic reduction in unstressed syllables, syllable structure (the
realisation of word-final codas and avoidance of epenthetic vowels), and prosodic marking
of corrective focus for the group that received training labelled as ‘prosodic’. During the
study, other aspects of L2 German were also trained, namely the intonation of yes–no
questions and answers, as well as stress and accent (word and sentence stress) for the
so-called prosody group and the pronunciation of German r-sounds as well as /h/ versus
the glottal stop in syllable onsets for the so-called segment group. The training effects in
these areas were not assessed.

In this paper, we revisit some of the data collected during the training project that
was the basis for Dahmen (2013), using state-of-the-art statistical analyses and making the
results more accessible by presenting them in English. We also revisit the terms ‘prosodic’
and ‘segmental’, since many features are traditionally assigned to one of the two categories,
although they have effects on both. We report in detail on two features that were assigned to
the prosodic level and two that were assigned to the segmental level in (Dahmen 2013). The
two ‘prosodic’ categories are the intonation of yes–no questions1 (cf Section 3) and syllable
structure, more specifically the production of epenthetic schwa after word-final consonants
(cf Section 4). The ‘segmental’ categories are final obstruent devoicing (cf Section 5) and
VOT in fortis plosives (cf Section 6).

These four features all contribute considerably to the intelligibility, and ultimately to
the comprehensibility, of L2 speech. Intonation is crucial for signalling sentence modality
because, even in German, questions can often be fragments that are not necessarily syn-
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tactically marked as interrogative. The production of epenthetic schwa can lead to the
perception of an extra syllable, which in turn can be interpreted as a suffix (such as the
plural form in nouns), thus leading to problems at the grammatical level. Although the
absence of final obstruent devoicing does not in itself create lexical confusions, the voiced
consonant may be followed by epenthesis, leading to the same problem, that of being
interpreted as an extra syllable. VOT, especially a lack of aspiration, can lead to lexical
confusions, especially if these are in stressed syllables, where the aspiration in German is
enhanced. Although language is highly redundant and minimal pairs can often be distin-
guished by virtue of the context in which they occur, intelligibility and comprehensibility
are improved if the listener does not have to deal with conflicting information from the
context and the pronunciation. These considerations were the motivation for investigating
the effects of training on these four aspects of pronunciation.

These four features also provide clear evidence of the difficulty in upholding the
prosodic–segmental dichotomy. For example, even in an aspect of pronunciation that could
be regarded as clearly prosodic, i.e., the intonation of yes–no questions, a rise or complex
pitch movement can lead to schwa epenthesis or the lengthening of a vowel, both of which
are usually treated as segmental (Grice et al. 2015, see discussion in Section 4 below). This
is referred to as tune–text interaction, indicating that the intonation and the segmental
structure cannot be treated separately. A clearer case in our investigated features is the
pronunciation of word-final consonants. This is not only segmental but also prosodic. This
is because obstruent devoicing is related to syllable structure: an error in syllable structure,
e.g., the epenthesis of schwa in Rad ‘bike’ [rad.d@], leads to a possible resyllabification,
in addition to other adjustments, such as the lengthening of the plosive (transcribed as a
geminate) and possibly the shortening of the vowel. This resyllabification runs the risk of
removing the (syllable final) context for the devoicing of <d> to apply. Voice onset time
is not purely segmental either: it depends on the temporal coordination of laryngeal and
supralaryngeal gestures, and it interacts with syllable prominence, such that the strength
of plosive aspiration depends on whether the syllable is lexically stressed or accented (e.g.,
Lisker and Abramson 1967; Jessen and Ringen 2002; Savino et al. 2015; Lein et al. 2016).

Given these interactions, our research question is concerned with how far each of these
features of L2 speech can improve with targeted explicit training. Specifically: (1) How
successful is training in intonation and syllable structure (suppressing epenthesis) and does
it affect the production of individual consonants? and (2) How successful is training in
final devoicing and VOT of voiceless plosives and does this training affect the production
of syllable structure and intonation?

2. Materials and Methods

2.1. Subjects and Recordings

The data were recorded during a training project in Germany, one day before and
one day after each training phase. The recordings were conducted in a quiet room using
a mobile DAT recorder and head-mounted microphones. The trainings took place in
Bischofswerda (Saxonia) as part of a training camp for students from all over Italy who
were preparing to take part in the German language diploma (Deutsches Sprachdiplom
der Kultusministerkonferenz) for the level B2/C1 of the Common European Framework of
Reference. The training camp consisted of two phases of 10 days each, in which different
groups of students took part in the courses. In the following, we give details on the speakers
in the groups.

In the first phase of the training project, students attended courses on reading and
listening comprehension as well as on oral and written communication. During the first
phase, 8 students (3 male, 5 female) from one school class in Turin were recorded. They
were 17 or 18 years old at the time of the recordings and had learned German for 3.5 to
7 years. They reported no German relatives or friends and thus used German only in the
classroom. They did not receive any pronunciation training during the duration of the
project. Therefore, this group is the control group in the present study.
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In the second phase of the training project, the reading and listening comprehension
group was split in two subgroups, which took turns attending reading/listening compre-
hension and pronunciation training. Students recorded were from Montagnana and Turin.
The groups undertook training in what was referred to as either segmental or prosodic
aspects of pronunciation. The groups are heretofore referred to as the segment group and the
prosody group, respectively. The segment group consisted of 13 subjects altogether, 7 from
Turin (2 male, 5 female) and 6 from Montagnana (1 male, 5 female). The prosody group
consisted of 12 subjects, 6 from Turin (all female) and 6 from Montagnana (1 male, 5 female).
All subjects in the test groups were between 17 and 19 years old, had learned German for
4 to 5 years, and used German only in the classroom at the time of the recordings. More
information about the training is given in the next section.

The students were randomly assigned to the training groups. The metadata of the
students do not indicate any systematic differences in pronunciation competence between
groups. Differences between the groups before training are most likely due to individual
factors not controlled for in this study. The analysis presented here concentrates on differ-
ences between the time point before and the time point after training rather than absolute
differences between groups.

2.2. Speech Materials

The speech materials presented in this article consist of read sentences as well as
semi-spontaneous utterances. The semi-spontaneous utterances were yes–no questions
(cf Section 3) elicited in specially designed card games. We first give an overview of the
read sentences and explain the card games below. The following sentences were used in
the study:

(1) Dina gab Elmar ein neues Rad. (‘Dina gave a new bike to Elmar’)
(2) In der gelben Hütte lebte ein großer Hund. (‘In the yellow hut lived a big dog’)
(3) Tina gab Hanna einen guten Rat. (‘Tina gave good advice to Hanna’)
(4) Die billigen Hüte waren ganz schön bunt. (‘The cheap hats were pretty colourful’)
(5) Helga spielte einmal Tennis. (‘Helga once played tennis’)

The sentences were presented to the students in random order to reduce the chance of
their identifying the minimal pairs. For the occurrence of word-final epenthetic vowels (cf
Section 4), we examined the target words Rad, Hund, Rat, and bunt (sentences 1 to 4). Rad
and Rat (sentences 1 and 3) were the target words for measuring final obstruent devoicing
(cf Section 5). For VOT (cf Section 6), we looked at Tina and Tennis (sentences 1 and 5).

The card games were played in pairs. The cards in this game depicted day-to-day
objects in different colours. The participants had the task of collecting cards with the
same colour or the same object by exchanging cards with their fellow player. To initiate
the exchange, participants formulated a yes–no question, e.g., hast du einen gelben Teller?
(English: ‘do you have a yellow plate?’). This question was followed by the answer, and if
desired, the card was exchanged.

The materials used in the analyses of the different phenomena will be described in the
respective subsections to make them more accessible to the reader for the interpretation of
the results.

2.3. Training

During the training phases, the control group received 90 min of reading and listening
comprehension training per day. This course was taught by the same teacher as the pro-
nunciation training classes to rule out a teacher effect. The test groups received 45 min of
pronunciation training per day. Each pronunciation training session contained perception
and production exercises for the respective segmental or prosodic areas, usually with one or
two new phenomena introduced in each session and then repeated in the following sessions.
For instance, the segment group engaged in discrimination and production exercises for
long versus short vowels and for aspirated versus unaspirated plosives in the first session,
and then in the second session, they engaged in production exercises for both and for a
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first introduction to final obstruent devoicing. The prosody group received training on
sentence intonation, nuclear accent placement (sentence stress) and focus marking, word
stress, rhythm (reduction in unstressed syllables), and syllable structure. The segment
group received training in aspirated plosives, final obstruent devoicing, the long-short
and tense/lax distinction in German vowels, consonantal and vocalised realisations of <r>,
the fricative allophones [ç] and [x] of orthographic <ch>, word-initial /h/ versus glottal
stop, and front rounded vowels. The students were asked not to exchange pronunciation
exercises between the groups, and their teachers reported when they did. For that reason,
two subjects that had originally been recorded had to be excluded from the study. These
speakers were not included in the study (they are thus not part of the speaker sample
described in the previous subsection). The training sessions for the areas relevant to the
present study are briefly described below.

2.3.1. Intonation of Yes–No Questions (for Results, cf Section 3)

Only the prosody group received training in the intonation of yes–no questions. To
make the participants aware of the high final rise in German yes–no questions, the teacher
wrote questions such as ist das ein Tisch? hast du ein Buch? kennst du München? (‘is this a
table?’, ‘do you have a book?’, ‘do you know Munich?’) on a board and drew lines over
the sentences to indicate at which point and to which extent the intonation contour rose
while the participants listened to the questions and identified the rise in pitch and in the
line drawn over the sentence. Next, other questions of the same type were presented in
oral and written form, and the students drew their own lines to represent the intonation
contours they perceived. The point at which the contour starts rising in German (i.e., the
accented syllable) was identified by the group, and a rule was formulated. Again, yes–no
questions were used to apply the rule (task: find the syllable where the rise starts). This
task was combined with oral production exercises and with hand gestures that imitated
the rising pitch contours. The use of hand gestures in combination with oral output has
been found to enhance L2 production of both segmental and prosodic features (e.g., Baills
et al. (2022); Li et al. (2020)). Other production tasks included dialogues of the form hast du
[Objekt]? (‘do you have [object]?’)–ja/nein (‘yes/no’), where each participant asked others
for a matching object on a card, knowing that there were pairs of identical cards. Similar
tasks had one participant at a time choose an object from a set of possible objects (e.g., an
orange, a banana, a book, a newspaper etc.), the others asking questions such as kann man
es essen? ist es gelb? (‘can you eat it? ‘, ‘is it yellow?’) to find out which object the candidate
had chosen. Hand gestures were used during production throughout the training phase.

2.3.2. Avoiding Word-Final Epenthetic Vowels (for Results cf Section 4)

The first step in the training of participants of the prosody group was to make them
aware that they had produced epenthetic vowels after words ending in consonants, e.g.,
Tisch, Stuhl, Blatt (‘table, chair, leaf’). Recordings of participants were played, and all cases
of epenthetic schwa were pointed out by the teacher. As word-final schwa is a very common
grammatical marker in German (orthographically represented by <-e>), word pairs such
as Tisch–Tische (‘table–tables’) were presented as auditive stimuli to make the participants
aware that epenthetic schwa can lead to the perception of unintended grammatical forms by
German native listeners. In order to avoid word-final schwa epenthesis, participants were
asked to produce words ending in fricatives, e.g., Tisch, and lengthen the final consonant
for as long as they could, in order to prevent the reflex of adding a vowel. Subsequently,
the final consonant was shortened (where the teacher indicated via a hand gesture when to
stop producing the consonant, thus indicating the duration of the sound) until a normal
duration was reached. For word-final plosives, as in Blatt, participants were asked to
lengthen the aspiration of the plosive, first driving small balls of paper over a table with the
force of the aspiration and then shortening it until the appropriate duration was achieved.
In following sessions, words with more-complex codas were used for similar tasks, e.g., eins,
einst, Herz, Herbst (‘one, once, heart, fall’). In these tasks, the participants had to ‘build up’
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the words sound by sound in order to carefully pronounce all consonants in the complex
codas. Another productive exercise included the oral production of the above-named word
pairs of the type Tisch–Tische, with a special focus on the different pronunciations of each
member of a word pair.

2.3.3. Final Obstruent Devoicing (for Results cf Section 5)

In order to be made aware of the rule of final obstruent devoicing in German, the
segment group was first presented with orthographic stimuli, focusing on the graphemes
<b, d, g>. For example, in the sentence Sabine ist sehr hübsch und lieb (‘Sabine is very pretty
and kind’), they were asked to first find all graphemes <b> and then listen to a recording of
the sentence and mark all instances of <b> being pronounced as [p]. The same procedure
was carried out for other sentences, including words with <b,d,g> in the onset and coda
positions. After this identification exercise, the rule for final obstruent devoicing was
formulated in written form and then applied to other words, e.g., Korb (‘basket’), Land
(‘country’), and Tag (‘day’). In the next step, the graphemes <s> and <v> were treated in the
same fashion. As a productive exercise, singular and plural forms of nouns ending in <b,
d, g, s, v> were pronounced by the participants, focusing on the change in pronunciation
of these graphemes when they change their position within syllables. For instance, in Tag,
<g> is pronounced [k], but in the plural Tage, it is pronounced [g]. For word-final plosives
<b, d, g>, participants held a sheet of paper before their mouths and produced aspiration
strong enough to move the paper. For word-final fricatives <s, v>, they put a finger on their
larynxes to feel whether their vocal folds were vibrating for words such as Haus (‘house’),
where there should be no vibration during the final consonant, versus Häuser (‘houses’),
where there should be.

2.3.4. Voice Onset Time (for Results cf Section 6)

The segment group was first presented with written words present in German and
Italian (and English), namely Pizza and Taxi. Participants were asked to pronounce the
words in their Italian form, then the teacher pronounced them in the German way, with
aspirated plosives. After thus making the participants aware of the difference in the
production of plosives in German and Italian, the next step was a discrimination task
with minimal pairs, such as Pass–Bass (‘passport–bass’), Tank–Dank (‘tank–thanks’), or
Karten–Garten (‘cards–garden’), where they indicated which of the words of a word pair
they had heard. The term ‘aspiration’ was introduced, and the different use of voicing
versus aspiration in Italian and German was explained. The need for the aspiration of
fortis plosives in German was explained by the fact that unaspirated [t], for example, can
be perceived as [d] by German listeners, which might result in misunderstandings. In
order to obtain a strong aspiration, the participants were asked to hold a sheet of paper
in front of their mouths and make it move by producing a puff of air after the release of
the plosives. This was repeated for a great number of German words with initial [th, ph,
kh]. Additionally, a card game was played during which the participants had to find words
with matching initial sounds written on cards. For example, the words Pass and Polizei
(‘police’) would be a match, but Pass and Bass would not be. In order to receive the cards of
a matching pair, the participants had to pronounce the words loudly, and the other players
decided whether aspiration was produced in the correct places.

2.4. Overview of Groups and Training

To provide a better overview of the methodology used in this study, Table 1 lists all
speaker groups with their origin and a summary of the training they received.

57



Languages 2023, 8, 74

Table 1. Overview of training groups.

Group Number of Speakers City/Region Training

Control group 8 (3 male, 5 female) Turin (all) No pronunciation training

Segment group 13 (3 male, 10 female) Montagnana (6 speakers)
Turin (7 speakers)

Final obstruent devoicing;
aspiration of fortis plosives

Prosody group 12 (1 male, 11 female) Montagnana (6 speakers)
Turin (6 speakers)

Intonation of yes–no questions;
epenthetic vowels

2.5. Statistical Analyses

The data were statistically modelled with Bayesian mixed models. For tutorial intro-
ductions of Bayesian statistics with phonetic data, see Vasishth et al. (2018), Roettger and
Franke (2019), and Nalborczyk et al. (2019). Bayesian statistics were carried out because
they are known to provide reliable results, even for small samples (van de Schoot et al.
2015). The models were fit with brms 2.16.3 (Bürkner 2018) in R 4.1.2 (R Core Team 2021).
The package brms (‘Bayesian regression modelling with Stan’) implements an interface
to Stan to compute Bayesian models via Markov chain Monte Carlo (MCMC) sampling
(Carpenter et al. 2017). All models were checked for convergence by ensuring that they
did not exhibit Rhat values larger than 1.00. The model fit was visually inspected by using
predictive posterior check plots. To assess the training effects, we examined the differences
between the posterior distributions before and after training by employing the hypothesis
function of the brms package. Throughout the analysis, we used tidyverse 1.3.1 for data
processing (Wickham et al. 2019). For plotting, we used ggplot2 3.3.5 (Wickham 2016).

3. Training Effects on Magnitude of Question Rises

In this section, we examine the effects of training on the final rise in yes–no questions.
Both German and Italian commonly have final rises in such questions. Refer to Appendix A
for an overview of the native patterns in the two languages. In this comparison, it becomes
evident that final yes–no question rises in Italian are smaller in magnitude than those
in German.

Moreover, we ask whether the magnitude of the rise produced by Italian learners of
German is similar to their L1, i.e., whether learners exhibit smaller rise magnitudes in their
L2 because of influences from their L1 before training. We can investigate how this element
of their L2 changes through training and whether the three training groups, namely control,
segment, and prosody, show different training outcomes with respect to the question rise.
The reader is reminded that only the prosody group received explicit training on question
intonation (see Section 2.4).

3.1. Data

The data analysed here were elicited with a card game specifically designed for this
task. The players ask for cards with specific colour-object combinations (do you have a blue
coffee pot? German: hast du eine blaue Kanne?). Each player has a tableau in front of them
depicting specific colour-object combinations in two rows of eight numbered positions. In
addition, each player has a stack of cards designating positions 1 to 8. At the beginning of
one move, a player draws a position card (e.g., position 3) and looks up the colour-object
combination in this position in the upper row of the tableau (e.g., green plate). The player
then formulates a question for this specific colour-object combination, e.g., ‘in position 3,
do you have a green plate?’ (German: in Position 3, hast du einen grünen Teller?). The other
player looks up the position in the lower row of their tableau and produces an answer.
The answer can be ‘yes’ (German: ja) or ‘no, I have <alternative>’, where <alternative>
stands for a different colour-object combination, e.g., no, I have a green ball (German: nein, ich
habe eine grüne Kugel). The colour adjectives were blaue/blauen ‘blue’, gelbe/gelben ‘yellow’,
graue/grauen ‘grey’ and grüne/grünen ‘green’. The object nouns were Kanne ‘coffee pot’,
Teller ‘plate’, Gabel ‘fork’, and Kugel ‘ball’.
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In total, 317 recordings entered the analysis. Of these recordings, eight were excluded
because the questions lacked a final rising movement. As a result, the magnitude of 309 final
question rises could be assessed. An example contour of one question is given in Figure 1C.
This instance is taken from the recordings before training.

Figure 1. Differences in means before and after training (A), means and SE before and after training
(B), example contour from one L2 speaker (C), separate differences in rise for speakers (D), where
each dot corresponds to one speaker.

3.2. Analysis and Results

Table 2 gives the means and standard deviations of the final rise for the three training
groups before and after training. In addition, the last column represents the difference
between the mean before the training and the mean after the training.

Table 2. Results for the final rise of the three training groups in semitones (st).

Training Time Point Final Rise Mean (st) Final Rise SD (st)
Difference (st)

(Mean After–Mean Before)

Control
Before 5.85 2.17

0.37
After 6.21 2.29

Segment
Before 5.43 2.05

0.72
After 6.16 2.63

Prosody
Before 4.94 1.87

1.47
After 6.41 3.25
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The results are illustrated in Figure 1A,B. Panel A shows the differences in means
before and after training (mean before minus mean after). First, the differences in all groups
are positive. This means that all groups adjust their final question rises to make them
larger. The largest change is obtained by the prosody group, the smallest change by the
control group. The segment group is situated in between these two poles. Panel B shows
the means with standard errors before and after training. The slope of the dashed line
illustrates the change within each of the groups between the two recording time points. In
addition, it can be observed in this plot that the prosody group is not only the group with
the largest improvement after training but also the group that exhibits the lowest values
before training.

The statistical model used rise magnitude as the dependent variable. The fixed
effects were time of recording (before or after training) and training type (control, segment,
prosody), as well as the interaction between time of recording and training type. The model
included random intercepts for speakers and by-speaker random slopes for the effect of
recording time. In addition, the model used random intercepts for the nouns that the rise is
realised on (e.g., Teller, Kanne, . . . ).

We used a normally distributed prior probability distribution (prior) with a mean of
0.0 and a standard deviation of 1.0 for the regression coefficients. All the other priors were
the default priors of brms. As priors for the intercept, we used a Student’s t distribution
with degrees of freedom of 3.0, a median of the data as a mean of the distribution and
a standard deviation of 2.5 (ν = 3.0, μ = median of the variable, σ = 2.5). As priors of
the standard deviations of the random intercepts and slopes and as the residual standard
deviation of the model, we used a Student’s t distribution (ν = 3.0, μ = 0, σ = 2.5). The
priors of the Cholesky factors of the covariance matrix for random effects were Cholesky
LKJ correlation distributions (η = 1). MCMC chains were run for 7000 iterations, with
3500 warmup iterations at four chains, resulting in a total of 14,000 posterior samples used
for inference.

We are interested in the differences in posterior distributions between the recording
time points (before vs. after) in each group to assess the evidence for an improvement in
the groups. Therefore, we calculated the posterior distribution of the differences before and
after training (after minus before). We report the estimated difference β, the standard error
of the estimate (SE), the lower and upper boundaries of the 90% credible interval (90% CI),
and the probability that the estimate is position Pr(β > 0). The parameter β indicates how
large the model estimates the difference in rise magnitude between the two recording time
points. Pr(β > 0) indicates how certain we can be that the difference between before and
after training is indeed positive, i.e., that the rise indeed became larger during training.
Table 3 presents the results of the statistical model. The table shows that the estimate of
the differences is largest in the prosody group (1.20). The 90% CI does not include zero,
and Pr(β > 0) is 0.99. Given the model and the data, we can conclude that this constitutes
strong evidence for an increase in the rise magnitude from before training to after training.
The other two groups also yield positive estimated differences, where the estimate for the
segment group is larger. However, for both training groups, the 90% CI includes zero, and
Pr(β > 0) is only 0.84. Hence, given the model and the data, the evidence for a positive
difference (or an increase in rise magnitude during training) is much weaker.

Table 3. Results of the Bayesian mixed model regarding the difference in rise magnitude between
recording time points (after training minus before training) in the three groups.

Training Group β SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(β > 0)

Control 0.41 0.41 −0.26 1.07 0.84

Segment 0.47 0.49 −0.33 1.27 0.84

Prosody 1.20 0.52 0.35 2.04 0.99
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An interesting question in the context of the training effects on the final rise magnitude
is whether all subjects behave in a uniform way. Figure 1D gives insights into the develop-
ment of the individual language learners in the groups. In this plot, each dot corresponds
to one subject. The y-axis shows the differences between the recording time points before
and after training (after minus before), just like Figure 1A for the whole group. It can be
observed that there is indeed a considerable amount of variation among the individuals.
While most subjects show a positive difference, i.e., a larger rise after training, a minority
of subjects exhibit the reverse pattern or a difference close to zero. This is particularly true
for the segment training group. In addition, we can see that the training groups overlap to
a certain extent: not all individuals in the prosody group yield larger rise differences than
all individuals in the segment or control group. However, in the prosody group, there are
some speakers who yield much larger differences, and the only speaker who reverses the
pattern is close to zero.

In addition, there are differences between the groups before training. In Figure 1B, we
observe smaller rise magnitudes for the prosody group and the segment group compared
with the control group at the recording time point before training. As outlined in the
methods section, however, the metadata of the students do not indicate any systematic
differences between the groups. It is also beyond the scope of this paper to assess whether
the magnitude of the improvement during the training is causally linked to the base level
before training.

3.3. Interim Summary and Discussion

In this section, we analysed the rise magnitude of yes–no question rises, and how it
develops in the three training groups under discussion. In all training groups, we see some
kind of increase in rise magnitude after training. Our analysis has demonstrated that these
differences are largest for the prosody group, and our statistical modelling has provided
strong evidence for a positive change in only this group. We have also shown, in addition
to the general trend of an increase in the rise magnitude and the group differences, that
there is considerable individual variation.

In Appendix A, we compare similar questions produced by German and Italian
native speakers in their L1s. These results show that Italian L1 yes–no questions exhibit
considerably smaller rise magnitudes than their German counterparts. The learners’ results
presented in this section seem to range in between the two extremes, with a tendency
towards the German realisation pattern after training in the prosody group.

An interesting point to consider is whether the observed rise magnitudes can be
explained by a phonetic or phonological transfer effect from the L1 to the L2 (Mennen 2007).
At first glance, it may appear to be a clear phonetic effect. Both languages have a rising
question intonation that can be described as a combination of low accent L* followed by
a high or rising boundary tone. The phonetic implementation of the height of the final
tonal target appears to differ across the languages, and Italian learners of German may
transfer their phonetic knowledge about the final rise to their L2 German. However, we
gain a different perspective from a closer look at the phonological descriptions of intonation
contours in both languages. In German, a typical nuclear yes–no question contour is one
that is best described as L* H-ˆH%, with an H intermediate phrase boundary tone and an
upstepped ˆH% intonation phrase boundary tone (Grice and Baumann 2002). This contour
is characterised by the rise towards an extra-high final pitch. Given enough syllables
between the L* and the end of the phrase, a plateau occurs. The L* H-ˆH% contour contrasts
with L* L-H% which is said to be used to convey indignation or for answering the phone
(Grice and Baumann 2002).

For Italian, as Savino (2012) points out, there is considerable variation in the realisation
of question contours in the different varieties of the language, and each variety has multiple
intonation patterns in its inventory. In Savino’s study, the final rise is not predominant for
the Turin region that the speakers of the present study were from, although it was found in
around 15% of (information-seeking) polar questions. However, for other Northern Italian
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varieties, such as Bergamo and Milano, she identifies a rising contour as predominant
and describes it as H+L* L-H% (representing not only the final rise but also a preceding
fall, which we are not concerned with here). Although Savino’s intonation contours
were obtained from task-oriented dialogues, the task (a map task) was different from the
card game used in the current study and could have affected the distribution of different
contours. What is important here is that both Savino’s study and our results (from a
considerably smaller sample) show that the final rise is available to the speakers as an
option and is part of their intonational repertoire. Consequently, we may hypothesise that
these speakers of Italian map their H+L* L-H% onto the German L* L-H% contour. In
this light, the outcome observed in this study can be seen as the result of a phonological
transfer of the boundary tone sequence, in which L-H% is used instead of the German
native H-ˆH% with the higher final target. This hypothesis needs to be tested in future
research. In doing so, it would be interesting to investigate how the final part of the contour
is realised over different numbers of syllables in both languages and compare it with the
learners’ productions.

4. Training Effects on the Reduction in Epenthetic Vowels

A striking characteristic of the Italian pronunciation of words ending in a consonant
is the epenthesis of a word-final vowel. As native Italian words usually end in vowels,
epenthesis is usually found in loan words such as tennis ["tEn:is:@] (Sluyters 1990). However,
epenthesis is not present across the board. Inter alia, it appears to depend on factors such
as the metrical structure of the word (more often if the final syllable is stressed), the voicing
of the final consonant (more often when the final consonant is voiced), and the intonation
contour (more often with rises and complex contours) (Grice et al. 2015). Unsurprisingly,
epenthesis is also found in the pronunciation of Italian learners when they speak German.
This subsection investigates the effects of explicit instruction in the prosody group in
syllable structure, concentrating on words with a final consonant. This training aimed at
both making the learners aware of their production of epenthetic vowels and reducing
them by focusing on producing the word-final consonants without a following vowel. The
segment group did not receive any information or instruction on word-final epenthetic
vowels, but they did receive training on final obstruent devoicing (cf Section 5). As this
training also focuses on the word-final consonant, it may have also had an effect on the
production of epenthetic vowels, at least for words ending in consonants that undergo final
devoicing in German.

4.1. Data

In order to assess the training effects of both the explicit syllable structure training
that the prosody group received and the (implicit) segmental training of final obstruent
devoicing, we separately focus on words ending in <t> and those ending in <d> because the
word-final <d> is prone to be interpreted and produced as a voiced stop by Italians. Before
the training, all groups produced epenthetic vowels in both conditions, but not consistently
within groups and not to the same extent between groups. The control group produced
the smallest number of epenthetic vowels before and after the training, followed by the
segment and prosody groups (cf Table 4). With regard to the two conditions, epenthetic
vowels were more often produced in words with a final <d> than those with a final <t> by
both training groups, but not in the control group.

The data analysed here were recordings of two words ending in <d>, specifically Rad
‘bike’ and Hund ‘dog’, and two words ending in <t>, specifically Rat ‘advice’ and bunt
‘colourful’. They were produced in sentences (1) to (4) below with the target words (here
underlined) accented and in sentence-final position. This position leads to accentual and
phrase-final lengthening, but this effect is constant across conditions. They were read aloud
by all 33 subjects (target words are underlined, cf Section 2.1):
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(1) Dina gab Elmar ein neues Rad.
(2) In der gelben Hütte lebte ein großer Hund.
(3) Tina gab Hanna einen guten Rat.
(4) Die billigen Hüte waren ganz schön bunt.

The sentences were interspersed with fillers during the recordings. Each sentence was
produced three times by members of the control group and five times by members of the
training groups. In total, 192 word realisations of the control group (8 speakers × 4 words ×
3 repetitions × 2 recording times), 480 word realisations of the prosody group (12 speakers
× 4 words × 5 repetitions × 2 recording times), and 520 word realisations of the segment
group (13 speakers × 4 words × 5 repetitions × 2 recording times) entered the analysis. All
word realisations were analysed in Praat to detect the presence of epenthetic vowels, and
each occurrence was counted. The percentage of word realisations with epenthetic vowels
of the data set was calculated and compared for all groups before and after the training
sessions. The percentage values before and after training for both sets of words and all
three groups are presented in Table 4, together with the differences between recordings
made before and after training.

Table 4. Epenthetic vowel results.

Rad and Hund

Training Time Point % Epenthetic Vowels
Difference (%)

(% after–% before)

Control Before 14.58 −2.08
After 12.50

Segment Before 64.62 −25.38
After 39.23

Prosody Before 84.17 −16.67
After 67.50

Rat and Bunt

Training Time Point % Epenthetic Vowels
Difference (%)

(% after–% before)

Control Before 14.58 −10.42
After 4.17

Segment Before 41.54 −7.69
After 33.85

Prosody Before 67.50 −20.00
After 47.50

4.2. Analysis and Results

All groups show reductions after training in the percentage of epenthetic vowels for
both sets of words, but to different extents when we compare groups and target words. The
control group has the lowest values before and after training for both sets of target words.
The reduction is larger for words ending in <t>. The segment group exhibits a massive
reduction for words ending in <d> and only small improvements for words ending in <t>.
The prosody group improves in both sets of words, slightly more for words ending in <t>.
The improvements in the reduction in epenthetic vowels are illustrated in Figure 2.

For the statistical analysis, epenthetic vowel (yes/no) entered the model as a binary
dependent variable for each set of words: (1) Rad and Hund and (2) Rat and bunt. The
fixed effects were time of recording (before or after training) and training type (control,
segment, or prosody), as well the as the interaction between the two variables. The model
included random intercepts for speakers and by-speaker random slopes for the effect of
time of recording.

We used a normally distributed prior with a mean of 0.0 and a standard deviation
of 10.0 for the regression coefficients. All the other priors were the default priors of brms.
As priors for the intercept, a Student’s t distribution was used with degrees of freedom
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of 3.0, a mean of 0.0, and a standard deviation of 2.5 (ν = 3.0, μ = 0.0, σ = 2.5). As priors
of the standard deviations of the random intercepts and slopes as well as the residual
standard deviation of the model, we used a Student’s t distribution (ν = 3.0, μ = 0.0,
σ = 2.5). The priors of the Cholesky factors of the covariance matrix for random effects were
Cholesky LKJ correlation distributions (η = 1). The model ran with four MCMC chains for
4000 iterations.

Figure 2. Percentages of epenthetic vowel occurrence for training groups before and after training.

We assess the training effects by looking at the posterior distributions for the differ-
ences between the recording time points (after minus before training) in terms of log odds.
We report the model estimate of the difference β between the two time points, the lower
and upper boundaries of the 90% credible interval (90% CI), and the probability that the
estimate is negative Pr(β < 0). A negative estimate for the difference means that epenthetic
vowels are reduced after training. Pr(β < 0) gives an indication of how strong the evidence
for a negative estimate is.

The results are presented in Table 5. For the set Rad and Hund, the results show a
robust reduction in epenthetic vowels only in the segment group, with Pr(β < 0) = 0.99. For
the set Rat and bunt, the results indicate a robust reduction in epenthetic vowels only in the
prosody group, with Pr(β < 0) = 0.98.

Table 5. Statistical results for epenthetic vowels.

Rad and Hund

Training Group β SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(β < 0)

Control −1.13 1.56 −3.80 1.28 0.77
Segment −2.46 1.05 −4.28 −0.84 0.99
Prosody −0.77 1.37 −2.87 1.54 0.73

Rat and Bunt

Training Group β SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(β < 0)

Control −2.07 1.44 −4.53 0.20 0.93
Segment −0.58 0.62 −1.62 0.41 0.84
Prosody −1.33 0.64 −2.4 −0.31 0.98

4.3. Interim Summary and Discussion

In this section, we analysed the effects of two trainings on the realisation of word-final
plosive codas with regard to the occurrence of epenthetic vowels. The results show that
the prosody training was effective for both sets of words, but the effects are robust only
for words ending in orthographic <t>, not for orthographic <d> (as in Rad and Hund). The
voicing of final consonants plays an important role in the occurrence of final epenthetic
vowels in Italian (Grice et al. 2015), which is reflected in our data set. Words ending in
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voiced consonants (even if the voicing is the result of a spelling-based pronunciation)
exhibit more cases of vowel epenthesis than do words ending in voiceless consonants.
Consequently, the syllable structure training in the prosody group can result only in a
reduction in epenthetic vowels in words ending in an orthographic voiced consonant when
this consonant is interpreted as devoiced by the learners. This means that schwa epenthesis
is best combined with an explicit training of final obstruent devoicing. The segment group
that received explicit instruction in final obstruent devoicing shows a robust reduction
in vowel epenthesis only for those words in which devoicing occurs, but not for others.
This means that the segmental training had a positive effect for one set of words, probably
due to the focus on the syllable coda and explicit instructions to produce final plosives
with aspiration (precluding schwa epenthesis). However, the effects are not transferred
to the other words with final consonants if these are voiced, so this does not constitute an
improvement in the production of syllables in general. The results for all groups show that
both trainings are effective but that they should be combined. We will next look at final
devoicing in order to find out whether the syllable structure training of the prosody group
had any effects on the production of (orthographically) voiced plosives.

5. Training Effects on Final Obstruent Devoicing

Final obstruent devoicing refers to a phonological phenomenon occurring in syllable
codas in German words. Plosives and fricatives that are underlyingly voiced become
voiceless in that position, so the word Rad ‘wheel’ is pronounced [Ka:t], while the plosive is
voiced when it is in syllable-initial position as in the plural form Räder ["KE:.d5]. German
spelling does not reflect these differences, so learners interpret graphemes that usually
represent voiced obstruents as such (Hayes-Harb et al. 2018). In Italian, obstruents usually
occur in syllable codas when they are part of a geminate consonant, e.g., fredda ["frEd.da]
‘cold’, and there is a voicing distinction in that position (e.g., fretta ["frEt.ta] ‘hurry’). As a
consequence, Italian learners tend to pronounce German Rad as [rad.d@]. In this section, we
investigate the effects of explicit training of final devoicing of plosives as conducted with
the segment group (see Section 2.3). The other groups did not receive any information or
instruction on final obstruent devoicing, but the prosody group received training focusing
on word-final consonantal codas and the avoidance of an epenthetic vowels (cf Section 4).
This may have led to more awareness of the syllable coda and even an improvement in
final devoicing.

5.1. Data

Final devoicing is a neutralisation process, although many studies claim that this
neutralisation is incomplete because German natives produce word pairs such as Rad–Rat
(‘bike’–‘advice’) slightly differently (e.g., Roettger et al. 2014). However, the training was
based on complete neutralisation, so this is what the learners aimed to achieve. The data
analysed here are part of the data set described in Section 4. Here, we look at only the word
pair Rad–Rat that we elicited as described above in the carrier sentences (cf Section 2.1):

(1) Dina gab Elmar ein neues Rad.
(3) Tina gab Hanna einen guten Rat.

In total, 48 repetitions for each target word were elicited from the control group
(8 speakers × 3 repetitions × 2 recording times), 130 for the segment group (13 speakers
× 5 repetitions × 2 recording times), and 120 for the prosody group (12 speakers ×
5 repetitions × 2 recording times). All the word tokens were annotated in Praat, and the
values were automatically extracted. The parameters examined here are the duration of
the vowel and consonantal closure intervals and the duration of voicing during the closure
interval for Rad. In order to achieve a neutralisation effect, these parameters should become
more similar for the two target words after the training.
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5.2. Analysis and Results for Neutralisation of Vowel Duration in L2 German

What we are interested in here is the absolute distance between the vowel /a:/ in Rat
and the vowel /a:/ in Rad in terms of duration. We ask whether the distance becomes
smaller, i.e., whether the vowels of Rat and Rad become more similar after the training.
Because we are not dealing with a parameter on the level of one utterance but rather the
relation between different productions, we first calculate the mean for each vowel for each
speaker. That is, for each speaker, we calculate the mean duration of /a:/ from Rat and the
mean duration of /a:/ from Rad. Next, we calculate the absolute distance between these
durations. Table 6 presents the absolute distance between the vowels in both target words
in milliseconds for each group before and after the training and the standard deviation as
well as the changes in that distance after the training.

Table 6. Results for vowel duration distance.

Training Time Point
Mean Vowel

Duration
Distance (ms)

SD Vowel
Duration

Distance (ms)

Difference (ms)
(Mean After–Mean

Before)

Control
Before 22.92 16.61 −4.50
After 18.42 12.36

Segment
Before 19.63 12.73

3.22
After 22.85 17.97

Prosody
Before 11.42 12.65

3.91
After 15.34 11.36

The statistical model used vowel duration distance as the dependent variable. The
fixed effects were time of recording (before or after training) and training type (control,
segment, or prosody), as well the as the interaction between the two variables. The model
included random intercepts for speakers (note that because we took the speaker means,
there are only two observations per speaker—before training and after training).

We used a normally distributed prior with mean of 0.0 and standard deviation of 10.0
for the regression coefficients. All other priors were the default priors of brms. As priors for
the intercept, a Student’s t distribution was used with degrees of freedom of 3.0, a mean of
15.3, and a standard deviation of 15.8 (ν = 3.0, μ = 15.3, σ = 15.8). As priors of the standard
deviations of the random intercepts and slopes as well as the residual standard deviation
of the model, we used a Student’s t distribution (ν = 3.0, μ = 0.0, σ = 15.8). The model ran
with four MCMC chains for 6000 iterations.

We assess the training effects by looking at the posterior distributions for the differ-
ences between the recording time points (after training minus before training). We report
the model estimate of the difference β between the two time points, the lower and upper
boundaries of the 90% credible interval (90% CI), and the probability that the estimate is
negative Pr(β < 0). A negative estimate for the difference means that the distance between
the vowel of Rat and the vowel of Rad was reduced during training, while a positive
estimate indicates a growth of the distance between the two vowels and hence the opposite
of neutralisation. Pr(β < 0) gives an indication of how strong the evidence for a negative
estimate is. The results are given in Table 7. They show no reliable effect in any group.

The results show that all groups produce different vowel durations for the two target
words, so they distinguish between them by means of vowel duration. There are only very
minor changes after training, however, and statistical analysis showed that none of the
changes were robust. Thus, there are no training effects for this parameter.
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Table 7. Statistical results for vowel duration distance.

Training Group β SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(β < 0)

Control 0.51 3.98 −6.04 6.97 0.45

Segment 2.35 3.76 −3.9 8.43 0.26

Prosody 2.24 3.89 −4.04 8.66 0.28

5.3. Analysis and Results for Neutralisation of Closure Duration in L2 German

Another way of assessing neutralisation effects of the training is to look at the absolute
distance between the closure duration of /t/ in Rat and Rad. We ask whether the distance
becomes smaller, i.e., whether the consonants of Rat and Rad become more similar after
the training. Because, as with vowel duration, we are dealing with the relation between
different productions, we first calculate the mean for each closure duration for each speaker.
That is, for each speaker, we calculate the mean closure duration of Rat and the mean
closure duration of Rad. Next, we calculate the absolute distance between these durations.

Table 8 presents the distance between closure durations in both target words in
milliseconds for each group before and after the training and the standard deviation
as well as the changes in that distance after the training. Again, a negative value for the
difference would indicate that the distance between the vowel of Rat and the vowel of Rad
was reduced during training.

Table 8. Results for closure duration distance.

Training Time Point
Mean Closure

Duration
Distance (ms)

SD Closure
Duration

Distance (ms)

Difference (ms)
(Mean After–Mean

Before)

Control
Before 22.05 16.59

8.79
After 30.83 18.82

Segment
Before 32.17 21.58

2.75
After 34.92 33.02

Prosody
Before 20.64 16.18

5.89
After 26.52 14.38

For the statistical analysis, we used a model with closure duration distance as the
dependent variable. The fixed effects were time of recording (before training or after
training) and training type (control, segment, or prosody), as well the as the interaction
between the two variables. The model included random intercepts for speakers (note
that because we took speaker means, there are only two observations per speaker—before
training and after training).

We used a normally distributed prior with a mean of 0.0 and a standard deviation of
10.0 for the regression coefficients. All other priors were the default priors of brms. As
priors for the intercept, a Student’s t distribution was used with degrees of freedom of 3.0,
a mean of 23.1, and a standard deviation of 16.8 (ν = 3.0, μ = 23.1, σ = 16.8). As priors of the
standard deviations of the random intercepts and slopes as well as the residual standard
deviation of the model, we used a Student’s t distribution (ν = 3.0, μ = 0.0, σ = 16.8). The
model ran with four MCMC chains for 6000 iterations.

We assess the training effects by looking at the posterior distributions for the differ-
ences between the recording time points (after training minus before training). We report
the model estimate of the difference β between the two time points, the lower and upper
boundaries of the 90% credible interval (90% CI), and the probability that the estimate is
negative Pr(β < 0). A negative estimate for the difference means that the distance between
the closure duration of Rat and the closure duration of Rad was reduced during training.
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Pr(β < 0) gives an indication of how strong the evidence for a negative estimate is. The
results, displayed in Table 9, show no reliable effect in any group.

Table 9. Statistical results for closure duration distance.

Training Group β SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(β < 0)

Control 4.71 4.64 −3.11 12.27 0.15

Segment 2.41 5.09 −6.13 10.69 0.32

Prosody 5.54 4.92 −2.67 13.59 0.13

We can see that all groups distinguish between the two target words by means of
closure duration at both time points. The changes after the training phase are minor, and
according to our statistical analysis, none of them are robust, so no training effects are
visible for this parameter either.

5.4. Analysis and Results for Reduction in Voicing during Closure in L2 German

As there are no measurable effects on vowel or consonant duration, we now look at
vocal fold activity during the closure interval. Here, we look only at Rad because there
was no voicing during closure in Rat. We measured the total duration of the consonant
closure and that of the interval during which there was vocal fold vibration within the
closure interval and calculated the percentage of voice during closure. Table 10 shows
the mean percentages of voice during closure for all groups before and after the training
as well as the standard deviation and the changes after the training. Negative values for
the difference between the percentage of voicing during closure before and after training
indicate an improvement. The results show improvements in all three groups but major
changes only for the segment group.

Table 10. Voicing during closure results.

Training Time Point
Voicing during
Closure Mean

(%)

Voicing during
Closure SD (%)

Difference (%)
(Mean After–Mean

Before)

Control
Before 65.52 38.53 −12.60
After 52.93 41.45

Segment
Before 70.26 36.56 −50.93
After 19.33 32.50

Prosody
Before 82.02 34.66 −13.77
After 68.25 38.74

Figure 3 shows the raw data points as a jittered strip chart (grey dots) in addition
to the means (coloured thick dots). It can be observed in the plot that the distributions
of the voicing during closure data substantially deviate from a normal distribution. The
points are half transparent, darker areas thus indicating the clustering of data points. There
are many data points with values of 0% or 100%; i.e., there are a lot of closures that are
either not voiced at all or fully voiced. Therefore, a model with a normal or skewed-normal
distribution would produce a bad fit of the data. Instead, we transformed the data into the
range of 0 to 1 (division by 100) and fitted a Bayesian zero/one inflated beta (ZOIB) model.
The ZOIB model represents a mixture of a logistic and a beta regression. Therefore, the ZOIB
model is able to estimate two interesting quantities in the context of this study. First, γ, the
probability that an observation is 1. Second, μ, the mean of the continuous beta distribution
in between 0 and 1. The two distributional parameters were estimated along with the
precision of the beta distribution φ and the zero/one inflation α (the probability that an
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observation is either 0 or 1), but we report only the results for γ and μ (for an introductory
tutorial, see Vuorre 2021). The fixed effects were time of recording (before or after training)
and training type (control, segment, or prosody), as well as the interaction between the
two variables. The model included random intercepts for speakers and by-speaker random
slopes for the effect of time of recording.

Figure 3. Voicing during closure (in %) for training groups before and after training (coloured thick
points with bars: means and standard errors; grey points: raw measures).

We used a normally distributed prior with a mean of 0.0 and a standard deviation of
1.0 for the regression coefficients. All other priors were the default priors of brms. As priors
for the intercepts of μ and φ, a Student’s t distribution was used with degrees of freedom of
3.0, a mean of 0.0, and a standard deviation of 2.5 (ν = 3.0, μ = 0.0, σ = 2.5). As priors for the
intercepts of γ and α, a logistic distribution was used (μ = 0, σ = 1). As priors of the standard
deviations of the random intercepts and slopes as well as the residual standard deviation
of the model, we used a Student’s t distribution (ν = 3.0, μ = 0.0, σ = 2.5). The priors of the
Cholesky factors of the covariance matrix for random effects were Cholesky LKJ correlation
distributions (η = 1). The model ran with four MCMC chains for 8000 iterations.

We assess the training effects by looking at the posterior distributions for the differ-
ences between recording time points (after training minus before training). We report the
model estimate of the differences Δγ and Δμ, the lower and upper boundaries of the 90%
credible interval (90% CI), and the probability that the estimate is negative Pr(Δγ < 0) or
Pr(Δμ < 0). A negative estimate for the differences means that the voicing during closure
was reduced during training. A negative difference Δγ indicates that the probability of
1, i.e., full voicing, is reduced. A negative difference Δμ indicates that the means of the
beta distribution in between 0 and 1 decreases; i.e., the relative duration of partial voicing
during the closure is reduced. The results are presented in Table 11 (all estimates are in
logit). There is strong evidence for a reduction in full voicings in the segment group, but not
for the other groups. No group reliably reduces the mean of the beta distribution, relating
to the relative duration of the partial voicings.

Table 11. Statistical results for voicing during closure.

γ

Training Group Δγ SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(Δγ < 0)

Control −3.66 3.8 −10.12 1.59 0.89

Segment −21.34 9.54 −38.63 −10.05 1.00

Prosody −1.71 3.3 −6.05 2.91 0.80
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Table 11. Cont.

μ

Training Group Δμ SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(Δμ < 0)

Control −0.19 0.31 −0.68 0.34 0.74

Segment −0.27 0.31 −0.77 0.24 0.82

Prosody −0.14 0.37 −0.74 0.5 0.66

5.5. Interim Summary and Discussion

In this section, we analysed the effects of an explicit segmental training of final devoic-
ing, compared with an (implicit) syllable structure training, by investigating whether the
subjects learned to neutralise the distinction between the words Rat and Rad by producing
more-similar duration values for vowels and consonants in both words after the training.
The results showed that the segmental training was not effective in that respect, which
could be because the focus of the exercises was not on these aspects but was rather on
the mere voicing neutralisation, i.e., the avoidance of voicing during closure and final
aspiration for words such as Rad. Moreover, Italian learners of German encounter addi-
tional challenges when learning to modulate vowel duration in closed syllables because in
their L1, closed syllables can have only a short vowel (leading to a consonant cluster or a
geminate word-medially, as in ["frEd.da] mentioned above).

Looking at voicing during closure, our results indicate that the segmental training was
effective and led to a smaller number of word productions with fully voiced closures. In
addition, as described in Section 4, there were positive effects with regard to the occurrence
of epenthetic vowels in words with final (orthographically) voiced consonants. The control
and prosody groups showed no reliable effects. Thus, the syllable structure training
clearly had no effect on final devoicing. This once more supports the suggestion that final
devoicing should be trained along with syllable structure, as syllable structure training
helps to avoid epenthetic vowels, but only when the final consonant is voiceless; when
the final consonant is interpreted as voiced on the basis of spelling, the training effects
vanish. These results indicate that although training in final devoicing can support prosody
training, the converse is not true: it is not implicitly acquired during prosody training, but
it needs to be explicitly taught.

6. Voice Onset Time

German and Italian both have the plosives /p, t, k/ and /b, d, g/ in their consonant
phoneme inventories, but they use different cues to distinguish between the two sets.
Italian uses mainly voicing during closure (i.e., vocal fold activity during the consonant
closure), whereas German uses mainly voice onset time, where /p, t, k/ is produced with a
long voice lag (>30 ms) and /b, d, g/ with a short one (0–30 ms), while the vibration of
the vocal folds during the consonant closure is not distinctive and generally only present
when the plosive is surrounded by other voiced sounds (Jessen and Ringen 2002). The
occurrence of aspirated plosives in Italian (i.e., with a positive VOT > 30 ms) is reported for
some regions (Celata and Nagy 2022).

In this subsection, we examine the VOTs of all subjects from the three training groups
for the word-initial plosive /t/ before and after the training phases to find out whether
any changes towards longer positive VOTs are linked to the trainings that the test groups
received. The segment group was explicitly made aware of the aspiration of plosives in
German and of its significance for German natives to distinguish between words such as
‘tennis’ and Dennis (a boy’s name); see Section 2.3. The control and prosody groups received
no explicit information or instruction on aspiration. However, the prosody group engaged
in exercises for word stress, both on the phonological level (i.e., stress placement rules)
and with regard to the phonetic features of word stress in German, which involve more
articulatory effort and stronger air flow in stressed syllables, referred to as Druckakzent
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(force accent). In order to generate the effort and pressure on stressed syllables, subjects
were instructed to bang on the table with their fists when producing stressed syllables
during the training sessions (not during the recordings). This may have had an effect on
voiceless plosives in German stressed syllables, as the consonant release might have been
stronger, resulting in a longer VOT. The influence of stress on VOT is reported in numerous
studies (e.g., Lisker and Abramson 1967; Savino et al. 2015; Lein et al. 2016).

6.1. Data

The data analysed here were elicited in the reading tasks explained above. The target
words were Tina and Tennis in the carrier sentences (cf Section 2.2):

(3) Tina gab Hanna einen guten Rat.
(5) Helga spielte einmal Tennis.

In total, 96 word realisations of the control group (8 speakers × 2 words × 3 repetitions
× 2 recording times), 240 word realisations of the prosody group (12 speakers × 2 words
× 5 repetitions × 2 recording times), and 260 word realisations of the segment group
(13 speakers × 2 words × 5 repetitions × 2 recording times) entered the analysis.

6.2. Analysis and Results

Table 12 shows the mean VOTs for all groups before and after the training as well
as the standard deviation and the difference between the mean values after the training
and those before the training. All groups had already produced positive VOTs with mean
values of over 30 milliseconds before the training, which shows that the subjects clearly
pronounce voiceless plosives differently from their native productions, but with shorter
VOTs than German natives speaking standard German (cf Kirby et al. 2020). The prosody
group produced slightly shorter VOTs than the control and segment groups before the
training. Positive values for the difference of mean VOTs before and after training indicate
an improvement. Both test groups show longer VOTs after the training, with a slightly
larger effect in the segment group. The control group exhibits a minor negative change.
Figure 4 illustrates the changes in VOT for all groups.

Table 12. VOT results.

Training Time Point VOT Mean (ms) VOT SD (ms)
Difference (ms)

(Mean After–Mean Before)

Control
Before 33.54 21.66 −2.62
After 30.92 14.10

Segment
Before 34.02 17.99

9.51
After 43.52 20.92

Prosody
Before 28.77 16.06

6.68
After 35.45 18.60

For the statistical analyses, we used a mixed model with VOT as the dependent
variable. The fixed effects were time of recording (before or after training), training type
(control, segment, or prosody) and the interaction between the two variables. The model
included random intercepts for speakers and target words, as well as by-speaker random
slopes for the effect of time of recording. The model was fitted with a skewed-normal
distribution to achieve a better model fit.

We used a normally distributed prior with a mean of 0.0 and a standard deviation of
10.0 for the regression coefficients. All the other priors were the default priors of brms. As
priors for the intercept, a Student’s t distribution was used with degrees of freedom of 3.0,
a mean of 14, and a standard deviation of 43 (ν = 3.0, μ = 31, σ = 19.3). As priors of the
standard deviations of the random intercepts and slopes as well as the residual standard
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deviation of the model, we used a Student’s t distribution (ν = 3.0, μ = 0.0, σ = 19.3). The
priors of the Cholesky factors of the covariance matrix for random effects were Cholesky
LKJ correlation distributions (η = 1). The prior for the skewness parameter α for the
skewed-normal distribution was a normal distribution with a mean of 0.0 and a standard
deviation of 4.0. The model ran with four MCMC chains for 4000 iterations.

Figure 4. VOT for training groups before and after training (means and standard errors).

We assess the training effects by looking at the posterior distributions for the differ-
ences between recording time points (after training minus before training). We report the
model estimate of the difference β between the two time points, the standard error of the
estimate (SE) the lower and upper boundaries of the 90% credible interval (90% CI), and
the probability that the estimate is positive Pr(β > 0). A positive estimate for the difference
means that the VOT became longer during training. Pr(β > 0) gives an indication of how
strong the evidence for a positive estimate is.

The results are presented in Table 13. The statistical estimates show that there is strong
evidence for positive differences in the segment and prosody groups regarding the VOT
with a Pr(β > 0) of 1.0 in both cases, i.e., an increase in VOT during training. There is no
reliable effect for the control group (Pr(β > 0) = 0.59). All in all, the statistical results show
that the segment and prosody groups increase their VOTs for /t/ during training.

Table 13. Statistical results for VOT.

Training Group β SE
90% CI Low
Boundary

90% CI High
Boundary

Pr(β > 0)

Control 0.48 2.29 −3.30 4.24 0.59

Segment 7.08 1.74 4.24 9.93 1.00

Prosody 5.07 1.78 2.16 8.02 1.00

6.3. Interim Summary and Discussion

We analysed the effects of explicit segmental training and (implicit) prosodic training
on the production of VOT in word-initial /t/. The results show positive effects for both
trainings. Thus, training the phonetic features of word stress in German clearly improves
learners’ VOT in fortis plosives similarly to purely segmental training. This does not
mean that segmental training can be skipped for this aspect; after all, we examined only
the plosives in stressed syllables here, and the effects of the prosody training might not
be present in unstressed syllables. Again, a combination of both segmental training and
prosodic training would be beneficial.

7. General Summary and Discussion

In this paper, we examined the effects of prosodic training in a prosodic feature
(intonation) and of a prosody-oriented training in an area where prosody and segments
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interact (word-final codas). The effects of segment-oriented training were assessed for final
obstruent devoicing, which is linked to the syllable structure and is thus partly prosodic,
and for VOT of voiceless plosives, which is regarded as a segmental feature, although the
temporal coordination of laryngeal and supralaryngeal gestures is not typical of what is
regarded as segmental in nature. Table 14 summarises our findings (�refers to a training
improvement, X refers to no training improvement).

Table 14. Summary of results.

Area Measure Control Group Segment Group Prosody Group

Prosody Final rise magnitude in yes–no questions X X �
Prosody Epenthetic vowel X X (Rad/Hund) � (Rat/bunt)

Segment Final devoicing: voicing during closure X � X

Segment Final devoicing: vowel duration distance X X X

Segment Final devoicing: closure duration distance X X X

Segment Voice onset time (VOT) X � �

One result that is not at all surprising is that explicit segmental training improves the
production of segments and that prosody training improves the production of prosodic
features. The intonation training yielded reliable positive results for final rises in yes–no
questions only for the prosody group, which is also not surprising given that there is no
relation between question intonation and any of the segmental features examined here.
VOT, which is dependent on the prominence of syllables (stress and accent), is a good
example of a segmental area that can be influenced by prosody training. However, as noted
above, we looked only at contexts in which the plosive was in a stressed (and accented)
syllable, so we do not know whether the effects of the word-stress training will hold for
unstressed syllables. This might be an interesting point to investigate in further research
with Italian learners. Epenthetic vowels and final devoicing both focus on the word-final
consonant in training. Our analyses showed that the segment-oriented training (final
devoicing of /d/) had positive effects, both at the segmental level (the learners produced
less voicing during closure) and at the prosodic level (they produced fewer epenthetic
vowels after a word-final <d>). However, the effect does not hold for words ending in
consonants that do not undergo final devoicing. For the prosody group, no reliable effects
of the syllable structure training were found on final devoicing. The mere fact that the
training focused on the syllable coda did not make the learners aware of final devoicing in
German. The syllable coda training showed effects only for the target words ending in <t>.
The voiced final consonants in the orthography of words such as Rad and Hund appeared
to facilitate vowel epenthesis, analogous to the native Italian pronunciation. Thus, the lack
of instruction on final devoicing prevented a positive effect for the <d>-words, at least for
the small set of data examined here. More research in this area, specifically research that
involves more final consonants, is needed to obtain a clearer picture.

In sum, this study provides (somewhat limited) confirmation for the previous claims,
made by Anderson-Hsieh et al. (1992), Munro and Derwing (1995), Derwing et al. (1998)
and Gordon and Darcy (2016), that there are positive effects of prosody-oriented training
on the production of segments, but this crucially depends on the area of prosody that
is being trained. In our study, the training of syllable structure and the production of
prosodic prominence (lexical stress and the placement of pitch accents, which were part of
the training but not of the testing) is likely to have had a greater effect on the segments than
the training of intonation contours. Interestingly, also in line with the above-mentioned
studies, there were no reliable positive effects of segment-oriented training on prosodic
features. This was even the case when the training aimed at an area where segments and
prosody interact, as is the case for final obstruent devoicing.
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A limitation of this study is the small data set, making it difficult to generalise.
Nonetheless, our results appear to indicate that prosodic training and segmental training
are best treated in an integrated way. In particular, if aspiration is taught alongside stress
and accent, aspiration can be learned in this hyperarticulated context, making the difference
between L1 and L2 clearer. Moreover, there appear to be benefits in teaching final devoicing
alongside syllable structure, including avoiding schwa epenthesis and thus restructuring
of the word, making a “final” consonant in fact initial to a further syllable. Learning to
devoice obstruents in syllable onsets instead of codas could otherwise lead to possible
problems with learning to adequately produce the voicing distinction in onset position.
Thus, our results support the conclusions drawn by Derwing and Munro (2015): if the
segmental and prosodic levels are taught together, there is a greater likelihood of an overall
beneficial outcome in pronunciation training.
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Appendix A

This appendix complements the substudy on the yes–no question rise magnitudes in
the paper. Because both German and Italian commonly have final rises in such questions
(albeit with much regional variation), we can link the effects of training to patterns of
realisation in the respective languages as produced by native speakers. In this comparison,
it becomes evident that Italian yes–no question rises are smaller in magnitude compared
with German rises.

The data analysed here are recordings of Italian and German native speakers. We
collected two data sets in order to be able to compare Italian L1 and German L1 realisation
patterns. The first data set consists of recordings of Italian native speakers. It was collected
at a grammar school in Turin (Northern Italy). In total, eight students (three male, five
female) were recorded while playing card games specifically designed to elicit yes–no
questions. These students were also later part of the training groups described in the main
text of the paper (three in the prosody group, five in the segment group). The card games
were played in pairs. The recordings were conducted in a quiet room in a school in Turin
with a mobile DAT recorder and head-mounted microphones. The speakers were 17 to
18 years old.

The second data set contains recordings of four native speakers of German, two of
them authors of this paper (S.D. and S.R.). The recordings took place in a sound-attenuated
recording booth at the University of Cologne, using head-mounted microphones (recorded
directly on the hard disk of a computer through an external audio interface). The speakers
were aged between 22 and 35 years; two of them identified as female, two as male.

The data were elicited in a card game setting in which the subjects played in pairs.
The cards in this game depicted day-to-day objects in different colours. The participants’
task was to collect cards with the same colour or the same object by exchanging cards with
their fellow player. To initiate the exchange, participants ask their fellow player whether
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they are in possession of a specific card. For example, do you have a green coffee pot/carafe?
(German: hast du eine grüne Kanne?, Italian: hai una caraffa verde?).

In each move, the colour or object that the player can use in their question is deter-
mined by a card from an additional stack. In one version of the game, it is the colour that
is displayed by this card; in another version, it is the object. For example, if the card is
green, the participant may ask do you have a green coffee pot? but not do you have a blue coffee
pot? Similarly, when the card displays a coffee pot, the participant may ask do you have a
green coffee pot? but not do you have a green plate? There was no visual contact between the
participants; for communication, they relied solely on the auditory channel.

The German colour adjectives were blaue/blauen ‘blue’, gelbe/gelben ‘yellow’, rote/roten
‘red’,and grüne/grünen ‘green’. In Italian, they were azzurro/azzurra ‘blue’, giallo/gialla
‘yellow’, rosso/rossa ‘red’, and verde ‘green’. The German object nouns were Kanne ‘coffee
pot’, Teller ‘plate’, Gabel ‘fork’, and Kugel ‘ball’. In Italian, they were caraffa ‘carafe’, piatto
‘plate’, and tazza ‘cup’. As exemplified above, the questions were of the form ‘hast du
eine(n) <colour> <object>?’ for German and ‘hai un(a) <object> <colour>?’ for Italian.

From the 136 questions in the German L1 data, 13 were excluded because of hesitations,
laughter, or mispronunciations; 13 were excluded because the speaker asked for two objects
(in an alternative question such as hast du eine grüne Kanne oder einen gelben Teller? ‘do
you have a green carafe or a yellow plate?’). Moreover, 14 questions did not end in a
simple rising intonation contour: seven of them were falling (H* L-%) and seven had
a falling-rising nuclear contour (H* L-H%). Thus, for the investigation of the final rise
magnitude, 96 German questions could be used. All these questions reflect the nuclear
intonation pattern L* H-ˆH% described in Grice and Baumann (2002) for neutral German
yes–no questions. An example from the data set is given in Panel C of Figure A1.

For the Italian L1 data, 110 questions were recorded from a group of eight speakers.
Here, 11 questions were excluded because of hesitations, laughter, or mispronunciations;
four were excluded because they were alternative questions, as in the German data de-
scribed above. Of the Italian questions, 24 ended in a falling boundary tone (see Panel B of
Figure A1). These were mainly by two speakers who exclusively produced rising-falling
contours (L+H* L-L%). For the analysis of the final rise, these speakers had to be excluded.
Hence, 71 Italian questions with a final rise elicited from six speakers remained in the
data set for this measurement. The nuclear intonation contour of these questions can be
described as (H+)L* nuclear accent, followed by a rising boundary tone (see Panel A of
Figure A1).

In both languages, the start and end points of the final rise were annotated. Start
point “L” was placed on an F0 minimum in the vowel of the syllable with the nuclear L*
accent, e.g., in [a] of Kanne in hast du eine grüne Kanne? and in [u] of azzurro in hai un piatto
azzurro?2 End point “H” was placed on the F0 maximum at the end of the utterance. The
rise magnitude was calculated in semitones: 12 log2

(
E
B

)
, where B denotes the F0 in Hz at

the beginning of the rise and E denotes the F0 in Hz at the end of the rise.
Panel D of Figure A1 shows the results obtained from the measure of the final rise. The

violin plots show the distributions of the data. The thick black dots represent the respective
means of these distributions. The graph presents a clear picture, where German exhibits
substantially larger final rises (13.1 st) than does Italian (5.23 st).
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Figure A1. Example contours (A–C) and final rise magnitudes of German L1 and Italian L1 (D).

Notes

1 For the intonation of questions, the data were collected during the project, but they have been analysed here for the first time.
2 The labels deviated from this pattern only when there was no reliable F0 calculation in the vowel that was due to creaky voice.
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Abstract: In different studies dedicated to the acquisition of verbal morphology by bilingual children
or by L2 learners, it has been noted that differences in the acquisition process cannot be accounted for
by only considering the distance between L1 and L2 morphology. Some forms, such as auxiliaries,
may occur in L2 productions without being motivated by L1 morphology. To account for this, the
prosodic transfer hypothesis—according to which the acquisition of morphology in the non-dominant
language is influenced by the prosody of the dominant language—has been formulated. That
prosodic features may influence the acquisition of morphology is interesting as it shows that the
acquisition process must be apprehended by considering interfaces and interrelations between the
various levels of linguistic description. The aim of this contribution is thus twofold: (i) clarifying to
which aspects of prosody prosodic transfer hypothesis refers (specifically, among tonal and metrical
prosodic elements, which one comes into play to account for morphological development); and (ii)
explaining the importance of considering grammatical interfaces in study on L2 development. To
do so, an exploratory study, which relies on the analysis of L2 French narratives produced by two
learners with L1 Japanese and two with L1 German, was achieved. This preliminary analysis of the
data suggests that metrical structure—more precisely, the nature of the basic metrical unit—may
constrain the occurrence of auxiliary and vowel-final forms in the productions of Japanese learners.

Keywords: L2 acquisition; cross-linguistic interferences; prosody-morphology interface; metri-
cal structure

1. Introduction

To account for the gradual process of acquisition of verbal morphology in inflectional
second languages, it is common to show the evolution of verbal inflectional rate in an
obligatory context. This rate of inflection allows us to compare different speakers and to
analyse, for example, cross-linguistic influences in the acquisition of verbal morphology in
a contrastive way. However, it may be insufficient to understand the specificity of certain
morphological developmental aspects. Thus, recent studies have shown the limits of a
binary approach to verbal morphology (inflected vs. uninflected verbs) and the interest of
a qualitative analysis of verbal forms used at different stages (Benazzo and Starren 2007;
Blom et al. 2013; Giuliano 2003). These studies have also highlighted the intermediate
role of analytic verb forms—i.e., forms containing separate elements, such as auxiliaries
as in (1)—in the acquisition of synthetic verb forms as in (2). Even if the constructions
with auxiliaries do not fulfill all the functions (agreement, temporal, aspectual, agentive)
assigned to them in the target languages, it is generally accepted that they are relevant clues
to ongoing morphological development. The statement in (1), for example, taken from an
account of family activities, is characteristic of the production of a late speaker of French.
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(1) grand-mère [e] peint un barque de la loch ness
grand-mother [e] paint.3SG a boot from the loch ness
‘the grand-mother is painting a boot from the Loch Ness’

(L36, Linguistic Development Corpus1)
(2) la grand-mère peint le lac

the grand-mother paint.PRES.3SG the lake
‘the grand-mother is painting the lake’

(L49, Linguistic Development Corpus)

Only the verb forms a peint (has painted), with the preverbal element a/has or peint
(paints/is painting), are attested in the speech of early French speakers, i.e., L1 French
speakers. Studies dedicated to these constructions, also called dummy auxiliary construc-
tions (Blom et al. 2013), have mainly focused on what motivate their occurrence and even
on which functions they fulfill in the utterance, morphosyntactic vs. semantic. In (1), for
example, there are at least two possible functions of the monophonemic element [e] located
before the past participle form of the verb peindre (paint). A morphosyntactic analysis
would emphasize the formal resemblance of this element with est, the inflected form of
the auxiliary be in the third-person singular, and invite consideration that this element of
morphological nature realizes in an economical way the agreement in person and number
between the subject grand-mère and the verb peindre, as is the case for the auxiliary do in
English (Parodi 2000). Alternatively, a semantic analysis would consider that an auxiliary
form is motivated by an objective change in the temporal-aspectual context or a subjective
change in the speaker’s perspective on the event. Thus, the preverbal element could be
interpreted as a progressive aspectual marker expressing the ongoing nature of the painting
situation. This debate suggests that only one interpretation of the auxiliary would be
valid at a given stage. Yet, a recent study shows that at the same stage of development
in French as a second language (L2), the frequency of auxiliary verbal constructions in
narrative discourse varies according to the first language (L1) of the narrators, German vs.
Japanese (Granget 2018). This result suggests an influence of the first language and opens
the way to other explanations than those previously outlined, which are mostly related to
morpho-syntax and semantics. Phonological and prosodic features from the L1 may also
come into play, as has been stated in the prosodic transfer hypothesis (Schlyter 1995; Goad
and White 2004, among others). This is what we wish to investigate in this contribution
by analysing productions in French from two learners with L1 Japanese and two with
L1 German. Our aim is thus threefold: (i) to analyse the relevance of the hypothesis of
a prosodic bias in the acquisition of L2 French verbal morphology by L1 Japanese and
German speakers; (ii) to clarify the different prosodic domains and/or levels at which L1
could exert a constraint on the choice of verbal form in L2; and (iii) to present the results of
a pilot analysis of four L2 French narratives, half of which were produced by L1 Japanese
speakers and the other half by L1 German speakers.

In what follows, we first recall the main results of research on dummy auxiliary
constructions and on the prosodic hypothesis. We then present the main morphological
and prosodic features of the three languages under investigation—Japanese, German and
French—by also clarifying the various domains/levels of prosodic analysis that could come
into play. Then, we present the L2 French corpus used for the exploratory study presented
in this contribution. In addition, the methodology used for annotating and analysing verbal
phrases is explained. Finally, the results of this study are presented and discussed.

2. The Prosody/Morphology Interface in L2 Acquisition

2.1. The Use of Dummy Auxiliary Constructions

Research on the development of verbal morphology in inflectional second languages
points to a proto-morphological stage in which dummy auxiliary verbal constructions,
consisting of a lexical verb form preceded by a formally auxiliary-like but functionally
restricted element, emerge (Blom et al. 2013; Noyau et al. 1995; Parodi 2000; Starren 2001).
In the literature, this last element is variably called a “light or nuclear verb” (Viberg
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2006), a “non-thematic verb” (Parodi 2000), a “proto-auxiliary” (Benazzo and Starren 2007;
Starren 2001), or a “dummy-auxiliary” (Blom et al. 2013), the last of which is used in this
article. Dummy auxiliary verbal constructions have been analysed in Dutch (Starren 2001;
Jordens and Dimroth 2006; Verhagen 2011, 2013; Jordens 2012, 2013; Van de Craats and
van Hout 2010), German (Schimke 2013), and French (Starren 2001; Giuliano 2003; Myles
2005; Benazzo and Starren 2007; Schimke 2013; Granget 2015, 2018). Although most studies
focus on the auxiliaries HAVE (e.g., hat/has for German in (3) and a/has for French in
(5)) and BE (e.g., is for Dutch in (4) or est/is for French in (6)), the dummy auxiliary class
includes a variable set of elements from one study to another. For example, it also includes
the semi-auxiliaries go, gaat (Dutch) or aller in French, as well as modals like veut/veulent
(will) or peut/peuvent (can). Moreover, the copula c’est,/sE/and il y a or the reduced form
ya,/ja//there is in French have often been considered as a preverbal central element in L2
acquisition as in (7a) and (7b) (see Noyau et al. 1995; Schimke 2013; Starren 2001; Véronique
2013).

(3) herr grün hat schlafen
mister green have.3SG sleep.INF/PRES.3PL
‘Mister Green is sleeping’ or ‘Mister Green (has) sleep(s)’2 (Schimke 2013, p. 318)

(4) de ouders is nog slapen
the parents be.3SG still sleep.INF/PRES.3PL
‘The parents are still sleeping’ (Van de Craats and van Hout 2010, p. 491)

(5) monsieur vert il est dormir
mister green he be.3SG sleep.INF
‘Mister Green he is sleeping’ or ‘Mister Green (is) sleep(s)’ (Schimke 2013, p. 317)

(6) il a dort
He have.3SG sleep.3SG
‘He has slept’ or ‘he (has) sleeps’ (Schimke 2013, p. 318)

(7) a. c’est prépar[e] le gâteau
it’s prepare.INF the cake
‘il prepare le gâteau’ ou ‘he is preparing the cake’ (Schimke 2013, p. 318)

b. il y a dort
there is y.PRO have.3/2SG sleep.PRES.SG
‘he is sleeping’ or ‘he (has) sleep(s)’ (Schimke 2013, p. 319)

Studies on dummy auxiliary constructions show also the relevance of complementing
analyses of inflectional verbal morphology in terms of inflectional rate with analyses in
terms of verbal forms.

Most studies have sought to determine the function of dummy auxiliaries, and most
discussions have focused on the semantic vs. morphosyntactic properties of the preverbal
auxiliary since there is a risk of over-interpretation if we infer the function of an element in
learner varieties from the function it fulfills in the L1 (Jordens 2013; Myles 2004). In some
cases, the dummy auxiliary is interpreted following Parodi (2000) as a proto-grammatical
verbal element, which has no specific meaning but carries inflection (agreement), such as
the auxiliary do in English. In other cases, it is considered as a verbal element expressing
a semantic contrast, be it temporal or aspectual, depending on the first language at an
intermediate stage (Benazzo and Starren 2007; Giuliano 2003; Starren 2001). Most studies
on dummy auxiliary constructions have argued in favor of one interpretative hypothesis or
the other. According to them, based on L2 data from speakers of the same first language
who have reached different stages of development in the target language, semantic or
morphosyntactic factors trigger the use of dummy auxiliary constructions.

The specificity of the singular auxiliaries a/a/and est/E/in French, in contrast to other
inflected elements in flexional languages, is that they are monophonemic. In the French
input they are often cliticized to the subject pronoun that precedes them, il/ il/or elle/εl/,
and build a phonological block/ilE/,/εlE/and/ila/,/εla/. Studies of verbal morphology
in French L2 have often pointed out the difficulty of perceiving the auxiliary as distinct
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from the pronoun for learners who are only exposed to spoken French (Noyau et al. 1995;
Benazzo and Starren 2007). In French L1 at early stages, there is no clear evidence for a
phonological vs. morphological status of the preverbal element in the child’s productions
(Bassano 2000; Veneziano and Parisse 2010). We may expect that L2 learners exposed to
written French and the visual chain of words get an early representation of pronouns and
auxiliaries as free independent morphemes and do not go through this proto-morphological
stage. But this is not the case since dummy auxiliaries are also used in L2 varieties produced
by instructed learners of French (Granget 2015, 2018; Myles 2005). As the usual triggers of
a dummy auxiliary are no longer relevant, this form may be a phonological element due to
segmental or suprasegmental constraints.

In a contrastive study on the use of auxiliary constructions in the plural narrative
utterances of Japanese and German learners of L2 French at an intermediate level, Granget
(2018) observes that the rate of auxiliary verbal constructions depends on the first language:
it is significantly higher in plural utterances produced by L1 Japanese speakers as in (8)
than in those produced by L1 German speakers.

(8) il(s) sont trainé de danse
he/they be.3PL train.PAST.PART to/of dance
‘they are training to dance (L1 Japanese, Granget 2018)

Explaining this difference in terms of morphological development and the distance
between L1 and French is rather difficult. Even if subject-verb agreement is not a relevant
category in Japanese L1, the subject- verb agreement in French L2 (plural contexts) occurs
more often in the production of the Japanese L1 group than in that of the German L1
group. Consequently, morphosyntactic transfer cannot explain the realizations obtained.
An additional phenomenon catches our attention here: in the utterances where subject-verb
agreement is realized with a plural subject, the preferred verbal form in the Japanese L1
group is the auxiliary verbal construction with a dummy auxiliary in 41.8% of the cases,
compared to 4.7% of the cases in the German L1 group. The simple plural form is used in
only 14% of cases compared to 35.8% in the German L1 group. This result suggests that the
frequency of auxiliary constructions does not depend on morphosyntax; other properties
of the learner’s L1 must be involved.

As Japanese and German verbal morphology cannot allow explaining the forms
observed in terms of morphological transfer (see Section 3), a prosodic transfer of the first
language is likely to account for the preposed morphophonological element, as suggested
by various studies that refer in such cases to a prosodic bias (Schlyter 1995) or a prosodic
transfer (Goad and White 2004). Other studies also argue for the influence of L1 prosody
in the realisation of epenthetic vowels (Yazawa et al. 2015; Sauzedde 2018). The aim
of the following section is to review studies on prosodic bias that are relevant to the
morphology/prosody interface.

2.2. Prosodic Bias, Transfer, or Epenthesis?

The occurrence of a form comparable to an auxiliary could also be considered as an
epenthesis. As phonological epentheses are often realised to satisfy prosodic constraints
(well-formedness of syllable structures, stress-clash avoidance, etc.), several studies on L2
development have analysed these forms as resulting from a prosodic bias. Being influenced
by the prosodic and phonological structures and patterns of their L1, learners may insert
segments in the speech chain of the L2 in order to conform to their L1 prosodic patterns.

In a case study dealing with the use of different morphemes in English L2 produced by
an advanced Turkish learner, Goad and White (2004) proposed to account for morphological
variability and to examine the prosodic influence of the first language on the acquisition
of inflected verb forms. In order to explain why postposed verbal suffixes (agreement
and past inflection) and plural morphemes on nouns are significantly more frequent than
preposed definite and indefinite articles, they refer to the Prosodic Transfer Hypothesis
(PTH). Their claim is that the production of L2 inflectional morphology and function
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words is constrained by the prosodic representations available in L1. When L1 prosodic
representations are not identical to those required for L2, as it may appear in a contrastive
analysis of the prosodic structure (syllable, foot, prosodic words, phonological phrases),
they can be minimally adapted to represent the morphological material of L2. In this
case, L2 speakers are predicted to build appropriate prosodic representations and produce
functional morphology, as is the case for verbal suffixes in the English interlanguage of
the Turkish learner. If prosodic representations are not adapted, learners are predicted
to omit functional morphology, as for articles since the morphological material cannot be
represented in prosodic structure. According to PTH, the distance between the prosodic
structures of the verbal phrase in L1 and L2, especially at the low level, is a good predictor
to account for the learnability of preposed or postposed morphemes. However, the authors
do not address the particular case of our study, namely the frequency of dummy auxiliary
construction due to the L1.

In a study dedicated to the acquisition of verbal morphology by children with early
exposure to French and Swedish, Schlyter (1995) highlights a possible effect of prosodic
dominance on verbal morphology that she calls the Prosodic Bias hypothesis. The study
compares the morphological development of two bilingual children, one French dominant,
Ann, and one Swedish dominant, Jean. According to Schlyter, children are sensitive
to their dominant language in the way they construe verbal forms. This sensitivity is
not only related to morphology (preposed auxiliary-stem as in (9) vs. postposed stem-
suffix as in (10)), but also to the prosody of the language. The morphological analysis of
the productions of the children consists of classifying verbal forms into two categories:
preposed morphemes as in (9) and postposed morphemes as in (10). As for prosodic
analysis, which is qualitative and quantitative, it consists of encoding the metrical patterns
associated with small utterances. To assign a metrical form to each phrase, a distinction is
made between FINAL stress patterns that are typical for French (iambic (ia), weak strong;
anapestic (ana), weak- weak-strong) as in (9), where the stress syllable is in capital letters,
and INITIAL stress patterns that are typical for Swedish (trochaic grave (gr), strong-weak,
grave; trochaïc acute (ac), strong-weak, acute; and dactylic (dac), strong-weak-weak) as in
(10), as well as patterns attested in both languages (monosyllable (m), grave word preceded
by a weak syllable (xgr)).

(9) Final prosodic pattern, preposed verbal morpheme, French
ils sont veNUs
They are come.PAST.PART
‘They have come’ or ‘they come’

(10) Initial prosodic pattern, postposed verbal morpheme, Swedish
KOmm-er dom
Come.PRES they
‘Will they come’ or ‘they come’

Since French spoken by adults has regular phrase-final stress, stress being culminative
at the accentual phrase or clitic group (i.e., (ils sont veNUS) ‘they have come’, (je VIENS)
‘I come’, etc.), French-speaking children in a French environment easily pick up words
and phrases with final stress. Those patterns facilitate the acquisition of preposed gram-
matical morphemes, i.e., prefixes, auxiliaries, and other preposed morphemes such as
clitic pronouns in French: il dort ‘he sleeps’, est cassé ‘is broken’. In contrast, as Swedish
spoken by adults has a more variable stress pattern than French, Swedish-speaking children
in a Swedish environment develop in the first stage initial stress patterns that favor the
acquisition of postposed verbal morphemes.

The results of Schlyter’s analysis show that the two children have different prosodic
patterns due to their language dominance and different morphological preferences. The
dominant prosodic pattern in the Swedish utterances of Jean (Swedish dominant due to
his family situation) is a final one in the early stage, but an initial one typical for Swedish
people in the late stage (age 2;2). During that period, most of the morphemes (verbal and

83



Languages 2022, 7, 305

nominal) are post-posed (70%), as is the case in Swedish L1 acquisition (Table 1). The
dominant prosodic pattern in the Swedish utterances of Ann (French dominant) is different,
it is a final one during all stages, from age 2;6 to 2;10. During that period, most of the
morphemes (verbal and nominal) and even all morphemes at the last stage are pre-posed,
as is the case in French L1 before age 3, but not in Swedish L1 (Table 2).

Table 1. Proportion of initial and final stress pattern (% of the total number of patterns) and of pre-
and postposed morphemes in the Swedish utterances of Jean (Swedish dominant).

Stage (Age) 1 (1;8) 2 (2;0) 3 (2;2)

Stress Initial 1 Final 2 Initial Final Initial Final
28 62 56 38 77 28

Morphemes position Pre- Post- Pre- Post- Pre- Post-
42 58 50 50 30 70

1 (gr, ac, dac) 2 iambic (ia), anapestic (ana), m, (xgr).

Table 2. Proportion of initial and final stress pattern (% of the total number of patterns) and of pre-
and postposed morphemes in the Swedish utterances of Ann (French dominant).

Stage (Age) 1 (2;6) 2 (2;8) 3 (2;10)

Stress Initial 1 Final 2 Initial Final Initial Final
14 80 8 71 3 74

Morphemes position Pre- Post- Pre- Post- Pre-
79 21 94 6 100

1 (gr, ac, dac) 2 iambic (ia), anapestic (ana), m, (xgr).

This case study clearly shows a close relationship between prosodic and morpho-
logical patterns and a clear prosodic bias: the dominant prosodic pattern of bilingual
children constrains the position of emerging morphemes at the proto-morphological stage.
According to Schlyter (1995, p. 102), it is still to be studied if the prosodic bias hypothesis is
transferable to L2 acquisition since “the late acquisition of morphology in L2 may be partly
due to prosodic patterns in L1 and L2, with prosodic habits from L1 which do not fit the
habits of the L2”. If the prosodic bias hypothesis is true for French L2 acquisition, the stress
patterns or some other metrical features of the first language may constrain the position of
verbal morphemes. We also may expect that L2 learners will be able to acquire the position
of French morphemes if they acquire French metrical patterns.

In de Bot’s multilingual model of speech production inspired by Levelt et al. (1999),
the way syllables are realised at the surface level in an L2 is influenced by the syllabic
structure inventory of the L1 (De Bot 2004). Yazawa et al. (2015) and Sauzedde (2018)
have documented such influence through the production of vowel epenthesis in the speech
data produced by Japanese learners of L2 English and L2 French: the insertion of a vowel
between two consonants is due to constraints on syllables well-formedness. In Japanese,
the basic rhythmic unit is the mora, as a consequence syllables of the form CV that consist of
a single mora are highly preferred, and consonant clusters or syllable-final consonants are
not allowed except in a few instances. Consequently, a vowel is often inserted to break up
consonant clusters and to avoid word-final consonants (e.g., cross/kr6s/, CCVC in English,
may be realised as/kuRosu/, CVCVCV, with epenthetic vowels/o/and/u/to overcome
the consonant cluster and the final consonant). Even if vowel epenthesis has mainly been
documented in experimental data on words and nonwords (Detey and Nespoulous 2008), it
may also occur in more ecological speech data. Therefore, the verbal phrase il mange/ilmãZ/,
VCCVC, may be resyllabified to CVCVCV, with two epentheses realised as in/ilumãZu/. A
plausible scenario for L2 French is that this verbal form is realised/ilamãZe/because this
form is already available in French input and has a moraic structure.

According to this hypothesis, the use of a monophonemic a/a/, est/é/E/or a biphone-
mic auxiliary like sont/sõ/, which satisfies Japanese monomoraic syllabic templates, has
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a double function: marking subject-verb number agreement and satisfying L1 metrical
structure. In the narratives analysed for this study, the preverbal vowels or syllables clearly
have the phonological forms of free morphemes (singular auxiliaries/a/or/E/, plural,
sont/are, [z]ont/[plural liaison z]are, vont/go), but it is not excluded that this phoneme can
take other forms closer to the intervocalic vowel/u/identified in the studies mentioned
above. Indeed, learners may prefer solutions that have several advantages: the forms exist
in the target language and they are morphosyntactically functional, prosodically congruent,
and easily pronounced.

2.3. Issues Raised and Objectives of the Paper: From Theory to Data

Despite some differences in the way to apprehend the prosodic transfer hypothesis,
Schlyter (1995) and Goad and White (2004) consider that L1 prosody, be it expressed in
terms of metrical patterns or prosodic structure, plays a role in the way to encode verbal
inflection in an L2. According to Schlyter (1995), metrical and prosodic structure account
for the linear position of verbal markers, whereas Goad and White (2004) consider that
the frequency of occurrence of a morpheme depends, among other things, on the distance
of the L1 and L2 prosodic representations. In our case, we do not want to compare the
realisation of an inflectional morpheme, but for the same functional category, subject-verb
agreement, we wish to explore how it is encoded in the L2 French discourse of learners
with different L1s. The dependent morphological variable of interest is not the rate of
inflection but the type of inflection, i.e., a complex form with auxiliary (mostly observed in
the Japanese-speaking group) or a simple form (observed in the German-speaking group).
This variable corresponds to the morphological variable observed by Schlyter (1995).

The question raised by the comparison of the two explanatory models is, which
prosodic properties of Japanese would favour auxiliary forms in the L2 French spoken
by Japanese learners at A2 stage? Is the accentual pattern sufficient? Does the prosodic
phrase in Japanese present an accentual pattern that is transferred to L2 French and, thus,
constrains the development of preverbal morphemes? Do some other metrical features of
the language come into play? In order to investigate these issues, let us first present the
prosodic and morphological characteristics of the languages involved, i.e., French, Japanese,
and German.

3. Morphological and Prosodic Features of the Languages in Contact

The aim of this section is to present (i) the verbal elements or morphemes used to
encode tense, aspect, person, and number, with a special attention on auxiliaries; and
(ii) some aspects of Japanese, German, and French prosody, in particular those regarding
metrical units/patterns and accentuation. This presentation will then allow formulating
cross-linguistic differences and their consequences.

3.1. Morphology and Verbal Markers

Japanese and German verbal morphology differ in some aspects from French and
are similar in others. The three languages have in common that they have simple verb
forms as in (11), consisting of a synthetic prefixed, suffixed, or infixed lexical base, and
complex forms as in (12), consisting of a lexical verb form and a free morpheme or auxiliary.
However, the three languages differ in the marking of agreement, the meanings of auxiliary
constructions, and the position of the inflected components of the verb.

While subject-verb agreement is a central functional category in French and German,
this is not the case in Japanese. The Japanese verb form in the present tense does not vary
according to number as in (11a). In German, most of the lexical verbs have an inflected
present third-person singular form ending in –t, [t] in the spoken form, as in (11b), and
an inflected present third-person plural verb form ending in –en,/әn/or/n/in the spoken
form, as in (11b’). In French, there are different types of inflection in the present tense
depending on the verbal class of the verb. Some verbs keep the same form in the third-
person singular and the third-person plural in the present tense in spoken French. In
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written French, as in (11c) and (11c’), the singular form ends in <e> and the plural form
in <ent>. Those suffixes, typical for written French, have been called “silent morphemes”
(Ågren 2008). Most of these verbs have their infinitive form in <–er> but some verbs do
not, see découvre/dekuvK//discover (3SG) and découvrent/dekuvK/(3PL) from the verb
découvrir. That is why Michot (2014) considers them all together as a uniform verb class
(Vuni). She also considers two other classes of verbs whose plural form is different from
the singular one: the class of verbs making their plural form with an additional final
consonant (Vcons) as in (11d’). The verb form disent/diz/corresponds to the addition of
the consonant/z/to the singular form dit/di/. A third class of verbs includes those making
their plural in the third-person present tense with a changing stem (Vste), keeping most
of the time one or more element of the consonantal architecture of the stem, e.g., the verb
savoir (know/can), whose singular and plural forms in the third person are sait/sE/and
savent/sav/, respectively.

(11) a. onnanohito ni kiki-masu (Japanese)
woman to ask.NONPAST

b. sie frag-t eine Frau (German)
she ask.PRES.3SG a woman

b’ sie frag-en eine Frau
they ask.PRES.3PL a woman

c. elle demande à une femme (French)
she ask.PRES.1/3SG to a woman

c’. elles demandent à une femme
they ask. PRES.3PL a woman

d. il dit au revoir
he say.PRES.3SG goodbye

d’. ils disent au revoir
they say.PRES.3PL goodbye

e. il sait danser
he can.PRES.3SG dance

e’. ils savent danser
they can.PRES.3PL dance

Even if agreement is not a relevant category for Japanese, verbs are indeed inflected
because their form varies in tense, namely past and non-past. In (11a), the verb form
kiki-masu is ‘non-past’, and contrasts with the past verb form kiki-mashta. The same is true
for auxiliary forms where the auxiliary can be non-past as in (12) or past tense as in (13).

(12) onnanohito ni kiki-te i-masu (Japanese)
woman to ask.TE Aux.NONPAST
‘she is asking a woman’

(13) onnanohito ni kiki-te i-mashta (Japanese)
Woman to ask.TE Aux.PAST
‘she was asking a woman’

The meaning of auxiliary forms varies according to the auxiliaries and the language. In
French, the constructions avoir/have + V (14) express the past perfective or present perfect,
while the constructions est/be + V express these temporal-aspectual categories with motion
verbs, but also passive meaning with transitive verbs.

(14) elle a demand-é à une femme (French)
she AuxHave.3SG ask.PAST.PART to a woman
‘she asked a woman’

In German, auxiliary constructions with the auxiliaries haben/have as in (15) and
sein/be also have past meaning, but it has often been claimed that aspect is not a relevant
category for German (Klein 1994; Lasser 1997). As for the auxiliary choice, haben/have is
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more frequently used, sein/be being restricted to motion verbs. The auxiliary werden, by
contrast, is used for future and passive constructions.

(15) sie hat eine Frau ge-frag-t (German)
she AuxHave.3SG a woman ask.PAST.PART
‘she asked a woman’

The auxiliary form V-te imasu in Japanese (12)–(13) has a quite unusual double meaning,
imperfective progressive or resultative, depending on the aspectual lexical class of the verb.
Moreover, it may occur in the past or non-past tense (Shiraï 1998).

Syntactically, the languages also differ: French is a VO language, German is a V2
(declarative sentences) and OV (subordinate sentences) language, and Japanese an OV lan-
guage. It follows that the position of the lexical verb and the auxiliary differ in declarative
utterances. In French, the auxiliary is after the subject and before the lexical verb as in (14),
whereas in Japanese the auxiliary is in final position, preceded by the lexical verb as in
(12) and (13). In German auxiliary forms, as any inflected component, are in the second
position of the sentence, and the lexical component in final position (see, e.g., hat and gefragt
respectively in (15)). It is important to mention these syntactic positions as their form may
be realised differently depending on the prosodic and metrical structure of the language.

3.2. Prosodic Features

This section does not offer an exhaustive description of the prosodic features of French,
German, and Japanese. We are only interested in the prosodic features that are essential
to accounting for metrical and intonational patterns at the level of the prosodic word
and the accentual phrase (which may also be called the clitic group or minor phrase in
the literature), i.e., prosodic phrases in which verbal forms are wrapped. The prosodic
representation and analysis presented here are developed within an adapted version of
the AM model (see Ladd (2008) for a review). In this framework, the prosody associated
with an utterance is represented by means of two distinct representations or structures, the
metrical structure and the tonal profile. Metrical structures encode which mora, syllables,
or other units (i.e., foot, prosodic words, etc.) are prominent and explain at which level of
structuring stress is culminative (Liberman and Prince 1977; Prince 1983, among others).
The tonal pattern consists of a linear sequence of pitch accents (associated with stressed
or metrically strong positions in metrical structures) and edge tones associated to the
edges of prosodic phrases, especially intermediate and intonational phrases (Pierrehumbert
1980; Pierrehumbert and Beckman 1988; Ladd 2008, among others). The two types of
representations are independently constructed, but language-specific association principles
are necessary. In order to present and compare the prosodic features of the languages under
investigation, we will first present the metrical features and then the tonal ones. But, as
previously said, the descriptions will only focus on the metrical and tonal structure up to
the level of the prosodic word and the accentual phrase (AP). Basic metrical units, i.e., units
that can be prominent and associated with a pitch accent, are the mora and the syllable.
At the phrasal level, we refer to prosodic or phonological words as the domain of primary
stress assignment in many languages and accentual phrases.

In any language, metrical structure is construed from a basic metrical unit. In Japanese,
this unit is the mora, whereas in French and German it is the syllable. Japanese is thus
clearly different from German and French. Based on Japanese linguistic tradition, as well
as on the study of versified poetry and on numerous language games, Labrune (2012)
has shown that the syllable seems to have no cognitive reality in Japanese. In contrast, in
German and French, the syllable is the basic metrical unit (Wiese 1996 among others), and
it plays an important role in versification. As for syllable structure, there are differences
between the three languages. In German, complex syllable structure with consonant
clusters and/or coda (CVC, CCV, VCC, etc.), which also appear in French, are frequent. In
Japanese, by contrast, syllables are usually of the form CV in order to coincide with a mora.
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Concerning stress patterns, in German and Japanese, stress is culminative at the level
of the prosodic word, i.e., among the basic metrical units that compose a lexical word, one
is more prominent, i.e., considered as stressed or accented. By contrast, in French, stress
is culminative postlexically at the level of the accentual phrase. As for the localization of
the stressed/distinguished metrical unit, stressed syllables are usually in the rightmost
trochaic foot of the word in German (Wiese 1996, among others); and, in terms of realisation,
the stressed syllable does not necessarily receive a tonal marking. As for Japanese, the
location of the strong mora cannot be derived straightforwardly, but it is given in the
lexical representation. Moreover, the strong or accented mora is always realized by a
melodic movement that corresponds to a melodic fall from the prominent mora, noted
as H*+L (Venditti 2005). In addition, note that some words remain unaccented. As for
French, it has no lexical stress, which could allow distinguishing lexical words having the
same phonemic form. Nevertheless, the elaboration of French stress patterns derives from
underlying metrical templates. Their construction is based on (i) word classification and
(ii) the principle of bipolarity (Di Cristo 1999, among others). The different words of the
language can be classified into two classes according to whether they are capable or not of
receiving a final stress on their last syllable (unless their nucleus is a schwa). A [+stress]
word is any word that can receive a final accent, and a [−stress] word is any word that
never receives a final accent. Determiners, weak pronouns, the complementor que ‘that’,
the negative prefix ne, and monosyllabic prepositions such as à, de or en, i.e., monosyllabic
grammatical words, are generally [−stress]. Other words, such as nouns, verbs, adjectives,
interrogative pronouns, and adverbs, are [+stress]. In terms of metrical patterns, [−stress]
words are represented as a simple sequence of weak syllables, whereas the initial and final
syllables of [+stress] words are strong (s), as shown in (16a) and (16b), respectively.

(16) a. Metrical templates associated with [−stress] words
Zә (je) lE (les) Ã (en)
w w w

b. Metrical templates associated with [+stress] words
demain
‘tomorrow’

livre
‘book’

partira
‘will leave’

dә mε̃ livö paK ti Ka
s s s s w s

Note that at the lexical-level final strong position does not dominate initial strong
position in French. It results from the fact that stress is not culminative at this level. Thus,
depending on the context, the noun chaton ‘kitten’ may be stressed on the initial syllable
or on the final one, and the forms chaton/′ Sa.tO/and chaton/Sa.′tO/always refer to the
same word. The same occurs for demain (16b). In the prosodic phrase demain soir in the
utterance in (17a), an initial accent is often realized on the syllable/dә/and the final one
falls on/swaK/, the syllable/mε̃/remaining unstressed. In contrast, in the prosodic phrase
demain in (17b), the syllable/dә/is unstressed and/mε̃/is. The representation in (16b)
thus represents the fact that both positions can potentially be stressed at a higher level in
conformity with the principle of bipolarity (Di Cristo 1999).

(17) a. Demain soir, Pierre viendra
Tomorrow evening Peter will come
(′dә.mε̃.′swar)AP

b. Demain Pierre viendra
(dә.′mε̃)AP

In French, German, and Japanese, utterances are segmented into larger prosodic
phrases marked tonally (APs, intermediate phrases, and intonational phrases). Among
them, focus is given here to any prosodic phrases containing minimally a pitch accent,
and sometimes edge tones or accents. In French, the left edge of the AP is associated
with a L tone, whereas its right edge receives a pitch accent ((L)H*) on the last metrically
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strong position (see (17b)). Moreover, when the AP contains more than three syllables,
an internal accent with the form of a rising melodic movement (LH) may be realized on
a strong metrical position (initial or final prominent syllable in (16b)). By and large, the
melodic profile associated with an AP is thus of the form [L (H*) L H*] (Post 2000; Jun
and Fougeron 2000; Delais-Roussarie et al. 2015, among others). In Japanese, the melodic
pattern associated with the accentual phrase is either (H- H*+L L-) or (H- L-), depending
on whether the AP includes an accented or an unaccented lexical word (Pierrehumbert and
Beckman 1988; Venditti 2005). As for German, tonal patterns are assigned at the level of
the intermediate or intonational phrase (Wiese 1996; Truckenbrodt 2005, 2007). However,
according to Uhmann (1991) and Truckenbrodt (2005, 2007), pitch accents are usually
realized on primary stressed syllables in a prosodic word, and pitch accented prosodic
words are predictable on the basis of information and syntactic structure. Moreover, this
accent is realized by a L*+H pitch movement when it does not coincide with the IP final
accent. As for the IP final accent, it is of the form H+L*. Following Truckenbrodt (2005,
2007), we may consider that any XP (NP subject, NP object, VP) receives a pitch accent as
shown in (18).

(18) Die Lena will dem Werner im Jänner ein Lama malen
(die LEna) (will dem WERner) (im JÄnner) (ein LAma malen)

L*+H L*+H L*+H (H+)L* L%
(Truckenbrodt 2005, example (4), p. 277)

In terms of phonetic implementation, accented syllables are realized by means of a
pitch movement in German and Japanese, whereas they are also lengthened in French as
they coincide to the right edge of a prosodic phrase.

3.3. Summary and Hypotheses

At the morphological level, inflections and, in particular, verbal auxiliaries are attested
forms in all the languages studied. Hence, no difference in the rate of inflection and
auxiliary forms should be observed in the French L2 speech spoken by Japanese or German
learners. Nevertheless, the study of subject-verb agreement in the third-person plural in
an oral narrative corpus in L2 French shows that agreement in number is more frequent
in the narratives of L1 Japanese speakers than in those of L1 German speakers, but this
agreement is achieved by means of an auxiliary in 42% of the cases in the productions of
L1 Japanese speakers, compared to only 4% of the cases in the narratives of L1 German
speakers (Granget 2018). Since the differences observed cannot be attributed to the verbal
morphology of the learner L1, other explanatory paths need to be explored, such as the
prosodic bias hypothesis as formulated by Schlyter (1995).

Prosodically, German, Japanese, and French differ along several dimensions. Metri-
cally, the basic metrical unit is the syllable in German and French, whereas it is the mora in
Japanese. This difference has implications for syllable structure: consonant clusters and
coda are frequent in German, and to a lesser extent in French, whereas syllables of the
form CV are usually observed in Japanese. As a consequence, Japanese L1 speakers may
prefer CV syllables. As for stress, it is assigned and thus culminative at the lexical level in
Japanese and German, in contradistinction to French. At the level of APs, unaccented APs,
i.e., APs with no syllable receiving stress, are possible in Japanese, but not in French and
German.

As for tonal patterns associated with prosodic phrases, in French and Japanese, tones
are realized at the edge of accentual phrases, be it a pitch accent as in French or an edge tone
as in Japanese. By contrast, in German, edge tones are only associated at the level of the
intermediate or intonational phrase. Note, however, that a pitch accent may be associated
with the primary stressed syllable of a lexical word. Consequently, the tonal marking of
APs should not be a problem for learners with L1 Japanese, in contradistinction to those
with L1 German. Note, however, that features concerning tonal marking at the level of the
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AP should not have an impact on morphological development (see, among other, previous
studies on prosodic bias, Schlyter 1995; and Goad and White 2004).

4. Data and Methods

4.1. Corpus and Materials
4.1.1. Corpus Recording Protocol

The data used for this exploratory study were collected in a European research pro-
gram on crosslinguistic influences on subject-verb agreement3. In fact, they are extracted
from a larger corpus that consists of oral productions of Japanese and German learners at
A2 or B1 level according to the CEFR. The level was evaluated by mean of the DIALANG
lexical test (Alderson 2005).

The participants were recorded in a quiet room in a university environment. They
were asked to tell a story based on 30 images projected on a computer screen one by one.
This story, entitled Paul et Pauline font la fête ‘Paul and Pauline are having a party’, adapted
from Ågren and Van De Weijer (2013), has been designed to account for the acquisition of
number agreement in L2 French verbal morphology (Ågren et al. 2021; Granget et al. 2021).

Before recording the narratives, the following instructions were given to the partici-
pants: (i.) they had to look at all 30 pictures to understand the narrative before starting to
tell the story orally; (ii.) they were then asked to tell the story with the help of the visual
support shown on the computer screen; and (iii.) they had to consider the events to be
happening now and, thus, retell the story in the present tense. This last point aimed to
encourage the use of present tense and simple verbal forms, and it was recalled by the
interviewer before each recording session. Note also that lexical help was provided on
request during the preparatory phase prior to the narration proper, and very rarely some
lexical help was also given during the recording phase.

4.1.2. Participants

For the current study, four participants were selected on the basis of their linguistic
profile: two participants in each L1 group (Japanese and German). To increase comparability,
only female participants at A2 level were chosen; moreover, their amount and type of
exposure to French, their age at the time of recording, and the duration of their learning
were more or less the same.

At the time of recording, the speakers with Japanese L1 were living in France. Conse-
quently, for the German speakers, priority was given to German L1 students who spent
time in France or declared in the questionnaire that they had had contact with French
people outside the classroom. The relevant information is summarized in Table 3.

Table 3. Participants chosen for the pilot study.

Speaker ID
and L1

Level

Age
at the Time of

Recording (First
Exposure)

L2 “Spoken” in
Addition to

English

Level in English
(Self-Assessement)

JAPA201 (J01) A2 43 (37) Korean 1
JAPA202 (J02) A2 26 (18) 2

GERA207 (G07) A2 43 (13) Latin, Italian 4
GERA205 (G05) A2 26 (12) Spanish 6

As Table 3 shows, the learners’ multilingual repertoires are not strictly comparable
in terms of previously learned L2s and the self-reported level of English: the 43-year-old
German-speaking learner reports having learned Latin and Italian and having a self-
assessed level of 5 in English on a scale ranging from 1 to 6, whereas the Japanese- speaking
learner of the same age reports having learned Korean and having a level of 1 in English.
According to multilingual models of speech production (De Bot 2004), L2 English might
have an influence on L3 French verb forms, which is greater in (German) advanced learners
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than in (Japanese) intermediate learners. However, it is very difficult to achieve such a high
level of comparability in any research on L2 acquisition; thus, this issue should certainly be
investigated in further studies.

Because of the limited number of participants, we are also conscious that the study
cannot produce generalizable results. Our first intention here is rather to show the interest
of looking at metrical and prosodic features in a cross-linguistic manner in order to account
for morphological development. More widely, it is important to consider the interrelation
that could exist between the various grammatical levels of linguistic description (phonology,
morpho-syntax, semantics, prosody, etc.) when studying L2 acquisition.

4.1.3. Data Used

The data recorded with the protocol mentioned above are gathered in a corpus de-
signed to carry out research on cross-linguistic influences in the acquisition of Subject-Verb
agreement in French L2. The narratives were produced by speakers with L1 having differ-
ent degrees of morphological richness, e.g., Dutch, Italian, French, German, and Swedish
(Ågren et al. 2021; Granget et al. 2021). A sub-corpus was constructed from the productions
of 14 speakers with German (7 speakers) and Japanese (7 speakers) as a L1, which were
divided into two subgroups according to their lexical level: one subgroup estimated at A
level and another subgroup estimated at B level (Granget 2018). The present case study
uses data from this sub-corpus: the 4 narratives contain 1940 words, among which 1205
were produced by the Japanese learners and 735 by the German learners.

4.2. Methods and Annotation Protocol

The narratives were transcribed orthographically according to the protocol described
in Section 4.2.1. As for the morphological annotation, we used the morphological protocol
described in Section 4.2.2. and designed to account for subject-verb number agreement in
third-person context, as well as an ad hoc protocol to account for dummy auxiliary con-
structions (Granget 2018). As for the prosodic annotation, we used the protocol presented
in Section 4.2.3. Morphological and prosodic information was encoded from a careful
listening of the audio forms and not from the transcriptions.

4.2.1. Orthographic Transcription

When the content and the form of the words used in the narratives were clearly identi-
fiable, they were transcribed orthographically, sometimes with a simplified and adapted
orthography, using the CHAT format in CLAN (MacWhinney 2000). Silent morphemes or
letters were used with verbs in ambiguous contexts since they are the only cues indicating
if one or more protagonists are involved in the situation. The silent plural morphemes
<-s> and <-nt> are written in ils préparent (19) because the plural and singular forms of the
pronoun il/ils and the verb prépare/préparent are homophonous. However, the silent letter
<-t> is not written in boi and von in (20) and (21) because boi/bwa/is a non-ambiguous
singular form, in opposition to the plural form/bwav/, here in a plural position, whereas
von/võ/is a non-ambiguous plural form (opposed to singular/va/) in a plural position as
well.

Audio and text were also aligned at roughly the level of the inter-pausal unit. The
choice of orthography for oral data is motivated by the fact that this level of annotation
allows (i) readability of the data and (ii) immediate access to the meaning of (frequent)
homophones, as in French (see also on this issue Delais-Roussarie and Post 2014, among
others). In addition, in all cases of hesitation or unexpected forms, the International
Phonetic Alphabet (IPA) was used as in (22).
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(19) &euhm et ils préparent un cadeau pour ## un ami je crois
&hm and they prepare a gift for ## a friend I think (G05)

(20) et boi [*] de [/] de limonade [/] de la limonade
and drinks [*] limonade limonade (G07)

(21) ils von plépalé de de cadeau pour son ami
they will prepare some some gift for his friend (J01)

(22) et paul &èh sectionne [//] choisit les pantalons et [/] et/kKavEt/[/] /kKavEt/oui [=! rires]
and paul sect [//] chooses the pants and and tie tie yes [=! laughs] (J02)

The spelling has been enriched by diacritics to encode pauses (#), repetition ([/]), refor-
mulation ([//]), hesitations (&), para-verbal information ([!=]), and morpho-phonological
errors on the verb [*], as shown in the above transcribed utterances (19, 20, and 22). All
of these symbols are requested by CLAN to allow a proper use of the automatic analysis
module. Pauses are encoded by # from an attentive listening of the audio data, and the
longer the pause is perceived, the more important the number of #s. The orthographic
representation sometimes differs from standard orthography, despite EAGLES and TEI’s
recommendations on this issue (see, for instance, (21)), and includes symbols to allow
CLAN to perform an automatic morphological annotation with the use of tools, such as
the morphological tagger (%mor). Note, however, that we did not use the tools that were
mostly designed for research in L1 acquisition. In (21), the verbal form derived from the
verb préparer ‘to prepare’ is transcribed plépalé to best reflect the learners’ pronunciation
[plepale].

As for simplified spelling, it is mostly used in cases where verbal agreement markers,
which are usually encoded in French orthography, are not audible (the so-called silent
morphemes), such as <-nt> in arrivent (arrive.3PL), pronounced [aKiv], identical to arrive
(arrive.3SG). Chosen an orthography over the other in cases of silent morphemes would
reflect the representations of the transcriber and not necessarily those of the learners. That
is why a simplified orthographic form is used to account for the indeterminacy of the
morphological representations. For all of these reasons, we decided to use an ad hoc
protocol for morphophonological annotation that does not presuppose the existence of
grammatical or semantic functions attached to verb forms.

4.2.2. Morphological Annotation

The morphological annotation protocol used in this cross-linguistic project on the
acquisition of subject-verb agreement in French L2 was designed to account for subject-
verb agreement in number in third-person contexts. Consequently, only utterances with a
third-person subject were coded morphologically using a special tier (%ver) for annotating
the following information:

- the number of protagonists involved in the situation described according to the picture
(Context): one participant (ContSing for singular contexts), more than one (ContPlur
for plural contexts), or ambiguous (ContAmb for ambiguous or indeterminate con-
texts);

- the type of verb used by the learner (Vuni, Vcons, Vste as described in 3.1 and Vont
for verbs whose form in the third-person plural ends in/õ/like von/võ/);

- if the lexical verb was preceded by a classical auxiliary form, avoir/have or être/be as
is the case in (23);

- the type of subject (nominal, pronominal, both, relative, etc.);
- the form of the verb (accurate morphophonological form, which is encoded Facc

and includes the existing form, e.g., singular instead of plural, and inaccurate and
nonexistent form)

(23) *STU: il a brossé ses chaussures
%ver: abrosse&ContSing&Vuni&aux&Facc

he has brushed his shoes
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According to this annotation protocol, utterances with a simple invariable verb form
(Vuni) in singular and plural contexts were excluded (e.g., préparent (3PL)/prépare (3SG),
both prononced [pKepaK] as in (19)), whereas complex (auxiliary) verb forms, such as a
brossé/brushed, were not excluded because the auxiliary is not an invariable form. When
the verbal form is reformulated as in (22), only the last form is considered, i.e., choisit. For
the purpose of the present analysis, we analysed the global rate of agreement in plural and
singular contexts, not only in plural contexts as in Granget (2018). The rate of agreement
was calculated on the basis of the selected verb forms by means of the following formula:

number of plural verb forms (simple boivent/bwav/and complex ont bu/õ by/)
in plural contexts

+ number of singular verb forms (simple boit/bwa/and complex a bu/a by/)
in singular contexts

= number of accurate verb forms

————————- (divided by)
total number of verb forms in plural and singular contexts

(boivent, ont bu, boit, a bu, boivu, sont boi, etc.).

The principal limit of this annotation system is that it is based on a restricted definition
of auxiliary in which only avoir/have and être/be are considered. In order to account for
the broad class of dummy auxiliaries in the sense of Blom et al. (2013) or Starren (2001),
we used an ad hoc protocol for the present study that considered as dummy auxiliary
constructions (encoded as DAC in the annotation tier) all verbal constructions containing a
lexical verb—be it an accurate, an infinitival, or a past participle form- or not (e.g., plépalé,
arrivé, sorti, mette)—preceded by a form of the following verbs: avoir/to have (a/has, ont/have,
including forms preceded by the plural consonant [z] as in ils ont [ilzõ]/they have); être/to
be (est/is, sont/are); aller/to go (vont/go.3PL); c’est/it is; and pouvoir/can (peut/can.3SG).

(24) &euhm et ils préparent un cadeau pour ## un ami je crois
&hm and they prepare a gift for ## a friend I think
%ver: préparent&ContPl&Vuni&Facc (G05)

(25)
pauline collé [//] pauline a collé &euh le [lә] [lәbato:]
pauline pasted [//] pauline has pasted &euh the the boat
%ver: acollé&ContSg&Vuni&DAC&Facc (J02)

(26) il von fai de danser
they go do to dance
%ver: vonfai&ContPl&DAC&Vont&Facc (J01)

The above examples from (24) to (26) illustrate the descriptive categories we used in the
ad hoc annotation protocol (%ver) to account for the rate of dummy auxiliary constructions
(DAC) among all verb forms. Among these examples, DAC are observed in (25) and (26).

4.2.3. Prosodic Annotation and Analysis

Prosodic annotation has been done using the prosodic annotation system IV, which
derives from IViE (Grabe et al. 2001; Delais-Roussarie and Post 2014). On the basis of a
careful listening of each utterance or inter-pausal chunk, prominent syllables are encoded
and then categorized as corresponding to initial or final stressed syllables depending on their
position within words or phrases. As for the tonal patterns, the tonal movement associated
with prominent syllables and edges was determined on a perceptive basis by listening to the
implementation domain. Roughly, such a domain corresponds to one of the following chunks:

- from a pause to a prominent syllable and the following non-prominent one;
- from an already tonally encoded prominent syllable to the next prominent syllable

and the following non-prominent one;
- from an already tonally encoded prominent syllable to the next prominent syllable

when followed by a pause.

93



Languages 2022, 7, 305

The tonal movements were encoded by assigning a relative tone to the prominent
syllable, as well as to what precedes and follows, with the tone associated to the prominent
syllable being in a capital letter (e.g., lMh for a rising movement that continues after the
prominent syllable, hL for a fall on the accented syllable, etc.). These movements were then
translated into pitch accents of the form LH*, H*, and L*, or into edge movements of the
form L-/L% and H-/H%.

Apart from this annotation, a prosodic analysis was achieved for all third-person
verbal forms, be they realized on one or more prosodic phrases or APs. Take for instance
(26): the sequence ils vont fai is selected for the analysis, and it could have been realized
in a single AP (ils vont fai) or in two (ils vont) (fai). Note, however, that sequences with
hesitations or repetitions that made prosodic analysis difficult or even impossible were
discarded. Moreover, when the verbal form was fully repeated as in (25), only the repetition
was considered. Because of the mentioned restrictions, only 106 forms (50 produced by
the two German learners and 56 by the Japanese learners) were retained for the prosodic
analysis. The prosodic annotation achieved with the IV transcription system was then used
to determine how verbal forms were wrapped into accentual phrases (AP). In addition,
the tonal pattern associated with each phrase was noted, and we calculated the number of
syllables within each AP and examined the structure of each syllable (CV, CVV, CCV, etc.).

5. Results and Discussion

The results presented here were obtained from the analysis of the forms according to
the method exposed in Section 4. As already mentioned, the morphological analysis aimed
to calculate both (i) the rate of agreement in number and (ii) the use of preverbal auxiliaries
in the 138 forms under investigation. As for the prosodic analysis, it aimed to evaluate the
characteristics of the APs produced by the four learners, as well as the syllabic structures
usually observed. Japanese L1 speakers produced 77 forms (J01, 28 and J02, 49) compared
to 61 for German L1 speakers (G05, 23 and G07, 38). One third of these statements are
singular (48 statements) and two thirds are plural (90 statements).

5.1. Auxiliary Constructions

The morphological analysis of the 138 verb forms confirms the previous analyses
carried out on a larger corpus. In order to analyse the frequency of agreement, only 95
verbal forms were taken into consideration, with 43 forms of the present tense of the third
person having been excluded from the analysis because of their invariability in number
in the spoken form ([mãZ] eat, [uvK]open, [dãs] dance, etc.). In these data, no a priori
L1-related differences were observed: 63% of the 95 verb forms agree in number (i.e., 60
forms), with 57% in the two L1 German and 67% in the two L1 Japanese. But there are
important inter-individual differences (J01, 41%; G05, 53%; G07, 60%; J02, 88%).

Among the 60 agreed verb forms, we distinguish simple synthetic forms from complex
forms with an auxiliary. The analysis shows that in the two French L2/Japanese L1
narratives, dummy auxiliary constructions are much more frequent than in the two French
L2/German L1 narratives. Indeed, they represent 5% of the verb forms that agree in
number in the German L1 narratives, but 72.5% in the Japanese L1 narratives, despite the
fact that present tense, i.e., a simple verb form, was required. Here there are interindividual
differences, but the likelihood of dummy auxiliary constructions clearly depends on the
L1: G05, 12.5%; G07, 0%; J01, 81%; J02, 68%. This analysis of singular and plural contexts
confirms that L1 Japanese speakers favor the use of a dummy auxiliary construction.

5.2. Prosodic Analysis

The analysis of the prosodic phrases in which the verbal forms were wrapped focused
on their size and internal composition. There are two reasons for this. First, learners’
productions, whatever their L1 (Japanese or German), lack fluency; thus, each phrase
is often separated from the next by pauses and hesitations. As a result, phrases can
be analysed in a way as an intermediate or intonational phrase (I-Phrase). Second, the
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intonational contours associated with I-phrases and the form of the pitch accents associated
with metrically strong syllables often present characteristics from the speaker’s L1. Thus,
it is relatively frequent that in the productions of German speakers, prosodic phrases are
longer than in French and contain pitch accents on stressed syllables. The tonal realization
of these accents is often similar to what is observed in German. In (27), the accent on the
syllable/KÃZ/(from the verb rangent) is of the form L*+H as in German, and a rising edge
tone H- appears at the end of the I-phrase. This implementation, shown in Figure 1, is close
to the German one, in which non-final pitch accents are of the form L*+H.

(27) [ils rangent les affaires]I
They clean up the things
‘They clean up the things’ (G05)
il KÃZ le zafEK

L*+H L+H* H-

 
Figure 1. Waveform and pitch track associated with (27).

As for the Japanese learners’ productions, they are characterized by short APs of two
syllables as in (28). In addition, APs often receive edge tone of the form H- at the left
edge and L- at the right edge, whether they contain a pitch accent or not. In (28), the AP
(paul) receive a H* pitch accent on the syllable/po/and a L-edge tone, whereas the APs
(ne peut pas) and (danser) just receive an initial edge tone H- and a final one L- as the
final syllables of these APs are realized with a flat or slightly falling pitch contour and a
significant syllabic lengthening, as shown in Figure 2.

(28) [(Paul)AP (ne peut pas)AP (danser)AP (bien)AP]I
H* L- H- L- H- L- H* H% (J01)
Paul cannot dance well

 

Figure 2. Waveform and pitch track associated with (28).

In summary, the rhythmic patterns and intonational contours observed in the different
narratives are highly influenced by those of the speaker’s L1; thus, they cannot explain the
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differences observed in the morphological development between German and Japanese
learners.

Therefore, we decided to focus on verbal forms in order to evaluate how they were
prosodically realized. This showed that the 106 verbal forms studies were wrapped in
121 accentual phrases (APs), a verb form sometimes being realized under two APs (e.g.,
ils von plépalé/they will prepare is phrased as (il von)AP(plépalé)AP; the same for example
(28)). This segmentation in AP occurred especially for utterances in which verb forms
were composed of an auxiliary. Moreover, it was much more frequently observed in the
productions of the Japanese learners. The 50 verbs uttered by German L1 learners are
realised on 51 APs, whereas the 56 verb forms produced by Japanese L1 speakers are
realised on 70 APs. In addition, a closer analysis of the segmentation in APs showed that
12.6% of the Japanese speakers’ APs are composed solely of elements that are unaccented
in French (pronouns and auxiliaries of some sort), whereas the proportion is 1.6% for
German speakers. This could result from the fact that APs in Japanese can be composed of
unaccented words (see Section 3.2 and also (ne peut pas)AP in (28)).

As for AP size, the APs realised by Japanese learners are slightly shorter (2.91 sylla-
bles/AP on average) than those by German speakers (3.25 syllables/AP on average). This
may result from the minimality constraint at work in Japanese. Indeed, prosodic words,
and consequently APs, often contain only two morae.

As far as syllabic form is concerned, the analysis indicates that Japanese speakers
clearly prefer verbal forms ending with a CV syllable. Of all the final syllables of the
verbal nuclei they produced, 80.21% are of CV form and 19.8% of CVC form, whereas for
L1 German learners, the proportion is 49% and 51%, respectively. Auxiliary and schwa
insertion in verb-final position thus correspond to a more general modification of verbal
forms to allow resyllabification in accordance with Japanese CV moraic templates. Indeed,
in introducing an epenthetic vowel (/a/or/E/) or a syllable (/zÕ/,/sÕ/), auxiliary use
allows the emergence of monomoraic CV syllables (e.g.,:/i.zÕ.Kә.sy/’ils ont reçu’/they have
received vs/il.Kә.swav/’ils reçoivent’/they receive). Similarly, the insertion of schwas in the
case of consonant cluster or a coda leads to the production of CV syllables. In the case of
monosyllabic verbs, it also contributes to satisfying the minimality constraint (two morae
for a prosodic word or APs).

5.3. Discussion

The analysis of the data shows that, morphologically, Japanese learners use more
dummy auxiliary constructions than German learners, regardless of the auxiliary used. As
neither the morphological differences between the two L1s and French, nor the levels of
the learners (that is equivalent) can explain this, the validity of the prosodic hypothesis as
formulated by Schlyter (1995) was explored.

Among the prosodic features, special attention was given to metrical and tonal patterns
up to the level of the accentual phrase as verbal forms are usually wrapped within APs
in French. Concerning the rhythmic and tonal patterns observed at the level of the AP
and higher, they are influenced by the learner’s L1 in all cases. Indeed, the tonal patterns
associated with APs shows that, even when verb forms are accurate (for instance, for
the German L1 speakers), some prosodic features of the L1 are present. In fact, the APs
produced by German L1s are longer, and above all, frequently realised with a melodic
contour similar to what is often observed in German. The prosody of the L1 thus always
plays a role independently of the morphological development. Thus, the overuse of dummy
auxiliaries in the productions of the Japanese learners cannot be explained from prosodic
constraints applying at a higher level in the prosodic structure (accentual, intermediate,
and intonational phrases).

As Japanese differs metrically from German and French by having as basic metrical
unit the mora and not the syllable, this difference was investigated more thoroughly. It
appears that in Japanese, the use of auxiliaries and the past participle, as in “pauline a
collé e: le bateau”, allows the transformation of the verb form colle, metrically CVC (i.e., an
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impossible form in the Japanese moraic-driven syllabic inventory), into a V.CV.CV form.
In the same way, the use of the verbal form vont fai in “ils vont fai de danser”, realised
[i.vÕ.fE] with the omission of the/l/and the/K/in respectively ils and faire, is again of the
form V.CV.CV, more compatible with the moraic-based metrical structure of Japanese. The
presence of the auxiliary form could thus be motivated by metrical phonological constraints
related to the nature of the basic metrical unit and its manifestation in the syllabic inventory.

The function of auxiliaries in L2s has been the subject of much discussion and analyses
proposing a syntactic or semantic interpretation of these preverbal morphological elements,
but this is not satisfactory to explain what really occurs. The analysis proposed here
considers, following Granget (2018), that the sound dimension should also be considered.
It appeared from the preliminary study that metrical principles related to basic units (i.e.,
syllables vs. morae) exert constraints on the segmental realisation of the verbal forms.
The use of auxiliaries and past-participles as well as the insertion of a schwa are thus
motivated to guarantee the well-formedness of the metrical templates associated with each
word. In other words, at the observed stage, verbal forms are not only morphosemantic or
morphosyntactic elements, but also morpho-prosodic elements. The vowel between the
subject and the verb can be analysed as a prosodically constrained morpheme, or just as
an epenthetic vowel constrained by Japanese metrics as it also occurs in loanwords or in
lexical acquisition by Japanese-speaking learners of L2 French at a low intermediate stage
(Sauzedde 2018).

6. Conclusions and Perspectives

The aim of this contribution was twofold: (i) analysing French verbal forms produced
by learners with L1 German and Japanese in order to evaluate whether the overuse of
auxiliaries in the productions of the Japanese learners could be explained by means of the
prosodic transfer hypothesis; and (ii) explaining the importance of considering grammatical
interfaces in study of L2 development. Concerning the first point, the analysis of the data
showed that the presence of dummy auxiliaries in the forms uttered by the learners with L1
Japanese is probably due to the moraic structure of this language, which leads to preference
for a syllable of the form CV. As for the second point, the results obtained clearly show
that one cannot analyse language development in a modular manner, without considering
other levels of linguistic description. Indeed, the occurrence of dummy auxiliaries in the
data investigated appear to be motivated by metrical and phonological constraints.

In order to evaluate more precisely the weight of prosodic-phonological constraints
on morphology, further research is necessary. As vowel epenthesis appears elsewhere in
the production of the Japanese learners, can we really account for the occurrence of these
vowels or forms in terms of dummy auxiliaries and not just in phonological terms (e.g.,
vowel epenthesis, metrical filler, etc.)? Would the forms analysed as dummy auxiliaries
disappear as soon as learners modify the surface forms of subject pronouns, as is often done
in standard spoken French (ils ont uttered as [izÕ] instead of [ilzÕ])? In order to investigate
the nature of the correlation between morphology, phonology, be it segmental or metrical,
in the acquisition process, we may also wonder whether a better control of morphology
implies a suppression of auxiliary forms and epenthesis. In order to pursue this exploratory
work, we will continue the analyses on a larger sample and in more developed narratives
to observe the extent to which epenthesis occurs. This should allow understanding its
relation to morphology. This can also be done by comparing it with written productions to
verify whether auxiliaries would be as frequent.
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of the articles from which these examples were taken did not always provide a translation.
3 This research program is not funded by a third party and not limited in time. It involves Marie-Eve Michot (Vreije Universitet
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Abstract: This paper examines the production of vocative calls in (Northern) Metropolitan French
(MF) and Cameroonian French (CF) as it is spoken by native speakers of a tone language, Basaá. While
the results of our Discourse Completion Task confirm previous descriptions of MF, they also further
our understanding of the relationship between pragmatics and prosody across different groups of
French speakers. MF favors the vocative chant in routine contexts and a rising-falling contour in
urgent contexts. In contrast, context has little influence on the choice of contour in CF. A melody
consisting of the surface realization of lexical tones is produced in both contexts. Regarding acoustic
parameters, context only exerts a significant effect on the loudness of vocative calls (RMS amplitude)
and has little effect on their F0 height, F0 range and duration. A target-use of vocative calls in CF thus
does not amount to target-like use of the original standard target language, MF. Our results provide
novel evidence for the transfer of lexical tones onto the contact variety of an intonation language.
They also corroborate previous studies involving the pragmatics-prosody interface: the more marked
a prosodic pattern is (here, the vocative chant), the more difficult it is to acquire.

Keywords: vocative calls; intonation; lexical tones; contact variety; prosodic transfer; French;
bilingualism; Cameroon; Basaá; Bantu

1. Introduction

Vocatives are generally understood as expressions, either simple (Marina! Misty!) or
more complex (Professor Smith! Mrs. President!) whose aim is to attract one’s attention
(“calls” or “summonses”) or help maintain and strengthen the relationship between in-
terlocutors (“addresses”) by spelling out the addressee (Di Cristo 2016; Hill 2014; Ritter
and Wiltschko 2020; Schegloff 1968; Zwicky 1974). The expression of vocatives lies at
the interface between different language components: phonology, syntax, morphology,
semantics and pragmatics. It is also fundamentally related to how information is packaged
to fit a context and this is what recent prosodic studies of vocatives have tried to establish
across a variety of languages and prosodic types (Arvaniti et al. 2016; Borràs-Comes et al.
2015; Huttenlauch et al. 2018; Kubozono 2022; Kubozono and Mizoguchi 2019; Olawale
2021; Quiroz and Żygis 2017). A number of socio- and extralinguistic factors have long been
known to affect how vocative calls are expressed: spatial distance, insistence, hierarchical
relationship, politeness, intimacy (Brown and Levinson 1987; Brown and Gilman 1960; Hill
2014; Zwicky 1974). As stated by Di Cristo (2016), beyond the choice of nominal expression,
the prosody of vocative forms also reflects the attitude adopted by the speaker: kindness,
reprobation, etc. Many European languages associate vocative calls with a chanted tune
consisting roughly of a rise followed by a sustained mid tone (e.g., English, German, Dutch,
Polish). This contour, the ‘vocative chant’ or ‘calling contour’, is generally associated with
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sweet and friendly contexts, and is known to display semantic and realizational differences
across languages (Ladd 2008; citing Gibbon 1976). It has drawn considerable attention as
part of the Auto-segmental Metrical (AM) framework, as there is no obvious answer to how
to represent a phonetical mid tone using only phonological high and low tones (see Ladd
2008 and also Arvaniti et al. (2016) for relatively recent references of studies of vocative
calls across a variety of languages). Other types of calling melodies have been associated
with urgent or stern contexts, for instance a rising-falling contour in Polish (Arvaniti et al.
2016) and French (Delais-Roussarie et al. 2015; Di Cristo 2016).

How to use a language effectively in a particular context, or acquiring so-called prag-
matic competence, is known to be particularly challenging for L2 learners (Kasper 2001; Leech
1983; Thomas 1983). Just as when it comes to grammatical knowledge, speakers tend to be
influenced and transfer pragmatic knowledge from their L1 (Bardovi-Harlig 2002). Transfer
from the L1 is also known to occur in the process of acquisition of different dimensions
of the L2 prosody (Delais-Roussarie et al. 2015; Mennen 2004; Mennen and de Leeuw
2014; Trouvain and Braun 2020). A number of studies have shown that some aspects of
sentence prosody, and in particular those that have to do with the discourse context (e.g.,
expressing focus and givenness), fail to be mastered even by advanced speakers. This is
particularly the case when these aspects are absent from their L1 (Hamlaoui et al. 2021;
Ortega-Llebara and Colantoni 2014; Rasier and Hiligsmann 2007; Trouvain and Braun 2020;
Zerbian 2015). In addition to learning a form that may or may not exist in their native
language, L2 speakers also have to master the pragmatic contexts in which this form can be
used appropriately (Kang and Kermad 2019). This form-meaning association is also key in
the appropriate expression of vocative calls, the focus of the present paper.

There are relatively few studies of the second language acquisition of vocatives.
Pešková (2019) has recently investigated the acquisition of vocative calls in L2 Spanish and
L2 Italian by L1 Czech speakers. The three languages have in common that they realize
vocative calls with a chanting contour, and thus a rising pitch accent (L* + H, L + H*) and a
following mid-tone analyzed as a downstepped high boundary tone (!H%). Although her
speakers tend to demonstrate a native-like production of vocative calls, they also show a
pattern, in Italian L2, which is found neither in Italian L1 nor in Czech L1: H* + L L%. This
is interpreted by Peškova as a case of prosodic overgeneralization (Brown 2000; Gabriel
and Kireva 2014): the speakers use L2 tonal and durational patterns that otherwise exist in
the target language but are appropriate in a different pragmatic context.

The present study concentrates on vocative calls in French. In Metropolitan French,
vocative calls are also typically associated with a “chanting contour” (Ladd 2008). Previous
descriptions of the language suggest that the chanting contour is favored in friendly
contexts in which speaker and hearer have ‘a shared convention or agreement’ (Di Cristo
2016; Fagyal 1997). This contour is, however, not appropriate when an emergency call has
to be made. Di Cristo (2016) and Delais-Roussarie et al. (2015) describe a distinct melody,
that is, a rising-falling contour, which is felicitous in urgent calls. However, no study yet
has systematically investigated the effect of context on the choice and realization of calling
melodies in Metropolitan French. One of the aims of this paper is to fill this research gap.

As we are also interested in how bilingualism and contact conditions influence intona-
tion systems, we also concentrate on vocative calls in French as it is spoken in Cameroon,
and in particular by Basaá speakers.1

There has been a growing interest in the topic of prosodic transfer in contact varieties
of languages (Avanzi and Bordal Steien 2016; Bordal and Lyche 2012; Colantoni 2011;
Colantoni and Gurlekian 2004; Delais-Roussarie et al. 2015; Gussenhoven and Udofot
2010; Gut 2005; Mamode 2015; Pešková et al. 2012). The idea of exploring these varieties
from the perspective of Second Language Acquisition (SLA) has been put forward, for
instance, by Williams (1989, p. 40). She argues that these varieties, which have developed
over many generations of speakers and, in many cases, were once the result of individual
language acquisition, crystalize inter-language features characteristic of the speech of
second language learners in other settings (e.g., in the classroom). Their stability however
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distinguishes them from learners’ individual inter-languages and makes them another
precious source of evidence regarding the processes involved in L2 acquisition. In this
vein, our study investigates prosodic transfer through the study of the mature grammar of
late bilingual speakers of a local variety of French, Cameroonian French. As is common
in postcolonial contexts, for most speakers, Cameroonian French is primarily learned in
school and sometimes outside, but almost always after at least one other language has
been acquired (Onguene Essono 1999, p. 292). The transfer of characteristics from the
L1 is widely acknowledged in the literature on Cameroonian French (Zang Zang 1999)
and ‘regional accents’ have been described as ‘strongly perceptible’ (Tabi Menga 1999;
Mendo Ze 1999). From a prosodic perspective, Cameroonian French has been described
as being influenced by the tone languages with which it is in contact. This is no surprise
when considering how early our processing system is tuned for our native language(s).
According to studies such as Werker and Tees (1984) and Kuhl et al. (1992), there is evidence
that native phonetic categories are acquired in infants between the age of 6 and 12 months
and that they remain quite stable. What has been described in the case of Cameroonian
French is reminiscent of what is observed in other contact varieties of European languages
and, typically, varieties of New Englishes (Gut 2005; Gut and Pillai 2014; Lim 2009; Mesthrie
2008) and Latin American Spanish (Gabriel and Kireva 2014; O’Rourke 2005; Sosa 1999, and
references therein). It is also consistent with the results of instrumental studies showing that
bilinguals prosody differs from monolinguals’ (Braunmüller and Gabriel 2012; Colantoni
and Gurlekian 2004).

To date, and to the best of our knowledge, claims about Cameroonian French prosody
are however mostly observational. The nature and scope of prosodic transfer from specific
L1s remain little understood and for the time being we will focus on a particular L1, Basaá
(Bantu A43). Although this language does not have any privileged status, it is one of
the languages used for local inter-group communication in the South of the country and
it is among a handful of local languages that have recently been selected to be used as
a medium of education. As in the vast majority of Bantu languages, pitch in Basaá is
phonemic. Makasso et al. (2016) found no evidence that post-lexical meanings such as focus
and questions have an effect on Basaá tones, suggesting that the role of intonation is limited
in this language. Vocative calls are expressed by means of a particle ({à-}) and the language
distinguishes formal and informal vocative calls by means of morphology (Bitjaa Kody and
Mutaka 1997; Makasso n.d.). There are however no available descriptions of the extent to
which other variables such as kindness or reprobation can affect the realization of vocative
calls. The question then arises as to the prosody of Cameroonian French as it is spoken
by speakers who have Basaá as their L1 (or other tone languages with a limited role of
intonation) and the influence of the context on the prosody of vocative calls. If the prosodic
properties of Cameroonian French as spoken by Basaá speakers are at least in part the effect
of transfer from the L1, we expect that syllables carry lexically specified tones and that the
realization of lexical tones takes priority over the expression of post-lexical meanings which
determine intonation in Metropolitan French. The fact that varieties of French in contact
with African tone languages display lexical tones has been shown for instance by Bordal
(2013, 2015) in relation to Central African French. Our study is particularly original in that
it tests whether and how these tones can be influenced by the situational context and thus
the extent to which a variety of French with lexical tone properties makes use of intonation.

The results of our Discourse Completion Task, adapted from Arvaniti et al. (2016) and
Quiroz and Żygis (2017), tend to confirm previous descriptions of Metropolitan French
regarding the preference for specific contours in particular pragmatic contexts. Whereas
the chanting contour is most frequently realized in a routine (i.e., call for dinner) context,
a rising-falling contour is favored in an urgent (i.e., call due to a broken vase) context. In
contrast, in Basaá-Cameroonian French, the context has less influence on the choice of
prosodic contour and a contour consisting of the surface realization of lexical tones is fa-
vored in both routine and urgent context. Target use of vocative calls in Basaá-Cameroonian
French thus does not amount to target-like use of the original standard target language,
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Metropolitan French (Williams 1989). Our results are consistent with previous studies
showing a transfer of lexical tones onto the contact variety of an intonation language. In
our perspective, the semantic deviance (Mennen 2015) from Metropolitan French observed
in our Basaá-Cameroonian French speakers also corroborates what has been observed in
other studies involving the pragmatics-prosody interface, that the more marked a prosodic
pattern is (here, the vocative chant), the more difficult it is to acquire (Eckman 1987).

The paper is structured as follows. Section 2 provides some background on vocative
calls in Basaá and Metropolitan French, as well as on the prosody of proper names in
Basaá-Cameroonian French. Section 3 presents the material and methods of the present
study. Section 4 lays out the results and Section 5 concludes the paper.

2. Some Background on the Formation of Vocative Calls

2.1. Basaá Vocative Calls

Basaá, a Northwest Bantu language (A43 in Guthrie’s (1948) classification), is spoken
by approximately 300,000 speakers as a native language in the Center and Littoral regions of
Cameroon (Lewis et al. 2015). It is a relatively well-studied language. Several grammatical
sketches were written by missionaries in the early twentieth century (Rosenhuber 1908;
Scholaster 1914; Schürle 1912). Although a lot remains to be done, numerous studies have
dealt with various aspects of the language’s grammatical and speech properties (among
others, Bitjaa Kody 1990; Bot Ba Njock 1964; Dimmendaal 1988; Hyman 2003; Lemb and
de Gastines 1973; Makasso 2008; Makasso et al. 2016).

From the perspective of tone, the language underlyingly distinguishes high-toned (H),
low-toned (L) and toneless moras. On the surface, a number of tonal processes apply that
give rise to a five-way tonal contrast between high, low, downstepped high (!H), falling
(HL) and rising (LH) tones (Dimmendaal 1988; Hamlaoui et al. 2014; Hyman 2003; Makasso
et al. 2016).

According to Bitjaa Kody and Mutaka (1997), who offer a detailed description and
analysis of the tonology and morphology of vocative calls in a set of Bantu languages from
Southern Cameroon, Basaá has in common with a number of neighboring Bantu languages
that it expresses vocative calls by means of the morphological marker {a-}. The language
distinguishes a colloquial and a polite form, while the colloquial form is commonly used
among children, peers and in informal contexts, the polite form is strongly preferred in
formal contexts and to call a superior. These two forms are illustrated, respectively, in (1)
and in (2) for the call “Mr. Bitjaa!” (Bitjaa Kody and Mutaka 1997, p. 56).

(1) à
VOC

ÙáŤá!
Bitjaa

‘Bitjaa!’ (Colloquial form)

(2) à
VOC

sáNgó
Mister

BíÙáŤá
Bitjaa

‘Mr. Bitjaa!’ (Polite form)

Bantu languages are known for their complex nominal morphology and their use of
noun class prefixes expressing morphological gender and number (Nurse and Philippson
2003). As in many cultures in this part of Africa and over the world, proper names often
have a meaning and can refer to an artefact, action, activity or an individual who holds a
significant meaning for the family. The name “Bitjaa” is thus a morphologically complex
form, which consists of a noun class marker {bi-} and a lexical root. As visible in (1), in the
presence of the vocative marker a-, the noun class prefix disappears.

In each of the five languages investigated by Bitjaa Kody and Mutaka (1997), that
is, AkÓÓsé (A15b), Basaá, Duala (A24), Ewondo (A72) and Mbòo (A10), the details of
vocative call formation depend on the segmental and tonal makeup of the proper name
onto which the vocative marker attaches. The marker itself can surface with different tones
and sometimes even coalesce with the first vowel of a name, thus only surfacing as a tone
on the initial of this name. As for the proper name, it can lose its class prefix, as seen in (1)

104



Languages 2022, 7, 285

in Basaá, or lose its final vowel, depending on the name and the particular language. The
tones of the lexical root however seem to remain relatively unaffected by the presence of
the vocative marker in all five languages.

In the particular case of Basaá, the authors distinguish 4 groups of nouns:

• Group 1: nouns starting with a syllabic prefix and whose first vowel underlyingly
carries a low tone → the vocative marker surfaces as {á} and the name loses its noun
class prefix. No changes are observed in the tones of the lexical root.

• Group 2: nouns starting with a syllabic prefix and whose first vowel underlyingly
carries a high tone → the vocative marker surfaces as {à-} and the name loses its noun
class prefix. The tones of the lexical root remain unchanged.

• Group 3: nouns without a noun class prefix and whose first vowel underlyingly carries
a high tone → the vocative marker surfaces as {à-} and the tones of the lexical root are
unaffected.

• Group 4: nouns without a noun class prefix and whose first vowel underlyingly
carries a low tone → the vocative marker surfaces as {à-} and high tone surfaces on
the lexical root, either forming a falling tone on the first vowel of the noun or leading
to a downstep on a following high tone.

Bitjaa Kody and Mutaka (1997) analyze the vocative marker as carrying a floating
high tone, which surfaces on the vocative marker itself in Group 1, on the noun in Group 4
and fails to surface in the two other groups. From an acoustic perspective, Makasso (n.d.)
argues that the tones of vocative calls are realized with a higher F0 than in citation forms.
No systematic instrumental study as however been carried out yet.

2.2. Metropolitan French Vocative Calls

Metropolitan or Hexagonal Standard French is an intonation language: pitch is pri-
marily used to express post-lexical meanings such as sentence modality (interrogation,
exclamation etc.) and attitudes (surprise, irony etc.) (Gussenhoven 2004; Ladd 2008). Pitch
is also used to indicate word groupings and dependency relations between them. At the
word level, Metropolitan French is characterized by the absence of lexical stress. Stress in
this variety of French is phrase-final and assigned by a combination of F0, intensity and
duration cues (Delais-Roussarie et al. 2015; Delattre 1966; Di Cristo 2016; Di Cristo and
Hirst 1999; Lacheret-Dujour and Beaugendre 1999; Martin 1981; Mertens 1993; Jun and
Fougeron 1995, 2000).

Although French, and other Romance languages, tend to differ from other European
languages (Germanic, Slavic) in how structural constraints on accentuation interact with
pragmatic information (e.g., in the case of expressing focus/givenness), this is not as
strikingly the case when it comes to vocative calls. As in a number of European languages
(e.g., English, Dutch, German, Polish, Portuguese, varieties of Spanish and Italian), French
vocative calls are typically associated with a “chanted intonation” or a stylized ”calling
contour” (Delais-Roussarie et al. 2015; Dell 1984; Di Cristo 2016; Fagyal 1997; Fónagy et al.
1983; Ladd 2008).

This type of call is illustrated in (3) with a scenario whose French version was used by
Fagyal (1997) as part of an elicitation task.

(3) Chanting contour (Fagyal 1997, p. 81)
A, the aunt, is taking Joanna, her niece, out. She cannot see her, so she calls
sweetly:
A: Joanna!

This melody, which is not exclusive to vocative calls, has been described as consisting of a
penultimate high and a final lowered high or mid tone. The final tone is often carried by
a lengthened vowel and in monosyllabic names, vowel doubling is sometimes observed,
splitting the word into two syllables (Fagyal 1997, p. 78). This effect of the chanting contour
on word length is illustrated in (4).
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(4) a. Marthe [maXt] → Ma-arthe! [ma.aXt]
b. Yann [jan] → Ya-an! [ja.an]
c. Louise [lwiz] → Lou-ise! [lu.wiz]

This calling contour has received different phonological representations in different frame-
works. It has been represented as LMH (Dell 1984; Di Cristo and Hirst 1999) and lh\HH
(Mertens 1987). In the Auto-Segmental Metrical framework (AM) (Pierrehumbert 1980),
the French calling contour has been encoded as H* H-L% (Jun and Fougeron 1995) and more
recently H + !H*!H% in the French ToBI conventions proposed by Delais-Roussarie et al. (2015).

The melody of vocative calls has been reported to vary depending on the context. A
French more insisting or less friendly call, for instance, is described by Delais-Roussarie
et al. (2015) as consisting of a rising-falling contour, represented H* L%. This description is
similar to the one provided by Di Cristo (2016, p. 411) and acceptable, according to him, in
a wider set of contexts (e.g., distant calls and reprimands). The H* L% contour of French
urgent calls is similar to the contour observed in urgent contexts in Portuguese (Frota 2014;
Frota et al. 2015) and has in common with the ones observed in languages such as Polish
(H* L-L%, Arvaniti et al. 2016) and Catalan (L + H HL%, Prieto 2014) that it ends in a fall.

2.3. Basaá-Cameroonian French Vocative Calls

There is a long and well-established interest among Cameroonian scholars for the
study of languages and a rich literature on both structural and sociolinguistic aspects of
Cameroonian French, the variety of French resulting from the contact with local languages.
In the historically complex and linguistically dense Cameroonian context, it is clear that
there is not just one variety of Cameroonian French but many. The influence of tone on
Cameroonian French has long been acknowledged. According to Fame Ndongo (1999,
p. 198), each word rather than each phrase forms its own prosodic domain and pitch,
rhythm and speech rate are all the effect of the speaker’s L1. This seems consistent with the
fact that, until recently, people used to learn to read and write French before they could
speak it (Djoum Nkwescheu 2008).

To the best of our knowledge, no study has yet concentrated on the prosody of vocative
calls in Basaá-Cameroonian French (or any other variety of Cameroonian French). What,
from our perspective, is particularly interesting is that proper names provide evidence for
prosodic transfer, as they are specified for lexical tones.2 A few examples from the list of
items we used, and that will be described in more detail in Section 3, are given in (5) to (8).

(5) Màrínà (L H L)

(6) Màgdàlénà (L L H L)

(7) Yânn (HL)

(8) Grégórŷ (H H HL)

The lexical tones of these proper names seem to reflect the intonation of their citation
form, i.e., they end in a fall which either aligns with the last or the penultimate and last
syllable. From this perspective, these words are not unlike Basaá borrowings from French
and other European languages. Loanword phenomena have also been argued to involve
a transfer from the L1 (Broselow 2000). According to Major (2008), loanword phonology
can be considered a form of “forced transfer”, by which foreign words are pronounced
by speakers according to their L1 so as to avoid being perceived as ‘too snobbish and
affected’. Over time, and through contact with various European cultures and languages,
in particular through colonization, a number of foreign words have been integrated into the
lexicon of Basaá. In contrast to our proper names, these words have typically undergone
morphological and/or (supra-)segmental adaptation. A few examples are given in (9)
to (12) of loanwords originating from German, English and French (Emmanuel-Moselly
Makasso, p.c.).
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(9) [káásà] < Kaiser (Ger), “emperor”

(10) [màlêR] < Lehrer (Ger), “teacher”

(11) [kìNgê] < King (Eng)

(12) [mésà] < Messe (Fr), “mass”

The words in (5) to (12) all have in common that they display a final H-L tonal pattern,
suggesting that Basaá speakers follow the “stress-to-tone” principle (Silverman 1992), by
which pitch accents and boundary tones in the intonation language are interpreted as
lexical tone sequences. In relation to loanwords, this principle has been argued to find
its source in the perceptual similarity between accentual and intonational phenomena on
the one hand and lexically tonal phenomena on the other. It has been shown to apply in
some Asian tone languages such as Cantonese (Chen 2000; Hao 2009; Kiu 1977; Silverman
1992) and Mandarin (Glewwe 2021). In African tone languages, it has been shown to
apply to Hausa (Kenstowicz 2006; Leben 1996), as well Yoruba and Shona (Kenstowicz
2006), for instance. The same phenomenon seems to be at play in the French variety of our
Basaá-Cameroonian French speakers, at least when it comes to proper names. As we know
from previous studies on L2 prosody, speakers are greatly influenced, in their perception,
by the prosody of their L1 (Mennen and de Leeuw 2014, p. 187). It is thus not surprising
that the L2 prosody of our speakers would show influences from their L1 (Mennen 2004;
Mennen and de Leeuw 2014; Pickering 2004). The question thus arises as to how the lexical
tones of these proper names are realized as part of vocative calls in different situational
contexts and this is what our study tries to establish.

3. Materials and Methods

3.1. Stimuli and Procedure

Following Arvaniti et al. (2016) and Quiroz and Żygis (2017), we used a Discourse
Completion Task (DCT) in which 12 names were called by our participants, either under
a routine or an urgent context. Names of various lengths were used (1 to 4 syllables)
and appear in Table 1. We selected three names per syllable count. A phonetic transcrip-
tion is given under each name. Dialectal variants are given in the order Metropolitan
French/Basaá-Cameroonian French. The Cameroonian French phonetic transcription in-
cludes the surface realization of lexical tones.3

Table 1. The names used in this study presented by the number of syllables.

Syllables Names

1 Yann Louise Marthe
[jan]/[jân] [lwiz]/[l4îz] [maXt]/[mâ:t]

2 Daniel Alice Patrick
[dañEl]/[dàñÊl] [alis]/[àlîs] [patKik]/[pàtRîk]

3 Natalia Marina Grégory
[natalja]/[nàtáljà] [maKina]/[màRínà] [gKegoKi]/[gRégóRî]

4 Magdalena Alexandra Bénédictine
[magdalena]/[mágdàlénà] [aleksãdKa]/[àlègzã́dRà] [benediktin]/[bènèdíktìn]

With respect to lexical tones, proper names can be grouped as in Table 2. All names
have in common that they terminate in a fall. What distinguishes them is the tones that
precede the fall (i.e., high or low) and whether the fall is anchored on the last (HL) or on
the penultimate (H) and last (L) syllables.
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Table 2. The names used in this study grouped by lexical tones

L (L) H L L (L) HL H H HL

Marina Patrick Grégory
Natalia Daniel

Alexandra Alice
Magdalena Marthe

Louise
Yann

Bénédictine

As in Quiroz and Żygis (2017), participants were asked to imagine a scenario in which
they are inside a house and have to call a child who is playing outside. Under the routine
context, the child is being called in for dinner, whereas under the urgent context, they
are being called to be reprimanded for breaking a vase. All participants saw a prompt,
illustrated in (13), consisting in a brief description of the scenario, and followed by the
name they were asked to call.4

(13) Vous entrez dans une pièce et vous voyez que votre enfant a cassé votre vase
préféré. Vous l’appelez: ...
‘You enter a room and you see that your child has broken your favorite vase. You
call them: ...’

Participants were asked to produce the name as naturally as possible in the given
context. Names were presented in a semi-random order and all names were called by all
participants. There was a total of 78 trial runs (12 items*3 repetitions*2 contexts). In total,
1008 items were produced by Metropolitan French speakers and 936 by Basaá-Cameroonian
French speakers. Filler items were also included which consisted of basic questions to
which the participants had to provide a short scripted answer.

For Metropolitan French, recordings were carried out in Berlin, in a sound-proof
booth of the Leibniz Center for General Linguistics. Participants were sitting in front
of a computer screen with a microphone placed approximately 20 cm away from their
mouth. For Cameroonian French, recordings were made in a quiet room in Yaoundé.
Participants were sitting in front of a laptop and recordings were made through a head-
mounted microphone.

3.2. Participants

Data were elicited from a total of 27 speakers. 14 speakers (4 male speakers) origi-
nated mostly from Northern France (e.g., Lille, Metz, Paris) and were native speakers of
Metropolitan French.5 Their age ranged from 19 to 31 years. They were all monolingual
speakers (with various levels of proficiency in foreign languages such as German, English,
Russian, Dutch, Italian and Portuguese; none with lexical tones) and had been living in
Berlin from 3 months to 13 years.6 They all had completed secondary education and were
either in the process of completing university or had a university degree.

13 bilingual speakers (9 male speakers) originated from Cameroon, had Basaá as their
native language and were speakers of Cameroonian French. Their age ranged from 20
to 41 years. 9 speakers originated from the Centre region of Cameroon and 4 from the
Littoral. Only three of them had lived a few years in another country than Cameroon
(France, Germany). They all frequently spoke Basaá, in particular with other members
of the Basaá community and at home, with their family members. None of our speakers
declared speaking another Cameroonian tone language. All were schooled in French, had
completed secondary education and were either in the process of completing university or
had a university degree.

All speakers were naive as to the purpose of the experiment and were financially
compensated for their participation.

108



Languages 2022, 7, 285

3.3. Data Analysis
3.3.1. Data Annotation

The utterances where perceptually categorized by two native speakers of French
independently (one of the authors and a naive speaker trained for the purpose). The
data were manually annotated by 3 of the authors independently. Categorizations and
annotations were compared and when the judges disagreed, the data was discussed until
agreement was reached.

In Metropolitan French, three distinct contours were distinguished, namely, vocative
chant, rising-falling and rising contours.7 See Figure 1. In both dialects of French, a number
of utterances did not fit in any of these categories and are represented under the category
“other”. These utterances were mostly produced in the urgent context. Typically, they
failed to realize a call. Rather, they tended to express a form of (questioning) disapproval,
sometimes mixed with what could be perceived as anger or exasperation, depending
on speakers.

(a) (b) (c)

Figure 1. Illustration of the main three contours for the name ‘Magdalena’ in MF (male speaker).
(a) Vocative chant; (b) Rising-falling contour; (c) Rising contour.

In Basaá-Cameroonian French, three main melodies were identified, namely, “default”
(i.e., the surface realization of lexical tones, see Table 2), chanting and rising contour, which
are illustrated in Figure 2.

(a) (b) (c)

Figure 2. Illustration of the main three contours for the name ‘Magdalena’ in MF (male speaker).
(a) Default contour; (b) Chanting contour; (c) Rising contour.

Again, some utterances could not be classified in any clear category based on percep-
tual and visual cues and were classified as “other”. In these utterances, our participants
typically failed to realize a call.
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3.3.2. Tonal Landmark Measures

Acoustic analysis of the data was carried out in PRAAT (Boersma and Weenink 2016).
Again, following the methods used in Arvaniti et al. (2016) and Quiroz and Żygis (2017), we
used the ERB scale to measure F0, that is, the perceptual equivalent bandwidth calculated
from acoustic frequency in Hz, using the formula provided by PRAAT (11.17ln((x +
312)/(x + 14,680))43). The use of this scale was meant to reduce differences between male
and female speakers.

As visible in Figures 1 and 2, measurements were taken at specific points in the contour.
Areas of interest were selected and F0 maxima and minima were located and annotated
using, respectively, the functions ‘maximum pitch’ and ‘minimum pitch’. For both varieties
of French, the following measurements were subsequently obtained semi-automatically by
means of PRAAT scripts.

• Initial Tone (IN): the F0 at the onset of the contour;
• Rise Onset (RO): RO corresponds to the F0 at the onset of the rise to the first (and

sometimes only) peak in the contour. It was only measured in three and four-syllabic
words. RO and IN coincided in 1- and 2-syllabic words.

• High 1 (H1): In the chanting melody, H1 was the F0 maximum of the first peak in
the contour, while in rising-falling contours it was the only peak. Similarly, in rising
contours there was also only one peak (H) found at the end of the word.

• Low (L): in the chanting melody, L was the F0 minimum in the dip in the contour
(between the two H tones). In the rising-falling melody, it was the lowest point reached
at the end of the contour.

• High 2 (H2): in the chanting melody, the F0 maximum at the end of the contour.

Additionally, in Basaá-Cameroonian French, each vowel was annotated for lexical
tone, according to the tonal patterns presented in Table 2.

3.3.3. Additional Measurements

We also measured other acoustic parameters of the items including:

• F0 range, measured here as the difference between the F0 maximum and F0 minimum
for a given name (Cosmides 1983, we thus focus on “span” in the sense of Ladd 2008)

• Duration (in seconds) for the entire name,
• Root mean square amplitude of the whole name. Prior to analysis, the RMS was log

transformed as it was positively skewed.

3.3.4. Statistical Analysis

The statistical analysis of the data was conducted in the R studio software (version 4.0.0,
RStudio Team 2020) by using the lmer4 (Bates et al. 2020) and the emmeans package (Lenth
2019).

For Metropolitan French data, linear mixed effects models were employed for assessing
the influence of Context [routine, urgent], Shape [chant, rise-fall, rise, other] and Number
of Syllables of a given name [1:4] and Sex [female, male] on F0 range, RMS amplitude of
a given name and name duration. In addition, an interaction of Context and Shape was
included to test whether the dependent variables are affected when different contours are
compared across the routine and urgent context. If the interaction was not significant, it
was removed from the final model. In addition, participants and names were included
as random intercepts and Context and Number of Syllables of a given name were taken
as by-participant and Context as by-name random slope. The same statistical modeling
was applied for Basaá-Cameroonian French data with the only difference regarding Shape,
consisting of the following levels [chant, default, rise, other]. For a comparison of F0 range,
RMS amplitude and duration between languages, we added the factor Language [MF, CF].

Since the factors Shape and Number of syllables consisted of four levels, we performed
pairwise comparisons of the data by using the emmeans() function from the emmeans
package (Lenth 2019).
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4. Results

4.1. Calling Melody Frequency
4.1.1. Metropolitan French

As seen in Figure 3, the routine context elicited a majority of vocative chants (64%). In
the urgent context, speakers mainly produced rising-falling contours (83%). Alternative
melodies were also produced in each of the two contexts. A minority of rising (22%) and
rising-falling contours (13%) were found in the routine context and some vocative chants
(7%) and rising contours (2.5%) in the urgent context. The category “other” constitutes 0.7%
calls in the routine and 7% in the urgent context.

Figure 3. Frequency of occurrence of contours in routine and urgent context (Metropolitan French).

It is worth noticing that there was considerable variation among speakers as far as the
choice of contour is concerned within a given context. Table 3 presents the frequency in
percentages and counts appear in parentheses.

Table 3. Percentage of individual speakers’ calling melodies depending on context in MF.

Chant Rise-Fall Rise Other

Routine Urgent Routine Urgent Routine Urgent Routine Urgent
S1 89 (32) 94.4 (34) 11 (4) 5.6 (2)
S2 69.7 (23) 24 (8) 75.8 (25) 6 (2) 24 (8)
S3 83.3 (30) 2.8 (1) 8.3 (3) 80.6 (29) 8.3 (3) 13.9 (5) 2.8 (1)
S4 30.6 (11) 22.2 (8) 75 (27) 44.4 (16) 2.8 (1) 22.2 (8)
S5 83.3 (30) 11.1 (4) 97.2 (35) 5.6 (2) 2.8 (1)
S6 58.3 (21) 100 (36) 41.7 (15)
S7 25 (9) 44.4 (16) 61.1 (22) 30.6 (11) 38.9 (14)
S8 83.3 (30) 22.2 (8) 2.8 (1) 75 (27) 11.1 (4) 2.8 (1) 2.8 (1)
S9 91.7 (33) 58.3 (21) 2.8 (1) 38.9 (14) 5.6 (2) 2.8 (1)
S10 5.6 (2) 11.1 (4) 97.2 (35) 83.3 (30) 2.8 (1)
S11 44.4 (16) 5.6 (2) 16.7 (6) 86.1 (31) 36.1 (13) 5.6 (2) 2.8 (1) 2.8 (1)
S12 72.2 (26) 2.8 (1) 25 (9) 97.2 (35) 2.8 (1)
S13 77.8 (28) 2.8 (1) 100 (36) 19.4 (7)
S14 91.7 (33) 5.6 (2) 5.6 (2) 77.8 (28) 2.8 (1) 16.7 (6)

Some speakers (e.g., Speaker 4, Speaker 7, Speaker 10) only realized a minority of
chanting contours in the routine context and either favored a rising or a rising-falling
contour instead. In the urgent context, all speakers favored the rising-falling contour,
except for Speaker 9, who realized a majority of chanting contours instead.
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4.1.2. Basaá-Cameroonian French

As seen in Figure 4, Basaá-Cameroonian French participants produced a majority of
default contours, that is, lexical tones, in both contexts. They constituted 57% of all calls in
the routine context and 81% in the urgent context. The rising contour was the second most
frequently appearing one, with 21% in the routine and 8% in the urgent context. The chant
contour was also produced but to a very limited extent: 12% in the routine and 3% in the
urgent context. Finally, speakers also produced other patterns: 10% in the routine and 9%
in the urgent context.

Figure 4. Frequency of occurrence of contours in routine and urgent context (CF).

Variation in the choice of contour based on context was also observed among
Cameroonian-French speakers. See Table 4. Counts are given in parentheses.

Table 4. Percentage of individual speakers’ calling melodies depending on context in CF.

Chant Default Rise Other

Routine Urgent Routine Urgent Routine Urgent Routine Urgent
S1 100 (36) 100 (36)
S2 3 (1) 14 (5) 75 (27) 75 (27) 19 (7) 8 (3) 6 (2)
S3 36 (13) 6 (2) 94 (34) 64 (23)
S4 9 (3) 6 (2) 79 (27) 76 (25) 12 (4) 18 (6)
S5 6 (2) 6 (2) 91 (32) 85 (28) 3 (1) 9 (3)
S6 97 (35) 100 (36) 3 (1)
S7 6 (2) 82 (27) 87 (27) 12 (4) 13 (4)
S8 3 (1) 94 (34) 97 (35) 6 (2)
S9 97 (35) 97 (34) 3 (1) 3 (1)
S10 81(29) 3 (1) 97 (35) 14 (5) 3 (1) 3 (1)
S11 31 (11) 53 (19) 6 (2) 64 (23) 47 (17)
S12 22 (8) 8 (3) 67 (24) 86 (31) 6 (2) 3 (1) 6 (2) 3 (1)
S13 3 (1) 11 (4) 61 (22) 72 (26) 22 (8) 14 (5) 17 (6)

Some speakers (Speakers 1, 6, 8 and 9) almost exclusively produced default contours,
independently of the context. Some speakers realized contours that were akin to the voca-
tive chant, with a sustained final mid tone (Speakers 3, 10 and 12). Note that although
Metropolitan French is not the local variety of French of our Cameroonian speakers, speak-
ers still have access to it through the media. Some of our speakers have also spent a few
years in Europe, which might explain why they use this contour while other speakers
do not. Speaker 10, in particular, produced a higher percentage of chanting contours in
the routine context. Speaker 4 favored rising contours in both the routine and the urgent
context, while Speakers 2 and 3 favored rising contours in the routine context only.
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4.2. F0 Scaling of Tonal Landmarks
4.2.1. Metropolitan French

Beyond the choice of contour exerted in different contexts, we were also interested
in the effect of context on the phonetic realization of contours. Starting with the chanting
contour, our results show that the context did not have a significant effect on F0. Pairwise
F0 comparisons within each tone (IN, RO, H1, L, H2, see Figure 5) across the two contexts
did not reveal any significant differences either. Note that chanting contours only represent
7% of urgent calls whereas they represent 64% of routine calls.

Figure 5. F0 scaling of the chanting contour in the routine and urgent context in MF.

Similarly, in the rising-falling contour, the context did not show a significant effect
on F0. The pairwise comparisons did not reveal any significant differences in F0 between
the routine and urgent context in IN, RO and H tones, see Figure 6. However, as far as the
final L tone is concerned, it was lower in the urgent than in the routine context (t = 6.38,
p < 0.001). Note again that the rising-falling contour represents 83% of all urgent calls and
13% of all routine calls.

Figure 6. F0 scaling of the rising-falling contour in the routine and urgent context in MF.

Finally, in the rising contour, F0 was not significantly different in the routine and urgent
context. None of the tones significantly differed across contexts, see Figure 7. Remember
that rising contours count for 22% of routine calls and only 2.5% of urgent calls.
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Figure 7. F0 scaling of the rising contour in the routine and urgent context in MF.

4.2.2. Basaá-Cameroonian French

Turning now to Basaá-Cameroonian French, and as context had little influence on
the choice of contour, we were particularly interested in seeing whether context would
significantly affect contour realization.

In contrast to what is observed in MF, the context exerted a significant effect on the
realization of the chanting contour: F0 was higher in the urgent context as compared to the
routine context (t = 3.60, p < 0.01). Remember that chanting contours represented 12% of
all routine calls and 3% of urgent calls. Additionally, the interaction context*contour was at
the level of statistical tendency (urgent*IN vs. routine L1; t = −1.90, p = 0.057), see Figure 8.
Please note that our data set for the chanting contour in CF is extremely small (340 items),
see also Figure 4.

Figure 8. F0 scaling of the chanting contour in the routine and urgent context in CF.

As for the rising contour, the context appeared not to be significant, but the interaction
context*contour turned out to be significant (urgent*IN vs. routine*H, t = −2.88; p < 0.01).
We interpret it as a smaller difference between the routine context and the urgent context
with regard to H than with regard to IN and RO. A pairwise comparison, however, revealed
no significant effect of context for any of the three tones. Again, our data set is relatively
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limited, as rising contours represented 21% of all routine calls and 8% of all urgent calls.
See Figure 9.

Figure 9. F0 scaling of the rising contour in the routine and urgent context in CF.

We also examined whether context exerted a significant effect on tones in the default
contour, but the results did not reveal a significant difference. Remember that the default
contour represented 57% of all routine calls and 81% of all urgent calls in CF. As the default
contour is the surface realization of a sequence of lexical tones and different names consisted
of different lexical tones (see Table 2), we also analyzed categories of names separately.
Figure 10 shows F0 scaling for three syllabic words with L H L pattern (i.e., Marina, Natalia),
and Figure 11, four syllabic names with the L L H L pattern (i.e., Alexandra, Magdalena).
The effect of context on tones did not reach significance.

Figure 10. F0 scaling of the default contour in the routine and urgent context for three syllabic words
with L H L lexical tones in CF.
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Figure 11. F0 scaling of the default contour in the routine and urgent context for four syllabic words
with L L H L lexical tones in CF.

Let us now turn to F0 range.

4.3. F0 Range of Tonal Landmarks
4.3.1. Metropolitan French

F0 range for different calling melodies is represented in Figure 12 for MF. The interac-
tion between shape and context was significant (t = 3.83, p < 0.001). Pairwise comparisons
of similar contours across the routine and urgent context revealed no significant effect of
context on F0 range, except for the category “other”, with lower F0 range values in the
routine than in the urgent context (t = 3.60, p < 0.05). Our results also reveal, rather unsur-
prisingly, that F0 range values were lower in the chanting contour than in the rising-falling
contour (t = −6.85, p < 0.001), and rising contours (t = −8.23, p < 0.001). No significant
difference was found between the F0 range of rising-falling and rising contour. It should
also be noted that longer words showed a larger F0 range (3 syllabic words vs. 1 syllabic
words, t = 3.73, p < 0.01 and 4 syllabic words vs. 1 syllabic words, t = 4.11, p < 0.01).

Figure 12. F0 range in the routine and urgent context across different calling melodies in MF.

4.3.2. Basaá-Cameroonian French

F0 range for different calling melodies is represented in Figure 13 for CF. The context
did not exert a significant effect. When comparing F0 range across contours, our results
reveal that F0 range values were significantly higher in the rising contour as compared to
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the chanting contour (t = 4.22, p < 0.001), the default contour (t = 3.85, p < 0.001) and the
category “other” (t = 6.79, p < 0.001). In contrast to MF, the number of syllables had no
significant effect on F0 range.

Figure 13. F0 range in the routine and urgent context across different calling melodies in CF.

Figure 14 shows F0 range in all CF speakers in both the routine and the urgent context.
Overall, no uniform pattern emerges as to a possible consistent effect of context on F0
range in CF. The majority of speakers however realize the default contour with higher F0
range values in the urgent context (7 speakers out of 11). Other speakers seem to show
the opposite tendency, i.e., a higher F0 range values in the routine context (Speakers 4, 7
and 12).

Figure 14. F0 range in the routine and urgent context for the default contour in CF speakers.

4.3.3. Cross-Dialectal Comparison

Languages are known to differ in their F0 range (Altenberg and Ferrand 2006; Eady
1982; Keating and Kuo 2012; Mennen et al. 2012; Nguyễn 2020). As in other varieties of
European languages in contact with lexical tone, the intonational organization of Basaá-
Cameroonian French looks different from the one of Metropolitan French. Observationally,
some contours look like they result from a succession of tones carried by each syllable,
corroborating previous literature on Cameroonian French. Pitch excursions, even in the
rising and chanting contours, look much smaller than in Metropolitan French. If CF
intonational contours are the implementation of successive lexical tones transferred from
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the phonological/phonetic inventory available in Basaá, we expect CF to show a narrower
F0 range than MF (Makasso et al. 2016). This would be reminiscent of what has been
reported, for instance, in Nigerian English as compared to British English (Gut 2005, and
references therein).

When comparing F0 range between the two varieties of French, it turns out that
F0 range values are indeed significantly lower in Basaá-Cameroonian French than in
Metropolitan French (t = −9.06, p < 0.001). Pairwise comparisons revealed that F0 range
values in the chanting contour in MF were higher than in the same contour in CF (t = 7.03,
p < 0.001). Similarly, the rising contour showed a higher F0 range in MF than in CF (t = 6.89,
p < 0.001) and the “other” contours were also produced with significantly higher F0 range
values in MF than CF(t = 11.11, p < 0.001). See Figure 15.

Figure 15. F0 range in the routine and urgent context across different calling melodies in MF and CF.

4.4. RMS Amplitude
4.4.1. Metropolitan French

Beyond the effect of context on F0, the question arises as to whether context influences
the loudness of vocative calls, here measured in RMS amplitude. Our results show that calls
produced in the urgent context were significantly louder than in the routine context (t = 2.77,
p < 0.01). Pairwise comparisons also revealed that the amplitude was significantly higher
in the rising-falling contour in the urgent than in the routine context (p = 5.10, p < 0.001).
The same conclusions applied to the rising contour (t = 4.15, p < 0.01); see Figure 16.

Figure 16. RMS amplitude in the routine and urgent context across different calling melodies in MF.
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4.4.2. Basaá-Cameroonian French

In Cameroonian French, the items produced in the urgent context were significantly
higher in comparison to those produced in the routine context (t = 3.08, p < 0.05); see
Figure 17. Pairwise comparisons across contexts for individual contours did not reveal
significant effects.

Figure 17. RMS amplitude in the routine and urgent context across different calling melodies in CF.

4.4.3. Cross-Dialectal Comparison

When comparing the RMS amplitude of calls in MF and CF, it turns out that the
effect of Language was significant, i.e., names produced by the Basaá-Cameroonian French
speakers were significantly louder in comparison to those produced by the Metropolitan
French speakers (t = 4.67, p < 0.001). In particular, chants produced in CF were louder
than chants produced in MF (t = 7.03, p < 0.001) and similarly, rising contours in CF were
louder than rising contours in MF (t = 6.89, p < 0.001). Finally, a significant difference was
also found in “other” contours, which were louder in MF than in CF (t = 11.10, p < 0.001).
The results appear in Figure 18.

Figure 18. RMS amplitude in the routine and urgent context across different calling melodies in MF
and CF.

Note, however, that the recordings were not made in the same conditions, as speakers
were in two different countries, and that this acoustic parameter is particularly sensitive to
the distance between speaker and microphone. These results should thus be interpreted
with caution.
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4.5. Word Duration
4.5.1. Metropolitan French

Finally, we were interested in determining whether context or contour would have a
significant effect on word duration. As the syllable carrying a sustained downstepped high
tone in the chanting contour has been reported to be lengthened, we expect names with a
chanting tune to be longer than names carrying the other contours identified in our data
(although see again Figure 1: the three contours are produced in the same context by the
same speaker and they happen to all show a lengthened final vowel).

Word durations are visible in Figure 19 for Metropolitan French. The chanting contour
was significantly longer than the rising-falling (t = 6.03, p < 0.001) and rising contour
(t = 6.71, p < 0.001). No significant difference was found between the chanting contour
and “other” shapes. The context did not however affect the word duration. Interestingly,
overall, only 4 syllabic words were significantly longer from one-syllabic words (t = 5.39,
p < 0.001).

Figure 19. Word duration in the routine and urgent context across different calling melodies in MF.

In addition, we were also interested in whether one-syllabic words were longer in the
chanting contour as opposed to the rising-falling and the rising contour, as they tend to
become bi-syllabic words (Fagyal 1997; Ladd 2008). Results appear in Figure 20.

Figure 20. Word duration of one-syllabic words in the routine and urgent context across different
calling melodies in MF.
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The results show that one syllabic words were indeed longer when realizing the
chanting contour than when realizing the rising-falling and the rising contour (t = −5.14,
p < 0.001).

4.5.2. Basaá-Cameroonian French

The findings for word duration are shown in Figure 21. The context did not exert
a significant effect on word duration. As in MF, the names produced with a chanting
melody were significantly longer as compared to words with the default contour (t = 4.14,
p < 0.001). Please note that there were only a few one syllabic words produced with the
chanting contour so that a statistical comparison with respect to one-syllabic words with
other contours was impossible.

Figure 21. Word duration in the routine and urgent context across different calling melodies in CF.

4.5.3. Cross-Dialectal Comparison

Finally, for the sake of exhaustivity, we compared word duration in MF and CF
and the effect of language turned out to be significant: words produced in MF were
longer than those produced in CF (t = −2.49, p < 0.001). The only significant comparison
across languages was found between the word duration in MF chants, that were longer in
comparison to the default contours in CF (t = 3.34, p < 0.05). See Figure 22.

Figure 22. Word duration in the routine and urgent context across different calling melodies in MF
and CF.
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5. Discussion and Conclusions

As stated in the Introduction, the expression of vocatives lies at the interface between
different language components: phonology, syntax, morphology, semantics and pragmatics.
It provides us with a precious window onto to the relationship between prosody and
pragmatics in specific languages.

We have conducted a systematic study of the prosody of vocative calls in two different
contexts (i.e., routine and urgent) among monolingual Metropolitan French speakers on
the one hand and bilingual speakers of Basaá, a tone language, and Cameroonian French,
on the other. The results of our DCT indicate that our two groups of speakers behave
differently when it comes to the influence of context on the choice of contour. Context
has a clear impact on the choice of contour in Metropolitan French, in which a chanting
contour is favored in routine contexts and a rising-falling contour is preferred in urgent
contexts. In Basaá-Cameroonian French, a contour consisting of a sequence of lexical tones
is largely favored in both the routine and the urgent context. We have also observed a
considerable amount of inter-speaker variation: in Cameroonian French, in particular,
some speakers consistently produced the same contour independently of the context while
others alternated between several contours including, for a minority, the chanting contour.
As our Cameroonian speakers are also exposed to other varieties of French, for instance
through the French media, we cannot exclude an influence from the exonormative standard,
Metropolitan French.

Regarding acoustic parameters, context did not exert much effect on the F0 height of
the different calling melodies in Metropolitan French. In contrast, we found an effect of
context on the realization of vocative chants in Basaá-Cameroonian French, with a higher
F0 in urgent contexts. This result is however to be interpreted with caution, as our speakers
only produced a minority of chanting contours. We did not find an effect of context on F0
scaling for the two other contours (default and rising contour), indicating that our speakers
did not realize the contours differently depending on the context.

When it comes to F0 range, neither of the varieties showed a significant effect of
context. Interesting differences were observed across calling melodies in MF, with lower
F0 range values in the chanting contour than in the rising-falling and rising contour. F0
range values were also partly dependent on word length (3 and 4 syllabic words showing
significantly higher F0 range values than 1 syllabic words). In Basaá-Cameroonian French,
the rising contour showed significantly higher F0 range values than the chanting and
“other contours”. It did not however significantly differ from the default contour. No
effect of word length was observed on F0 range, indicating that it remained stable across
words of different lengths in Basaá-Cameroonian French. Interestingly, the two varieties
of French significantly differ in their F0 range, with values being significantly lower in
Basaá-Cameroonian French.

In both varieties, no effect of context on duration was found, but a significant effect of
contour. Our results confirm that words carrying a chanting contour are longer than words
with other contours in both varieties of French. For MF, in which our dataset was large
enough for statistical analysis, this is also the case for 1-syllabic words, whose length only
significantly differed from 4 syllabic words.

In sum, when it comes to the production of vocative calls, target-use of the contact
variety, here Basaá-Cameroonian French, does not amount to target-like use of the original
standard target language, here Metropolitan French (Williams 1989). We have seen that
rather than using vocative chants in routine contexts, our speakers preferred a melody
consisting of lexical tones reflecting the citation form of words in the standard target
language (i.e., ending in a fall rather than a phonetic mid), and that this melody remained
unchanged in urgent contexts. The very presence of lexical tones in the grammar of our
speakers is consistent with what has been reported in other contact varieties of intonation
languages in African as well as in Asian contexts. What is particularly interesting, and in our
view further supports the idea of a prosodic transfer from the L1 (at an individual level in
our present speakers but also maybe at a more collective level among Cameroonian French
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speakers whose L1 is tonal), is the fact that the realization of these tones remains stable
across pragmatic contexts. Remember that Basaá, the L1 of our speakers of Cameroonian
French, is a language that has been described as showing little evidence of a use of prosody
to encode postlexical meanings (Makasso et al. 2016), which is not uncommon among
African tone languages (Downing and Rialland 2016). It is also a language in which
vocative calls are expressed through morphological means (Bitjaa Kody and Mutaka 1997;
Makasso n.d.).

To use Mennen’s (2015) terminology, we observe a deviance in the semantic dimension
from Metropolitan French. Such deviances have typically been reported in other areas
involving information packaging: learners from different L1s and L2s have been shown not
to mark prominence in focused elements and/or to fail deaccenting discourse-given ones
(Gut and Pillai 2014; Hamlaoui et al. 2021; Ortega-Llebara and Colantoni 2014; Swerts and
Zerbian 2010). This is particularly the case when their L1 does not use prosody to encode
these information-structural categories (Rasier and Hiligsmann 2007; Zerbian 2015). The
question arises as to the origin(s) of the present deviance. Historically, at the collective
level, the present contact variety of French might have fossilized before vocative chants
were acquired. This would be a natural result of the fact that very few speakers achieve
native-like competence in an L2 (Edwards 1994). Although the vocative chant is common to
a number of European languages and it was believed for a time that it might be a prosodic
universal (Ladd 2008), it has not, to the best of our knowledge, been reported to exist in
Basaá, Bantu or related languages. Its use within the grammar of Metropolitan French is
actually limited to a small set of contexts, which might contribute to making it a marked
prosodic pattern and thus particularly difficult to acquire for learners who do not already
have it in their L1 (Eckman 1987). Studies of the prosody of vocative calls with other
L1–L2 pairings might help shed further light on this issue, including among speakers of
Cameroonian French with L1s other than Basaá. Further studies of Cameroonian French
will also help determine whether other areas of the grammar of this contact variety support
the idea of a prosodic transfer of lexical tones from local L1s and whether, as has been
proposed for other contact varieties of European languages (Gussenhoven and Udofot 2010;
Lim 2007), it should be classified as something else than an intonation language.
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Notes

1 With its highly heterogenous population and over 250 local languages from the 4 major African language families, Cameroon is
often described as ‘Africa in miniature’. Although a few of the local languages serve as languages of major communication at the
regional level, none of them dominates at the national level (Tabi Menga 1999). French was first introduced in 1916 and was
imposed as the only language of education in the part of Cameroon under French rule. It has since acquired vehicular language
status and is regularly used for inter-group communication (Mendo Ze 1999). For over 80% of the Cameroonian population, i.e.,
people living in present-day Francophone regions of Cameroon, it is still the main language of education and administration
(Onguene Essono 1999, 2003). Together with English, which has been present in the country since around 1840 and is still
dominant in the Western regions of Cameroon, French has remained one of the two official languages, even after the country
gained its independence in 1960 (Mendo Ze 1999).

2 We are extremely grateful to Emmanuel-Moselly Makasso (p.c.) for drawing our attention to this fact and for providing us with
the tonal specifications for the proper names used in the experiment. Note that we cannot presently state whether speakers of
Cameroonian French with other L1s will differ from our present speakers, as Cameroonian French is certainly the result of the
contact of French with many typologically unrelated languages (tone languages and others) and not only Basaá. Further research
will inform us of the specificities of Basaá-Cameroonian French speakers as compared to other speakers of Cameroonian French.

3 Several realizations of the phoneme /r/ were observed. For more detail on this point, the interested reader is referred to Hamlaoui
et al. (2020).

4 A limit of the present design is that it does not distinguish between polite and informal calls, a distinction that has been described
to be relevant in Basaá. Rather, the calls elicited within the present study all fall within the informal type. A design of the type
found in Borràs-Comes et al. (2015) could be used in the future to determine whether this distinction is somehow transferred
onto Basaá-Cameroonian French. This could also allow determining whether Basaá-Cameroonian French speakers have distinct
means of expressing the type of speaker-hearer connivence that typically licenses the use of the vocative chant in Metropolitan
French (Ladd 2008).

5 As pointed out by an anonymous reviewer, regional varieties of French also vary in pronunciation, making the label Northern
Metropolitan French (NMF, Carignan 2013; Nicholas et al. 2019) more appropriate for the variety of European French considered
here. On the segmental level, all speakers exhibited a Standard French pronunciation, consistent with NMF. Although there
were audible differences in the way some of our speakers realized calls (e.g., in terms of the intensity of positive/negative
emotion associated with our discourse contexts, or assumed distance between caller and callee), none of these differences could
be attributed to a difference in geographic origin or the influence of another language. Varieties of Northern French have been
described as undergoing a process of accent levelling or phonological uniformization, by which regionally localized features tend
to disappear. This is particularly true of urban varieties, with differences across urban centers (Boughton 2005). The interested
reader is also referred to Armstrong and Pooley (2010). A larger and more controlled sample of speakers from different regions of
France would be needed to account for possible cross-dialectal differences in vocative calls within Metropolitan French.

6 As noted in previous studies (see for instance Mennen et al. 2014), in European countries it is generally difficult to find
monolingual speakers in the strictest sense of the word, as people have usually received secondary instruction in at least one
foreign language. As pointed out by an anonymous reviewer, it might be more accurate to consider our NMF speakers as
having French as their native and dominant language, rather than as monolingual speakers. The same applies to our group of
Cameroonian French speakers, who have also received secondary instruction in at least one foreign language, typically English.
We expect the potential transfer effect from these other languages to be negligible.

7 The meaning associated with the rising contour was that of a question of the type ”Can you hear me?”, “Are you there?”.
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Abstract: Diglossia in Arabic differs from bilingualism in functional differentiation and mode of
acquisition of the two registers used by all speakers raised in an Arabic-speaking environment. The
‘low’ (L) regional spoken dialect is acquired naturally and used in daily life, but the ‘high’ (H) variety,
Modern Standard Arabic, is learned and used in formal settings. Register variation between the two
ends of this H–L continuum is ubiquitous in everyday interaction, such that authors have proposed
distinct intermediate register levels, despite evidence of mixing of H and L features, within and
between utterances, at all linguistic levels. The role of sentence prosody in register variation in Arabic
is uninvestigated to date. The present study examines three variables (F0 variation, intonational
choices and post-lexical utterance-final laryngealization) in 400+ turns at talk produced by one
speaker of San’ani Arabic in a 20 min sociolinguistic interview, coded for register on three levels:
formal (fush̄a), ‘middle’ (wus a  ) and dialect ( a mijja ). The results reveal a picture of key shared
features across all register levels, alongside distinct properties which serve to differentiate the registers
at each end of the continuum, at least some of which appear to be under the speaker’s control.

Keywords: Modern Standard Arabic; San’ani Arabic; diglossia; multilingualism; prosody; F0

1. Introduction

1.1. Diglossia in Arabic

The Arabic language situation is a classic, and perhaps unique, example of diglossia,
with speakers alternating between a ‘low’ spoken regional variety (L), acquired naturally,
and a ‘high’ variety (H), Modern Standard Arabic (MSA), learned and used in formal
settings (Ferguson 1959). Mastery of MSA as well as dialect is part of what it means to
be a “socially competent” speaker of Arabic (Khamis-Dakwar and Froud 2019, p. 300).
Acceptance of this stance is reflected in the increasing switch towards integrated approaches
to teaching Arabic as a foreign language so that learners how to use both dialect and MSA,
and in the process also learn when to use them (Younes 2014).

The classic characterization of diglossia in Ferguson (1959) distinguishes diglossia
from both bilingualism and from a ‘standard-with-dialects’ model. In bilingualism, the
learner acquires two languages which are structurally distinct but which can both be used
in the same situations. In a standard-with-dialects context, a learner acquires two varieties
of the same language which are used in different situations, but for some speakers the
standard variety is their dialect. In diglossia, the learner acquires two varieties which are
used in different situations, and the two varieties share enough linguistic features to be
recognized as the ‘same’ language, despite differing in many ways; crucially, however, the
standard variety is not the dialect of any speakers. Ferguson defined the H and L varieties
in diglossia in terms of fundamental differences in their functional distribution, prestige,
literary heritage, mode of acquisition and degree of standardization.

The practical reality is complex, however, with most speakers operating comfortably
on a range of levels (Bassiouney 2009). A number of authors have therefore conceptual-
ized the H–L distinction in terms of multiple levels, ranging from three (Mitchell 1984,
1986) to nine (Parkinson 1991), with five levels commonly proposed (e.g., Badawi 1973).
For example, Mitchell (1984) identified three distinct levels by supplementing the basic
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H (formal)–L (informal) divide, with a further subdivision of the informal register into
‘careful’ versus ‘casual’. This middle level, often referred to in Arabic as wus a  ‘middle’, is
sometimes characterized as the form used in conversations between Arabs from different
dialect backgrounds. In this communicative context, local variants which are unlikely to be
accessible to those outside the relevant speech community are avoided, and replaced with
words or linguistic features which are shared across spoken dialects, and may indeed also
be found in MSA.

Despite the practical utility of conceiving of register variation in terms of levels, it is
increasingly accepted that the formal and colloquial varieties do not form a dichotomy, but
lie instead at opposite ends of a continuum of variation between MSA and spoken dialects
(Mejdell 2019). Recent neurophysiological evidence also points to a complex interweaving
of different levels of linguistic representation between MSA and dialect (Khamis-Dakwar
and Froud 2014). An apparent middle variety thus arises as a result of mixing features from
either end of the continuum within a single utterance or stretch of speech. The mixed or
middle variety is not a separate attractor in its own right but rather a description of the
range of possible points in the middle of the continuum, and the claim that register variation
occurs both within and between linguistic levels predicts a potentially infinite number of
such points along that continuum. This mixed production was in earlier literature identified
as a distinct form (‘Educated Spoken Arabic’) but is now generally termed ‘diglossic mixing’
(Owens 2019). The expectation is that linguistic features of different registers will vary
on all linguistic levels (i.e., lexicon, syntax, phonology, morphology). The present paper
explores whether this is also true of sentence prosody, for the first time. Exploration of
this prediction is relevant to the wider study of sentence prosody since Arabic diglossia
presents a special case where we may see greater overlapping of prosodic features than
seen in bilingual settings.

Another key point for our purposes here is that, although Ferguson argued that the H
and L varieties are divergent, in that they have many different linguistic features, he did
not claim or expect them to be discrete. Indeed, the overlap in features between H and L
forms the common ground that underpins the recognition of the two varieties as related.
Mejdell (2019) argues for greater attention to the shared features between MSA and dialects
(cf. also Khamis-Dakwar and Froud 2019) and suggests that these shared features form
the background which allows speakers to select distinctive features from either end of the
continuum for stylistic purposes. In the present study, we are able to explore, for the first
time, which features of sentence prosody, if any, are used this way.

Owens (2019) also notes that most (of the relatively few) prior studies of diglossic
mixing in Arabic focus on linguistic features for which the differences between MSA and di-
alects are well-defined and clear-cut, which presupposes prior descriptions of those features
in the literature on Arabic. As we will see in the next section, there are few comparative
studies of the prosody of Arabic dialects and descriptions of prosodic differences between
MSA and spoken dialects are even more scarce. As a result, it is not surprising that no prior
studies of diglossic mixing in Arabic have included prosodic features in the list of variables
investigated in their datasets. A search of two of the best quality recent studies, each based
on a good volume of data, confirms that in both studies intonation was used solely as a
diagnostic for identification of factors affecting other variables of interest; Mejdell (2006)
uses intonation to determine whether relative clauses are restrictive or not, in her study of
diglossic mixing in Egyptian panel show data, and Hallberg (2016) uses intonation solely
to identify clauses as complete or incomplete.

A key aim of the present study is thus to provide the first investigation of register
variation in Arabic in which the variables of interest are linguistic features at the sentence
prosody level.

1.2. Sentence Prosody in Arabic

Work on Arabic sentence prosody has flourished in the last two decades, as evident
from the expanding scope of literature summarized in two recent review chapters (Chahal
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2006; El Zarka 2017). The majority of spoken Arabic dialects are stress accent languages
in which pitch features have a post-lexical function in the form of intonation. The above
review articles document a growing number of descriptions of the intonation patterns of
individual Arabic dialects in the Autosegmental-Metrical framework (Ladd 2008), which are
complemented by earlier descriptions in British School models (Alharbi 1991; Soraya 1966)
or using acoustic analysis (Badawi 1965; Rosenhouse 2011). Few studies of intonational
variation in spoken Arabic dialects are based on a direct comparison of parallel data. A
contributing factor may be the perception of prosodic annotation, on which much analysis
of sentence prosody relies, as ‘cumbersome’ (Watson and Wilson 2017).

Most studies of register variation in Arabic have addressed syntactic, morphological
and lexical variation, with some work on phonological variation at the segmental level. It is
typically assumed that the prosodic properties of an individual’s home dialect will transfer
into their formal register (e.g., Benkirane 1998), and this has indeed been documented
for some properties such as word-stress placement (Mitchell 1975). A laboratory study of
intonational features in formal and spoken Cairene Arabic (El Zarka and Hellmuth 2008)
found a greater incidence of secondary accents and shorter prosodic phrases in formal
speech, but all other intonational parameters, such as peak alignment, were parallel across
the two varieties. There has been no prior work specifically targeting register variation in
suprasegmental features including intonation in non-laboratory speech data.

The present study examines register variation between MSA and dialectal San’aani
Arabic (SA), spoken in and around the Old City of San’aa, in the capital of Yemen. SA
has been described in detail on most linguistic levels except sentence prosody, including
syntax, morphology and segmental phonology, by Watson (1993, 1996, 2002). A preliminary
description of SA intonation is outlined in Hellmuth (2014). A distinctive feature of SA
intonation observed in that study is the use of a rise–fall nuclear contour in information-
seeking yes/no questions, in contrast to the rise contour typically observed in the same
context in most other Arabic dialects outside North Africa (Hellmuth 2018). The use of
a rise–fall contour in yes/no questions is also noted in a preliminary study with Yemeni
speakers from the regional city of Taizz (Salem and Pillai 2020).

Another distinguishing feature of SA, shared as an areal feature with other dialects
and languages of South Arabia, is utterance-final laryngealization. This term covers a set
of related post-lexical phonological processes occurring utterance-finally, before a pause
(Watson and Bellem 2011). The key generalizations are that in word- and utterance-final
position: obstruents and long vowels are glottalized; oral stops are produced as ejectives;
nasals are deleted; sonorants are glottalized, devoiced or deleted; vowels, fricatives and af-
fricates are lengthened (Watson and Asiri 2008). The occurrence of this cluster of properties
at the edges of prosodic domains makes laryngealization a potential variable of interest to
investigate register variation in MSA–SA.

The choice to focus on register variation in MSA–SA, rather than another MSA–dialect
pair, is also facilitated by the serendipitous (if unintentional) elicitation of a sociolinguis-
tic interview recording in which register variation was displayed throughout, which is
described in Section 2.1 below.

1.3. Sentence Prosody and Bilingualism

Sustained contact between languages in the context of community bilingualism has
been shown to result in a range of different effects on the prosody of both first (L1) and
second or additional language(s) (L2). The L2 may display prosodic features of a dominant
L1 (Nance 2015; O’Rourke 2004), or the L2 may affect the prosody of the L1 (Colantoni and
Gurlekian 2004; Fagyal 2005). There are also cases involving the creation of wholly new
prosodic features which are properties of neither L1 nor L2 but instead a fusion of the two
(Queen 2012), as well as a set of prosodic features which specifically characterize learner
intonation (Mennen 2015). These diverse patterns have been argued to be a particular
feature of prosody because all languages make use of the same phonetic exponents (pitch,
duration and intensity) in some form or other (Bullock 2009). However, there is considerable
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variation in the details of the mapping of prosodic form to meaning, both within and
between languages, creating an ‘indeterminacy’ which Sorace (2004) argues is a context
that fosters changes to bilingual grammars.

Exploration of sentence prosody and register variation in Arabic is relevant to the
wider discussion of sentence prosody in the context of community bilingualism and/or
second language (L2) acquisition because of past inference in the literature that MSA is an
L2 for Arabic speakers (e.g., Kaye 1972). This assertion was typically based on the fact that
MSA is learned in school, thus explicitly, and typically in the context of formal instruction.

Recent evidence suggests characterization of the dialect–MSA relationship as L1–L2 is
an oversimplification. Albirini (2019) argues against this claim on the basis of emerging
evidence that MSA is acquired implicitly to some extent, by Arabic children growing up
in an Arabic-speaking environment, through exposure to media content which is aimed
at children and produced in MSA such as cartoons (Albirini 2016). Khamis-Dakwar and
Froud (2019) also question the tacit assumption that acquisition of MSA equates solely to
literacy development since MSA differs from dialects on many levels of linguistic analysis
(alongside many shared features, of course).

However, emerging evidence from neuroimaging studies suggests that dialect–MSA
displays patterns of processing which also differ from those seen in balanced bilinguals.
In a series of papers, Khamis-Dakwar and Froud (Froud and Khamis-Dakwar 2017, 2021;
Khamis-Dakwar and Froud 2014, 2019) argue that L1 Arabic speakers who have grown
up in an Arabic-speaking environment show the same type (if not magnitude) of brain
response to stimuli in MSA and dialect, which also differs from the brain’s response to
parallel stimuli in an L2 (such as Hebrew). They call for increased study of dialects and
MSA in direct parallel to improve our understanding of the cognitive processing at work
in diglossia.

A key point in Ferguson’s original proposals is that in diglossia we will observe a
markedness relationship between the H and L varieties, in which the H features are a
subset of the L features, in particular for phonology. Although this tendency is indeed
commonly observed (e.g., an L affix can be added to an H stem, but not vice versa), Owens
(2019) reports counterexamples, in the realm of phonology (e.g., dialectal Closed Syllable
Shortening applying to an MSA stem); he suggests that future larger scale studies are likely
to reveal bidirectional H–L mixing to be the general rule.

This study provides a first opportunity to explore whether there are any indications
of a markedness relationship in suprasegmental properties between H and L in domains
larger than the word. The primary hypothesis of the study, however, is that a complex
interweaving of features, which is the hallmark of diglossic mixing on other levels of
linguistic analysis, will be found also in sentence prosody.

1.4. The Present Study

The present study examines three variables operating at the level of sentence prosody:
(i) F0 variation, within and between turns at talk; (ii) intonational choices, including the
type and distribution of pitch accents and phrase boundaries; (iii) incidence of utterance-
final laryngealization. These variables are investigated in data from a single speaker,
whose utterances are first coded for register on three levels: formal or fush̄a (F), middle
or wus a  (W) and dialect or a mijja (A). The coding is based on non-prosodic features
to avoid circularity, generating 400+ turns for analysis. Owens (2019, p. 89) laments the
lack of large-scale studies of diglossic mixing in Arabic but acknowledges the difficulty
in eliciting or obtaining the data needed for larger studies. He further notes that the
many existing small case studies, despite their limitations in size, are nonetheless valuable
for generating hypotheses to explore in larger studies, and for identifying variables of
interest to investigate further. To the best of my knowledge, this is the first study of
diglossic mixing of sentence prosody in any MSA–dialect pair, but it is certainly the first to
investigate sentence prosody in the context of MSA–SA mixing. This study also serves as a
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potential model of methods for the investigation of sentence-level prosody across registers
of Arabic.

2. Methods

2.1. Participants, Materials and Procedure

The data examined are from a single speaker (f2) in a 20 min sociolinguistic interview.
Two female participants (f1/f2) took part, with the author as the interviewer. The partic-
ipants are sisters, aged 20–25 years at the time of recording, recruited through personal
contacts of the author. The participants are from the Al-Ga’a district, adjacent to the Old
City of San’aa; their extended family originate from a village in Greater San‘aa (name
redacted for anonymity). The author/interviewer has British English as L1 and learned
Arabic as an adult largely in formal educational settings. The interview is part of a small
corpus of data collected in San’aa in 2008. Participants provided informed consent to record
audio of their speech and to use the transcripts and data excerpts in research (but not to
open access sharing of the audio recording, due to cultural sensitivities).

The sociolinguistic interview was conducted using the Sense Relation Network (SRN)
tool (Llamas 2007). The SRN is designed to encourage participants to use their vernacular
speech variety by inviting them to discuss dialect-specific lexical choices in a conversation
with another member of the same speech community. A version of the SRN was created to
target lexical items reported to vary between the variety spoken in the Old City of San’aa
and other Yemeni dialects (Watson 1993, 1996, 2000).

The interview took place in a quiet office. The audio was recorded directly to wav
format at 44.1 KHz 16 bit using a Marantz PMD660 recorder. Each participant was recorded
to a separate channel in the stereo file, via a Shure SM10 headset microphone.

The SRN is an elicitation tool rather than an experimental ‘word list’ task. Target
words and phrases are presented on a network diagram as prompts for spontaneous verbal
discussion between a pair of participants about the lexical items they use in their variety. In
Arabic, this involves the presentation of target words in written MSA, for the list of target
meanings (i.e., ‘senses’) for which participants are invited to report their local variants.
Of the two participants in this interview, only f2 was sufficiently confident in reading
MSA to work directly from the text prompts. Speaker f2 thus took the lead in directing
the conversation, liaising between her two interlocutors whose familiarity with different
varieties of Arabic varied greatly: speaker f1 was an expert L1 speaker of SA whereas the
author/interviewer was an L2 speaker of Arabic with relatively limited exposure to SA,
but good fluency in other dialects/varieties of Arabic. Speaker f2’s talented and sensitive
navigation of this linguistic situation led to considerable intra-speaker register variation
throughout the conversation, which forms the basis of this case study.

2.2. Analysis

Transcription: The interview data was manually segmented into turn-sized sections,
typically mapping to one or two Intonational Phrases (IP). Each turn was orthographically
transcribed by the author in ELAN (Sloetjes and Wittenburg 2008) using a phonetically
transparent roman alphabet transliteration system for Arabic, devised by Hellmuth and
Almbark (2019). The stereo wav file was split to extract the audio signal for each speaker, in
Praat (Boersma and Weenink 1992–2018), and the text transcription was force-aligned to the
mono audio file using Prosody Lab Aligner (Gorman et al. 2011) as an aid to later coding
and annotation. The resulting mono sound file and aligned Praat TextGrid for speaker f2
(only) were then used for further analysis.

Coding: Each turn produced by f2 was coded for the register of Arabic on three
levels: fush̄a (F), wus a  (W) and a mijja (A). These levels correspond to Mitchell’s (1984,
1986) formal/careful/casual distinction but were defined and coded in the present study
according to a specific set of criteria. The decision to code with only three levels was
made for pragmatic reasons; the data displays consistent mixing of linguistic features
from different registers within and between turns, and it would not have been possible to
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determine, a priori, which constellations of features correspond to which level(s). Since the
aim of the present study is to determine which features of sentence prosody participate in
diglossic mixing, the coding in this study was performed with reference to lexical choices,
morphology and segmental phonology only; some examples are shown in (1–2).

1. a. F na"qu:lu "la-ha:
say.1PL to-it

b. W na" u:lu "la-hu
say.1PL to-it

c. A nu" ulluh
say.1PL.to.it
‘we say for it’

2. a. F la"daj-na:
to-us

b. W la"de:-na
to-us

c. A "Qinda-na
to-us
‘we have’

In (1) we see the same lexical item in all three registers (the root <����> [q-a-l] ‘to say’)
but differences between F/W versus A in morphology, with the prepositional clitic affixed
directly to the verb in A only; in contrast, we see a difference between F versus W/A in the
segmental phonology in the realization of the target sound [q] < ��> ‘qaf’, with [q] in the F
register but [ ] in both W and A. In (2) we see different lexical choices in F/W versus A,
with the distinction between F and W indicated through monophthongization of [aj] to [e:]
in W only. Further codes were used to indicate turns produced in English (E) or where the
content was uninterpreted, e.g., a hesitation marker (U).

All turns in the data were coded by the author at two time points more than one
year apart, and by a second coder who is a first language speaker of Arabic. Inter-code
agreement (between either of the two author codes and those of the independent coder) was
initially 60% (327/548). The remaining data were discussed and the majority of differences
arose from the treatment of mixed turns (where part of the turn was in one register and
part in another). A ‘whole clause’ approach was thus applied: the register of the majority of
information in a turn was applied to the whole turn, even if it contained an isolated word
or phrase with features of a different register (an example will be seen in Figure 6 below).
Any remaining discrepancies were resolved by discussion to reach a consensus. The final
coding involved some adjustments to turn boundaries, yielding a final turn count of 469.

Annotation: The wav file and TextGrid were segmented into turn-sized short files,
and then each turn was prosodically annotated by the author and labelled for the pres-
ence/absence of the post-lexical phonological process of turn-final laryngealization. Prosodic
annotation was performed following the conventions of the Autosegmental-Metrical frame-
work (Ladd 2008), using the putative ‘language-neutral’ tone label set proposed by Hualde
and Prieto (2016). The use of this language-neutral annotation label tagset results in minor
differences in the annotation here of tunes previously discussed in Hellmuth (2014) but
none of these minor differences are at issue in the examples discussed below. The adopted
inventory of tone labels assumes two levels of phrasing (intermediate and intonational
phrases) and thus includes pitch accents (marked ‘*’), phrase accents (‘-’) and boundary
tones (‘%’). A stylized representation of the pitch contour for each pitch accent label is
provided in Appendix A.

Categorical presence or absence of turn-final laryngealization was identified from
auditory impression with reference to the spectrogram and waveform in Praat, with com-
parison to detailed descriptions of SA turn-final laryngealization in different phonological
contexts (Watson and Asiri 2008). To control for phonological context in the analysis, the
syllable type for each turn-final word was recorded during annotation e.g., CVVT [t.ari: ]
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‘path’; CVVN [tama:m] ‘fine, okay’ (where T stands for ‘any obstruent’ and N stands for
‘any nasal’). A Praat script was used to extract annotation labels from each turn level
TextGrid, along with a count of the number of words in each turn.

F0 measurement: A Praat Pitch object was created for each turn (using default settings).
All turns coded as F/W/A were inspected and manually corrected for tracking errors. A
Praat script was used to extract the following F0 measures from each corrected Pitch object,
in Hz and semitones: minimum, maximum, mean, standard deviation (SD) and median;
the maximum and minimum were then used to calculate the F0 range in octaves [log2
(maxF0/minF0)] for each turn.

Data visualization and statistical analysis: The descriptive results of each layer of
analysis were visualized using ggplot2 (Wickham 2010) supported by further exploration
of acoustic data using linear regression models run in R (R Core Team 2014); mixed models
with random effects were not appropriate as the data do not involve repeated measures.

3. Results

3.1. Overview of the Data

The data comprise 469 turns: 35 were coded as uninterpretable (e.g., hesitation mark-
ers) and 5 were produced partially or in whole in English, and these were excluded leaving
429 for analysis. The split of codes for the remaining data was: F:N = 44 (10%); W:N = 200
(47%); A:N = 185 (43%). Figure 1 shows the number of turns by register (1a) alongside a
count of the number of turns of each length (by word count) in each register (1b). Figure 2
visualizes the distribution of each register type along the timeline of the 20 min interview,
generated using vistime (Raabe 2021).

 
(a) (b) 

Figure 1. (a) Count of turns coded in each register type; (b) distribution of turn lengths in words, by
register: fush̄a ‘formal’ (F), wus a  ‘careful’ (W) and a mijja ‘casual’ (A).

Figure 2. Distribution of turns in interview timeline by register: fush̄a (F)/wus a  (W)/ a mijja (A).

Figures 1 and 2 show that the formal register was used in only a small proportion of
the data and mostly at the beginning of the interview (in the first 4–5 min). Although the
presentation of the target lexical items in written MSA initially elicited speech in formal
register, the interactive nature of the SRN tool was successful in encouraging speaker f2
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to gradually move towards the use of dialectal forms. In Figure 2 we can see that the
careful register (W) is initially used to replace the formal (F) register, with the use of fully
dialectal speech (A) following shortly afterwards; from about 5 minutes onwards, speaker
f2 is largely using either W or A. Continued use of both registers was probably due to the
presence of a non-vernacular speaker as the interviewer (favouring the use of the careful
register, W), balanced against a shared focus on local lexis (favouring the use of the casual
register, A).

Although fewer turns were produced in F than in W/A, the mean turn length in
words is similar in all three registers (F = 3.14; W = 3.21; A = 3.11). The high number of
single word turns coded as W is due to the decision to code all instances of the single word
turn [tama:m] ‘okay’ (N = 41) as W (see discussion in Section 3.4). A data subset without
these turns is used in relevant parts of the analysis (N = 388; F = 43 (11%); W = 160 (41%);
A = 185 (48%)).

3.2. F0 Variation

Table 1 reports the mean and SD for the F0 measure by register code. The spread of
values for these F0 measures across turns, by code, is illustrated in Figure 3.

Table 1. Mean (standard deviation) of measures of F0 variation across turns, by register code.

Register
Min
(Hz)

Max
(Hz)

Mean
(Hz)

SD
(Hz)

Median
(Hz)

Range
(Octaves)

F 215.58
(15.35)

329.68
(32.51)

258.97
(17.17)

29.34
(9.27)

251.84
(15.20)

0.61
(0.14)

W 212.41
(21.53)

318.89
(35.86)

256.64
(18.84)

27.09
(9.80)

252.00
(19.79)

0.58
(0.20)

A 209.11
(19.83)

325.53
(48.69)

261.74
(29.29)

29.77
(14.43)

259.46
(31.85)

0.63
(0.23)

Figure 3. Median and interquartile range and frequency distribution of values across turns by register
code for mean, SD, median, min and max values of F0, and F0 range (max/min) in octaves.

These measures reveal subtle differences only in the degree of F0 variation across
registers. A wider range of variation is visible in turns labelled W or A, than F, but this
is largely attributable to the larger number of tokens for those codes (90% of the data).
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A series of linear regression models were run to predict each F0 measure in turn as the
dependent variable, as a function of register code (e.g., minf0Hz~code) with treatment
coding (i.e., with one level of the factor code as reference level); the model was re-run after
re-levelling code to a different reference level to obtain pairwise comparisons. The only
significant differences found in measures of F0 variation across registers were between W
and A: median F0 is lower in W than A (β = −7.458; SE = 2.589; t = −2.88; p = 0.0042); mean
F0 is lower in W than A (β = −5.106; SE = 2.427; t = −2.104; p = 0.036); SD of F0 is lower
in W than A (β = −2.674; SE = 1.22; t = −2.188; p = 0.029); F0 range in octaves is narrower
in W than A (β = −0.0432; SE = 0.021; t = −2.034; p = 0.043). There were no significant
differences in measures of F0 variation between W and F.

The overall similar range of F0 variation across registers is perhaps to be expected
as these are data from a single speaker and thus reflect her individual pitch range. The
observed differences indicate greater use of higher and/or more expanded pitch by speaker
f2 in A than W. The distribution of F0 range values is slightly bimodal in the A register,
indicating a split which is also visible to a lesser extent in the distribution of values of max
F0 in the A register. This split reflects the fact that f2 produced a subset of A-coded turns
in a much wider pitch range, which have the auditory impression of being ‘performed’,
as an example for the interlocutor of how an utterance would be produced naturally in
context between SA speakers. Figure 4 shows an example in which f2 provides a sample
of how a SA lexical item ([" awèaza] ‘to sit’) would be used; the reporting clause (‘And
she says:’, coded W) is produced in a relatively narrow pitch span (0.5 octaves), but the
reported clause (coded A) is produced in a very wide pitch span (1.3 octaves).

 

Figure 4. Sequence of turns (W then A) with narrow versus wide pitch span (0.5 versus 1.3 octaves).

In summary, then, the data reveal greater pitch variation in the casual (A) register
than in the careful (W) and formal (F) registers. F0 variation is thus a linguistic feature
relevant for the investigation of diglossic mixing in Arabic, as shown also for measures of
F0 variation in formal versus informal speech in other languages such as Korean (Winter
and Grawunder 2012). In the present data, however, the pattern observed in reported
clauses suggests the variation here may be a by-product of differences in the semantic
and/or pragmatic content expressed rather than an inherent property of any one register.

3.3. Intonational Phonology

Table 2 shows token counts for all pitch accent labels by register and Figure 5 illustrates
the distribution of pitch accent types by register. The inventory of pitch accents used to
label the F register data forms a subset of those needed to label the W/A registers. All
registers share the property of using L* and H* as the most frequent pitch accents, with
some use of bitonal rising pitch accents in all three also (L+H* and L*+H), but, bitonal
falling pitch accents are used in W/A only, and the H+!H* pitch accent is more frequent in
A than W.
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Table 2. Token count of all pitch accent labels, by register code.

Register L* H* !H* L+H* L*+H H*+L H+L* H+!H*

F 66 28 5 14 3 0 0 0
W 246 144 56 33 15 11 3 7
A 170 112 58 32 37 28 3 36

 
Figure 5. Observed pitch accent types as a percentage of total pitch accent tokens, by register.

Table 3 shows token counts for all edge tone labels, by register code. Most of the
variation in the count of edge tones is due to the different volumes of data in each register.
A count of the number of non-turn-final edge tones (phrase accents/boundary tones
combined), as a proportion of the number of multi-word turns per register, in fact, reveals
little difference in phrasing patterns between registers, as shown in Table 4. This is of note
since differences in the distribution of phrase boundaries were reported as a feature of
register variation for speakers from Egypt (El Zarka and Hellmuth 2008).

Table 3. Token count of all edge tone labels, by register code.

Register L- H- !H- Total L% H% !H% Total

F 1 19 0 20 13 31 6 50
W 25 48 0 73 108 114 0 222
A 25 47 3 75 144 51 12 207

Table 4. Incidence of turn-internal phrasing boundaries, by register.

Register
Turns with > 1

Phrase
Turns with > 1 Word %

F 15 31 48%
W 74 140 52%
A 74 145 51%

Tables 5 and 6 show the distribution of ‘simple’ and ‘complex’ nuclear contours,
respectively, by register, including all observed pitch accent boundary tone combinations.
Cells of the table which account for 10% or more of the turns for that register are shaded
in grey, in both tables. The ‘simple’ contours make up 98% and 91% of turns in the F/W
registers respectively, but only 76% of turns in the A register.

Table 5. Observed ‘simple’ nuclear contours, as a percentage of all turns in that register.

Register L* L% L* H% L* !H% H* H% H* L% !H* L%

F 16% 56% 14% 0% 5% 7%

W 17% 43% 0% 5% 10% 18%

A 21% 15% 4% 3% 11% 21%
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Table 6. Observed ‘complex’ nuclear contours, as a percentage of all in that register.

Register L+H* L% L+H* H% L+H* !H* L*+H H% H*+L L% H*+L H%
H+!H*

L%
H+!H*

H%
H+L* L%

F 0% 2% 0% 0% 0% 0% 0% 0% 0%

W 1% 1% 1% 0% 1% 2% 4% 0% 1%

A 0% 1% 1% 1% 5% 0% 13% 3% 2%

This apparent difference in the complexity of contours between the F/W versus A
ends of the register continuum is largely driven by the high incidence of the H+!H* pitch
accent in A-coded turns. Figure 6 shows an example of the distinctive H+!H* contour seen
in many A-coded turns. Although the register coding was performed based on lexical and
segmental features, the second transcriber remarked that many turns (which were later
annotated with H+!H*) stood out as having ‘Yemeni intonation’.

Figure 6. An A-coded turn realized with an H+!H* L% nuclear contour.

Another tendency in the data is a lower proportion of falling contours in the F register,
in comparison to W/A, which may be due to speaker f2’s realization of many F turns as
a sequence of short phrases, each of which bears a continuation rise, followed by a very
short final phrase, in a pattern commonly heard in broadcast MSA speech; other patterns
reported in broadcast MSA, such as sequences of early peak falls (Rastegar-El Zarka 1997),
are not seen in the present data. Figure 7 shows an example of an F-coded turn realized
with a series of continuation rises on short phrases, followed by a very short final phrase
realized in a compressed pitch range.

Figure 7. An F-coded turn with continuation rises and a broadcast MSA-style final short phrase.
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One further feature that was shared across all three registers was the occasional use
of secondary accents, whereby a word is realized with two pitch accents: one on the
stressed syllable as expected, but another also on another syllable earlier in the word. The
use of secondary accents in MSA but not dialectal speech was observed in a laboratory
study of each register as produced by the same Egyptian speakers (El Zarka and Hellmuth
2008). In the present study, secondary accents are rare, but are more common in the F/W
registers (three examples each): F: [Qa:"mijja] ‘dialect’ (turn 4); [ar-ri"Za:l] ‘the-man’ (turn 9);
[talafaz"jo:n] ‘television’ (turn 324); and W: [al-Pa"ða:n] ‘the-ears’ (turn 84); [talafaz"jo:n]
‘television’ (turn 329); [al-Qa"s.i:d] ‘dumpling’ (turn 447)). There is just one example in an
A-coded turn (A: [ us u"si:] ‘puppy’ (turn 354). An example from a W-coded turn is shown
in Figure 8.

Figure 8. A W-coded turn showing secondary accents on the word [al-Pa"ða:n] ‘the-ears’.

In summary, the three registers share a core common inventory of pitch accents but
falling bitonal pitch accents were only used in W-/A-coded turns, and more frequently
so in the A register (particularly H+!H*). This difference contrasts with an F/W versus A
distinction in the relative ‘complexity’ of nuclear contours. The incidence of turn-internal
phrasing boundaries was similar across registers, but although all three registers contained
examples of secondary accents they were more common in F/W than in A.

3.4. Post-Lexical Laryngealization

The proportion of turns in which laryngealization was identified in the final lexical
item varied by register code: F had laryngealization in 18 out of 44 turns (41%); W in 98
out of 200 (49%), but A in 149 out of 185 (81%). Speaker f2 thus produces utterances with
final laryngealization to an increasing extent as she moves from formal to dialectal speech.
We might argue from this overall result that F/W pattern together in showing relatively
low levels of laryngealization, in contrast to A where the rate is much higher. However, it
is necessary to control for internal (linguistic) factors which also influence the incidence
of laryngealization; the relevant factors in SA are the manner of articulation of the final
consonant(s) and syllable structure (Watson and Asiri 2008).

Figure 9 shows the proportion of laryngealization for the most commonly observed
syllable shapes (N = 400), by register code. The pattern in A-coded turns is of near
categorical laryngealization of utterance-final obstruents and non-nasal sonorants, but
slightly less of nasals; words ending in open syllables—which never attract stress—undergo
laryngealization much less, consistent with Watson and Asiri’s (2008) observation that
unstressed final syllables are less likely to be reduced. W-coded turns display a similar
pattern of sensitivity to stress and final consonant (reduced incidence in CV open syllables
and final nasals). The number of data points for F-coded turns is small, but we can see a
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contrast in the treatment of CVV versus CVVN syllables, with the former much more likely
to be laryngealized than the latter, matching the pattern in the A/W- coded turns.

(a) 

 

(b) 

 

(c) 

 
Figure 9. Proportion of turns displaying laryngealization by syllable type/shape and by register for
(a): fush̄a ‘formal’ (F); (b): wus a  ‘careful’ (W); and (c): a mijja ‘casual’ (A). Key to syllable codes: C:
any consonant; V: any vowel; N: any nasal; S: any non-nasal sonorant; T: any obstruent.

Overall then, the A-coded data show the expected patterns of laryngealization for a
speaker of the SA dialect. The same speaker displays much less use of laryngealization in
turns coded as F/W, but with some evidence of similar phonological conditioning to that
observed in A-coded tokens.

There is an indication in the data that these patterns are under the speaker’s con-
trol. Figure 10 shows self-repair by speaker f2 of application of laryngealization on the
word/jaf"Qal/‘do.IMPF.3MS’ (realized the first time as [jaf"Qa:lP:]) at the potential com-
pletion point of a turn realized with F features (and where f2 is producing verbatim a
text prompt written in MSA). She immediately produces an increment to the turn which
is realized with the same prosodic contour as the host phrase which it repairs, except
for suppression of laryngealization on the utterance-final word. Figure 11 illustrates the
phonetic detail of the realization of the minimal pair realizations of the phrase-final word.
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Figure 10. Sequence of F-coded turns produced with and without utterance-final laryngealization.

(a) (b) 

Figure 11. Two instances of [jaf."Qal] (from Figure 10) with (a) and without (b) laryngealization.

Finally, there is some evidence also of co-variation between laryngealization and
choice of prosodic contours. A large number of single word tokens of the discourse marker
[tama:m] ‘okay/fine’ were produced by speaker f2 throughout the interview (N = 41). This
word is a viable lexical item in both W or A registers, and does not display phonological
features specific to W or A either; all tokens were coded as W, as in the interactional
context of the sociolinguistic interviewer the intended audience was more likely to be the
interviewer (for whom W is accessible) rather than the other participant. These 41 tokens
vary in the incidence of laryngealization and also in the choice of nuclear contour, as set
out in Table 7. The majority of [tama:m] turns are realized without laryngealization (78%),
and the same proportion of turns are realized with a ‘simple’ rise contour (L* H%, also
78%). Although these choices do not strictly co-vary, the overall pattern is of a tendency
to produce the discourse marker with prosodic features which fall in the common ground
between F and A (since both registers use L* H%) but towards the formal end of the
continuum of variation (and thus without SA dialectal laryngealization).

Table 7. Co-variation in laryngealization and choice of nuclear contour in tokens of [tama:m] ‘okay’.

Laryngealized? L* H% L* !H% H* L% L+H* L% H*+L L% Total

yes 5 0 2 2 0 9
no 27 1 3 0 1 32

Total 32 1 5 2 1 41

Interestingly, the only contour which does co-vary with the presence of laryngealiza-
tion is L+H* L%, which is the contour typically observed in information-seeking yes/no-
questions in SA (Hellmuth 2014). In these utterances we might conjecture that the intended
audience of the turn was f2′s fellow participant (for whom A is accessible) rather than
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the interviewer, leading to its realization in the A register and with SA prosodic features.
Figure 12 shows an example of one of these [tama:m] turns, alongside a minimal pair
realization of the same word with an MSA yes/no-question contour (L* H%).

 
(a) (b) 

Figure 12. Single word W-coded turns of [tama:m] realized (a): with SA yes/no-question contour
and with laryngealization; (b): with MSA yes/no-question contour and no laryngealization.

4. Discussion

Table 8 summarizes the observed differentiation of the identified registers of Arabic
produced by speaker f2 in this case study data. The results show an interweaving of the
use of different aspects of sentence prosody across the three registers of speech, with at
least one feature serving as a cue to each of the possible ways of grouping the registers,
though no feature fully differentiates F vs. W vs. A. All three registers shared the same
density of phrasing boundaries, but the pattern of using a sequence of continuation rises
on short phrases within a turn was a hallmark of F-coded turns only. A number of features
distinguish A from W/F, and these features span all three of the investigated variables.

Table 8. Summary of observed variation in differentiation of registers, by prosodic feature type.

Pattern F0 Variation Intonation Laryngealization

F&W vs. A bimodal median F0
level of median F0

pitch accent inventory
size
use of secondary accents

% laryngealization

F vs. W&A – broadcast MSA-style
contours –

F vs. W vs. A – – –

F&W&A – density of phrasing
boundaries –

The observed larger pitch accent inventory in A is a potential example of a markedness
relationship between H and L predicted by Ferguson (1959). However, none of the features
which distinguish A (in the top row of the table) are categorically exclusive to A. For
example, W-coded turns also displayed a tendency towards bimodal median F0 and
contained some tokens of falling bitonal pitch accents; also, some laryngealization was seen
in all registers, and there was one example of a secondary accent in an A-coded turn.

This mixing of features across registers is consistent with the characterization of Arabic
diglossic mixing as an interweaving of features of both A and F along a continuum of
variation. The present dataset is small and limited in interactional scope, but there was
some evidence here of the speaker displaying control over this variation, in the example
of self-repair when A features were used in an otherwise F-framed turn. This self-repair
was of a word produced with L features in H context—thus a counterexample of the type
Owens (2019) cites as evidence of bidirectional mixing—but is repaired by speaker f2.
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The present results for MSA–SA reveal a general picture of shared prosodic features
across registers, alongside distinct features which serve to differentiate the registers at each
end of the continuum, at least some of which appear to be under the speaker’s control.
More work is needed to expand the volume of data, discourse context types and number
of speakers investigated, but this study has identified variables and methods of analysis
that can be used in future studies to further explore the role of sentence prosody in register
variation in Arabic.
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Appendix A

(a) L* H* !H* 

 
   

 L+H* L*+H  

 
  

 

 H*+L H+L* H+!H* 

 
   

(b) L- and L% H- and H% !H- and !H% 

 
   

Figure A1. Schematized representation of a typical pitch contour labelled for (a) pitch accents and
(b) edge tones. Boxes represent syllables; for pitch accents, the shaded box indicates the position of
the accented syllable; for edge tones, the shaded box indicates the last syllable in the intermediate or
intonational phrase.
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Abstract: Research on L1 to L2 transfer has mainly focused on segments, while less work has
examined transfer in intonation patterns. Particularly, little research has investigated transfer patterns
when the L1 has a lexical pitch contrast, such as tone or lexical pitch accent, and the L2 does not. The
current investigation is a longitudinal study of the L2 English of an L1 Norwegian speaker, comparing
two timeframes. One suprasegmental feature and one segmental feature are examined: rise–fall pitch
accents and /z/, because Norwegian and English have different patterns for these features. The
results showed that the speaker actually produced more pitch movements in the later timeframe,
contrary to the hypothesis, and suggesting that he was hypercorrecting in the earlier timeframe. In
the early timeframe, virtually no /z/ was produced with voicing, while in the later timeframe, about
50% of /z/ segments were voiced. This suggests that the speaker had created a new category for this
sound over time. Implications for theories of L2 learning are discussed.

Keywords: bilingualism; intonation; pitch accent; voicing contrast; longitudinal

1. Introduction

Among multilingual speakers, L1 to L2 transfer in segments has been well-described
(e.g., Flege and Port 1981; Nagy 2015), and recent research has also described transfer in
suprasegmental aspects (e.g., Mennen and de Leeuw 2014). The goal of the current study is
to examine, across time, the intonation patterns of a speaker whose L1 (Norwegian) uses
lexical pitch accent but whose L2 (English) does not. I also examine a segmental pattern—
voicing in English /z/—to see how that pattern develops across time in comparison with
the intonation pattern.

1.1. Second Language Acquisition

Much work on L2 acquisition has focused on how segmental patterns transfer between
a speaker’s languages, whether at the individual level or at the community level. At the
individual level, work on segments has found that the L1 and L2 can influence one another
in either direction (e.g., Flege and Eefting 1987; Jarvis and Pavlenko 2009; Lein et al. 2016;
Major 1992). At the community level, when a whole group is bilingual, this can lead to
larger scale transfer effects and the emergence of a contact variety (Mayr and Siddika 2018;
McCarthy et al. 2013; Nagy 2015; Treffers-Daller and Mougeon 2005).

One common measure in phonetic studies of bilingualism is voice onset time (VOT), a
measurement of stop voicing which examines the time between the release of a stop closure
and the onset of vocal fold vibration (Lisker and Abramson 1964). As languages can have
different patterns for this measurement, it has proven to be a useful way of measuring
transfer patterns in bilinguals’ speech. For example, Flege and Eefting (1987) investigated
stops in L1 Spanish speakers who were learning English, and found that in English, their
voiceless stops had lower VOT values than monolingual English speakers, meaning that
they were producing English voiceless stops with a more Spanish-like VOT pattern.

In terms of L2 acquisition theories, the Speech Learning Model (SLM) (Flege 1987, 1995;
Flege and Bohn 2021; Flege and Eefting 1987; Flege et al. 2003) states that L2 phonemes
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are classified as new phonemes or as being similar to a phoneme in the L1 system. When
the latter is the case, the L2 phoneme may be categorised as a phonetic realisation of an
L1 phoneme, a process called equivalence classification. If the L2 phoneme is perceptually
different from an L1 phoneme, it can be classified as a new sound and is thus easier
to learn. The Perceptual Assimilation Model (PAM) (Best 1994; Best and Tyler 2007)
also proposes that L2 sounds are perceived based on their similarity to L1 phonemes.
As such, L2 phonemes may be assimilated in one of three ways: Two Category (TC)
assimilation, where two L2 phonemes are categorised as two separate L1 phonemes (leading
to accurate discrimination between them), Single Category (SC) assimilation, where two
L2 phonemes are categorised as equally good (or poor) tokens of the same L1 phoneme,
so discrimination between them is poor, and Category Goodness (CG), where two L2
phonemes are categorised as the same L1 phoneme, but they are not considered equally
good examples of this phoneme.

1.1.1. Suprasegmentals

In terms of suprasegmental patterns in L2 learners, some general patterns have been
found. For example, L1 Spanish speakers and L1 Dutch speakers learning English have a
narrower pitch range in English than L1 English speakers (e.g., Backman 1979; Mennen
2008; Willems 1982). Similarly, Ordin and Mennen (2017) found that female bilingual
speakers of English and Welsh used a wider pitch range in Welsh than in English. No
such difference was found for male speakers. Intonation patterns have also been shown to
transfer between a bilingual’s languages, for example, bilinguals of Dutch and Greek were
found to have transfer in alignment patterns in both directions (e.g., Mennen 2004).

In some instances, a speaker’s languages may differ not just in alignment patterns or
intonational pitch accent categories, but in whether pitch is used in lexical contrasts, as is
the case in tonal languages. While intonation languages use different pitch accent categories
for pragmatic purposes, such as focus, many languages use pitch lexically, including tonal
languages and pitch accent languages. It is thought that over 40% of the world’s spoken
languages use lexical pitch (Maddieson 2011), with tonal languages being able to use
pitch changes on every syllable, and pitch accent languages on every stressed syllable
(Hayes 1995). In such languages, pitch accent is a tonal pattern found on stressed syllables
(Beckman 1986; Hyman 2009), defined by Hualde (2012) as “a class of stress languages
where words contrast in the tonal melody that is associated with the stressed syllable”
(p. 1335). (More detail on the pitch accent system of Norwegian is provided in Section 1.2).

Some research has investigated transfer patterns when both of the languages use pitch
lexically, but in different ways. One study on a speaker of L1 Swedish (a pitch accent
language) and L2 Mandarin (a tonal language) found that the Swedish speaker could not
produce a contour tone on a monosyllabic word, presumably since in Swedish, the pitch
accent contrast only occurs on words of minimum two syllables (Tung 2006). As such, it
appears that lexical pitch patterns in the L1 can interfere with the learning of tonal patterns
in an L2. However, this study did not compare the Swedish speaker’s productions to
speakers of a language that does not use pitch lexically. A study comparing speakers of
Swedish as an L2 who had L1s with or without tone found that those with a tonal L1
did not necessarily have an advantage in learning the Swedish pitch accents, but that it
depended on what type of tonal language the L1 was (Tronnier and Zetterholm 2013).

Most relevant to the current study, research on L1 speakers of a tonal language who
learn a non-tonal L2 has found that the L1 tonal patterns can transfer to the L2. For example,
Cantonese English has been described as having tonal patterns (Gussenhoven 2012; Yiu
2014); similarly, Hong Kong English has been described as having high, mid, low, and
falling tones (Wee 2016). French spoken by L1 Cantonese speakers has been analysed as
having the Cantonese high tone on content words and the Cantonese low tone on function
words (Lee and Matthews 2014). Japanese has a lexical pitch accent, and research on L1
Japanese speakers learning Spanish as an L2 found that they produce Japanese pitch accent
patterns where none would occur in Spanish (Flores 2016). As such, lexical pitch patterns in
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the L1 can be transferred to an L2 even if it does not use pitch lexically. However, beyond
the studies just cited, little is known about the extent to which bilingual speakers transfer
L1 tonal patterns to a non-tonal L2.

Acoustic measures related to intonation include f0 level, f0 range, and pitch dynamism
quotient (PDQ). F0 level is a measure of how high- or low-pitched a speaker’s intona-
tion sounds, while f0 range measures the difference between a speaker’s maximum and
minimum f0. F0 range is often measured as the middle 80% of a speaker’s range (Busà
and Urbani 2011; Meer and Fuchs 2021). PDQ is a measure of the overall variability of
f0, meaning how much f0 movement is produced, and this is measured as the standard
deviation divided by its mean in Hertz (e.g., Hincks 2004; Meer and Fuchs 2021). These
measures are relevant to the current study because they can provide a description of how
much pitch movement a speaker is producing, which is relevant to rise–fall pitch accents.

1.1.2. Voicing Contrasts

The acquisition of voicing contrasts that differ between the L1 and L2 have been exam-
ined mainly in terms of stops (e.g., Bundgaard-Nielsen and Baker 2015; Flege and Eefting
1987). Mandarin has a stop contrast between voiceless unaspirated and voiceless aspirated
stops, similar to English. In contrast, Russian has a contrast between voiceless unaspirated
stops and voiced stops. Yang et al. (2022) examined the perception of Russian stops by L1
Mandarin speakers, and found that Russian voiced stops and voiceless unaspirated stops
were perceived as being similar to Mandarin voiceless unaspirated stops, indicating that
“when L2 sounds are perceptually similar to certain L1 sounds, their acquisition can be
difficult even with an increase of L2 experience” (p. 20). If the voicing contrast exists at a
different place of articulation, it may be possible for L2 learners to adapt their perception
and production to a new place of articulation, as found by Flege and Port (1981) for L1
Arabic learners of English.

In English, the /s-z/ contrast also occurs as the allomorphic variants of the plural
marker, with voicing assimilation occurring to that of the preceding obstruent; for example,
in cats vs. dogs—in the former, the plural marker is [s] but in the latter it is produced as [z].
Recent research examined the acquisition of English sibilant voicing among speakers whose
L1 varies in the use of /z/ (Contreras-Roa et al. 2020). French has /s/ and /z/ word-finally,
Italian has word-final /s/ (although rarely) but not /z/, but has both word-medially, and
Spanish does not have phonemic /z/ word-finally but has [z] allophonically (but non-
obligatorily) in this position. Based on these differences, it was hypothesised that L1 French
speakers would be able to produce English word-final /z/, L1 Italian speakers would be
able to produce it by analogy with the word-medial contrast in their L1, and L1 Spanish
speakers would have difficulty with it. The results supported the hypothesis regarding L1
French speakers, but for their measure of periodicity, L1 Spanish outperformed L1 Italian
speakers in the production of English word-final morphemic /z/. The authors also note
that L1 Italian speakers were able to produce English word-final /z/ when non-morphemic
(that is, part of the stem, in a word such as buzz). They suggest that morphemic and
non-morphemic /z/ in English are not treated the same by L2 learners.

1.2. Norwegian vs. English

Norwegian has a lexical pitch accent system (also called “tonal accent” (Kristoffersen
2000) or “word accent” (Bruce 1977)), whereby words carry either Accent I or Accent II. The
phonetic implementation of the accent contrast varies by dialect, either in tonal makeup
or tonal timing, but the pitch accent is generally a fall or rise–fall pattern (e.g., Almberg
2004; Fintoft 1970; Gårding 1973; Gussenhoven 2004). Figure 1 shows the accent contrast in
disyllabic words in West Norwegian, which is relevant to the current study. In this figure,
the thin vertical lines represent the beginning of the second syllable, showing that the high
tone occurs earlier in Accent I than in Accent II.
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Figure 1. The West Norwegian lexical pitch accent contours (Accent I left, Accent II right), based on
Gårding (1977).

In contrast, English uses (intonational) pitch accents for pragmatic reasons, such as
on focused words (e.g., Pierrehumbert 1980). As such, L1 speakers of Norwegian learning
English as an L2 are required to reduce the number of pitch accents in a sentence in order
to approximate the intonational pattern of English. That is, they may be inclined to overuse
pitch accents in English until they learn to supress this. As with segmental features of L2
learning (e.g., Flege 1995; Flege et al. 2003; Heselwood and McChrystal 1999), it is likely that
as the learner becomes more proficient in the L2, the intonation patterns become more L2-
like. Mennen (2015) developed the L2 Intonation Learning theory (LILt) specifically about
L2 learning of intonation patterns, and this may be more appropriate to describe what an
L1 Norwegian speaker might do in the production of English intonation. Particularly, LILt
includes the frequency dimension, which refers to the frequency with which a particular
intonational element is used. This is relevant to the current study because Norwegian uses
pitch accents more frequently than English. Previous studies have found that L2 learners
tend to use pitch accent patterns from their L1 even when this is not the same pattern as
the L2 (e.g., Jilka 2000).

It is not just the intonation patterns that differ between these two languages. One
feature of Norwegian- or Swedish-accented English is the lack of voicing in the English
/z/ sound (Hincks 2003). This pattern occurs due to transfer from the L1, since Norwegian
and Swedish do not have /z/ in their phonological inventories and also do not have it
allophonically (e.g., Engstrand 2004; Kristoffersen 2000). In fact, Norwegian has no voiced
fricatives at any place of articulation. As such, it may be difficult for L1 Norwegian speakers
to perceive voicing contrasts in fricatives. In the PAM model (Best 1994), this would mean
that the English /z/ could be assimilated to the Norwegian /s/ phoneme category, in SC
assimilation, or else CG may take place, where English /s/ may be a good example of the
Norwegian /s/, but English /z/ may be a poor example of the same phoneme. In the
SLM model (Flege 1995), the process of equivalence classification may take place, whereby
due to acoustic similarity, the English /z/ may be categorised as a phonetic realisation of
the Norwegian /s/. Similar to Norwegian, Danish has /s/ but not /z/, and research on
L1 Danish speakers’ perception of the /s/-/z/ contrast in English found that they had
difficulty distinguishing them, and perceived /z/ as similar to /s/ (Bohn and Ellegaard
2019). This difficulty in perception may naturally correlate with a difficulty in production
of the contrast.

1.3. Current Study

The current investigation is a longitudinal study of the L2 English of one L1 Norwegian
speaker, Ole Gunnar Solskjær. Using interviews from two time periods, 1996–1998 and
2021, I examined one suprasegmental pattern and one segmental pattern of his English. The
recordings were taken from YouTube in July 2021. In a similar logitudinal study, de Leeuw
(2019) examined some German segments and average pitch of L1 German speaker Steffi
Graf. Examining one speaker does not require controlling for interspeaker differences,
and comparing an earlier timeframe with a later timeframe where the speaker has more
exposure and practice with the L2 can provide insight into how speech patterns change
over time. Using interviews available online allows for an examination of spontaneous
speech. Solskjær was chosen as the subject of the current study because he moved to
England in 1996 (aged 23) and has mostly lived in the UK (Manchester) ever since. He
is from Kristiansund on the west coast of Norway, where a West Norwegian dialect is
spoken. While he spoke English before moving to the UK, his English was audibly more
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Norwegian-accented in the earlier timer period, and his English has been described in a
number of YouTube comments as having features of the Mancunian accent. For example, “is
it just me or does it sound like hes got abit of a manchester sort of accent he just pronounces
his words in such away?” and “He sounds very Mancunian” (YouTube Channel 2011).
The goal of the study was to examine how these two features (one suprasegmental, one
segmental) changed over time as the speaker gained more experience with the L2.

2. Study 1: Intonation

2.1. Methods
2.1.1. Speaker

Ole Gunnar Solskjær is from Kristiansund, on the west coast of Norway. He moved to
Manchester in 1996, aged 23, to play for Manchester United. He remained in the region
ever since, except for a brief period where he managed a Norwegian team in 2011–2013.

2.1.2. Recordings

In total, ten English-language interviews were examined, five from each time pe-
riod (1996–1998 and 2021). These were obtained from YouTube. The recordings were a
combination of press conferences and interviews.

2.1.3. Labelling and Measurements

The interviews were divided into tokens that consisted of prosodic words, usually
a 1–4 syllable span, totalling 1694 tokens. Each token was coded (by the author) for
whether it exhibited a rise–fall pitch accent, based on auditory and visual examination
of the spectrogram and pitch track. One of the clear acoustic correlates of a pitch accent
is a rise–fall pattern, which entails a wider f0 excursion than on words without a pitch
accent, as shown in Figure 2. These tokens were also measured for two acoustic correlates
of intonation patterns mentioned in Section 1.1.1: f0 level (measured as the f0 median per
token in semitones) and f0 range (measured as the middle 80% of the speaker’s range per
token in semitones). Pitch dynamism quotient (PDQ) (the overall variability of f0) was also
measured, but not on the tokens as coded for the previous measures. Instead, the same
interviews were broken up into longer phrases, usually constituting a sentence or phrase
each, with pauses removed. This resulted in 271 tokens for PDQ.

Figure 2. (Top): tokens labelled as pitch accents; (Bottom): tokens labelled as no pitch accent.
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2.1.4. Statistical Analysis

A logistic regression was run to compare the proportion of speech that contained pitch
accents in the Early vs. Late timeframes, while linear regressions were run on the acoustic
measures. Pitch Accent was coded as Y (pitch accent present) or N (no pitch accent) and
Timeframe was coded as Early or Late. All models had the random intercept of Interview.
All tests were run using the lmerTest package in R (R Development Core Team 2008).

2.1.5. Hypotheses

It was hypothesised that there would be a higher proportion of pitch accents in the
Early than Late timeframe, and relatedly, that there would be a higher pitch level, wider
pitch range, and higher PDQ in the Early timeframe, due to a stronger influence of the L1
intonation pattern.

2.2. Results

The results for each measure will be discussed in turn.

2.2.1. Pitch Accents

The logistic regression comparing the proportion of speech that contained pitch accents
was not found to differ between the two timeframes, with both having 17–18% of tokens
carrying a pitch accent (Table 1, Figure 3).

Figure 3. Proportion of tokens with a pitch accent in each timeframe.

Table 1. Statistical results for the logistic regression on the proportion of tokens with pitch accents.
In all tables, * means the result is significant.

Measure Coef. SE z p

Intercept −1.43 0.178 −8.1 <0.001 *
Timeframe.Late −0.1 0.24 −0.41 0.681

2.2.2. F0 Level

In order to find the best model to predict the f0 level data, linear regression models
were built up term by term and compared using the anova function in R (R Development
Core Team 2008). In this approach, the goal is to find the model that best explains the
data, meaning the fixed factors that most accurately predict the findings. The best model
for f0 level was one with both Timeframe and Pitch Accent, with no interaction. There
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was no significant effect of timeframe on f0 level (Figure 4), but tokens containing a pitch
accent had a significantly higher f0 level (Table 2). These results mean that Early vs. Late
Timeframe was not a significant predictor of the data, but the presence vs. absence of a
pitch accent was, with the finding that when there was a pitch accent, the speaker’s f0 level
was higher. Figure 5 shows this measure broken down by interview.

Figure 4. F0 level for Early vs. Late timeframes and presence vs. absence of a Pitch Accent.

Table 2. Statistical results for the linear regression on f0 level.

Measure Coef. SE t p

Intercept 3.87 0.86 4.5 <0.01 *
Timeframe.Late 1.02 1.3 0.81 0.44

PitchAcc.Y 1.36 0.11 12.7 <0.001 *

Figure 5. F0 level by Interview (E = Early, L = Late) and presence vs. absence of a Pitch Accent.
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2.2.3. F0 Range

The best model (the one that best explained the data) for f0 range was one with both
Timeframe and PitchAccent and an interaction (Table 3). Since there was an interaction, a
post-hoc pairwise test was conducted using the emmeans package in R. The results showed
a significantly wider f0 range for the Late timeframe, the opposite of what was expected, as
well as a wider f0 range for pitch-accented tokens (Figure 6). Figure 7 shows this measure
broken down by interview.

Figure 6. F0 range for Early vs. Late timeframes and presence vs. absence of a Pitch Accent.

Figure 7. F0 range by Interview (E = Early, L = Late) and presence vs. absence of a Pitch Accent.
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Table 3. Statistical results for the linear regression on f0 range. PA = Pitch Accent.

Measure Coef. SE t p

Intercept 1.89 0.1 18.9 <0.001 *
Timeframe.Late 0.75 0.13 5.7 <0.001 *

PA.Y 0.99 0.18 5.4 <0.001*
Timeframe:PA 1.01 0.23 4.4 <0.001 *

Pairwise tests
(Early, PA.N—Late, PA.N) −0.75 0.14 −5.6 0.0013 *
(Early, PA.N—Early, PA.Y) −0.99 0.19 −5.37 <0.001 *
(Late, PA.N—Late, PA.Y) −2 0.14 −14.1 <0.001 *
(Early, PA.Y—Late, PA.Y) −1.77 0.23 −7.74 <0.001 *

2.2.4. Pitch Dynamism Quotient

Since PDQ was measured over longer spans than those in the previous measures
(which were not coded for Pitch Accent), only Timeframe was examined as a fixed factor. It
was found to have a significant effect on the PDQ but in the opposite direction of what was
hypothesised, that is, the speaker had a higher PDQ in the Late timeframe than in the Early
timeframe (Table 4, Figure 8). Figure 9 shows this measure broken down by Interview.

Figure 8. Pitch Dynamism Quotient for Early vs. Late timeframes. I used yellows when comparing
Pitch Accent vs No Pitch Accent, and greens when comparing Early vs Late timeframes, but this is
explained in every chart either by the legend or the labels on the axes.

Table 4. Statistical results for the linear regression on PDQ.

Measure Coef. SE t p

Intercept 0.091 0.006 16.22 <0.001 *
Timeframe.Late 0.024 0.008 3.1 0.02 *
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Figure 9. Pitch Dynamism Quotient by Interview (E = Early, L = Late).

2.3. Discussion

These findings indicate that, contrary to the hypothesis, the speaker did not seem to
be transferring the L1 pitch accent system to the L2 even in the Early timeframe, at least
in terms of the number of pitch accents, which did not differ between the two timeframes.
The f0 level was also (contrary to the hypothesis) not found to differ between the two
timeframes, but as expected, it was higher for pitch accented-tokens in both timeframes.
Additionally, contrary to the hypothesis, his f0 range was wider and the PDQ was higher
in the Late timeframe, which suggests more pitch movement in this timeframe. This may
indicate that the speaker produced a more compressed f0 range and movements when he
was less fluent in the L2 (in the Early timeframe), and since becoming more comfortable
speaking it, he has more dynamic f0 patterns. This may suggest a type of hypercorrection
in the earlier stages of learning the L2, resulting from an overreaction to the L1 influence
(Eckman et al. 2013; Janda and Auger 1992; Odlin 1989). When a small number of tokens of
the L1 were examined, the speaker’s f0 range and PDQ were higher than the Late L2 results
(as expected for a pitch accent language), corroborating the idea that he was compressing
his f0 range and movements in the Early timeframe.

Figures 5 and 7 show that pitch-accented tokens have a consistently higher f0 level
and wider range than non-pitch accented tokens. While there is generally consistency in
these patterns across interviews, it is possible that temporary factors such as emotional
state could affect his intonation patterns. This may explain the higher average level in L3
(Figure 5).

These findings will be discussed further in Section 4.

3. Study 2: Segments

For this experiment, the speaker and recordings were the same as in Study 1.

3.1. Methods
3.1.1. Labelling and Measurements

For the segmental part, all words in which English has a /s/ or /z/ were coded for
whether they were produced as voiced or voiceless (based on auditory analysis, similar to
Dehé and Wochner 2022) for a total of 673 tokens. The English underlying /z/ tokens were
also coded for their position in the word (medial or final) as well as their morphemic status,
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that is, whether they were morphemic (for example, the plural marker) or part of a stem
(e.g., the /z/ in because), based on results from Contreras-Roa et al. (2020).

Since the recordings came from interviews which were not of the highest sound
quality, the types of acoustic measurements that could be made were limited. For this
reason, duration was chosen as a useful variable, because it was easily measured and
duration is also a cue to fricative voicing, with voiceless fricatives being longer than voiced
ones (Contreras-Roa et al. 2020; Crystal and House 1988; Jongman et al. 2000).

3.1.2. Statistical Analysis

Two logistic regression tests were run on the auditory categorisation of /s/ and /z/
as voiced or voiceless.1 The /z/ segments in the Late timeframe were also examined to
determine whether morphemic status or word position had a significant effect on whether
they were voiced.

A linear regression was run on the duration of /z/ phonemes, with possible indepen-
dent variables of voicing and word position.

3.1.3. Hypotheses

It was hypothesised that the proportion of /s/ produced as voiced would not differ
between timeframes but that /z/ would have a higher proportion produced as voiced
in the Late timeframe. This is based on the fact that Norwegian does not have voiced
fricatives, so it is likely difficult for the speaker to acquire the voiced /z/. Based on the
literature previously cited, it is possible that over time and exposure to English, he has
started to learn this pattern. In terms of duration, it was expected that voiceless fricatives
would be longer than voiced ones, and that those in final position would be longer than
those in medial position.

3.2. Results
3.2.1. Patterns of Voicing

The results showed a significant effect of timeframe only for the phoneme /z/, with
more voiced productions of /z/ in the Late timeframe (Table 5). In the Early timeframe,
93% of /z/ were voiceless and in the Late one, 46% of /z/ were voiceless (Figure 10); in
comparison, in the Early timeframe, 100% of /s/ were voiceless and in the Late one, 98.5%
were voiceless. Both of these findings (the effect of Timeframe and the difference between
the two phonemes) are in line with the hypotheses. Including morphemic status and word
position did not improve the model, meaning that these factors do not significantly predict
whether the segments were produced with voicing.

Figure 10. Proportion of /z/ (left) and /s/ (right) segments that were voiceless in Early vs. Late
timeframes.
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Table 5. Statistical results for the logistic regression on voicing.

Measure Coef. SE z p

Phoneme: /s/
Intercept −37.21 185.42 −0.2 0.841

Timeframe.Late 33.1 185.42 0.18 0.859

Phoneme: /z/
Intercept −2.6 0.51 −5.1 <0.001 *

Timeframe.Late 2.85 0.6 473 <0.001 *

As shown in Figure 11, there was no difference in voicing patterns for English /z/
based on whether it was a separate morpheme or part of a stem. Figure 12 shows that 61%
of word-final /z/ were voiceless and 71% of word-medial /z/ were voiceless. That is, /z/
was more commonly voiced in final position than in medial position, although this effect
was not found to be significant.

Figure 11. Proportion of voiceless /z/ in the Late timeframe, based on whether it was a morpheme
or part of a stem.

Figure 12. Proportion of voiceless /z/ in the Late timeframe, based on word position.
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3.2.2. Duration

Figure 13 shows the duration of voiced and voiceless segments in word-medial and
final position.

Figure 13. Duration of /z/ produced as voiced or voiceless, by word position.

The best model for the linear regression on duration included both voicing and position
as independent variables, and showed a main effect of both. This means that, as shown in
Table 6, duration was significantly longer in voiceless segments and in final position.

Table 6. Statistical results for the linear regression on duration.

Measure Coef. SE t p

Intercept 81.23 11.43 7.1 <0.05 *
Voic.Voiceless 37.66 6.88 5.48 <0.001 *

Position.Medial −20.98 9.4 −2.32 <0.05 *

3.3. Discussion

These results suggest that more exposure to and practice with the L2 has led to an
increase in L2-like voicing productions. This means the speaker is acquiring a voicing
contrast that is not in the L1, but has not yet acquired it completely, since only just over half
of /z/ productions were voiced in the Late timeframe. The results for morphemic status
are different from those of Contreras-Roa et al. (2020), because the current study found the
same pattern for both types of /z/. These results are discussed in terms of SLM and PAM
in Section 4.

The duration results were expected in that the voiceless segments were longer than
the voiced onces, similar to previous work (Crystal and House 1988; Jongman et al. 2000).
(These results also add support to the auditory categorisation of the sounds as voiced
or voiceless.) Additionally, as predicted, segments were longer in word-final than word-
medial position.

4. General Discussion

For the intonation experiment, the results were contrary to the hypotheses, because
it was found that the speaker did not appear to be transferring the lexical pitch accent
system of Norwegian to his English even in the Early timeframe. He did not over-apply
the L1 pitch accent pattern, contrary to what has been found in previous work on L2
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intonation (Jilka 2000; Mennen 2015). Further, the wider f0 range and higher PDQ in the
Late timeframe seem to suggest that he may have been compressing his pitch range and
movements in the Early timeframe. It is also useful to note that since the proportion of
speech that was counted as a pitch accent did not differ between the two timeframes, the
difference found in f0 range and PDQ are not related to how many pitch accents occurred.
This suggested the speaker is doing something qualitatively different between the two
timeframes. If he has become more comfortable speaking the L2 over time, he may be
allowing himself more pitch variation in the Late timeframe; that is, that lower fluency in
the Early timeframe is connected to his compression, perhaps similar to previous work that
found that L2 learners of English showed a narrower pitch range (Mennen 2008). Related
to this, as noted in Section 2.3, is the idea that he was hypercorrecting (Eckman et al. 2013;
Odlin 1989) in the Early timeframe, knowing that English has less pitch movement than
Norwegian. Norwegian has substantial dialect variation in the lexical pitch accent system
(Kristoffersen 2000), and Norwegian speakers are familiar with the different patterns. This
may suggest that an L1 Norwegian speaker has an awareness of intonation patterns even in
an L2. Previous work on hypercorrection in L2 learning has found that L1 French speakers
learning English showed both h-deletion and h-insertion, although the latter at lower
rates (Janda and Auger 1992). In the current study, it is possible that this awareness of
the different patterns between Norwegian and English made the speaker hesitant in the
Early timeframe, and he therefore hypercorrected by compressing his pitch range and
movements. With increased comfort in the L2, he no longer does this. If he is aware that
Norwegian and English have very different intonation patterns, the results fit in with the
SLM (Flege 1995; Flege and Bohn 2021) prediction that patterns that differ substantially
between languages are easier for learners to acquire.

For the segmental pattern, the results align with the SLM (Flege 1995; Flege and
Bohn 2021) and PAM (Best 1994) insofaras the speaker did not voice the /z/ in the Early
timeframe; that is, he used the closest L1 sound /s/ instead. The SLM (Flege 1995) of L2
learning would explain these results as the speaker categorising the English /z/ initially as
/s/, which is in the L1—an example of equivalence classification. Over time, with more
exposure to English, he has created a separate category for /z/ and has begun to distinguish
the two phonemes. Particularly, though, the findings here may be best explained through
the PAM CG analysis, where both /s/ and /z/ were originally considered to be the same
/s/ phoneme, but /z/ was a less good example of it, so over time, the speaker has begun
to learn that it is a separate phoneme in English. Future work could compare this speaker’s
productions to L1 English speakers’ voicing patterns, because it has been reported that
especially in word-final position, /z/ is not always fully voiced (Ogden 2009). However, in
the current study, even in medial position, the speaker often does not produce English /z/
with voicing, indicating that he is not L1-like in this pattern. The results for morphemic
status are different from those found by Contreras-Roa et al. (2020), since the morphemic
status of /z/ was not found to have any effect on whether it was produced as voiced or
voiceless. It may simply be that when no fricative voicing contrasts are in the L1, the first
challenge is to perceive and produce the voiced fricative, and morphemic status is not (yet)
relevant. However, the speaker is not voicing haphazardly, since he was not found to voice
the phoneme /s/. In terms of duration, the results showed that the English /z/ phoneme
was longer when in final position and when produced as voiceless.

It is also interesting to note that for the intonation pattern, the speaker’s task is to
suppress a feature from the L1, while for the segmental pattern, his task is to acquire a new
contrast that does not exist in the L1. Perhaps it is easier to suppress a pattern than acquire
a new one? Or perhaps prosodic systems that differ between languages are particularly
salient to language learners.

This work provides insight into changes in the L2 over time by directly comparing
changes in a segmental pattern with a suprasegmental pattern, in the same speaker. These
findings contribute to descriptions of hypercorrection in L2 learning, specifically in the
context of intonational features.
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Abstract: The present study examines the production of uptalk in Spanish and in English by Spanish
heritage speakers in Southern California. Following the L2 Intonation Learning Theory, we propose
that cross-linguistic influence in heritage bilinguals’ uptalk may occur along multiple dimensions of
intonation. In this study, we examined the systemic dimension (i.e., presence of uptalk and presence
of uptalk with IP-final deaccenting), the frequency dimension (i.e., frequency of uptalk and frequency
of uptalk with IP-final deaccenting), and the realizational dimension (i.e., pitch excursion and rise
duration) of heritage bilinguals’ uptalk. Our data showed that the three dimensions of intonation
demonstrate varying degrees of cross-linguistic influence. The heritage bilinguals produced uptalk
with IP-final deaccenting in both languages (i.e., systemic dimension), but produced it more in
English than in Spanish (i.e., frequency dimension). That is, IP-final deaccenting emerges in heritage
bilinguals’ uptalk in Spanish, but heritage bilinguals seem to recognize that this is an English
feature that is not allowed in Spanish and try to suppress it as much as possible when producing
uptalk in Spanish. However, in the realizational dimension, the heritage bilinguals demonstrated
either phonetic assimilation to English (i.e., pitch excursion) or individual variability conditioned
by language learning experience (i.e., rise duration). The asymmetry found across the dimensions
suggests that, when bilinguals’ two languages are in competition for finite online resources, such
as in the case of spontaneous speech production, phonological distinctions between L1 and L2
prosodic structures are kept, whereas phonetic differences that do not lead to any change in meaning
are more prone to undergo cross-linguistic influence in order to reduce online processing cost.
This study attempts to fill a gap in the literature on the cross-linguistic influence of intonation by
bringing attention to heritage bilinguals. Heritage bilingualism introduces bilingual contexts that are
often left unnoticed in traditional L2 acquisition scenarios (e.g., transfer from L2 to L1 intonation,
asymmetry between order of acquisition and language dominance). Given that many aspects of cross-
linguistic influence are shared across bilinguals, the investigation of heritage bilinguals’ intonation
will contribute to building robust models of bilingual intonation.

Keywords: cross-linguistic influence; heritage speakers; heritage language intonation; uptalk; L2
Intonation Learning Theory

1. Introduction

Bilingual speakers are not two monolinguals in one person (Grosjean 1989). They
sometimes exhibit speech sounds that differ from the monolingual norm in one or both of
their languages and, if noticeable enough to listeners’ ears, these differences could mark
their speech as sounding non-native like. Thus, identifying areas of convergence and
divergence between bilinguals’ L1 and L2 speech sounds sheds light on issues regarding
the mechanism of cross-linguistic phonetic and phonological influence and the relative
difficulty or ease when acquiring L2 phonetics and phonology. Based on comparisons of
L1 and L2 segments, current models in L2 speech learning, such as the (Revised) Speech
Learning Model (Flege 1995; Flege and Bohn 2021) and the Perceptual Assimilation Model
(-L2) (Best 1995; Best and Tyler 2007), posit that L1 and L2 sound categories exist in a
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common phonological space, leading to bidirectional cross-linguistic influence that can
surface in various forms; depending on the perceptual similarity between L1 and L2 sound
categories, a category in one language may approach a similar-sounding category in the
other language or drift away from that category to maintain phonetic contrast (Flege and
Bohn 2021; Flege et al. 2003). In some cases, variability is found in the presence, form,
and direction of influence under the same linguistic contexts, conditioned by multiple
factors associated with bilinguals’ language learning experience (e.g., age of acquisition
of the target language, speech community size, language proficiency, language use, and
language attitude).

While bilinguals may differ from monolinguals in their production and perception of
both segments and prosody, the majority of research on bilingual phonetics and phonology
has focused on segments, whereas there is comparatively little work on prosody (Mennen
2015; Queen 2006). Studies in L2 prosody have shown that L2 learners demonstrate
non-target-like patterns in various prosodic features that are conjectured as L1 transfer.
Examples of such include the prosodic marking of information structure (Gut and Pillai
2014; Kim 2019; Nagano-Madsen 2015a; Nguyen et al. 2008; O’Brien and Gut 2010; Ortega-
Llebaria and Colantoni 2014; Rasier and Hiligsmann 2007; Saito 2006; Swerts and Zerbian
2010; Turco et al. 2015; Ueyama and Jun 1998), prosodic phrasing (Horgues 2013; Nagano-
Madsen 2015b; Nibert 2006; Santiago-Vargas and Delais-Roussarie 2012), and the types
and phonetic implementation of pitch accents (Grabe 2004; Jilka 2000; Kim 2020; Mennen
2004; Mennen et al. 2014; Nagano-Madsen 2015a; O’Brien and Gut 2010; Trofimovich
and Baker 2006) and boundary tones (Jilka 2000; Mennen et al. 2010). As in the case of
L2 segments, depending on various linguistic and extralinguistic factors, deviations can
appear in multiple forms, such as substitution (Jilka 2000; Mennen et al. 2010; O’Brien and
Gut 2010), hybridization (de Leeuw et al. 2012; Mennen et al. 2014; Queen 2001; Rao 2016),
phonetic assimilation (Colantoni et al. 2016; Kim 2020; Zuban et al. 2020), and phonetic
dissimilation (de Leeuw et al. 2012).

Built on the types of intonational variability identified by Ladd (1996), the L2 Into-
nation Learning Theory (LILt) (Mennen 2015) recognizes four dimensions along which
deviation from native norms may occur in L2 intonation. The systemic dimension refers
to the inventory of structural phonological elements (e.g., tonal sequences and tune–text
association). The realizational dimension refers to the phonetic implementation of the
structural phonological elements (e.g., pitch scale, slope, and tonal alignment), while the
semantic dimension is concerned with how such elements are used to convey meaning
(e.g., information structure and question vs. statement). Lastly, the frequency dimension
involves the frequency of use of the structural phonological elements. Consistent with the
models in the acquisition of L2 segments (Best 1995; Best and Tyler 2007; Flege 1995; Flege
and Bohn 2021), the LILt posits that L1 and L2 intonation categories exist in a common
phonological space, leading to a cross-linguistic influence along any of the above-mentioned
dimensions (Mennen 2015). Given the complexity and multidimensionality of intonation,
the LILt’s method of viewing L2 intonation through a multilayered lens allows us to answer
questions, such as whether different dimensions of intonation are equally susceptible to
native language influence and whether certain dimensions develop at a faster pace than
others with more experience in the L2 (Mennen 2015). For instance, Mennen et al. (2010)
found that, after 30 months of living in the UK, Punjabi and Italian L2 learners of English
produced fewer rising pitch contours than when they first arrived to the UK and predomi-
nantly used the falling pitch contour, which is the most prevalent contour in British English
(Grabe 2004) (i.e., frequency dimension). However, they did not use any complex contours
(e.g., rise–fall and fall–rise) observed in British English, showing no improvement in the
inventory of the tonal sequences of the target language (i.e., systemic dimension). Jun and
Oh (2000) examined various aspects of the surface tone production in Korean accentual
phrases (APs) by English L2 learners of Korean. They found that the learners were in
general successful in using the high (H) tone in AP-final position (i.e., systemic dimension),
but they failed to demonstrate f0 differences between AP-initial tones which are realized as
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the H tone when the AP begins with an aspirated or tense obstruent and as the low (L) tone
in other contexts (i.e., realizational dimension). While surface AP tones in Korean do not
change the meaning of an utterance, phrase boundaries do (Jun 2000). Unlike the AP-initial
tones which are segmentally triggered, the AP-final H tone is a strong perceptual cue that
marks the right edge of an AP. Thus, the better success observed in learners’ production of
the AP-final H tone suggests that L2 learners of Korean acquire the phonological properties
earlier than the phonetic properties of intonation (Jun and Oh 2000).

Most evidence of deviation in L2 intonation has been found in the realizational dimen-
sion (Mennen 2015), particularly in tonal alignment (Atterer and Ladd 2004; Chen and Fon
2008; Graham and Post 2018; Kim 2019, 2020; Nagano-Madsen 2015a; Mennen 2004), pitch
range (Aoyama and Guion 2007; Huang and Jun 2011; Jilka 2000; Kim 2019; Mennen et al.
2014; Willems 1982), and pitch scaling (Henriksen et al. 2010; Kelm 1987; McGory 1997).
However, it is unclear whether the realizational dimension is the most susceptible among
the four dimensions of intonation to cross-linguistic influence. Studies have demonstrated
both improvement and deviation within the same dimension (Chen and Fon 2008; Huang
and Jun 2011), as well as interactions between dimensions (Jun and Oh 2000; Kim 2019;
Mennen 1999; Nagano-Madsen 2015a). That is, cross-linguistic influence of intonation
is a complex process and it is sometimes difficult to identify the dimension of influence.
More empirical studies should be carried out on a variety of L1-L2 pairings, prosodic
aspects, and bilingual situations to better understand the interaction between bilinguals’
two intonation systems.

While the LILt centers around L2 intonation, this model can be applied to the in-
tonation of any bilinguals, including heritage speakers. Heritage speakers are a type of
bilinguals who grew up speaking a home language (i.e., the heritage language) that is dif-
ferent from the majority language of the society. Heritage languages are minority languages
acquired naturalistically in a bilingual or multilingual environment, such as diasporic
languages spoken by immigrants and their children, aboriginal or indigenous languages
whose linguistic status has been jeopardized by colonizing languages, and historical minor-
ity languages that have coexisted with other standard languages (Montrul and Polinsky
2021; Rothman 2009). Unlike L2 intonation, heritage language intonation is relatively
underexplored. Given the minority status of heritage languages, many heritage speakers
grow up becoming more dominant in the societally dominant language (Benmamoun et al.
2013; Polinsky and Kagan 2007). Thus, heritage language research has focused primarily
on the cross-linguistic influence from the dominant language to the heritage language.
Several studies have shown that heritage bilinguals exhibit intonational patterns that are
present in both of their languages (Bullock 2009; Colantoni et al. 2016; Kim 2019; Queen
2006; Robles-Puente 2019; Zárate-Sández 2015). For instance, in the prenuclear position of
declarative sentences, Spanish heritage speakers in the US demonstrate both the high-level
tone, which is the most common tone in English (Jun 2014), and the rising tone with dis-
placed f0 peak, which is the most common tone in Spanish (Colantoni et al. 2016; Jun 2014;
Robles-Puente 2019; Zárate-Sández 2015). Similarly, heritage speakers of French (Bullock
2009) and Spanish (Kim 2019) in the US prosodically mark focus by adopting the strategies
used in both English (e.g., prominence in situ) and their heritage language (e.g., prosodic
boundary after the focused constituent). Heritage bilinguals may also demonstrate mixed
patterns in the phonetic implementation (Harris et al. 2014; Kim 2020; Mennen and Chousi
2018; Rao et al. 2022; Zárate-Sández 2015), the frequency of use (Dehé 2018; Rao 2016;
Zuban et al. 2020), or the discourse functions of the prosodic categories of their heritage
language (Alvord 2010; Queen 2001; Rao 2016). That is, deviation in heritage language
intonation occurs along various dimensions of intonation, consistent with the LILt’s claims
on L2 intonation.

For many heritage bilinguals, although the heritage language is acquired earlier or
simultaneously with the societally dominant language, it oftentimes becomes their less
dominant language. Heritage language outcomes exhibit high interspeaker variability
depending on the amount of heritage language use, proficiency, literacy, speech community
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size, access to formal education, etc. (Amengual 2016, 2018, 2019; Chang et al. 2010, 2011;
Kan 2021; Kissling 2018; Oh et al. 2003; Rao 2014, 2015; Repiso-Puigdelliura 2021; Robles-
Puente 2014; Rodríguez 2021; Ronquest 2012; Saddah 2011; Yeni-Komshian et al. 2000).
As heritage bilingualism introduces bilingual situations that are usually overlooked in
traditional L2 acquisition scenarios (e.g., transfer from L2 to L1 intonation, asymmetry
between order of acquisition and language dominance), the inclusion of heritage bilinguals
in the discussion of the cross-linguistic influence of intonation will contribute to building
robust models of bilingual intonation.

The present study examines the production of uptalk in Spanish and in English by
Spanish heritage speakers in Southern California. In Section 2, we present an overview of
previous work on uptalk in English and in Spanish, as well as studies on Spanish–English
bilinguals’ uptalk, which motivated this study. Section 3 presents the research questions
of this study and Section 4 provides details on the participants and the methods used
to answer the research questions. Section 5 presents the statistical results and Section 6
discusses the findings in connection with the research questions, as well as directions for
future research. Lastly, Section 6 concludes this paper.

2. Uptalk

According to Warren (2016, p. 2), uptalk is “a marked rising intonation pattern
found at the ends of intonation units realized on declarative utterances, and which serves
primarily to check comprehension or to seek feedback.” Here, the term “marked” is used
to distinguish uptalk from other sentence types where rises are more expected, such as
in declarative questions, which function as questions, but have the syntactic form of a
declarative sentence (e.g., echo questions) (Warren 2016, p. 23), and continuation rises,
which occur at the end of a set of listed items, except for the last one, or at the end of
incomplete statements (e.g., subordinate clauses) (Warren 2016, p. 25). Uptalk is also
distinguished from statements with the rise–plateau–slump contours often found in the
Urban Northern British (UNB) varieties (Cruttenden 1995, 2007; Ladd 1996, pp. 125–26;
Warren 2016, pp. 88–92) and from the circumflex contours in Chicano English (Fought 2003,
p. 72; Santa Ana and Bayley 2008), originated from Mexican Spanish intonation (Kvavik
1979; Matluck 1952; Martín Butragueño 2004). Such rise–fall patterns differ from uptalk, not
only systemically, but also functionally. The UNB pattern is usually found in affirmative
statements and signals finality (Warren 2016, p. 88) and the Chicano English pattern has
emphatic and assertive discourse functions (in Kvavik 1979, as cited in Martín Butragueño
2004). The commonality of the functions of the rise–fall patterns in these varieties is that
they have “closed” meanings (e.g., finality and reinforcing), which, according to Cruttenden
(1981), are generally associated with falling tones.

Uptalk, on the other hand, signals openness (Warren 2016, pp. 68, 169), which is
commonly linked to rising tones (Cruttenden 1981). Some of the meanings of uptalk that
frequently appear in the literature are uncertainty, politeness, deference, friendliness, open-
ended, and checking (House 2006; Shokeir 2008; Warren 2016, pp. 47–68). While uptalk
is stereotypically associated with uncertainty or lack of confidence, this interpretation
is contentious, given that uptalk has multiple layers of meaning (e.g., indexical, linguis-
tic, discourse, and attitudinal), which often simultaneously emerge in a single contour
(House 2006; Warren 2016, p. 14). Moreover, uptalk may even signal conflicting meanings
within the same layer (e.g., subjugation vs. socially ambitious), depending on the con-
text and on the shared communicative conventions and norms (McLemore 1991; Warren
2016, p. 68). According to Warren (2016), despite the vast range of meanings, the main
significance of uptalk is interactional; uptalk is primarily used to invite listeners to check
for comprehension, to elicit feedback, and to signal information structure (Warren 2016,
pp. 47–68).
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2.1. Uptalk in English

Uptalk is widely used across English varieties and the forms of uptalk may vary from
one variety of English to another, similar to how sound change in certain segments (e.g.,
back vowel merger) is present in some varieties, but not in others (Warren 2016, pp. 31, 42).
In a review of the phonological description of uptalk across English varieties, Grice et al.
(2020) stated that, in Autosegmental-Metrical (AM) terms, “uptalk has been labelled as
L* H-H% and H* L-H% for Canadian English (Di Gioacchino and Jessop 2010; Shokeir
2008), L* L-H%, L* H-H%, and H* H-H% for American English (Hirschberg and Ward 1995;
McLemore 1991; Ritchart and Arvaniti 2014), L* H-H%, H* H-H% and the longer sequence
H* L* H-H% for Australian and New Zealand English (Fletcher 2005; Fletcher et al. 2005;
Fletcher and Harrington 2001; McGregor and Palethorpe 2008), H* L-H% or H*+L H-H%
for British English (Bradford 1997).”

The phonetic realization of uptalk in English also shows variability in whether and how
uptalk differs from question rises (see Warren 2016, pp. 36–40 for a comprehensive review).
For instance, uptalk in North American English (Di Gioacchino and Jessop 2010; Ritchart
and Arvaniti 2014) demonstrates smaller pitch excursion, compared to question rises, while
in Australian English the pitch level at rise onset appears to play a more important role in
the distinction between uptalk and question rises (i.e., lower onset in uptalk) (Asano et al.
2020; Fletcher and Harrington 2001). With regard to the temporal aspect of the rise, uptalk
is found to be produced with later rises than questions in Southern California English
(Ritchart and Arvaniti 2014), in New Zealand English (Warren 2005), and in South African
English (Dorrington 2010). This pattern may be found because question rises typically
include the last stressed vowel, whereas rises in uptalk is generally aligned with “metrically
strong post-nuclear syllables (MSPNS)” or with the final unstressed syllable at the periphery
of the phrase (Dorrington 2010; Ritchart and Arvaniti 2014; Warren 2005). However, it is
important to note that there is a wide range of areas that uptalk can cover in English; uptalk
rises may occur in the final syllable of the intonational phrase (IP), over more than one
syllable within the last word, or across multiple words (Britain and Newman 1992; Warren
2005; Warren 2016, p. 32). These findings suggest that, while there is some commonality
in the forms of uptalk in English, considerable variation exists within and across varieties
(Warren 2016, p. 45).

While the use of uptalk is not limited to a specific variety of English, in the context of
the US, it is stereotypically associated with young female speakers from Southern California
(Armstrong et al. 2015; Ritchart and Arvaniti 2014; Tyler 2015). It is deemed a typical trait
of Valley Girl speech, which triggers images of “rich, white young females from the San
Fernando Valley” in Los Angeles County (in Ritchart 2014, as cited in Tyler 2015). Such
misconception of uptalk, which may have been popularized due to media exposure, has
been overturned by empirical evidence. For instance, Armstrong et al. (2015) compared
uptalk in Southern California English and Massachusetts English and found that the two
varieties did not have any systematic gender or regional differences in the frequency of
uptalk. Ritchart and Arvaniti (2014) also found that female and male speakers in Southern
California used uptalk with similar frequency in non-floor-holding statements (17% and
16%, respectively), although the female speakers used uptalk more than twice as much as
the male speakers for floor holding purposes (59% and 28%, respectively). With regard to
the phonetic implementation of uptalk, Ritchart and Arvaniti (2014) found that the female
speakers had greater pitch excursions and later rise onsets (i.e., steeper rises) than male
speakers. Similarly, the female speakers in Armstrong et al. (2015) produced steeper rises
than the male speakers, but they also had longer rises than the male speakers. That is,
female speakers are likely to use greater “intonational gesture space” between short/steep
and long/shallow rises (Armstrong et al. 2015, p. 5). According to Armstrong et al. (2015),
the popular stereotype regarding the prevalence of uptalk in Valley Girl speech may have
been formed because young female speakers in Southern California exploit the phonetic
aspects of rises and/or use uptalk for more forward-looking purposes (e.g., directing
attention to the upcoming utterance), which is associated with prolonged rising pitch
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(Tomlinson and Tree 2011). In other words, rather than the use of uptalk per se, young
female speakers’ phonetic implementation of uptalk and/or the different pragmatic choices
that they make may have led to the impression that their uptalk is more salient than others.

2.2. Uptalk in Spanish

Uptalk in Spanish has not been investigated as extensively as in English, but studies
have reported that Spanish speakers commonly use uptalk (Henriksen 2017; Holguín
Mendoza 2011; Kim and Repiso-Puigdelliura 2021; Martínez-Gómez 2018; Vergara 2015;
Willis 2010). For instance, Willis (2010) reported that, similar to uptalk in English, statements
in the Cibaeño variety of Dominican Spanish were consistently produced with a final
rise, which often involved a high boundary tone (H%), preceded by a falling nuclear
pitch accent (H+L*). While these contours are mainly found in yes–no questions in this
variety, the magnitude of rise was typically higher in statements than in questions (Willis
2010). Henriksen (2017), based on oral narratives collected from an on-going project with
Armstrong-Abrami and García-Amaya, showed that non-question rises were much more
common in Peninsular Spanish (57.8%) than in American English (20.4%). They found that
male speakers produced more rises and that their rises were realized with greater pitch
excursion and with longer duration than those of female speakers, contrary to the findings
in English (Armstrong et al. 2015; Ritchart and Arvaniti 2014). According to Vergara (2015),
Peninsular Spanish speakers mainly use the L* LH% melody when producing uptalk.
According to the Spanish Tones and Break Indices (Sp_ToBI) annotation system (Beckman
et al. 2002; Prieto and Roseano 2010), this contour is realized as a low plateau throughout
the last accented syllable and a part of the subsequent syllable, followed by a rise to a high
pitch level. Although less frequent than L* LH%, there were some instances of L+H* HH%.
The L+H* HH% melody is the same contour used for counter-expectational questions
in Peninsular Spanish, which is realized as a rise during the last accented syllable that
continues into the following syllable(s), attaining a high pitch level (Estebas-Vilaplana and
Prieto 2010).

In Mexican Spanish, uptalk is associated with fresa (Spanish word for “strawberry”), a
word that is used in Mexico to call “a person, especially, women, who are or try to appear
from the upper class by behaving, dressing, and speaking in a manner perceived as snobbish
towards other people” (Holguín Mendoza 2011, p. 36). Holguín Mendoza (2011) showed
that young women in Ciudad Juárez, Mexico, who demonstrate typical traits of fresa speech,
produced many of their uptalk contours using the L* LH% melody, as in Peninsular Spanish
(Vergara 2015). According to Holguín Mendoza (2011), this melody resembled the contours
of information-seeking yes–no questions, echo yes–no questions, and imperative yes–no
questions in Mexico City Spanish (De la Mota et al. 2010). Uptalk is also used among non-
fresas. Martínez-Gómez (2018) argued that young speakers in the Guadalajara Metropolitan
Area, frequently use uptalk, regardless of whether they are fresas or not. She found that the
main difference between fresa-sounding and non-fresa-sounding speech derived from the
phonetic realization of uptalk; fresa-sounding participants produced uptalk with greater
pitch excursions and steeper rise slopes than non-fresa-sounding participants. In other
words, uptalk in itself does not index a fresa persona, but rather the way it is realized (e.g.,
steep rises accompanied by other linguistic features) (Martínez-Gómez 2018, p. 92). The
distinction between the uptalk in fresa- and non-fresa speech may also be characterized by
their intonation contours. As in Holguín Mendoza (2011) and Vergara (2015), Kim and
Repiso-Puigdelliura (2021) found that non-fresa speakers in Central Mexico used L* LH%
when producing uptalk (11.4%), but the two most common melodies in their data were
L+H* (H)H% (33%) and L* (H)H% (20.4%). Recall that the former contour was also found
in Peninsular Spanish uptalk, but it was used with very low frequency (Vergara 2015). The
L* H(H)% contour is generally used for invitation and confirmation yes–no questions in
Mexico City Spanish and it is realized as a low plateau during the last accented syllable,
followed by a rise to a (very) high pitch level (De la Mota et al. 2010). While there were very
few instances of questions (3.4% of the entire data) to make any generalizations, the uptalk
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rises in Kim and Repiso-Puigdelliura (2021) had greater pitch excursions and steeper rises
(8.4 semitones, 32.3 semitones per second) than the questions (7.2 semitones, 23.3 semitones
per second), which are consistent with the uptalk rises in Dominican Spanish (Willis 2010).

The findings of the above-mentioned studies demonstrate that the use of uptalk is
widespread in Spanish, showing not only similarities, but also considerable differences
within and across varieties in its intonation contour and phonetic implementation, which
may index different linguistic and social meanings. Moreover, uptalk in Spanish seems to
share the same intonation contours with yes–no question rises, with uptalk rises having
a greater pitch excursion than yes–no question rises. Nonetheless, more research should
be conducted to confirm that the distinction between the two sentence types in Spanish
is truly phonetically based. The meanings and functions of uptalk have been even less
investigated in Spanish. To the best of our knowledge, Vergara (2015) is the only study
that examined various discourse functions of uptalk in Spanish. He found that Peninsular
Spanish speakers use uptalk to hold the floor, to show camaraderie, to soften a command,
and in the case of female speakers, to flirt (coqueteo). However, it is uncertain whether these
functions are transferable to other Spanish varieties and whether they surface in different
uptalk contours.

2.3. Uptalk of Spanish–English Bilingual Speakers

Due to the strong link between uptalk and English, uptalk observed in Spanish–
English bilinguals’ Spanish is often considered an indication of influence from English
intonation (Buck 2016; Henriksen et al. 2010; Méndez Seijas 2019; Trimble 2013; Zárate-
Sández 2018). Zárate-Sández (2018) examined the pitch values at the end of declarative
sentences produced by six groups of speakers with varying degrees of language dominance,
from Spanish dominant to English dominant: Spanish monolinguals, Spanish heritage
speakers that are balanced bilinguals, three groups of English L2 learners of Spanish with
different Spanish proficiency levels (i.e., very high, high, and intermediate), and English
monolinguals. Results showed that speakers who are more dominant in English had
higher final pitch values. Given the final rising intonation in uptalk, Zárate-Sández (2018)
conjectured that the higher final pitch found in more English-dominant speakers suggests
a more frequent use of uptalk by these speakers. However, given that high pitch at the end
of an utterance alone does not signify a final rise, it is possible that uptalk does not explain
the positive relationship found between English dominance and final pitch height.

While it is well accepted that uptalk is a widespread phenomenon in English, it
is important to take into account that Spanish speakers frequently use uptalk as well
(Henriksen 2017; Holguín Mendoza 2011; Kim and Repiso-Puigdelliura 2021; Martínez-
Gómez 2018; Vergara 2015; Willis 2010). Thus, the presence of uptalk in bilinguals’ Spanish
in itself does not attest that uptalk has been transferred from English to Spanish. Kim and
Repiso-Puigdelliura (2021) found that Mexican Spanish speakers did not differ in their
uptalk frequencies, regardless of whether they are monolingual in Spanish or heritage
bilinguals. Rather, the two groups differed in the forms of uptalk. Compared to the Spanish
monolinguals in Mexico, the heritage bilinguals in Southern California produced uptalk
with flatter, and to some extent, larger rises and with less dynamic intonation contours,
similar to the low-rise pattern found in Southern California English uptalk (Ritchart and
Arvaniti 2014). Moreover, in some cases, the heritage bilinguals produced uptalk over
multiple words, which has been attested in English (Britain and Newman 1992; Warren
2005; Warren 2016, p. 32), whereas none of the Spanish monolinguals demonstrated rises
beginning in a non-IP-final word.

According to Jun (2014), both Spanish and English are head-prominence languages,
but the domain of the head (i.e., pitch accent) is approximately one content word in Spanish,
whereas it is larger than one content word in English. Therefore, uptalk in English can begin
in a non-IP-final word if the following words are deaccented, while rise onsets in Spanish
should occur within IP-final words because, in Spanish, content words almost always carry
a pitch accent. While deaccenting is also possible in Spanish, particularly in semantically
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light words (e.g., high lexical frequency, given information, syntactic determiners, and
copulas) in spontaneous speech (Face 2003; Rao 2009), it is not as common as in English
(Face 2003); if it does occur, it is usually located in non-final phrase positions (Rao 2009).
Thus, uptalk beginning in a non-IP-final word is an English feature associated with IP-final
deaccenting. To the best of our knowledge, no study has reported such uptalk patterns in
non-heritage Spanish varieties. Fought (2003, pp. 73, 76) reported that some of the heritage
bilinguals she interviewed seemed to superimpose the uptalk contours of California English
onto their Spanish. These findings suggest a potential influence from English to Spanish on
how bilinguals produce uptalk in Spanish.

With regard to uptalk productions in English by Spanish–English bilinguals, studies
have shown that heritage bilinguals demonstrate similar uptalk patterns as Anglo English
speakers who grew up monolingually in English (Asch and Brogan 2022; Fought 2003;
Santa Ana and Bayley 2008). Asch and Brogan (2022) found that heritage bilinguals in
Southern California were very similar to Anglo English speakers in both the frequency and
the phonetic implementation of uptalk (i.e., starting pitch, pitch scaling, rise alignment,
and peak delay). These findings suggest that Spanish (i.e., a minority language) may not
have a noticeable influence on heritage bilinguals’ production of uptalk in English (i.e., the
societally dominant language). However, in order to corroborate cross-linguistic influence
of uptalk in heritage bilinguals, it is necessary to examine both languages because bilingual
speakers are highly heterogenous and transfer cannot occur if the target features are absent
in one’s grammar. To the best of our knowledge, no study has made a direct comparison
between the uptalk in bilinguals’ two languages.

3. Research Questions

The present study examines heritage bilinguals’ uptalk in Spanish and in English
to better understand the role of cross-linguistic influence in their uptalk production. We
explore heritage bilinguals’ uptalk patterns, focusing on those that have been found to differ
from Spanish monolinguals (Kim and Repiso-Puigdelliura 2021): uptalk with IP-final deac-
centing and uptalk realized with smaller and flatter rise. In Kim and Repiso-Puigdelliura
(2021), the phonetic analysis of uptalk was conducted based on two interrelated properties,
namely, pitch excursion and rise slope (i.e., the extent of pitch excursion per second). Thus,
in this study, instead of rise slope, we analyzed the duration of uptalk rises.

Following the L2 Intonation Learning Theory (LILt) (Mennen 2015), we propose that
cross-linguistic influence in heritage bilinguals’ uptalk can occur along multiple dimensions
of intonation. Here, we focus on the systemic, the frequency, and the realizational dimen-
sions of heritage bilinguals’ uptalk. The semantic dimension of uptalk was not considered
in this study because, without a clear understanding of the meanings and functions of
various uptalk contours in Spanish, it is premature to investigate the cross-linguistic influ-
ence in the semantic dimension. Moreover, the meanings of uptalk can be best understood
through a perception task that tests how uptalk is interpreted by listeners of the target
variety (e.g., Tomlinson and Tree 2011), which is outside the scope of the present study.
Apart from the above-mentioned three dimensions of uptalk, we also examine how heritage
bilinguals’ uptalk is influenced by their language learning experience.

We aim to answer the following research questions.

(1) Do heritage bilinguals produce uptalk in both Spanish and English (systemic dimen-
sion)? If so, do they produce it with similar frequency between the two languages
(frequency dimension)?

(2) Do heritage bilinguals produce uptalk with IP-final deaccenting in both Spanish
and English (systemic dimension)? If so, do they produce it with similar frequency
between the two languages (frequency dimension)?

(3) Do heritage bilinguals produce uptalk with similar pitch excursion and rise duration
between Spanish and English (realizational dimension)?

(4) Do extralinguistic factors associated with heritage bilinguals’ language learning expe-
rience have an effect on their production of uptalk?
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4. Methods

4.1. Participants

Twenty-four Spanish–English bilingual Mexican Americans (18F, 6M) participated
in the present study. Due to technical issues, the speech of one participant (HS3) was not
recorded. In this paper, we report information regarding the remaining 23 participants. 16 of
them (12F, 4M) were born and raised in Los Angeles County and their parents immigrated
to the US from Mexico as adults. The other 7 speakers (5F, 2M) spent their childhood in
Mexico and moved to Southern California during late childhood or adolescence (age range:
7–15 years). All of the 7 speakers were born in Mexico, except for one speaker (HS11), who
was born in Los Angeles, moved to Mexico with her family soon afterwards, and lived
there until 8 years of age.

Among the 23 participants, only 2 speakers learned Spanish and English at the same
time (i.e., simultaneous bilinguals). The other 21 speakers learned Spanish first and English
after that (i.e., sequential bilinguals); 14 of them learned English before entering elementary
school (age range: 1–5 years), while 7 speakers reported that they learned English at school
(age range: 7–15 years). All the participants acquired Spanish at home since birth and were
fluent enough in both Spanish and English to carry on a conversation in the two languages.
Table 1 summarizes participants’ language profile.

Table 1. Descriptive statistics of participants’ language profile.

Mean Standard Deviation Min 25% Median 75% Max

Age (years) 21.87 3.02 18 19.5 21 24 28
Age of arrival (years) 3.43 5.57 0 0 0 7.5 15
English AOA 1 (years) 5.61 3.95 0 4 4 8 15

Language dominance 2 (−218–218) 6.54 50.76 −118.78 −11.26 15.98 43.23 77.64
Language use 3 (0–50)

Spanish 20.7 8.29 9 13 20 26 37
English 29.3 8.29 13 24 30 37 41

Proficiency 3 (0–24)
Spanish 19.87 3.93 12 17.5 21 23.5 24
English 21.61 2.76 14 20 22 24 24

Education 3 (years)
Spanish 4.04 2.88 0 2 4 6 10
English 14.35 3.81 4 13 15 16.5 20

Picture naming (0–60) 54.3 3.38 48 52 55 57 59
1 Age of acquisition, 2 Bilingual Language Profile score, and 3 Sub-Component of the Bilingual Language Profile.

The age of the participants ranged between 18 to late 20s. All of the participants
were either college students or recently graduated from college. Information regarding
participants’ language dominance was obtained from their responses in Birdsong et al.’s
(2012) Bilingual Language Profile (BLP). The BLP is a questionnaire that evaluates the
overall language dominance of bilingual speakers based on self-reports on language history,
language use, language proficiency, and language attitude in their two languages. It
generates a continuous score from −218 to 218. A positive score indicates English dominant
and a negative score indicates Spanish dominant. A score of or close to zero indicates
balanced bilingualism. The BLP scores in our data ranged between −118.78 (Spanish
dominant) and 77.64 (English dominant); 6 speakers were Spanish dominant (M = −51.51,
SD = 47.95), 4 speakers were balanced bilinguals (M = −6.27, SD = 2.34), and 13 speakers
were English dominant (M = 40.68, SD = 19.98).

One of the advantages of using the BLP in bilingualism research is that it not only eval-
uates the overall language dominance through a composite score, but also allows separate
analysis of the amount of use and the proficiency of bilinguals’ two languages. Language
dominance is a multidimensional construct that is relativistic in nature (i.e., Language A
compared to Language B) (Birdsong 2016; Montrul 2016; Silva-Corvalán and Treffers-Daller

173



Languages 2023, 8, 22

2016). In other words, language use and language proficiency are sub-constructs of lan-
guage dominance (Birdsong 2016; Montrul 2016). Among the 23 participants, 6 speakers
use Spanish more frequently than English and 17 speakers use English more frequently
than Spanish. Regarding language proficiency, 4 speakers rated their Spanish higher than
their English, 7 speakers rated the two languages equally, and 12 speakers rated their
English higher than their Spanish. The BLP also provides information regarding bilingual’s
classroom experience in their two languages, which is an important factor of heritage
bilinguals’ language learning experience because exposure to formal speech has shown to
influence heritage bilinguals’ sound system (Rao et al. 2020). Since our participants spent
all or many of their school years in the US, they had classes in English for a longer period
of time than classes in Spanish; only one speaker who moved to the US at age 15 reported
that she spent more time taking classes in Spanish than in English.

In this study, we also conducted a picture-naming task in Spanish (Kim 2016) to
measure participants’ lexical proficiency. According to Polinsky and Kagan (2007), lexical
proficiency is a powerful diagnostic of heritage language proficiency. The picture-naming
task includes black-and-white images of 60 Spanish object nouns across five frequency
levels based on Davies’ (2006) Spanish frequency dictionary. The images were selected from
the International Picture-Naming Project (IPNP) database (Szekely et al. 2004) and were
individually presented in PowerPoint slides. The participants were asked to say the word
out loud in Spanish as quickly as possible. For a detailed explanation of the task design and
the complete list of items used in the picture-naming task, refer to Kim (2016, pp. 54–55,
162). Out of 60, the participants scored between 48 (80%) and 59 (98.33%), suggesting that
they had good lexical knowledge in Spanish.

4.2. Procedures

The participants were assigned to pairs that had similar backgrounds (e.g., country
of birth, age, and gender) and based on their time availability. All pairs matched in their
age of arrival to the US, except for one pair (HS11 and HS12); both participants were born
in Los Angeles, but HS12 spent all her life in the US, whereas HS11 moved to Mexico
soon after she was born and lived there until she came back to Los Angeles when she was
8 years old (see Section 4.1). After reading and signing a written informed consent form, the
participants completed two production tasks (one in each language), the picture-naming
task, and the Bilingual Language Profile (Birdsong et al. 2012). Recall that uptalk most
likely occurs in interactional contexts (see Section 2), which indicates that it is unlikely to
emerge in tasks where “the listener can be assumed to already know the general content of
what the speaker is saying” (Warren 2016, p. 176). Thus, we conducted production tasks
that involve conversations between two people.

For the Spanish conversation task, a dyadic interaction task was conducted in a
sound-attenuated room, where the participants discussed topics related to Los Angeles in
pairs. A list of topics was provided at the onset of the task (e.g., racism, undocumented
immigrants, safety of women, maintenance of Spanish language, and housing) and each
pair chose between two and four topics of interest to discuss. The instructions were
provided in Spanish by a Spanish–English bilingual Mexican American research assistant.
With regard to the English conversation task, the investigator, a second language (L2)
speaker of Spanish and non-Latinx, asked questions regarding participants’ experience
interacting with their partners during the dyadic interaction task (e.g., Does your partner
share similar backgrounds with you? Did you agree on the topics you discussed? If you
were to choose a different topic, would you have similar perspectives as your partner?).
While the English conversation task took place in the form of an interview, the investigator
encouraged the participants to elaborate their responses and talk about any other topics of
their interest. The conversations oftentimes diverged from the interview topics, which the
investigator did not deter, given that the purpose of this study was to elicit spontaneous
conversational speech.
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After the Spanish conversation task, the participants took a short break of 5–10 min.
After the break, one of the partners moved to a quiet furnished office room to complete the
English conversation task. In the meantime, the other partner stayed in the lab to complete
the picture-naming task and the BLP questionnaire described in Section 4.1. Then, the
partners switched turns1. Participants’ spontaneous speech during the conversation tasks
and their responses during the picture-naming task were recorded using an AKG C520
head-mounted microphone and a Zoom H4n digital recorder with a sampling rate of 44.1
kHz and a sample size of 16 bits.

4.3. Coding and Analysis

Uptalk was identified as rising contours at the end of non-question intonational
phrases (IPs). In this study, we used pauses as the main cue to IP-final boundary, which
surface as silence, glottalization, or final lengthening in the speech signal. Instances of
pausing due to disfluency, such as stutters, self-repairs, fillers (e.g., like, you know, so,
and uh), backchannel responses (e.g., yeah and uh-huh), and utterances interrupted by
the interlocutor, were excluded from the analysis. We also excluded IP-final boundaries
overlapped with laughter or background noises, in which the intonation patterns are
unclear. Moreover, any English expressions at IP-final boundaries in the Spanish data or
Spanish expressions at IP-final boundaries in the English data were excluded from the
analysis, given that it is uncertain whether the language of the uptalk in such cases should
be categorized as Spanish or English. We also did not consider the circumflex contours
attested in Chicano English (Asch and Brogan 2022; Fought 2003; Santa Ana and Bayley
2008) and in Mexican Spanish (Kvavik 1979; Matluck 1952; Martín Butragueño 2004), which
are clearly distinct from uptalk (Fought 2003; Santa Ana and Bayley 2008).

A trained Spanish–English bilingual research assistant identified non-question IPs in
the Spanish and the English data and annotated whether they were produced as uptalk
based on both auditory and visual inspections of the pitch contours (i.e., rising contours).
The annotation and the visualization of the pitch contours were carried out in Praat
(Boersma and Weenink 2021). By default, the pitch settings were set to 75–300 Hz for
male speakers and 100–600 Hz for female speakers, but adjustments were made if an indi-
vidual speaker’s pitch ranged outside the default settings. For non-question IPs produced
as uptalk, the investigator further annotated whether the last accented syllable occurred in
a non-IP-final word (i.e., uptalk with IP-final deaccenting), based on auditory inspection
and visual inspection of the pitch contour (i.e., no prominent f0 movement between rise
onset and offset) and the spectrogram (i.e., no clear distinction in the darkness of syllables
between rise onset and offset). After extracting the labels of all non-question IPs using
a Praat script (adapted from a custom script by Christopher Carignan), the investigator
re-coded them in Excel spreadsheet based on the presence of uptalk (1 = uptalk, 0 = not
uptalk). For instances of uptalk, further coding was carried out based on the presence of
uptalk with IP-final deaccenting (1 = IP-final deaccenting, 0 = no IP-final deaccenting). The
relative frequency of uptalk was calculated as the number of uptalk divided by the total
number of non-question IPs. The relative frequency of uptalk with IP-final deaccenting was
calculated as the number of uptalk with IP-final deaccenting divided by the total number
of uptalk instances.

With regard to the phonetic realization of uptalk, the investigator extracted the pitch
excursion and the rise duration using Praat (Boersma and Weenink 2021). For each rise, we
first selected the regions in which the highest (i.e., f0 maximum) and the lowest points (i.e.,
f0 minimum) of the rise were identified and automatically extracted the f0 (Hz) and time
(seconds) of these points using a Praat script (adapted from a custom script by Christopher
Carignan). To calculate pitch excursion, we converted the f0 difference between these two
points into semitones (st) (=12 * log2[f0 maximum/f0 minimum]), which is a logarithmic
scale that best reflects listeners’ intuitions about intonational equivalence (Nolan 2003;
Pépiot 2014; Simpson 2009). Tokens in which the f0 maxima and minima could not be
measured (e.g., within voiceless segments and creak) were excluded from the analysis.
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Rise duration was calculated as the distance between the time of the f0 maxima and the
time of the f0 minima (seconds). Rise duration of uptalk with IP-final deaccenting was
excluded from the analysis, given that uptalk realized across multiple words inevitably
leads to longer rise duration than those realized at IP-final words. Statistical analyses and
data visualization were performed using R (R Core Team 2021). More information of the
packages and the statistical models used in this study is presented in Section 5.

With regard to the effect of extralinguistic factors associated with language learning
experience, we did not include language dominance in the analysis, given that language
dominance is a multidimensional construct that embraces most of the other variables.
Moreover, since none of the participants spoke languages other than Spanish and English,
their Spanish use was inversely related to their English use. Thus, we only included
participants’ Spanish use and not their English use in the analysis. This resulted in a
total of 8 extralinguistic variables (i.e., age of arrival to US, age of acquisition of English,
Spanish use, Spanish self-rated proficiency, English self-rated proficiency, education in
Spanish, education in English, and picture-naming task score). The correlation matrix of
theses variables2 revealed that, among the 28 pairs of variables analyzed, 10 pairs exhibited
absolute correlation coefficients higher than 0.5, suggesting that many of these variables are
correlated with each other (e.g., age of arrival to the US and age of acquisition of English:
r = 0.89, Spanish use and Spanish self-rated proficiency: r = 0.7, and age of arrival to
the US and education in English: r = −0.66). Therefore, we decided to conduct principal
component analysis to reduce dimensionality.

Prior to performing the principal component analysis, we ran the Kaiser-Meyer-Olkin
(KMO) test (Kaiser 1970) and Bartlett’s Test of Sphericity for data screening. The KMO test
gauges sampling adequacy. While values higher than 0.7 are considered adequate (Kaiser
1974), given the small number of participants in the present study (n = 23), we considered
0.5 as the acceptable lower limit, following Field’s (2009) recommendation. Bartlett’s test
checks whether the correlations among the variables are large enough to be analyzed. A
significant Bartlett’s test indicates interrelationship among the variables. The KMO test and
Bartlett’s test were performed using the KMO() function and the cortest.bartlett() function,
respectively, in the psych package (Revelle 2022).

The principal component analysis was performed using the principal() function in
the psych package (Revelle 2022). We determined the number of components to extract
based on the components’ eigenvalues (Kaiser 1960) and their cumulative percentage of
total variation (Jolliffe 2002). Following Kaiser’s (1960) criterion, eigenvalues above 1 were
extracted, given that an eigenvalue lower than 1 indicates that the component accounts
for less variance than the original variable. However, if the combination of the extracted
components based on this criterion does not sufficiently explain the total variation of the
dataset, we extracted additional components. Jolliffe (2002, p. 113) suggested the cut-off
point to be somewhere between 70% and 90%. In this study, we set 70% as the cut-off point.

5. Results

5.1. Principal Component Analysis of Extralinguistic Factors Associated with Language
Learning Experience

We conducted principal component analysis on the eight extralinguistic factors associ-
ated with language learning experience (i.e., age of arrival to US, age of acquisition of En-
glish, Spanish use, Spanish self-rated proficiency, English self-rated proficiency, education
in Spanish, education in English, and picture-naming task score) to reduce dimensionality.
In our dataset, the KMO value was 0.66 and Bartlett’s test was significant (χ2(28) = 105.47,
p < 0.001), indicating acceptable sampling adequacy and interrelationship among variables.
Based on these results, we concluded that the variables are suitable for principal component
analysis. We initially extracted two principal components (PCs) based on their eigenvalues
(PC1: 4.12, PC2: 1.33). However, given that their cumulative percentage of total variation
was lower than the 70% cut-off point, we additionally extracted PC3 whose eigenvalue was
0.95. The three components in combination accounted for 80% of the variance (PC1: 38%,
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PC2: 28%, PC3: 14%). Since the components were not correlated with each other (i.e.,
correlation coefficients close to zero), we chose varimax rotation, which is an orthogonal
rotation. Table 2 contains the component loadings of the eight variables after rotation. Only
variables with absolute loadings greater than 0.4 are shown.

Table 2. Component loadings.

Variables
PC1

(English Experience)
PC2

(Spanish Proficiency and Use)
PC3

(Education in Spanish)

Age of arrival 0.9
English AOA 0.9

Proficiency in English −0.9
Education in English −0.7

Spanish use 0.8
Proficiency in Spanish 0.9

Picture naming 0.6
Education in Spanish 0.9

As demonstrated in Table 2, the rotated solution yielded three interpretable com-
ponents. PC1 is strongly correlated with age of arrival to the US, age of acquisition of
English, English self-rated proficiency, and education in English. We will interpret this
component as “English experience.” PC2 is strongly correlated with Spanish use, Spanish
self-rated proficiency, and the picture-naming task score (i.e., lexical proficiency) and PC3
is constructed mostly from education in Spanish. Thus, we will interpret PC2 and PC3 as
“Spanish proficiency and use” and “education in Spanish”, respectively.

5.2. Systemic and Frequency Dimensions of Uptalk

In our data, uptalk was observed in heritage bilinguals’ Spanish and English. In
total, 7431 instances of non-question intonational phrases (IPs) were produced. Among
them, 2232 were IPs with uptalk contours (30.04%) and 5199 were non-uptalk IPs (69.96%).
Average uptalk rates in English and in Spanish were 30.27% and 29.23%, respectively.
Individual uptalk rates varied between 14.15% and 63.92% in English and between 14.29%
and 58.06% in Spanish.

With regard to uptalk with IP-final deaccenting, we found that heritage bilinguals
produce this pattern in both languages. Out of the 2232 instances of uptalk, 595 tokens
(26.66%) were produced with IP-final deaccenting. Such rises occurred 31.66% of the time
in English with individual rates ranging from 17.02% to 50.91%. In Spanish, they occurred
8.51% of the time and individual rates ranged from 0% to 30.77%. Figure 1 demonstrates an
example of uptalk with IP-final deaccenting, in which the rise onset falls on the penultimate
content word.

Figure 1. Example of uptalk with IP-final deaccenting in English produced by a female heritage
bilingual (HS2). “A Spanglish word”.
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We performed a mixed-effects logistic regression analysis using the glmer() function
in the lme4 package (Bates et al. 2015) to examine whether language and participants’
language learning experience influence the presence of uptalk (1 = yes/0 = no). Moreover,
we further analyzed the effects of the same factors on the presence of uptalk with IP-final
deaccenting (1 = yes/0 = no). As fixed effects, we entered language (English/Spanish) and
the three principal components (PCs) presented above (see Section 5.1). Recall that half
of the participants completed the language survey first and the English conversation task
after that, whereas the other half completed the English conversation task first and the
language survey after that (see Section 4.2). Since the order of the language survey and
the follow-up interview may have an impact on participants’ performance, we included
task order (language survey first/English conversation task first) as a covariate. We also
included gender as a covariate, due to potential relationship between gender and uptalk
use (Armstrong et al. 2015; Henriksen 2017; Ritchart and Arvaniti 2014; Tyler 2015). The
categorical fixed effects were contrast-coded using simple coding, in which each level
is compared to the reference level (language: English, task order: language survey first,
gender: female) and the intercept is the grand mean. We entered participant as a random
effect. For both the presence of uptalk and the presence of uptalk with IP-final deaccenting,
the best fitting model selected through backward elimination included an intercept for
participant with by-participant random slope for language. Statistical significance of the
fixed effects was analyzed through likelihood ratio tests of the full model with all the
predictor effects (i.e., language and the three PCs) against the model without the effect
in question. Likelihood ratio tests were performed using the anova() function in the car
package (Fox and Weisberg 2019) and visualization of the predictor effects was carried out
using the predictorEffect() function in the effects package (Fox and Weisberg 2019).

With regard to the presence of uptalk, adding gender to the model significantly
strengthened the model fit (χ2(1) = 8.38, p < 0.01), while task order did not show any
improvement. Thus, we added gender to the full model. Results showed that none of
the four predictor effects influenced the presence of uptalk (ps > 0.05). As in the case of
the presence of uptalk, adding gender to the model significantly strengthened the model
fit for the presence of uptalk with IP-final deaccenting (χ2(1) = 6.26, p < 0.05), while task
order did not show any improvement. Thus, we added gender to the full model. Results
showed that language (χ2(1) = 31.5, p < 0.001) affected the presence of uptalk with IP-final
deaccenting, which indicates that heritage bilinguals produced this uptalk pattern more
frequently in English than in Spanish (see Figure 2). None of the PCs had an effect on
participants’ production of uptalk with IP-final deaccenting.

Figure 2. Rate of uptalk with IP-final deaccenting by language.

These findings suggest that heritage bilinguals use uptalk to varying degrees, regard-
less of language and their language learning experience. However, they make a distinction
between the uptalk pattern of their two languages. In English, they sometimes produce
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their uptalk with IP-final deaccenting, while such pattern was rarely found in their uptalk
in Spanish.

5.3. Realizational Dimension of Uptalk

In this study, we examined two aspects of the phonetic realization of uptalk: pitch
excursion (st) and rise duration (s). 488 tokens were excluded from the analysis of pitch
excursion due to missing f0 maxima and minima (see Section 4.3). For the analysis of
rise duration, 464 tokens with IP-final deaccenting were additionally removed because
uptalk realized across multiple words inevitably leads to longer rise duration than those
realized at IP-final words (see Section 4.3). Furthermore, 22 proproparoxytones tokens were
removed, since this stress pattern was only found in the English data. Thus, the remaining
data reflect a total number of 1744 tokens for the pitch excursion analysis and 1258 tokens
in the case of the rise duration analysis.

We performed a mixed-effects linear regression analysis using the lmer() function
in the lme4 package (Bates et al. 2015) to examine whether language and participants’
language learning experience affect the two phonetic properties of uptalk. As fixed ef-
fects, we entered language (English/Spanish) and the three principal components (PCs).
Task order and gender were included as covariates due to the reasons mentioned above
(see Section 5.2). For the analysis of rise duration, we additionally added stress pattern
(oxytone/paroxytone/proparoxytone) as a covariate, since rise onset is expected to be
influenced by stressed syllable location; rise onset is likely to occur earlier for words in
which the stressed syllable is farther away from the right edge of the IP boundary. The
categorical fixed effects were contrast-coded using simple coding, in which each level is
compared to the reference level (language: English, task order: survey first, gender: female,
and stress pattern: oxytone) and the intercept is the grand mean. We entered participant
as a random effect. For the analysis of pitch excursion, the best fitting model selected
through backward elimination included an intercept for participant with by-participant
random slope for language. In the case of the analysis of rise duration, the best fitting
model included an intercept for participant with no slope terms. Statistical significance
of the fixed effects was analyzed through likelihood ratio tests of the full model with all
the predictor effects (i.e., language and the three PCs) against the model without the effect
in question. Likelihood ratio tests were performed using the anova() function in the car
package (Fox and Weisberg 2019) and visualization of the predictor effects was carried out
using the predictorEffect() function in the effects package (Fox and Weisberg 2019).

Regarding the analysis of pitch excursion, adding task order or gender to the full
model did not have any effect on the model fit. Thus, we did not include these factors in the
full model. Results showed that none of the four predictor effects influenced participants’
pitch excursion (ps > 0.06). In the case of rise duration, the model fit improved by adding
gender (χ2(1) = 9.8, p < 0.01) or stress pattern (χ2(2) = 338.67, p < 0.001) to the model,
and adding both gender and stress pattern demonstrated a better fit than the models
with one of the effects (ps < 0.001). Thus, we included both covariates in the full model.
Results showed that language (χ2(1) = 6.27, p < 0.05), English experience (PC1) (χ2(1) = 4.51,
p < 0.05), and Spanish proficiency and use (PC2) (χ2(1) = 6.11, p < 0.05) had an effect on
participants’ rise duration. In other words, the participants produced the uptalk with
shorter rise duration in Spanish than in English (see Figure 3a). Moreover, participants
with more English experience had longer rise duration (see Figure 3b), whereas those that
had higher Spanish proficiency and use demonstrated shorter rise duration (see Figure 3c).
Education in Spanish (PC3) did not have an effect on participants’ rise duration.
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(a) (b) (c) 

Figure 3. Rise duration (s) by (a) language; (b) English experience (PC1); (c) Spanish proficiency and
use (PC2).

Overall, the findings of the phonetic properties of uptalk suggest that heritage bilin-
guals do not systematically distinguish the pitch excursion of uptalk in their two languages.
Rather, the difference between their two languages is based on rise duration (i.e., longer
rise in English uptalk than in Spanish uptalk). The rise duration of heritage bilinguals’
uptalk was conditioned by their language learning experience; heritage bilinguals with
more English experience and those with lower Spanish proficiency and use tend to produce
uptalk with longer duration.

6. Discussion

The present study explores cross-linguistic influence of intonation, focusing on the
production of uptalk by Spanish–English bilingual Mexican Americans in Southern Califor-
nia (i.e., heritage bilinguals). While uptalk is typically regarded as an intonational pattern
of Valley Girl speech of Southern California English (Armstrong et al. 2015; Ritchart and
Arvaniti 2014; Tyler 2015), there is a good deal of empirical evidence that uptalk is com-
monly used across English varieties (Asano et al. 2020; Bradford 1997; Di Gioacchino and
Jessop 2010; Dorrington 2010; Fletcher 2005; Fletcher et al. 2005; Fletcher and Harrington
2001; Hirschberg and Ward 1995; McGregor and Palethorpe 2008; McLemore 1991; Shokeir
2008; Warren 2005), as well as in Spanish (Henriksen 2017; Holguín Mendoza 2011; Kim
and Repiso-Puigdelliura 2021; Martínez-Gómez 2018; Vergara 2015; Willis 2010).

Given that uptalk occurs in both English and Spanish, the presence of uptalk in heritage
bilinguals’ Spanish does not provide enough support for transfer from English intonation.
Rather, it would be informative to examine in what ways heritage bilinguals’ uptalk differs
from the uptalk of non-heritage Spanish varieties and whether the divergent patterns trace
back to their own English. Previous studies have shown that heritage bilinguals use uptalk
both in Spanish (Fought 2003; Kim and Repiso-Puigdelliura 2021; Zárate-Sández 2018) and
in English (Asch and Brogan 2022; Fought 2003; Santa Ana and Bayley 2008). Moreover,
while heritage bilinguals produce uptalk in Spanish with similar relative frequency as
Spanish monolinguals, they exhibit English-like patterns that differ from those of Spanish
monolinguals (Kim and Repiso-Puigdelliura 2021). On the other hand, uptalk in heritage
bilinguals’ English is comparable to that of Anglo English speakers in both frequency
and phonetic implementation (Asch and Brogan 2022), suggesting that English-to-Spanish
influence may be stronger than Spanish-to-English influence for heritage bilinguals.

This study attempts to fill a gap in the literature on cross-linguistic influence of in-
tonation by investigating the uptalk patterns in the two languages of heritage bilinguals
and by taking into account language learning experience to explain interspeaker variabil-
ity. Following the L2 Intonation Learning Theory (LILt) (Mennen 2015), we propose that
cross-linguistic influence in heritage bilinguals’ uptalk can occur along multiple dimen-
sions of intonation. Among the four dimensions recognized by the LILt (i.e., systemic,
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frequency, realizational, and semantic), we focused on the systemic, the frequency, and the
realizational dimensions of heritage bilinguals’ uptalk. Below we summarize our findings
(Section 6.1) and discuss cross-linguistic influence in heritage bilinguals’ uptalk along the
three dimensions (Section 6.2).

6.1. Summary of Findings

Our data showed that heritage bilinguals produced uptalk in both Spanish and English.
The frequency of heritage bilinguals’ uptalk did not systematically differ between their two
languages. While individual uptalk rates varied across speakers (14.15–63.92% in English
and 14.29–58.06% in Spanish), they were not conditioned by heritage bilinguals’ language
learning experience. That is, heritage bilinguals with more experience with English (i.e.,
earlier age of arrival to the US, earlier age of acquisition of English, higher self-rated English
proficiency, and more education in English) were not the ones that produced more uptalk
rises. These findings, in addition to the fact that heritage bilinguals use uptalk as frequently
as monolingual speakers of Spanish (Kim and Repiso-Puigdelliura 2021) and English (Asch
and Brogan 2022), confirm that uptalk is not an English-specific phenomenon. In other
words, the presence and frequency of uptalk per se do not inform us about cross-linguistic
influence of intonation between heritage bilinguals’ Spanish and English.

We now turn to our findings regarding uptalk rises beginning in a non-final word
(i.e., uptalk with IP-final deaccenting). Recall that, unlike Spanish monolinguals whose
rise initiate within the last word of the intonational phrase (IP), heritage bilinguals’ uptalk
in some cases span multiple words (Kim and Repiso-Puigdelliura 2021), similar to what
has been found in English (Britain and Newman 1992; Warren 2005; 2016, p. 32). To test
whether this divergent pattern is transferred from English, we compared heritage bilinguals’
production of uptalk with IP-final deaccenting in Spanish and in English. Our findings
showed that the heritage bilinguals produced uptalk with IP-final deaccenting significantly
more frequently in English (31.66%) than in Spanish (8.51%). This implies that heritage
bilinguals are able to maintain the typological differences between Spanish and English
prosodic structures. Language learning experience did not influence their use of uptalk
with IP-final deaccenting; the interspeaker variability found in our data may be explained
by factors not examined in the present study or it is simply idiosyncratic.

As for the phonetic realization of uptalk, we examined two acoustic properties of
the rise: pitch excursion and rise duration. Our data showed that heritage bilinguals
distinguished uptalk in their two languages based on rise duration, but not based on
pitch excursion; their uptalk in English was produced with longer rise duration than their
uptalk in Spanish. The individual variability in rise duration was conditioned by heritage
bilinguals’ experience with English (PC1) and by their Spanish proficiency and use (PC2).
Education in Spanish (PC3) did not affect their rise duration. These findings suggest that
heritage bilinguals make cross-linguistic distinction mainly in the duration of the rise,
which is influenced by their experience with English and the local Spanish variety, not by
their experience with standard Spanish.

6.2. Varying Degrees of Cross-Linguistic Influence along the Dimensions of Intonation

Our findings support the LILt’s argument that cross-linguistic influence of intonation
occurs along multiple dimensions (Mennen 2015). The heritage bilinguals in this study
produced uptalk with IP-final deaccenting in both languages, but produced it more in
English than in Spanish. That is, at least for this uptalk pattern, cross-linguistic influence
from English to Spanish is likely to occur in the systemic dimension of heritage bilinguals’
uptalk, but not so much in the frequency dimension. While IP-final deaccenting emerges
in heritage bilinguals’ uptalk in Spanish, heritage bilinguals seem to recognize that this is
an English feature that is not allowed in Spanish and try to suppress it when producing
uptalk in Spanish.

With respect to the realizational dimension of uptalk, the heritage bilinguals mainly
used rise duration to distinguish the uptalk of their two languages (i.e., longer rise duration
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in English than in Spanish), whereas they did not make any cross-linguistic distinction in
pitch excursion. Long rise duration, especially in female speech, and small pitch excursion
have been attested in Southern California English uptalk (Armstrong et al. 2015; Ritchart
and Arvaniti 2014). While the phonetic properties of uptalk have not been investigated in
Spanish as much as in English, what we can infer from our data is that heritage bilinguals do
not associate the extent of pitch excursion (small or large) with any language. Studies have
shown that heritage bilinguals produce a somewhat smaller pitch excursion in Spanish than
Spanish monolinguals (Kim and Repiso-Puigdelliura 2021), whereas the pitch excursion
of uptalk in heritage bilinguals’ English does not systematically differ from that of Anglo
English (Asch and Brogan 2022). This, together with the findings of our study, suggests
that heritage bilinguals phonetically assimilate the pitch excursion of the uptalk in Spanish
to the uptalk in English to the point that they no longer distinguish the two languages in
this regard.

As for the rise duration of uptalk, our findings indicate that heritage bilinguals asso-
ciate long rise duration with English uptalk and, importantly, long rise duration is more
prone to emerge for individuals with more experience with English and less experience
with the local Spanish variety. According to Putnam (2020), non-balanced bilinguals, similar
to many heritage speakers, may fail to properly inhibit their more dominant language,
especially in situations where the two languages are in competition for finite online re-
sources, such as in the case of spontaneous speech production. In such situations, they
would be pressured to select between representations that have similar and contrastive
properties. Over time, properties that are shared between both languages can lead to
restructuring in the grammar of the less dominant language to free up processing cost,
whereas properties that contrast from the more dominant language has a better chance at
survival (Putnam 2020). This line of reasoning is in accordance with current models of L2
speech learning (Best 1995; Best and Tyler 2007; Flege 1995; Flege and Bohn 2021; Mennen
2015), as presented in Section 1.

The asymmetry found between the frequency (i.e., uptalk with IP-final deaccenting)
and the realizational dimensions (i.e., pitch excursion and rise duration) is noteworthy.
While cross-linguistic distinction was observed in both the frequency of uptalk with IP-final
deaccenting and the rise duration of uptalk, only in the latter, interspeaker variation was
conditioned by individuals’ language learning experience. In the case of pitch excursion,
the heritage bilinguals did not make any cross-linguistic distinction; the uptalk in both
languages resembled the English low rises characteristic of their region (i.e., Southern
California). These findings imply that phonetic aspects are more prone to cross-linguistic
influence at the individual level than the phonological aspects of intonation, consistent
with the argument of Jun and Oh (2000). Perhaps for this reason, most support for cross-
linguistic influence of intonation has been found in the realizational dimension (Mennen
2015). Bilinguals have only one vocal tract to produce an extensive set of speech sounds
in their two languages (de Bot 1992) and, as a consequence, may experience difficulties
in articulating sub-phonemic differences between the two languages. The separation of
cross-linguistic differences is especially taxing for bilinguals when the same articulator(s)
are used in the two languages. For instance, the distinction in pitch excursion is achieved
primarily through fine adjustments of pitch, which involve laryngeal muscle activation
that controls the stiffness and the tension of the vocal folds (Zhang 2016). Thus, for
the sake of economy of online resources (Polinsky and Scontras 2020), it is likely that
heritage bilinguals avoid making cross-linguistic phonetic differences as much as possible
during spontaneous speech production if these differences do not lead to any change in
meaning. Future research should conduct cross-linguistic analysis on the link between
phonetic properties and meanings of uptalk in Spanish and in English. If the same meaning
is realized differently between the two languages, it would be important to investigate
whether phonetic assimilation is more prone to occur in such cases than in cases where
cross-linguistic phonetic distinction leads to change in meaning.
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Even if heritage bilinguals are found to be better at making cross-linguistic phonetic
distinction that leads to different meanings, the phonetic properties of one language may
still surface in the other. For instance, Queen (2006, 2012) demonstrated that Turkish
heritage speakers in Germany produce a mix of Turkish and German phrase-final rises
in both of their languages; apart from the normative low rise of German, the heritage
bilinguals also employed rising pitch to indicate pragmatic prominence (e.g., emphasis
and focus), which is generally used in Turkish. Queen (2006) interpreted this as a fusion of
two intonational grammars into a single intonational grammar, within which the two rise
patterns are contrasted. According to Queen (2012, p. 794), heritage bilinguals capitalize
on the differences in their two intonational grammars, which “serve as conventionalized,
strategic linguistic resources that speakers (and listeners) may use as cues to discourse
structures and inference.” Although the heritage bilinguals in this study were able to
distinguish the rise duration of uptalk in the two languages, they may employ a mix of
Spanish-like short rises and English-like long rises for different purposes, which is shared
across members of their speech community, similar to the case of Turkish heritage speakers
in Germany (Queen 2006, 2012). To attest this, apart from understanding the form-function
association of uptalk in Spanish and in English, it is important to demonstrate whether
heritage bilinguals utilize the resources from both of their languages and whether such
practice is recognizable to other heritage bilinguals with similar backgrounds.

7. Conclusions

Bilinguals’ two languages interact at multiple levels and intonation is no exception.
Given the complexity and multidimensionality of intonation, cross-linguistic influence is
expected to occur along different dimensions of intonation that interact with each other
(Mennen 2015). While a good amount of work has been performed on L2 intonation, the
intonation of heritage bilinguals has received relatively little attention. Heritage bilin-
gualism offers bilingual contexts that are often left unnoticed in traditional L2 acquisition
scenarios (e.g., transfer from L2 to L1 intonation, asymmetry between order of acquisition
and language dominance). Given that many aspects of cross-linguistic influence are shared
across bilinguals, the investigation of heritage bilinguals’ intonation will contribute to
building robust models of bilingual intonation.

The present study attempts to fill a gap in the literature by comparing uptalk pro-
duced in Spanish and in English by Spanish heritage speakers in Southern California and by
exploring whether individuals’ uptalk varies depending on their language learning experi-
ence. Our findings showed that heritage bilinguals produced uptalk with similar frequency
between Spanish and English, confirming that uptalk is not English-specific. Consistent
with the L2 Intonation Learning Theory (LILt) (Mennen 2015), the cross-linguistic influence
of uptalk occurred along multiple dimensions of intonation. In the systemic dimension,
the heritage bilinguals produced uptalk in Spanish with IP-final deaccenting, which is an
English feature that has not been attested in non-heritage Spanish varieties. However, in the
frequency dimension, they demonstrated significantly lower rates of uptalk with IP-final
deaccenting in Spanish than in English. Heritage bilinguals’ overall success in separating
their two languages in the frequency dimension implies that cross-linguistic influence
occurs only to a small degree from English to Spanish in this dimension. With regard to the
realizational dimension, the heritage bilinguals demonstrated either assimilation to English
(i.e., pitch excursion) or individual variability conditioned by language learning experience
(i.e., rise duration). In other words, English-to-Spanish influence appears to occur to a
larger extent in the realizational dimension than in the frequency dimension of uptalk. The
findings of this study suggest that different dimensions of intonation demonstrate varying
degrees of cross-linguistic influence. Specifically, the phonetic aspects are more prone to
change than the phonological aspects of intonation.
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Notes

1 As a reviewer noted, proximity to the Spanish conversation task and/or heightened language awareness after the language
survey may have an effect on participants’ performance. We included this potential effect as a covariate in the statistical analysis.

2 We used the corr.test() function in the psych package (Revelle 2022) in R (R Core Team 2021).
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June 13–16; pp. 828–32.

Mennen, Ineke, Aoju Chen, and Fredrik Karlsson. 2010. Characterising the internal structure of learner intonation and its development
over time. Paper presented at New Sounds 2010 6th International Symposium on the Acquisition of Second Language Speech,
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Abstract: This study examines the plasticity of native language intonation in English-Austrian Ger-
man sequential bilinguals who have migrated to Austria in adulthood by comparing it to that of
monolingual English and monolingual Austrian control speakers. Intonation was analysed along four
intonation dimensions proposed by the L2 Intonation Learning theory (LILt): the inventory of cate-
gorical phonological elements (‘systemic’ dimension), their phonetic implementation (‘realizational’),
the meaning associated with phonological elements (‘semantic’), and their frequency of use (‘fre-
quency’). This allowed us to test whether each intonation dimension is equally permeable to L2-on-L1
influences. The results revealed L2-on-L1 effects on each dimension. These consistently took the
form of assimilation. The extent of assimilation appeared to depend on whether the cross-language
differences were gradient or categorical, with the former predominantly resulting in intermediate
merging and the latter in a complete transfer. The results suggest that native intonation remains
plastic in all its dimensions, resulting in pervasive modifications towards the L2. Finally, in this first
application of the LILt to the context of L1 attrition, the study confirms the model’s suitability not
only to acquisition of L2 intonation but also for predicting where modifications of L1 intonation are
likely to occur.

Keywords: speech plasticity; malleability of speech; phonetic attrition; intonation; L2 Intonation
Learning theory (LILt); cross-language influences; transfer; late bilingualism; English; Austrian German

1. Introduction

Bilinguals are in the unique situation of regularly having to use two languages, a
situation which is known to lead to cross-language interaction (e.g., Green 1998; Van Hell
and Dijkstra 2002). At the phonetic level, it is well established that such instances of
interaction will often lead to transfer from the native (L1) to the second language (L2),
such that traces of the L1 are almost inevitably present in the pronunciation of the L2,
particularly when the L2 was acquired after the age of puberty1. Far less research attention
has been given to the effect the L2 can have on speech patterns in the L1, even though this
influence is equally plausible. Indeed, studies show that the extent of L2 influences on L1
pronunciation can lead to individuals being perceived as non-native in their mother tongue
(Bergmann et al. 2016; de Leeuw et al. 2010; Hopp and Schmid 2013). The latter type of
influence, and the one we focus on in this paper, is usually referred to as phonetic attrition or
L1 attrition of speech, the non-pathological and non-age-related pronunciation changes that
late sequential bilinguals who are being immersed in an L2 environment may experience in
their L1 (de Leeuw et al. 2013; de Leeuw 2019a; Major 2010).

While an increasing number of studies has evidenced changes to the L1 of late se-
quential bilinguals in segmental areas of speech production (see de Leeuw 2019a for an
overview), only a handful of studies (de Leeuw et al. 2012; de Leeuw 2019b; Gargiulo
and Tronnier 2020; Mennen 2004; Mennen and Chousi 2018) have examined the effect the
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L2 may have on prosodic areas of the L1. These suggest that prosodic effects also occur
and that listeners base their judgements of non-nativeness in part on perceived prosodic
changes, in particular intonational ones (Mayr et al. 2020)2. Given the above-described
lack of studies on phonetic attrition of prosodic areas of the L1, the present study will
focus on one such aspect, namely intonation. It will do so by examining the extent of L1
intonational changes of English-Austrian German late sequential bilinguals who grew up
in the UK as L1 speakers of English and emigrated to Austria in adulthood where they
acquired (Austrian) German as their L2. In particular, the present study will be the first to
apply a model that was originally developed to account for the difficulties L2 learners may
experience when acquiring L2 intonation—L2 Intonation Learning theory (LILt, Mennen
2015)—to the context of L1 attrition. As we will see later in this paper, this allows for a
more comprehensive investigation of potential changes to L1 intonation as hitherto seen.

1.1. Plasticity of Speech in Bilingual Contexts

Early investigations of cross-linguistic influences between the two sound systems
of late sequential bilinguals started from the assumption that an L1 sound system that
has reached biological maturity, is unlikely to be susceptible to influences from the L2
(Lado 1957; Lenneberg 1967). This view of non-plasticity of an individual’s native language
sound system resulted from the prevailing influence of the critical period hypothesis
(Lenneberg 1967; Penfield and Roberts 1959), which holds that while children will have no
problem acquiring their L1 within the time period of brain maturation occurring during
adolescence, these maturational processes constrain the ability to acquire an L2. While
L1-to-L2 transfer was therefore expected to occur, the L1 was thought to be protected
against any L2 influences once it had reached neural maturity. As a consequence, the focus
of research was on unidirectional L1-to-L2 influences, and L2-to-L1 influences were largely
ignored. More recent studies, however, show that an individual’s native sound system is
not as impermeable to L2 influences as previously assumed (see Flege 1995 for an overview,
and below) and it is now widely acknowledged that bidirectional influences are not unusual
but a logical consequence of the constant interaction or co-activation of a bilingual’s two
languages (Flege 1987; Odlin 1989, 2006; Sharwood Smith and Kellerman 1986). This view
of the plasticity of both the L2 and the L1 is reflected in one of the most influential models
on L2 acquisition of speech, the Speech Learning Model (SLM) (Flege 1995) and its recently
revised version, SLM-r (Flege and Bohn 2021), which posit that bidirectional influences are
expected to occur because the L1 and L2 share a common phonetic space3.

There is now an abundance of evidence for the plasticity of L1 speech in late sequential
bilinguals. Such changes to the L1 have been observed in situations where a bilingual’s two
languages are active for a restricted period of time, leading to temporary drifts in L1 speech.
Such short-term L2-induced influences on the L1 are typically referred to as instances
of gestural or phonetic drift, rather than phonetic attrition (Chang 2012, 2013; Sancier and
Fowler 1997). Examples are situations where (novice) foreign language learners receive,
sometimes intensive, language instruction (Chang 2012, 2013, 2019; Dmitrieva et al. 2020;
Kartushina et al. 2016; Osborne and Simonet 2021), where bilinguals regularly change their
linguistic environment by moving between an L1 and L2-speaking country (Sancier and
Fowler 1997; Tobin et al. 2017), or where intensive code-switching is observed (Reubold
et al. 2021). These studies show a relatively subtle restructuring in segmental areas of
L1 pronunciation, which is thought to be fully (Kartushina and Martin 2019) or partially
(Chang 2019) reversible, and “may be a precursor to more persistent changes that may
become apparent over time” (Reubold et al. 2021, p. 20).

Changes in L1 pronunciation have also been observed in situations where a bilingual’s
two languages are more permanently activated, i.e., in experienced L2 learners who have
migrated to another country and have been long-term (or even permanently) immersed
in an L2 environment. Phonetic attrition of this kind appears to be common in most (but
not all) late sequential bilinguals, with documented changes in L1 pronunciation affecting
a wide range of segmental areas of L1 production, at least in the L1-L2 combinations
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investigated so far ((Alharbi et al. forthcoming) for L1 Arabic-L2 English and L1 English-L2
Arabic; (Bergmann et al. 2016) for L1 German-L2 North-American English; (de Leeuw et al.
2013) for L1 German-L2 North-American English; (de Leeuw et al. 2018a) for L1 Albanian-
L2 British English; (de Leeuw 2019b) for L1 German-L2 American English; (Guion 2003) for
L1 Quichua-L2 Spanish; (Flege 1987) for L1 French-L2 American English and L1 American
English-L2 French; (Kornder and Mennen 2021) for L1 Austrian German-L2 American
English; (Major 1992) for L1 American English-L2 Brazilian Portuguese; (Mayr et al. 2012)
for L1 Dutch-L2 English; (Mayr et al. 2020) for L1 Spanish-L2 British English; (Stoehr et al.
2017) for L1 Dutch-L2 German and L1 German-L2 Dutch; (Ulbrich and Ordin 2014) for
L1 German-L2 Belfast English). Modifications to prosody and intonation have also been
observed, although they have received far less research attention. With the exception of
Gargiulo and Tronnier (2020), who investigated the use of prosodic cues to pronominal
anaphora resolution, all studies focused on L2-induced changes to L1 intonation ((de
Leeuw et al. 2012) for L1 German-L2 English; (de Leeuw 2019b) for L1 German-L2 English;
(Mennen 2004) for L1 Dutch-L2 Greek; and (Mennen and Chousi 2018) for L1 Greek-L2
Austrian German). These studies all investigated just one particular aspect of intonation,
i.e., tonal alignment (i.e., how the start or end of pitch rises are coordinated in time with
segments), and showed a change in tonal alignment patterns in the L1 under the influence
of the L2. However, L2-induced changes in L1 intonation are unlikely to be restricted to just
aspects of its phonetic realization. The current study will therefore investigate L2-induced
modifications in L1 intonation along the four intonation dimensions proposed by Mennen’s
(2015) L2 Intonation Learning theory (LILt), as explained later in this paper. This approach
will ensure that L1 attrition in intonation is investigated in a more comprehensive and
theoretically motivated way.

1.2. Approaches to Intonational Description
1.2.1. The Autosegmental-Metrical Model of Intonation

Intonation is said to be particularly susceptible to cross-language influences (Mackey
2000), yet the focus of most research studies on L1 attrition of speech has been on segments
rather than intonation. A likely reason for this lack of research may be that intonation poses
a particular challenge for researchers given the fact that it interacts with other prosodic
aspects, like for instance tempo, rhythm, and loudness (e.g., Nolan 2006) and it is difficult—
more so than in segments—to separate influences that are categorical from those that are
gradient (Ladd 1996). It has been argued (Mennen 2004, 2007, 2015), however, that this
is an important distinction to make, as cross-language influences may differ depending
on whether they concern categorical (phonological) aspects of intonation or whether the
aspects are gradient (phonetic). The few studies on cross-language influences in intonation
suggest that gradient aspects may be more vulnerable to cross-language influences than
categorial elements (Graham and Post 2018; Jun and Oh 2000; Mennen et al. 2010; Sanchez
2020). Thanks to the advent of the Autosegmental Metrical (AM) framework it has become
more feasible to consider both types of influences in intonation, as it provides the tools to
separate categorical phonological elements of intonation from the phonetic nature of their
implementation. While the AM theory originates from Pierrehumbert’s (1980) intonational
description of American English, a series of language-specific annotation systems for many
other languages has been derived from it (see Jun 2005, 2014, for overviews), and it has
now become the most dominant approach to intonational description (Ladd 2000).

In the AM approach, the intonation of an utterance is presented phonologically as a
sequence of high (H) and low (L) tones which are internally structured into pitch accents
(when they associate with metrically prominent syllables) or boundary tones (when they
associate with the edges of phrases). Pitch accents, often referred to as ‘starred’ tones
because of their notation with an asterisk (*), can be monotonal (L* or H*) or bitonal
(e.g., LH*, L*H, or H*L, where the asterisk indicates the most prominent tone within the
accented syllable). Boundary tones describe the L or H tones at the beginning or end
of an intonational phrase (e.g., H%) or an intermediate phrase (e.g., H-). Phonetically,
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intonation is represented by the phonetic shape of the phonological categories, i.e., how
phonological categories are phonetically realized in terms of, for instance, their height
or timing. That is, the same phonological category (e.g., L*H or H*L) may be realized
differently in different languages and dialects. Similarly, languages and dialects also differ
in the inventory, complexity, and distribution of categorical phonological elements (see Jun
2005, 2014, for an overview). A more detailed description of the AM notations used in our
study is given in Section 2.3.

1.2.2. The L2 Intonation Learning theory (LILt)

It has long been established that late sequential bilinguals who are long-term immersed
in an L2 environment experience difficulties with the acquisition of L2 intonation, and often
transfer elements of L1 intonation to the L2. Mennen (2015) proposed a model—the L2
Intonation Learning theory (LILt)—with roots in the AM approach, in order to account for
and predict the difficulties learners may have in producing L2 intonation. The model is
based on the premise that cross-language influences in intonation may occur along four
dimensions (modified from Ladd 1996)4. These are:

1. The systemic dimension (the inventory and distribution of categorical phonological
elements of intonation, such as boundary tones and pitch accents);

2. The realizational dimension (the phonetic implementation of these intonational primi-
tives);

3. The semantic dimension (the functionality of the categorical elements or tunes, i.e.,
how they are used to signal meaning);

4. The frequency dimension (the frequency of use of the categorical elements).

The systemic dimension comprises the categorical or phonological elements of intona-
tion, i.e., the intonational primitives, which can differ between languages and be a source
of cross-language influences. An example of a cross-language difference on this dimen-
sion is the so-called ‘early peak’ (H!H*L), which has been reported for nuclear accents in
German German (Féry 1993; Peters 2018) and Austrian German (Schmid and Moosmüller
2013; Ulbrich 2005) but not in British English (Grabe 2004). The term early peak is used
to describe an intonation contour where the pitch maximum is reached on a metrically
weak syllable immediately preceding the accented syllable. The accented syllable itself is
falling or low. Figure 1 gives a schematic representation of how an early peak (H!H*L) may
look like and how it contrasts with a falling pitch accent (H*L) where the peak occurs on
the accented syllable5. In Austrian German early peaks are said to occur in conditions of
narrow contrastive focus (Schmid and Moosmüller 2013; Moosmüller et al. 2015), where
females were observed to use it more often than males (Schmid and Moosmüller 2013).
However, such a gender-related preference may be restricted to narrow contrastive focus
only, as it has not been reported in larger studies on Austrian German examining other
contexts (Moosmüller et al. 2015; Ulbrich 2005). Languages or language varieties can also
differ in the boundary tones they use, with some languages using complex boundary tones
(such as LH% or HL%), others using simple low or high boundary tones at the start or end
of intonation phrases, and some languages such as Mandarin sometimes omitting final
boundary tones (see Jun 2005, 2014, for overviews).

The realizational dimension comprises the gradient or phonetic elements of intonation,
i.e., how the intonational primitives such as pitch accents and boundary tones are phoneti-
cally realized. Cross-language differences on this dimension typically involve how pitch
accents are lined up (‘aligned’) with segments in time (i.e., whether they occur early or late
in a prominent syllable), the extent to which pitch accents are truncated at the utterance
end (i.e., whether they are fully realized or ‘cut off’ when there is little voiced material
available to realize falling or rising pitch accents), or what their relative height (‘scaling’) is
within an individual’s pitch range. For instance, the languages in the current study display
differences in alignment patterns and overall pitch range but are relatively similar in the
extent to which pitch accents are realized at the utterance end. That is, in prenuclear rising
pitch accents in statements, speakers of Standard Southern British English (SSBE) typically
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show a rise in pitch that begins close to the onset of the accented syllable (Ladd et al. 1999).
In contrast, speakers of Austrian German begin prenuclear rises considerably later, i.e., well
within the stressed vowel (Mennen and Chousi 2018). As for pitch range, speakers of SSBE
typically deploy a wider pitch range than speakers of German German (Mennen et al. 2012)
who, in turn, are found not to differ from speakers of Austrian German (Ulbrich 2005).
Hence it can be concluded that speakers of Austrian German tend to use a narrower pitch
range than speakers of SSBE. As for truncation patterns, both SSBE and Austrian German
are found to compress rising and falling pitch patterns under time pressure (Siddins and
Mennen 2019). Boundary tones may also differ in how they are cross-linguistically realized.
For instance, Willems (1982) found that native speakers of British English realize the initial
boundary tones at the start of their intonation phrases on a mid-level pitch, whereas native
Dutch speakers start their intonation phrases on a low-level pitch. The semantic dimension
is concerned with the use of categorical elements of intonation to convey meaning. For
instance, languages may differ in how they mark informational and contrastive focus. In
some languages (e.g., Germanic languages), focus is signalled by accenting new and con-
trastive information, while deaccenting given information (Nooteboom and Terken 1982).
In other languages (e.g., Spanish), no intonational distinction is made between utterances
with broad (where focus is on the whole phrase or sentence) and narrow focus (where the
focus is on one part of the phrase or sentence), and the nuclear pitch accent6 is always
placed at the end of the intonational phrase (Hualde 2005). Japanese and Korean, on the
other hand, signal focus by placing a boundary tone before or after the word in focus and
deaccenting everything that follows (cf. Jun 2014). With respect to the two languages in the
current study, previous research suggests that English and German differ in how they signal
sentence-internal continuation, with German, including Austrian German (Moosmüller
et al. 2015), favouring a rising pitch accent (L*H) and English speakers, including speakers
of SSBE, typically employing a falling (H*L) pitch accent (see Chen 2007, for an overview).
Finally, the frequency dimension concerns the frequency with which a specific intonation
category is used in a particular language or dialect. For instance, while English and German
both have rising and falling pitch accents in their respective inventory, the latter is used
considerably more frequently in English than in German (Mennen et al. 2012, p. 2258)7.
This is also the case for the language varieties in the current study, with Austrian German
speakers using rises more frequently, at least in statements (Moosmüller et al. 2015), than
SSBE speakers, who favour the use of falls (Mennen et al. 2012). Cross-language differences
have also been observed in the frequency of use of boundary tones. For instance, a higher
frequency of high boundary tones (H%), used also in utterances that are not intended
as questions, is found in some varieties of English, particularly in younger generations
(including Australian English, like New Zealand English, Belfast English or Glaswegian
English) than in other varieties of English (e.g., Cruttenden 1997).

Figure 1. Schematic contour of the sentence (a) “Ramona is there” showing a falling (H*L) pitch
accent with the peak on the accented syllable; and (b) “In Milan?” showing an early peak on the weak
syllable ‘in’ before the accented syllable with low pitch. Capitals indicate accented syllables.
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Drawing parallels to models of segmental learning, in particular the SLM (Flege 1995)
and SLM-r (Flege and Bohn 2021), and based on previous findings (e.g., Atterer and Ladd
2004; de Leeuw et al. 2012; Mennen 2004, 2007; Mennen et al. 2010; Mennen et al. 2014), the
LILt formulates a number of assumptions and hypotheses, which, in turn, generate testable
predictions. While the LILt predominantly focuses on L1-to-L2 influences in intonation,
it also allows for an explanation of L2-on-L1 influences. In particular, it assumes that a
bilingual’s L1 and L2 intonation systems are not entirely isolated but exist in a common
space. This causes the intonation systems to interact with each other, which may result in
bidirectional influences, such that L2-on-L1 effects are observed alongside L1-on-L2 effects
(cf. Mennen 2015). Whether and where such influences are likely to occur depends to
a large degree on the cross-language similarity in the various dimensions of intonation.
According to the LILt, if an intonation category in the L2 is sufficiently different from any
other L1 category already available in the L1, for instance when a pitch accent is part of
the inventory of the L2 but not the L1, the chances that L2 learners will establish a new
L2 category (i.e., chances of it being incorporated into their L2 inventory) are high. In
such a case, the L2-on-L1 effect is likely to be completely absent. Alternatively, if a new L2
category is established, there may be a need for the new L2 category and already existing
L1 categories to deflect away from each other in order to maintain contrast in a shared
phonetic space. This could lead to an L2-on-L1 effect that is dissimilatory in nature. It is
not entirely clear which factors guide the occurrence of the first or the latter scenario, i.e
which circumstances will lead to there being no effect on the L1 and which will lead to a
shift of the L1 category to maintain contrast. The SLM offers “crowding” of the bilinguals’
“combined L1-L2 phonetic space” when new L2 categories are added as a reason for the
occurrence of the latter scenario (Flege 2002, p. 225). It is not specified though, neither by
the SLM(-r) nor the LILt, at which point it becomes necessary “to augment inter-category
distances in the common L1-L2 phonetic space of bilinguals” (Flege and Bohn 2021, p. 21),
although one has to assume that when the L2 category is sufficiently different from any
already existing categories in the shared phonetic space, there would be little need for
dissimilation and thus the former scenario would be more likely.

If, on the other hand, the cross-language differences are gradient in nature, with differ-
ences in the phonetic implementation of the same intonational category, cross-language
interaction is expected to occur and result in an assimilation or merging of L1 and L2
properties. This, in turn, may result in a shift of the L1 category towards the L2 category
and the use of intermediate values somewhere between those found in the L1 and the L2.
Cross-language influences may therefore not be equally pervasive on each dimension of in-
tonation, with research suggesting that the realizational dimension may be more permeable
to cross-language influences than the systemic dimension (Graham and Post 2018; Mennen
2007; Ueyama 1997). With regard to external factors, the LILt draws on models of segmental
learning (Flege 1995; Flege and Bohn 2021) and suggests that factors such as—amongst
others—the age of arrival (AoA) in an L2-speaking country, length of residence (LoR), or
amount of L1 and L2 use, may play a role in the degree to which cross-language influences
in intonation will be observed, although the evidence so far is extremely limited. The
few studies that have explored the role of AoA in intonation suggest that there may be
age effects on L2 intonation learning, with more successful acquisition of L2 intonation
in learners who had arrived in the L2 environment at an earlier age (Chen and Fon 2008;
Huang and Jun 2011; Mennen 2004). Similarly, studies suggest that experience with, and
exposure to, the L2 may influence the degree of success, although acquisition of the various
dimensions of intonation does not appear to proceed at the same rate (Graham and Post
2018; Jun and Oh 2000; Mennen et al. 2010, 2014; Trofimovich and Baker 2006).

Finally, although the LILt is a fairly recent working model that is subject to change
when more data become available (Mennen 2015), a number of recent studies have shown
its effectiveness in establishing cross-language similarity along the four dimensions of into-
nation, in predicting where cross-language influences are likely to occur, and whether such
influences change under the influence of language experience and exposure (Albin 2015;

196



Languages 2022, 7, 241

Busà and Stella 2015; Graham and Post 2018; Pešková 2020; Sanchez 2020; Schauffler 2021).
However, as these studies all focused on the acquisition of L2 intonation, the effectiveness
of examining these four dimensions of intonation for predicting where L2-on-L1 effects are
likely to occur remains to be established.

1.3. Research Questions and Predictions

The main objective of this study is to arrive at a better understanding of the malleabil-
ity of native language intonation in migrants who are being long-term immersed in an
L2 environment. The first question posed in this study is whether L2-induced changes
are observed in the intonation of late English-Austrian German sequential bilinguals by
comparing their intonation patterns with those produced by monolingual SSBE speakers
living in England and monolingual Austrian German speakers living in Austria. Based on
the research studies reviewed above, we hypothesize that the late sequential bilinguals in
our study will manifest L1 modifications of intonation due to L2 learning experience.

The second question posed is whether the L2-induced changes to L1 intonation are
evidenced in each of the four dimensions of intonation, or whether some dimensions
or sentence types are more permeable to L2 influences than others. As we saw in the
research reviewed earlier, cross-language influences are only expected to occur when cross-
linguistic differences exist between the L2 learners’ two languages. This is the case for
each dimension of intonation of the languages examined in our study. On the systemic
dimension, SSBE and Austrian German are very similar in their respective inventories
of pitch accent categories, differing only in the so-called ‘early peak, which is present in
Austrian German (Schmid and Moosmüller 2013) but not in SSBE (Grabe 2004). There is a
suggestion in the literature that early peaks are predominantly used by female speakers,
although this gender-preference may be restricted to contexts of narrow contrastive focus
(Schmid and Moosmüller 2013). On the realizational dimension, the research reviewed
earlier suggests that Austrian German and SSBE differ in the pitch range habitually used
by its speakers (wider in SSBE than in Austrian German), and the alignment of prenuclear
rising accents in statements (earlier in SSBE than in Austrian German). Cross-language
differences are also found on the frequency dimension, with Austrian German speakers
using rises more frequently than SSBE speakers. On the semantic dimension, there are
cross-language differences in the type of pitch accent used to indicate sentence-internal
continuation, with SSBE speakers using predominantly falling pitch accents and Austrian
German speakers preferring the use of a rising pitch accent to signal continuation. If these
cross-language differences are confirmed in our study, L2-induced influences on the L1
should—in principle—be evidenced on each dimension of intonation (but see below for our
expectations for the systemic dimension), at least for the pitch accents. Given that there is
no previous literature available on cross-language differences between SSBE and Austrian
German in boundary tones, we are not able to make any specific predictions here.

The third question our study addressed is whether any observed L1 modifications
in intonation will take the form of assimilation (with L1 values that have shifted towards
the L2 when compared to monolingual SSBE speakers), or dissimilation (with L1 values
shifted away from both monolingual SSBE and Austrian German groups). In light of the
cross-language differences and the previously discussed literature, we hypothesize that
gradient differences will cause the L1 and L2 intonation systems to interact, resulting in
assimilation, which in turn will result in intermediate values between the L1 and the L2.
We therefore predict that on the realizational dimension, the bilingual speakers in our study
will produce values for pitch range and alignment that are intermediate between the two
monolingual groups. On the frequency level, where the cross-language differences are
also gradient, we also expect to find intermediate frequencies of use of rising (L*H) and
falling (H*L) pitch accents between those of the two monolingual groups. Similarly, on the
semantic dimension cross-language differences are gradient in nature, with SSBE speakers
showing a preference for a falling pitch accent and Austrian German speakers favoring
a rising pitch accent to indicate sentence-internal continuation. We therefore predict that
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the bilingual speakers in our study will show evidence of assimilation and start using
L*H more frequently to signal continuation than monolingual SSBE speakers, showing
intermediate values for the frequency of use of L*H in sentence-internal continuations
between those found for the two monolingual groups. In contrast, if the cross-language
differences are categorical, and the L2 category is sufficiently different from any other
L1 category available, there is likely to be no effect of the L2 on the L1. Based on the
assumptions of the SLM(r) and the LILt, we therefore predict that there will be no L1
modification in the systemic dimension, as there is no reason why the acquisition of a
new L2 pitch accent that does not exist in the L1 would influence any of the existing L1
categories, unless there is a need to maintain contrast between the new L2 category and
already existing L1 categories in a shared phonetic space (see Flege 2002). In the latter case,
we would expect the L2-induced influence on the L1 to be dissimilatory in nature.

2. Materials and Methods

2.1. Participants

Three groups of adults participated in this study: (i) late sequential English–Austrian
German bilinguals (BIL, N = 8, 4 females, 4 males); monolingual speakers of SSBE residing
in England (SSBE, N = 8, 4 females, 4 males); and monolingual speakers of Austrian German
residing in Austria (AUT, N = 8, 4 females, 4 males). The participants in the BIL group were
all raised as monolingual speakers of SSBE who moved to Austria in adulthood and now
reside in Austria where they acquired Austrian German as an L2. Their average age of
arrival (AoA) in Austria is 32.4 years (range: 19 to 59), their average length of residence
(LoR) in Austria is 17.3 years (range: 3 to 38). The bilingual speakers reported that they
did not speak any foreign languages other than Austrian German on a daily basis or above
high-school level.

We also obtained global foreign accent ratings (FARs) of selected speech samples
(comprising the same sentences used in the current study, cf. Section 2.2) produced by
the participants in the BIL group mixed with 3 of the monolingual SSBE control speakers,
by asking 25 monolingual SSBE listeners not familiar with any varieties of German in an
online rating experiment to decide whether a speaker in a given sample sounded native or
not (binary decision), followed by an indication of how confident they were of their choice
on a 3-point scale: uncertain, semi-certain, or certain. Together, this resulted in a 6-point
foreign accent scale, ranging from “1” = “certainly native”, to “6” = “certainly non-native”.
This two-staged rating is a commonly used method in studies on L1 attrition of speech (e.g.,
Bergmann et al. 2016; de Leeuw et al. 2010; Mayr et al. 2020). The ratings showed that the
group of BILs were perceived as sounding significantly less native than the SSBE controls
(confirmed by a cumulative link model for ordinal regression: χ2[1] = 389.3, p < 0.001),
receiving average FARs of 2.8 and 1.2, respectively. This shows that, on average, the group
of BIL speakers is perceived as moderately accented in their L1.

Participants in the monolingual groups formed our control groups. They are monolin-
gual speakers of either SSBE or Standard Austrian German, and have never lived outside
England or Austria, respectively. While they all have some knowledge of other languages,
none of them reported more than high school level knowledge, and therefore can be con-
sidered “functional monolinguals” with little active knowledge or use of foreign languages
(Best and Tyler 2007, p. 16).

2.2. Speech Materials and Recordings

There were two sets of speech materials, one for English and one for German. Each
set consisted of twelve neutral sentences with various grammatical structures, including
statements (e.g., There is phenomenal interest in the products.), wh-questions (e.g., Where
is the manual?), yes/no questions (e.g., Do you live in Ealing?), declarative questions
(questions without inversion, e.g., You live in Ealing?), and sentences containing sentence-
internal continuation (e.g., Do you like Malaga or Malta best?). In order to ensure—as
much as possible—a smooth fundamental frequency (f0) contour, care was taken to have
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sonorants, or in a few cases voiced obstruents, flanking the stressed vowels of the words we
expected to bear the pitch accents. The sentences from the English set came from a study
on alignment patterns in prenuclear rises (Atterer and Ladd 2004, see further Section 2.4) or
from the Intonational Variation in English (IViE) corpus (cf. Grabe 2004). The German set
was specifically designed to match the English set as much as possible in syntactic structure,
length, number, and distribution of content words, and expected place of pitch accents.

Participants were asked to read out two repetitions of each sentence in their respective
L1s8. Due to contact restrictions during the COVID-19 pandemic, these recordings took
place in the participants’ own environment and using their own computer equipment.
While this was not ideal (cf. Sanker et al. 2021), all recordings were carefully checked and,
where necessary due to poor audio quality or misreading, participants were asked to re-
record sentences. The latter was done just once, so as not to overburden the participants. In
case the recordings still contained misreadings or were of poor audio quality, or the speaker
failed to re-record the item, we discarded it, as happened in 4 cases. The two repetitions of
each sentence were presented on the participants’ computer monitor via WikiSpeech, an
online tool designed to create web-based speech databases (Draxler and Jänsch 2008). All
sentences were presented in random order and interspersed with materials designed to test
segmental changes to L1 speech, not reported here, with a 1.5 s pause between items. Thus,
a total of 480 utterances (20 sentences × 8 participants × 3 groups) were elicited, of which
we had to discard 4 (as described above). The remaining 476 utterances were annotated
by hand using the same pool of tonal labels (as further explained in the following section),
and generating a corpus of 2534 tonal labels, encompassing prenuclear and nuclear pitch
accents and phrase-initial and phrase-final boundary tones, for subsequent analysis.

2.3. Intonational Description

Since our study compares intonation in different languages (Austrian German and
SSBE) and in different groups (monolinguals versus bilinguals), it is essential to use the
same system of intonational description in each comparison, as we may otherwise not be
comparing like with like. As we have seen earlier, language-specific annotation systems
have emerged that are grounded in the AM framework. These not only differ in their
labelling conventions but are also often based on different underlying assumptions. The
most crucial difference concerns assumptions about the left-headedness or right-headedness
of bitonal pitch accents. Whereas left-headed systems see the pitch movement as starting on
the accented syllable, and therefore account for the movement from the accented syllable
onwards (e.g., Féry 1993 and Peters 2018, for German; Grabe 2004 and Grabe et al. 2000,
for British English), right-headed systems see the movement towards an accented syllable
as important (e.g., Baumann et al. 2000 for German; Beckman and Pierrehumbert 1986
and Beckman et al. 2005, for American English). These two approaches are sometimes
respectively referred to as “off-ramp” versus “on-ramp” analyses (Gussenhoven 2004,
pp. 127–28). Using two systems with different underlying assumptions in our study
would unnecessarily complicate the comparison of the different languages and groups. We
therefore decided to base the labels in our study largely on the tonal labels from Grabe’s
(2004) IViE system, which, in turn, is modified from Gussenhoven’s (1983, 2004) left-headed
approach to the description of English and Dutch intonation. This system was deemed
particularly suitable because it has been extensively used in previous studies of intonational
varieties of British English (Grabe 2004; Grabe et al. 2000) and German (Peters 2018) and has
also successfully been used in a cross-language comparison of the two languages (Grabe
1998).

All data were thus transcribed using the same pool of labels, although not all labels
were used for each language, sentence type, or participant group, as will become clear in
the Section 3. These labels were found to suffice for a description of our data from the two
languages and groups under investigation. A list of the labels that were used for pitch
accents (panel a) and boundary tones (panel b) in our analysis is given in Table 1, along
with a short description and schematic representation of their common shape.
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Table 1. Labels used in our study, along with a description and schematic representation. Panel (a)
lists the pitch accents and accent modifications. Panel (b) lists the boundary tones. The grey parts
represent metrically strong (accented) syllables; the white parts represent unstressed syllables.

Panel (a): Pitch Accents

Pitch Accents Description of Commonly Observed Shape Schematic Representation

H*L
High fall: a high tonal target on accented syllable

followed by a low tonal target. The fall starts on the
same or immediately following syllable

!H*L

Downstepped fall: a high tonal target on accented
syllable followed by a low tonal target, which is

downstepped to a lower level compared to preceding
high targets

H*
High level: a high tonal target on accented syllable

which remains high until the following high tonal target

!H*

Downstepped high: a high tonal target on accented
syllable which is downstepped to a lower level

compared to preceding high-level targets. The contour
remains at this level until the following high tonal target

L*H
Low rise: a low tonal target on accented syllable

followed by high tonal target. The rise takes place in the
same or immediately following syllable.

H!H*L

Early peak: a high tonal target that is associated with a
metrically weak syllable immediately preceding the

accented syllable. The accented syllable itself is falling
or low.

Panel (b): Boundary Tones

Boundary Tones Description

%H or %L High/low beginning of intonational phrase (IP)

H% or L% Rising/low ending of IP

The intonation labelling was conducted by one main annotator, who is trained in
IViE-style transcriptions. Annotations were inserted into Praat (Boersma and Weenink
2022) and were based on a combination of an auditory and visual inspection of the data,
giving initial priority to auditory impressions. Intermediate phrase boundaries were
determined on the existence of a pause, lengthening, or pitch reset, or a combination of
these cues. After an annotation of the first set of repetitions of all sentences and speakers, a
second annotator, also trained in intonation labelling, went through the annotated data,
and identified possible disagreements. These were discussed and resolved, after which
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the main annotator proceeded with annotating the second set of repetitions. In order to
establish inter-annotator consistency, 35% of the second set of repetitions (given that the
2nd annotator had already seen the first set of repetitions) were annotated by a second
annotator also trained in intonation labelling, after which inter-annotator agreement was
calculated by means of Cohen’s κ (Cohen 1960). Agreement on the choice of tonal labels was
0.69, which corresponds according to Landis and Koch (1977) to a “substantial” agreement
strength. In addition, the main annotator also re-labelled 12% of the data she had already
annotated. Intra-rater agreement strength (Cohen’s κ: 0.92) on the choice of tonal events
corresponds to an “almost perfect” agreement—again following Landis and Koch (1977).
As these agreement levels are within the same order of magnitude as inter-rater and intra-
rater agreement for other studies using AM based annotation systems (cf. Breen et al. 2012;
Escudero et al. 2012; Yoon et al. 2004), we therefore proceeded with the labels provided by
the main annotator. An example of our annotations is shown in Figure 2.

Figure 2. Example of a sentence produced by one of the SSBE speakers, annotated for intonation. Tier
1 shows the labels for boundary tones and pitch accents. Tier 2 shows the orthographic transcription.
Tiers 3 and 4 show IPA transcriptions and delimination of the syllables and segments, respectively.

2.4. Measures and Analysis

All recordings were digitized at 16 kHz. The audio recordings were automatically
segmented and labelled, using the orthographic prompts used for the recordings, in Web-
Maus, a web application that aligns recordings to their corresponding orthographic texts
by means of text-to-phoneme conversion and forced-alignment algorithms (Kisler et al.
2017). The resulting phonetic segment boundaries were checked and hand-corrected where
needed.

A number of measures was used to examine the production of the various dimensions
of intonation. These measures were examined in the whole corpus, except for measures of
alignment and sentence-internal continuation, which were examined only in the statements
and sentences containing sentence-internal continuation, respectively (see below). To test
the systemic and frequency dimensions, the labels for pitch accents and boundary tones
were compared between the groups of speakers and sentence types. For the realizational
dimension, we examined two aspects of phonetic implementation for which cross-language
differences are reported between SSBE and Austrian German, namely pitch range and
alignment (how pitch accents are lined up with segments in time). Therefore, these are
likely candidates for L2-induced changes to L1 speech in the realizational dimension of
intonation. We used Praat (Boersma and Weenink 2022) to calculate measures of pitch range
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and alignment. For pitch range, we measured f0 in our corpus, with a pitch range setting of
50 to 400 Hz for males and 75 to 560 Hz for females, i.e., for both genders in a three-octave
range, by means of the “To pitch (ac). . . ” routine in Praat. The parameter octave-jump cost
was increased to 0.5 in order to penalize large frequency jumps; all other settings were left
at default values for this routine. We then used a Praat script to obtain the speaker-specific
90% pitch range, i.e., the difference between the 95th and 5th percentile of the measured
pitch range in semitones. As mentioned above, alignment was measured in the statements
(N = 96) of our corpus. These statements, some of which were taken from Atterer and Ladd
(2004), were designed to elicit a pitch rise on the first content word. In order to ensure that
a prenuclear rise was elicited on the test word, care was taken to use “either an adjective
followed by a noun, or a noun followed by a genitive construction” (Atterer and Ladd
2004, p. 182). In all cases, the stressed syllable of the test word was always preceded and
followed by two or more unstressed syllables. While this construction generally attracted
a prenuclear rise on the test word and a nuclear accent on the following noun, in some
cases the following noun was deaccented. These cases (N = 5) were discarded. In the
remaining 91 sentences, we measured the alignment of the start and end of the prenuclear
rise. For the alignment of the start of the rise, the distance in milliseconds (ms) between the
beginning of the initial consonant of the test word bearing the prenuclear accent (labelled
as C0) and the start of the prenuclear rise was measured. For the alignment of the end
of the rise, the distance between the end of the prenuclear rise and the start of the vowel
of the post-accentual syllable (labelled as V1) was taken as our measure. Figure 3 shows
an example of the alignment measures in one of the test words in our corpus. As the use
of sonorants in the test syllables ensured a relatively smooth f0 trace, it was generally
unproblematic to locate the local f0 peaks and valleys.

Figure 3. Example of the alignment measures in the test word monosyllabic in our corpus (extracted
from the utterance “I need a monosyllabic word for my crossword puzzle”). Tier 1 shows the start
(L) and end of the rise (H). Tier 2 shows the start of the initial consonant (C0) and vowel (V0) of
the test word bearing the prenuclear accent, the start of the consonant (C1) and vowel (V1) of the
post-accentual syllable, and the end of the post-accentual vowel (C2). Tier 3 shows the orthographic
transcription. Tiers 4 and 5 show IPA transcriptions and delimination of the syllables and segments,
respectively.
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Finally, in order to test the semantic dimension, we examined how sentence-internal
continuation is signalled in our groups of participants. Previous studies have argued that
English and German differ in how they signal sentence-internal continuation, with German,
including Austrian German (Moosmüller et al. 2015), favouring a rising pitch accent (L*H)
and English speakers typically employing a falling (H*L) pitch accent (see Chen 2007, for
an overview). Therefore, we used the labels for nuclear pitch accents and the frequency
with which they occur at the end of the first intonational phrase (e.g., in the sentence
‘Do you like Malaga or Malta best?’ we investigated the nuclear pitch accents occurring in
the intonational phrase ‘Do you like Malaga’) in all the sentences with sentence-internal
continuation in our corpus (N = 94) as our measure for examining differences between the
groups in the semantic dimension.

3. Results

3.1. Systemic Dimension

Based on the existing literature, we expected that the inventory of pitch accents and
boundary tones in SSBE and Austrian German would be very similar (Grabe 1998), with
the exception of the early peak which is reported to be present in Austrian German (Schmid
and Moosmüller 2013) but not in SSBE (Grabe 2004). This is indeed what we found when
we compared all prenuclear and nuclear pitch accents and boundary tones used in our
corpus. Both SSBE and AUT groups used the pitch accents H*L, !H*L, H*, !H* and L*H,
as well as high and low initial (%H, %L) and final (H%, L%) boundary tones. The only
cross-language difference was found in the use of H!H*L (early peak), a pitch accent which
was present in the AUT speakers’ inventory but not in that of the SSBE monolinguals. In
terms of their distribution across the different sentences types, we found that all pitch
accents occurred in each sentence type (albeit to a different extent, as will be reported in
Section 3.2), except for H!H*L which was only used in questions. As both monolingual
groups used H*L, !H*L, H*, !H*, L*H, and initial and final high and low boundary tones, it
is no surprise that these pitch accents and boundary tones are also used by the BIL group
and, just as in the two monolingual groups, also occurred in each sentence type. However,
the BIL group’s L1 inventory was found to also contain the early peak (H!H*L), a pitch
accent which is not used by the SSBE monolingual group. Similar to the monolingual AUT
speakers, the early peak was only used in questions.

As there is a suggestion in the literature that there may be a gender-specific distribution
in the use of early peaks (H!H*L) in Austrian German, we checked whether this was the case
in our data. As mentioned above, early peaks were only used in questions. We therefore ran
Chi-Square tests in the question data only with percentage of occurrences of H!H*L (i.e., H!H*L
as opposed to non-H!H*L) as dependent variable and gender as independent variable,
separately for the AUT and BIL groups. This showed no effect of gender, neither for the
AUT group (χ2[1] = 0.19, n.s.) nor the BIL group (χ2[1] = 0.29, n.s.). While the bilingual
speakers used early peaks to a lesser extent than the Austrian speakers did (as will be
discussed in more detail in the next section), its use was not restricted to just a few bilinguals
but used across all speakers.

3.2. Frequency Dimension

We first established whether the overall number of pitch accents was the same across
the speaker groups: we ran an ANOVA9 with the number of pitch accents per speaker and
group as dependent variable and speaker group (levels: SSBE, BIL, and AUT) as independent
variable. This revealed that the groups differ in the overall number of pitch accents used
(F[2,21] = 7.9, p < 0.01). Post-hoc pairwise t-tests with Bonferroni correction revealed,
however, that AUT speakers have a lower number of pitch accents than the SSBE (p < 0.05)
and BIL (p < 0.05) speakers, but that there is no significant difference in the number of pitch
accents between SSBE and BIL speakers. We then proceeded with examining the frequency
with which the pitch accents and boundary tones were used by the three groups of speakers.
Figure 4 shows the overall frequency of use of the pitch accents and boundary tones in the
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whole corpus by the three groups of speakers. It can be seen that the overall frequency of
use of some pitch accents and boundary tones differs between the groups. In particular,
SSBE speakers produced more falling (H*L and !H*L taken together) than rising (L*H) pitch
accents (71.7 % vs. 4.2%), whereas the reverse was true for AUT-controls (20.7% versus
54.6%). This was found to be significant in a Chi-Square test with percentage of pitch accent
(i.e., percentages of falling and rising pitch accents) as dependent variable, and speaker group
(as above) as independent variable (χ2[2] = 71.4, p < 0.001). Post-hoc pairwise Chi-Square
tests with Bonferroni-correction (correction factor 3 for the three tests) showed that falling
and rising pitch accents were used in different amounts in SSBE vs. AUT (p < 0.001), SSBE
vs. BIL (p < 0.001), and in AUT vs. BIL (p < 0.01). The level pitch accents (H* and !H* taken
together) were produced to a greater extent by the SSBE (24.1%) than by the AUT speakers
(10.8%), and BIL speakers’ frequency of use is intermediate between that of the SSBE and
the AUT speakers (at 17.7%). The early peak (H!H*L) was used by the AUT speakers in
13.8% of cases, whereas it did not occur in the SSBE speakers, and the BIL speakers were
found to produce it in 8.7% of their utterances. A Chi-Square test with percentage of pitch
accent (i.e., percentages of falling (H*L and !H*L), rising (L*H), level (H* and !H*), and
early peak (H!H*L) pitch accents) as dependent variable and speaker group as independent
variable confirmed that the frequency of use for the four pitch accent categories were
generally very different for the three speaker groups (χ2[6] = 90.2, p < 0.001). Post-hoc tests
with pair-wise comparisons (with Bonferroni-correction, i.e., with a Bonferroni factor of 3,
due to the three pair-wise comparisons) of the speaker groups showed highly significant
differences between BIL and SSBE and AUT and SSBE speaker groups (p < 0.001 each), and
significant differences between BIL and AUT speakers (p < 0.05).

Figure 4. Overall frequency of use of pitch accents (panel a) and boundary tones (panel b) by the
three groups of speakers.

As for the boundary tones, we found that SSBE speakers typically started (in 80.0% of
the cases) their intonation phrases with a low boundary tone at the start of their intonation
phrases (%L), whereas the speakers in the AUT group mostly used a high boundary tone
(75.6%) at the start of their intonation phrases (%H). The BIL speakers’ frequency of use
of initial boundaries was found to be in between those for the two monolingual groups,
with 44.6% use of a high boundary tone (%H) and 55.4% use of a low boundary tone (%L)
at the start of their intonation phrases. These differences were found to be significant in a
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Chi-Square test with percentage of high and low initial boundary tones as dependent variable
and speaker group (χ2[2] = 62.4, p < 0.001). Post-hoc tests with Bonferroni correction revealed
that all three pairwise speaker group comparisons showed significant differences (BIL vs.
SSBE: p < 0.01, BIL vs. AUT and SSBE vs. AUT: p < 0.001). A Chi-Square test with percentage
of high and low final boundary tones as dependent variable and speaker group showed no
significant differences in the frequency of use of the boundary tones at the end of intonation
phrases (χ2[2] = 0.4, n.s.), with a nearly 50/50 split for all three groups (SSBE: 44.7% H% vs.
55.3% L%; BIL: 47.2% H% vs. 52.8% L%; AUT: 49.2% H% vs. 50.8% L%).

We also observed differences in the frequency of use of the intonational primitives
across sentence types. Due to the limits on article length, we restricted our analysis of the
intonational primitives in the different sentence types to an analysis of nuclear accents.
Table 2 shows the nuclear accents in each sentence type and participant group. In statements,
the most frequently used nuclear pitch accent by all three groups is that of H*L (SSBE 96.9%,
AUT 82.9%, BIL 90.9). AUT speakers additionally use L*H (in 14.3% of statements), whereas
this nuclear pitch accent does not occur in the statements produced by SSBE speakers. The
BIL speakers, on the other hand, use the nuclear accent L*H in their English nearly as often
(in 9.1% of statements) as AUT speakers use it in their German statements. A Chi-Square
test with percentage of nuclear pitch accents (i.e., with the percentages of H*L, L*H, and H*)
as the dependent variable and speaker group showed a significant effect of speaker group
(χ2[4] = 20.7, p < 0.001). Pairwise comparisons showed that BILs and AUTs did not show
significantly different use of tonal categories (the other two pair-wise comparisons, i.e.,
SSBE vs. BIL and SSBE vs. AUT, resulted in (Bonferroni-corrected) p < 0.001).

Table 2. Nuclear accents and their usage in % by SSBE, BIL, and AUT speakers in statements (ST),
wh-questions (WHQ), yes/no questions (YNQ), declarative questions (DQ), and sentence-internal
continuation (CONT).

NUCLEAR ST WHQ YNQ DQ CONT

ACCENT SSBE BIL AUT SSBE BIL AUT SSBE BIL AUT SSBE BIL AUT SSBE BIL AUT

H*L 96.9 90.9 82.9 96.7 78.1 9.4 96.8 29.4 0 84.4 15.7 0 46.9 12.5 0
H!H*L 0 0 0 0 12.5 31.3 0 38.2 62.5 0 78.1 71.9 0 0 0

H* 3.1 0 0 0 0 0 0 0 0 15.6 3.1 0 0 0 0
L*H 0 9.1 14.3 3.2 9.4 59.3 3.2 32.4 37.5 0 3.1 28.1 53.1 87.5 100

In wh-questions, both monolingual groups use the falling nuclear accent H*L, but
to a very different degree. While SSBE speakers use it in nearly all of the wh-questions
that were produced (96.7%), AUT speakers use it in just 9.4% of cases. The BIL speakers
use considerably more falling nuclear accents than the AUT speakers, but less than the
SSBE speakers (78.1%). Early peaks (i.e., H!H*L) were not observed in the wh-questions
produced by the SSBE speakers, but are used in nearly a third of the cases (31.3%) by the
AUT speakers. Despite this nuclear accent not being part of the L1 English inventory, the
BIL speakers used it in 12.5% of cases, albeit to a lesser extent than the AUT speakers.
Again, a Chi-Square test with dependent variable percentage of nuclear pitch accents (i.e., with
the percentages of H*L, L*H, and H!H*L) and independent variable speaker group showed
a significant effect of speaker group (χ2[4] = 181.8, p < 0.001); all three post-hoc pairwise
comparisons with Bonferroni correction resulted also in p < 0.001).

In yes/no-questions, we again see clear and—as shown by a Chi-Square test—significant
differences in percentage of nuclear pitch accents (the dependent variable with, in this case,
the following three categories: H*L, L*H, and H!H*L) (χ2[4] = 204.4, p < 0.001) between the
three speaker groups. Where the most frequent nuclear accent is H*L in the SSBE speakers
(with a frequency of use of 96.8%), it is not used at all by AUT speakers, and the BIL
speakers are, again, in-between (with a frequency of use of 29.4%). The reverse is true
for the early peaks H!H*L, which is the most frequently used nuclear accent in yes/no
questions by the AUT speakers (62.5%), but not used at all by the SSBE speakers, with the
BIL speakers in-between the two monolingual groups (38.2%). In addition to their use
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of H!H*L, the AUT speakers also use L*H, although with 37.5% it is used less often than
H!H*L. SSBE speakers use L*H in yes/no questions on occasion (3.2%), whereas the BIL
speakers use it almost as often as the AUT speakers (32.4%). Post-hoc tests with Bonferroni
corrections, comparing speaker groups in pairs (i.e., SSBE vs. AUT, SSBE vs. BIL, and BIL
vs. AUT), showed highly significant differences between all three pairwise tests (p < 0.001
each). In order to test as to whether there was a difference between the use of L*H vs. all
other tonal categories in this context (H*L and H!H*L) combined, we conducted another
Chi-Square test, with the dependent variable percentage of nuclear pitch accents (L*H vs.
non-L*H) and independent variable speaker group, which showed an effect of speaker group
(χ2[4] = 204.4, p < 0.001). Pairwise post-hoc comparisons showed significant differences for
SSBE vs. AUT and SSBE vs. BIL, but not for AUT and BIL speakers (χ2[1] = 0.4, n.s.).

In declarative questions we again find a clear effect of speaker group in a Chi-Square
test with dependent variable percentage of nuclear pitch accents (categories: H*L, H!H*L, L*H,
and H*) (χ2[6] = 263.7, p < 0.001). Pairwise comparisons for SSBE vs. BIL, SSBE vs. AUT,
and BIL vs. AUT showed highly significant differences for each (p < 0.001 each). In 28.1%
of the cases, AUT speakers use a L*H nuclear accent in declarative questions, whereas L*H
is not present in this type of questions of SSBE speakers. The BIL speakers show minimal
use of L*H in declarative questions (3.1%). While H*L is the most frequently used nuclear
accent by SSBE speakers (84.4%), it is not used at all by the AUT speakers, and the BIL
speakers have a frequency of use that is in-between the two monolingual groups (15.7%).
Instead of a H*L, AUT speakers’ most frequently used nuclear accent is H!H*L (71.9%),
a nuclear accent which is not used at all by the SSBE speakers. The H!H*L is also the
most frequently used nuclear accent by the BIL speakers, with frequency of use patterns
that are even slightly higher (78.1%) than those of the monolingual AUT speakers, i.e.,
overshooting the AUT norm. We also wanted to test whether there were speaker group
related differences between the early peak (H!H*L) use and the use of all other categories
combined. To test this, we conducted a Chi-Square test with speaker group and dependent
variable percentage of nuclear pitch accents (H!H*L vs. non-H!H*L), which revealed significant
results (χ2[2] = 150.8, p < 0.001). Post-hoc comparisons with Bonferroni correction showed
that this difference is significant for SSBE vs. AUT and SSBE vs. BIL (each p < 0.001), but
not for BIL vs. AUT (χ2[1] = 0.72, n.s.).

Finally, while it can be seen that the L*H is the only nuclear accent used by AUT
speakers in sentence-internal continuations, SSBE speakers alternate between a L*H and a
H*L nuclear accent (in 53.1% vs. 46.9% of cases, respectively). Once again, BIL speakers
were found to show patterns of use in their L1 that are in-between the monolingual groups,
with 87.5% usage of L*H (i.e., a much higher frequency of use than that of monolingual
SSBE speakers) and 12.5% usage of H*L (much lower than that of the monolingual SSBE
speakers). We tested this difference statistically by means of a Chi-Square test with speaker
group and the dependent variable nuclear pitch accents (H*L vs. L*H) and found it to be
statistically significant (χ2[2] = 74.3, p < 0.001). All three pairwise-comparisons (AUT vs.
SSBE, SSBE vs. BIL, and AUT vs. BIL) were also highly significant (p < 0.001 each).

3.3. Realizational Dimension

We then analyzed two aspects of the realizational dimension of intonation, i.e., pitch
range and prenuclear alignment. Based on the literature, we expected pitch range to be
wider in SSBE than in AUT speakers, and the BIL speakers to be somewhere in between.
The mean values for the 90% pitch range in semitones by the three groups shown in Figure 5
appear to confirm this. We ran an ANOVA with 90% pitch range as the dependent variable
and speaker group (as above) as independent variable. No significant effect of speaker group
was found (F[2,21] = 2.0, n.s.). Subsequent post-hoc t-tests with Bonferroni correction also
revealed no statistically significant pairwise difference between the group pairs, although
there are tendencies for AUT vs. BIL and for AUT vs. SSBE.
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Figure 5. 90% pitch range in semitones of the three participant groups.

For alignment, two one-way ANOVAs with speaker group (SSBE, BIL, AUT) as indepen-
dent variable were run, one with the start of the rise (measured as the temporal difference
between the start of the rise and the initial consonant of the syllable bearing the prenuclear
accent) as dependent variable, and the other with the end of the rise (measured as the
temporal difference between the end of the rise and the beginning of the post-accentual
vowel) as dependent variable. Results are plotted in Figure 6a,b, respectively. For align-
ment of the start of the rise, it was confirmed that the differences were highly significant
(F[2,21] = 64.4, p < 0.001). Post-hoc t-tests with Bonferroni-correction showed significant
differences between the monolingual SSBE and monolingual AUT groups (p < 0.001), be-
tween SSBE monolinguals and BIL (p < 0.001), and between the AUT and BIL (p < 0.01)
groups. On average, SSBE controls start their prenuclear rises 9.8 ms after the consonant
onset (C0) of the accented syllable, whereas AUT controls start the rises well into the
accented vowel (137.3 ms after C0). The BIL speakers show intermediate values, with an
alignment of 78.8 ms. For alignment of the end of the prenuclear rise (measured as the
temporal difference between H and V1), we found no significant differences between the
three speaker groups (F[2,21] = 2.2, n.s.).10
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Figure 6. Alignment of (a) the start (L) of the rise in relation to the initial consonant of the syllable
bearing the prenuclear accent (C0); and (b) alignment of the end (H) of the rise in relation to the start
of the post-accentual vowel (V1) in ms for the three groups of speakers.

In addition to the planned analyses of pitch range and prenuclear alignment, we
decided to also investigate a third aspect of phonetic realization, i.e., how the early peak
(H!H*L) was realized. According to the LILt, building on assumptions from the SLM(-r),
an L2-on-L1 effect is likely to be completely absent when a pitch accent is part of the
inventory of the L2 but not the L1. Yet, our results showed that the BILs in our study used
the H!H*L in their L1, despite the fact that this particular pitch accent was completely
absent from the tonal inventory of the monolingual SSBE control group. While this suggests
that the bilinguals may have fully transferred the L2 category into their L1, it is possible,
as suggested by the SLM(-r) and LILt, that it may be realized differently from how it is
realized by monolingual speakers because of a need to maintain contrast within a shared
phonetic space. For this particular pitch accent, however, we think this scenario is unlikely
given that a pitch accent where the pitch maximum is reached on a metrically weak syllable
immediately preceding the accented syllable makes it sufficiently different from any other
existing categories in the L1-L2 shared phonetic space, and therefore a need to ‘exaggerate’
its realization seems unnecessary. However, to make sure, we decided to nevertheless
examine whether there were possible realizational differences between early peaks in the
AUTs’ Austrian German productions and the early peaks in the BILs’ English productions.
This was examined by calculating the f0 differences (in semitones) between the metrically
weak syllable bearing the early peak (measured as the mean f0 value in this syllable) and
the following accented syllable (again, measured as the mean f0 in this syllable). Given
the tendencies for differences in general pitch range between the BIL and the AUT groups
reported above, we normalized the H!H*L ranges for their speaker-specific pitch range
by expressing the f0 differences (in semitones) as a proportion of the same speakers’ pitch
range (also in semitones). Figure 7 shows a comparison of the normalized early peak ranges.
A t-test revealed no significant differences between the groups in the normalized early peak
ranges (t[12.7] = 1.4, n.s.). In other words, no differences between the BILs’ realization of
H!H*L in their L1 and the realization by AUT speakers were found, suggesting that the
BILs have fully transferred this L2 category into their L1.

208



Languages 2022, 7, 241

Figure 7. Downward f0 change in H!H*L pitch accents, normalized to speaker-specific pitch ranges.

3.4. Semantic Dimension

Based on the literature discussed earlier, we expected SSBE speakers to show a pref-
erence for a falling pitch accent to indicate sentence-internal continuation, AUT speakers
to prefer a rising pitch accent, and the BIL speakers to be intermediate between the two
monolingual groups. A Chi-Square test with percentage of use of falls or rises as dependent
variable, and with the three speaker groups as independent variable showed significant
cross-language differences (χ2[1] = 74.3, p < 0.001). These confirmed that whereas AUT
speakers show a preference for the use of L*H (100%), the SSBE-controls used rises and
falls in approximately equal measure (53.1% L*H vs. 46.9% H*L). The BILs were once again
in-between both monolingual groups with 87.5% L*H and 12.5% H*L (cf. also Table 2 in
Section 3.2). Post-hoc chi-squared tests with Bonferroni correction showed that all three
pairwise comparisons were significant (SSBE vs. BIL and SSBE vs. AUT: p < 0.001, AUT vs.
BIL: p < 0.01).

4. Discussion

This study aimed to gain a better understanding of the plasticity of native language
intonation due to long-term immersion in an L2-speaking environment. To this end, we
examined the four dimensions of intonation in the LILt proposed by Mennen (2015) in the
read L1 speech of late English–Austrian sequential bilinguals who emigrated to Austria
in adulthood. As such, this study is the most comprehensive investigation of L1 attrition
of intonation, as no previous studies have considered whether and how L1 modifications
manifest in all dimensions of intonation. The results revealed widespread L2-induced
influences on the L1 intonation of the bilinguals in each dimension of intonation and in
each sentence type, although the extent of the L2-on-L1 effect varied. The form the observed
L1 modifications in intonation took was consistently one of assimilation, with intermediate
values between the L1 and the L2, or complete assimilation to L2 properties. We will
consider the implications of these findings below.

First, let us consider the pervasiveness of the L2-on-L1 effect and the fact that it
was evidenced on each dimension of intonation. The LILt assumes that cross-language
influences in intonation are—at least to some extent—influenced by the existence of cross-
linguistic differences in the intonation systems of the L1 and L2, such that no L2-on-L1 effect
would be expected where there are no cross-language differences. This is confirmed by the
results, which suggest that the extent of the L2-on-L1 effect largely depends on the degree
of cross-language differences. Without exception, wherever the L1 and L2 showed cross-
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language differences, an L2-on-L1 effect was found in the bilinguals’ first language, and this
was apparent in both pitch accents and boundary tones. That is, the L2-on-L1 effect for the
boundary tones was restricted to the frequency of use of high (%H) and low (%L) boundary
tones at the start of their intonation phrases, reflecting the cross-language differences that
only occurred in initial boundary tones. For pitch accents, the L2-on-L1 effect was restricted
to just one pitch accent (the early peak) on the systemic dimension, whereas the effect was
more pervasive on the frequency and realizational dimension and in some sentence types
compared to others, reflecting the extent of cross-language differences. The findings of our
study therefore confirm that LILt’s method of classifying and characterizing cross-language
intonation differences on four intonation dimensions is not only an effective method for
predicting where cross-linguistic influences in the L2 are likely to occur (Albin 2015; Busà
and Stella 2015; Graham and Post 2018; Pešková 2020; Sanchez 2020; Schauffler 2021) but
can also predict where L2-induced influences in L1 intonation may be likely.

Let us now turn to the form of the observed L1 modifications in intonation. Based on
assumptions from the LILt and the SLM(r), we predicted that the form L1 modifications
would take would depend on whether the cross-language differences in intonation are
categorical or gradient in nature, with gradient aspects being more vulnerable to cross-
language influences than categorical ones (Graham and Post 2018; Jun and Oh 2000; Mennen
et al. 2010; Sanchez 2020). We hypothesized that when cross-language differences are
gradient, bilinguals are likely to identify them as variants or ‘allotones’ of the L1 tonal
category. This would result in the L2-on-L1 effect to be one of assimilation. This is
indeed what we found: the L2-on-L1 effect observed for the gradient cross-language
differences in our study was consistently one of assimilation. While we have no data for
how the bilinguals actually produced related tonal categories in their L2, the occurrence
of assimilatory L2-on-L1 effects suggests that the bilinguals are likely to have merged
the gradient cross-language differences between the L1 and L2 into a composite L1-L2
phonetic category, given that cross-language influences “provide a reflex that is diagnostic
of L2 category formation or its absence” (Flege and Bohn 2021, p. 42). The values that
we found for gradient aspects of intonation were sometimes half-way between the two
monolingual control groups, other times closer to the L1 or approximating the L2 norms,
reflecting different degrees of the L2-on-L1 effect. Interestingly, in a few cases we found
that the bilingual’s frequency of use fell within the Austrian German monolingual norms,
suggesting that the bilinguals had fully merged the L1 and L2 properties. This was found
for the frequency of use of nuclear rises (L*H) in statements and yes-no questions, and the
use of early peaks (H!H*L) in declarative questions, where the bilinguals were found to use
these pitch accents in English as often as the monolingual Austrian controls did in Austrian
German. Full assimilation has also been reported for segments, although it is considered
to be unusual. For instance, de Leeuw et al. (2018b) present a case of a German-English
bilingual whose realization of the L1 rhotic had assimilated entirely into the monolingual
norm of the English retroflex. While this was presented as a case of “extreme phonetic
attrition” (de Leeuw et al. 2018b, p. 163) caused by prolonged reduced L1 use, our results
suggest that it may not be as unusual as previously thought, at least not for intonation.
Possible reasons for why full merging may have been observed in our data will be explored
below.

For categorical cross-language differences, the LILt assumes that bilinguals are likely
to establish a new L2 category as long as it is sufficiently different from any other category
available in the L1, as would be the case when a category is part of the inventory of the L2
but not the L1. The only categorical cross-language difference between Austrian German
and SSBE is on the systemic dimension and concerns the early peak (H!H*L), which is
present in the inventory of monolingual Austrian German speakers but is not used by the
monolingual SSBE speakers. The early peak is different from any other pitch accents in
Austrian German and SSBE due to the association of a high tone with a metrically weak
syllable immediately preceding the accented syllable. This particular language-specific
tune-text association, where a high tone occurs on an a metrically weak syllable preceding
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the syllable that is actually accented, is thought to be unusual in most Western European
languages (Ladd 1996; Mennen 2015), although it also occurs in German German. Given
this difference from any other pitch accents in the bilinguals’ L1, we expected that the early
peak would not be identified by bilinguals as an instance of one of their already existing L1
pitch accents, and we therefore assumed that there would be no L2-on-L1 effect. To our
surprise, all bilinguals in our study transferred the early peak into their L1, although they
used it significantly less often than the monolingual Austrian German controls. Moreover,
a comparison of the phonetic realization of early peaks by the bilingual speakers in their L1
and the early peaks produced by the monolingual Austrian German speakers in our study
showed no significant differences in phonetic realization. This suggests that the early peak
has been transferred fully into the L1 of the bilingual speakers.

Even so, why did the bilingual speakers transfer the early peak into their L1 in the
first place? Neither the LILt nor the SLM(-r) can explain this in the current version of these
models. Perhaps Markedness Theory can provide a possible explanation. The Markedness
Differential Hypothesis (Eckman 1977) proposes that aspects from the L2 that are different
and marked, i.e., infrequent in the world’s languages, will pose more difficulties for L2
learners than aspects that are different but less marked. Conversely, “those forms that
are less marked in the L2 are more likely to replace more marked forms in the L1” (Gürel
2004, p. 54). As, according to Ladd (1996) and Mennen (2015), a tonal target on a metrically
weak syllable such as in the early peak (H!H*L) is unusual in West European languages,
it may therefore be more marked than other pitch accents. Yet, the marked early peak is
transferred to the bilinguals’ L1. We therefore conclude that typological markedness cannot
explain our findings.

Perhaps we need to consider the possibility that L1 attrition of intonation is just
different from what is typically observed in L1 attrition at the segmental level. While we
occasionally may observe full merging at the segmental level when the L2 and L1 differ
in gradient aspects of their pronunciation, full assimilation of categorical differences, i.e.,
where the L2 is sufficiently different from any already existing L1 categories, has to our
knowledge never been reported for segments. The equivalent in segmental terms would
be if, for instance, an L2 Welsh learner from England started to use a lateral fricative in
their English. That is not something we consider likely to happen and it therefore suggests
that the process of L1 attrition of intonation is different from that of segments. A possible
explanation may be that intonation is more malleable—more so than segments—because
of its weaker link with orthography as compared to segments. In fact, “intonation allows
for a high degree of variation in the choice and distribution of tonal categories” or their
phonetic realization, due to the fact that noticeable variations may not be perceived as
foreign but only lead to “a slightly different interpretation” (Jilka 2000, p. 58). This would
allow bilinguals more flexibility in the use of L2 pitch accents in their L1.

It is therefore not unreasonable to assume that the bilingual speakers in our study may
have transferred the early peak to fulfil a semantic or pragmatic function that is expressed
in the L2 but not the L1. We found that the monolingual Austrian German speakers used
the early peak only in questions. In fact, when inspecting the use of early peaks in the
different question types (see Table 2), we see that it is used increasingly more frequently
when the number of syntactic and/or lexical markers of interrogativity in the question
types decreases. In questions with a question word and inversion (WHQs), i.e., where there
are two lexical/syntactical markers of interrogativity, the early peak is used least often
(31.3%). In questions with inversion (YNQs), which is another marker of interrogativity, the
early peak is used more often (62.5%). In declarative questions (DQs), where no lexical or
syntactical markers of interrogativity are present, the early peaks are most frequently used
(71.9). The same is true for the bilinguals, who also use early peaks least often in WHQs
(12.5%), followed by YNQs (38.5%), and use it most often in DQs (78.1%). This suggests
that, just like the monolingual Austrian German speakers, the bilingual speakers may be
using the early peak as a marker of interrogativity, and that its use may be constrained
by the number of other (i.e., syntactic or lexical) markers of interrogativity present in an
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utterance (see Haan 2002, for a similar discussion on the trade-off between prosodic and
syntactic and/or lexical markers of interrogativity). It is possible that bilingual speakers
may have felt the need to mark these degrees of interrogativity in their L1 due to immersion
in an L2 environment. This may also explain why the frequency of occurrence of early
peaks in DQs by the bilinguals is on a par with that of the monolingual Austrian speakers.
We are, however, unsure what could explain the equal frequency of use of rises (L*H) in
the statements and YNQs of the bilinguals and monolingual Austrian speakers. Unlike the
early peak, the L*H is not used exclusively in questions. Therefore, it is not—at least not on
its own—a marker of interrogativity. While it is possible that there is a specific semantic or
pragmatic meaning that is associated with the use of L*H in statements and YNQs that the
bilinguals have attempted to transfer to their L1, further research is needed to explore what
particular meaning this is and to what extent it differs from L*H in other sentence types.

Our study highlights a few areas that are in need of further research. We deliberately
did not investigate the influence of predictor variables (such as AoA, LoR, L2 proficiency,
amount of L1 use, and amount of L2 use, etc.) on L2-induced influences in L1 intonation,
as a full exploration of their role would require larger participant numbers and datasets
than were currently available. We know virtually nothing on how L2-induced changes to
prosodic aspects of L1 pronunciation (or segmental features for that matter) are related
to the production of similar features in the L2, how such influences progress over time
(but see Kornder and Mennen 2021) and which factors may influence their occurrence.
For instance, would assimilation be more apparent in bilinguals who have only recently
moved to an L2-speaking country? Can we expect more frequent use of early peaks in
bilinguals with high L2 proficiency? Such questions highlight the need for controlled
studies into the effect of predictor variables on L2-induced influences on L1 intonation in
its various dimensions. In addition, our study investigated intonation in read speech as
this gave us control (in terms of, for instance, expected stress patterns, number of pitch
accents, or phonetic content) over the utterances that we intended to compare within and
between languages. Intonation in read speech is, however, different from intonation in
spontaneous speech (e.g., Blaauw 1994; Howell and Kadi-Hanifi 1991; Laan 1997) and
future studies are necessary to investigate to what extent L2-induced influences are also
found in spontaneously produced L1 intonation. Another aspect that may need further
investigation is the extent to which the typological relationship between the bilinguals’ L1
and L2 may influence the observed L2-induced changes in L1 pronunciation. While we
do not assume that languages from different language families necessarily differ more in
their respective phonological features than closely related languages (after all, we also find
considerable cross-language differences in the intonation of the two Germanic languages
under investigation in our study), it would be important to also examine L2-induced
influences in languages with more extensive cross-language differences in intonation. In
particular, it would be interesting to investigate whether more extensive cross-language
differences in the systemic dimension would exert the same effect on the L1 as that observed
in our study, where the categorical cross-language differences on the systemic dimension
were restricted to just a single pitch accent. We assume that when bilinguals use an L2
pitch accent which does not form part of the L1 inventory (such as the early peak), this will
be perceptually salient to native listeners and may contribute to them being perceived as
non-native. It is possible that when more categorical intonation differences are transferred
into the L1, the impression of non-nativeness may increase. However, there are no studies
that directly link listener judgements of non-nativeness to specific L2-induced deviances
from the L1 norm and it remains an open question whether categorical changes contribute
more to the impression of non-nativeness than gradient changes or whether this impression
arises from an accumulation of the various changes that may be present in a bilingual’s L1.

In closing, the present study demonstrates that an individual’s native language intona-
tion system is not protected against L2 influences. In fact, the permeability of L1 intonation
is not restricted to its phonetic realization as might be suggested by previous studies, but is
found to occur across the board, affecting every dimension of intonation. This highlights
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the need for studies that go beyond investigations of just one or two aspects of L2-induced
modifications in L1 speech. Instead, studies should compare a wider range of prosodic
and segmental areas of pronunciation within the same group of individuals. Such studies
will provide a more holistic view of the areas of pronunciation that are susceptible to L1
attrition and those that may be less permeable.
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Notes

1 Note that cross-language interaction in pronunciation is observed in all types of bilinguals (see for instance Amengual 2019),
including simultaneous bilinguals (i.e., individuals growing up speaking both languages since birth), early sequential bilinguals
(i.e., individuals brought up monolingually before attending school in the majority language when they become bilingual), and
late sequential bilinguals (i.e., those individuals who become bilingual after the age of puberty). The focus of this paper is on
cross-language influences in the pronunciation of late sequential bilinguals.

2 In this study, listeners were asked to indicate on which aspects of pronunciation they based their judgement of non-nativeness.
The comments were classified as referring to segmental (pertaining to 64.7% of comments) or prosodic aspects of pronunciation
(pertaining to 35.3% of comments), and then further divided into particular segmental (e.g., specific vowels or consonants) or
prosodic features (e.g., stress, speaking rate, intonation). For prosody, intonation was mentioned most (in 22.4% of the comments),
whereas rhythm/stress and speaking rate were mentioned considerably less often (in 6.9% and 6%, respectively).

3 Note that the SLM originally referred to this as a common “phonological space”. However, in the SLM-r, Flege and Bohn (2021,
p. 21) acknowledge “that use of this term was a misnomer” and now prefer to refer to it as “common phonetic space.” This is also
the term we use in the present paper.

4 The original dimensions proposed by Ladd (1996, p. 119) were meant to describe four types of dialect differences: (1) the phonetic
implementation (‘realizational differences’); (2) the inventory of boundary tones and pitch accents (‘systemic differences’); (3)
the distribution of boundary tones and pitch accents (‘phonotactic differences’); and (4) functionality (‘semantic differences’).
Mennen (2015) adapted them to describe types of cross-language differences in intonation. Therefore, the dimensions in Mennen
(2015) differ from those proposed by Ladd.

5 Some researchers (e.g., Féry 1993; Peters 2018) present this accent type not as a separate pitch accent but as a modification of
the H* or H*L pitch accent which retracts the peak to a preceding syllable, and is used to express additional meaning. In their
view, early peaks are not seen as part of the systemic dimension of intonation but rather belong to the realizational dimension
of intonation. Other researchers (e.g., Baumann and Grice 2006; Grice and Baumann 2002; Niebuhr 2007), however, treat the
early peak as a distinct pitch accent, and thus as belonging to the systemic dimension of intonation. In other words, there
is disagreement as to whether the retraction of the peak results from the same phonological representation or from different
phonological representations. Controversies of this kind are typically resolved by conducting perception experiments and relying
on native speaker intuition in acceptability judgment tasks. Niebuhr (2007) showed that German listeners linked early peaks
(H!H*L, which they represent as H+L* in their framework) to different contexts than medial peaks (H*L, which they represent
as H*), showing that there is a clear meaning differentiation between these pitch accents, thus corroborating the existence of
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separate categories in German intonation. We therefore adopt their interpretation of the early peak as a distinct pitch accent and
treat it as belonging to the systemic dimension.

6 In languages such as English and German, nuclear prominence is typically rightmost, that is the last prosodic word in a phrase
bears the nuclear accent and is therefore the most prominent within that phrase (e.g., Ladd 1996).

7 While this study was on cross-language differences in pitch range between speakers of English (SSBE) and German (Northern
Standard German), it also took linguistic measures linked to pitch accents and boundary tones. Their results showed that the
German speakers more often showed low pitch accents compared to the English speakers.

8 The only exception to this was for the statements where participants read out four different sentences once. This was done
because the statements were also used to test the alignment of prenuclear rises, and we wanted our data to be as comparable as
possible with previously reported data from studies on English and German (Atterer and Ladd 2004; de Leeuw et al. 2012; Ladd
et al. 1999). The total number of sentences per sentence type, however, was the same given that there was one repetition of four
sentences for the statements and two repetitions of two sentences for the other sentence types.

9 Before running ANOVAs or t-tests we always tested whether its requirements were met by testing the normal distribution of the
data by means of a Shapiro-Wilk tests, and using Levene’s Test for Homogeneity of Variance. We will not report this further,
unless requirements were not met.

10 It is sometimes argued that alignment is best expressed as a proportional measure, for instance as a ratio of the accented syllable
(e.g., Silverman and Pierrehumbert 1990). We therefore calculated the alignment of the start of the rise and that of the end of
the rise as a proportion of the syllable duration. This did not change our results. An ANOVA with proportional alignment of L
as dependent variable and speaker group as independent variable showed a significant effect of speaker group (F[2,21] = 80.9,
p < 0.001) and post-hoc t-tests with Bonferroni correction showed significant differences between the monolingual SSBE and AUT
(p < 0.001), between SSBE and BIL (p < 0.001), and between AUT and BIL (p < 0.01). For proportional alignment of H, no effect was
found (F[2,21] = 0.24, n.s.).

References

Albin, Aaron Lee. 2015. Typologizing Native Language Influence on Intonation in a Second Language: Three Transfer Phenomena in
Japanese EFL Learners. Ph.D. dissertation, Indiana University, Bloomington, IN, USA; p. 3715823.

Alharbi, Amirah, Anouschka Foltz, Lisa Kornder, and Ineke Mennen. Forthcoming. L2 acquisition and L1 attrition of VOTs of voiceless
plosives in highly proficient late bilinguals. Second Language Research.

Amengual, Mark. 2019. Type of early bilingualism and its effect on the acoustic realization of allophonic variants: Early sequential and
simultaneous bilinguals. International Journal of Bilingualism 23: 954–70. [CrossRef]

Atterer, Michaela, and D. Robert Ladd. 2004. On the phonetics and phonology of ‘segmental anchoring’ of F0: Evidence from German.
Journal of Phonetics 32: 177–97. [CrossRef]

Baumann, Stefan, and Martine Grice. 2006. The intonation of accessibility. Journal of Pragmatics 38: 1636–57. [CrossRef]
Baumann, Stefan, Martine Grice, and Ralf Benzmüller. 2000. GToBI—A phonological system for the transcription of German intonation.

In Prosody 2000. Speech Recognition and Synthesis. Edited by Stanislav Puppel and Grazyna Demenko. Poznan: Adam Mickiewicz
University, pp. 21–28.

Beckman, Mary E., and Janet B. Pierrehumbert. 1986. Intonational structure in Japanese and English. Phonology Yearbook 3: 15–70.
[CrossRef]

Beckman, Mary E., Julia B. Hirschberg, and Stefanie Shattuck-Hufnagel. 2005. The original ToBI system and the evolution of the ToBI
framework. In Prosodic Typology. The Phonology of Intonation and Phrasing. Edited by Sun-Ah Jun. Oxford: Oxford University Press,
pp. 9–54.

Bergmann, Christopher, Amber Nota, Simone A. Sprenger, and Monika S. Schmid. 2016. L2 immersion causes non-native-like L1
pronunciation in German attriters. Journal of Phonetics 58: 71–86. [CrossRef]

Best, Catherine T., and Michael D. Tyler. 2007. Nonnative and second-language speech perception: Commonalities and complementari-
ties. In Language Experience in Second Language Speech Learning. In Honor of James Emil Flege. Edited by Ocke-Schwen Bohn and
Murray J. Munro. Amsterdam: John Benjamins, pp. 13–34.

Blaauw, Eleonora. 1994. The contribution of prosodic boundary markers to the perceptual difference between read and spontaneous
speech. Speech Communication 14: 359–75. [CrossRef]

Boersma, Paul, and David Weenink. 2022. Praat: Doing Phonetics by Computer [Computer Program]. Version 6.1.36. Available online:
http://www.praat.org/ (accessed on 11 February 2022).

Breen, Mara, Laura C. Dilley, John Kraemer, and Edward Gibson. 2012. Inter-Transcriber Reliability for Two Systems of Prosodic
Annotation: ToBI (Tones and Break Indices) and RaP (Rhythm and Pitch). Corpus Linguistics and Linguistic Theory 8: 277–312.
[CrossRef]

Busà, Maria Grazia, and Antonio Stella. 2015. The acquisition of English L2 prosody by Italian native speakers: Experimental data and
pedagogical implications. In Proceedings of the 6th Pronunciation in Second Language Learning and Teaching Conference. Edited by
John Levis, Rani Mohammed, Manman Qian and Ziwei Zhou. Santa Barbara: University of Santa Barbara, pp. 15–26.

Chang, Charles B. 2012. Rapid and multifaceted effects of second-language learning on first-language speech production. Journal of
Phonetics 40: 249–68. [CrossRef]

214



Languages 2022, 7, 241

Chang, Charles B. 2013. A novelty effect in phonetic drift of the native language. Journal of Phonetics 41: 520–33. [CrossRef]
Chang, Charles B. 2019. Language change and linguistic inquiry in a world of multicompetence: Sustained phonetic drift and its

implications for behavioral linguistic research. Journal of Phonetics 74: 96–113. [CrossRef]
Chen, Aoju. 2007. Language-specificity in the perception of continuation intonation. In Tones and Tunes II: Phonetic and Behavioural

Studies in Word and Sentence Prosody. Edited by Carlos Gussenhoven and Tomas Riad. Berlin: Mouton de Gruyter, pp. 107–42.
Chen, Sally, and Janice Fon. 2008. The peak alignment of prenuclear and nuclear accents among advanced L2 English learners. In

Proceedings of the Speech Prosody 2008 Conference. Edited by Plínio A. Barbosa, Sandra Madureira and Cesar Reis. Campinas: State
University of Campinas, pp. 643–46.

Cohen, Jacob. 1960. A coefficient of agreement for nominal scales. Educational and Psychological Measurement 20: 37–46. [CrossRef]
Cruttenden, Alan. 1997. Intonation. Cambridge: Cambridge Unviersity Press.
de Leeuw, Esther. 2019a. Phonetic Attrition. In The Oxford Handbook of Language Attrition. Edited by Monika S. Schmid and Barbara

Köpke. Oxford: Oxford University Press, pp. 204–17.
de Leeuw, Esther. 2019b. Native speech plasticity in the German-English late bilingual Stefanie Graf: A longitudinal study over four

decades. Journal of Phonetics 73: 24–39. [CrossRef]
de Leeuw, Esther, Aurela Tusha, and Monika S. Schmid. 2018a. Individual phonological attrition in Albanian- English late bilinguals.

Bilingualism: Language and Cognition 21: 278–95. [CrossRef]
de Leeuw, Esther, Ineke Mennen, and James M. Scobbie. 2012. Singing a different tune in your native language: First language attrition

of prosody. International Journal of Bilingualism 16: 101–16. [CrossRef]
de Leeuw, Esther, Ineke Mennen, and James M. Scobbie. 2013. Dynamic systems, maturational constraints and L1 phonetic attrition.

International Journal of Bilingualism 17: 683–700. [CrossRef]
de Leeuw, Esther, Monika S. Schmid, and Ineke Mennen. 2010. The effects of contact on native language pronunciation in an L2

migrant context. Bilingualism: Language and Cognition 13: 33–40. [CrossRef]
de Leeuw, Esther, Tusha Aurela, Zhao Hui, Helke Kyle, and Greenfield Alice. 2018b. A Case of Extreme Phonetic Attrition in the

German Rhotic. In Mind Matters in SLA. Edited by Clare Wright, Thorsten Piske and Martha Young-Scholten. Bristol: Multilingual
Matters, pp. 162–82.

Dmitrieva, Olga, Allard Jongman, and Joan A. Sereno. 2020. The effect of instructed second language learning on the acoustic properties
of first language speech. Languages 5: 44. [CrossRef]

Draxler, Christoph, and Klaus Jänsch. 2008. WikiSpeech—A Content Management System for Speech Databases. Paper presented at
Interspeech 2008, the Ninth Annual Conference of the International Speech Communication Association, Brisbane, Australia,
September 22–26; pp. 1646–49.

Eckman, Fred R. 1977. Markedness and the contrastive analysis hypothesis. Language Learning 27: 315–30. [CrossRef]
Escudero, David, Lourdes Aguilar, Maria del Mar Vanrell, and Pilar Prieto. 2012. Analysis of inter-transcriber consistency in the

Cat_ToBI prosodic labeling system. Speech Communication 54: 566–82. [CrossRef]
Féry, Caroline. 1993. German Intonational Patterns. Tübingen: Niemeyer.
Flege, James Emil. 1987. The production of “new” and “similar” phones in a foreign language: Evidence for the effect of equivalence

classification. Journal of Phonetics 15: 47–65. [CrossRef]
Flege, James Emil. 1995. Second Language Speech Learning: Theory, Findings, and Problems. In Speech Perception and Linguistic

Experience: Issues in Cross-Language Research. Edited by Winifred Strange. Baltimore: York Press, pp. 233–72.
Flege, James Emil. 2002. Interactions between the native and second-language phonetic systems. In An Integrated View of Language Devel-

opment: Papers in Honor of Henning Wode. Edited by Petra Burmeister, Thorsten Piske and Andre Rohde. Trier: Wissenschaftlicher
Verlag, pp. 217–44.

Flege, James Emil, and Ocke-Schwen Bohn. 2021. The Revised Speech Learning Model (SLM-r). In Second Language Speech Learning:
Theoretical and Empirical Progress. Edited by Ratree Wayland. Cambridge: Cambridge University Press, pp. 3–83.

Gargiulo, Chiara, and Mechteld Tronnier. 2020. First language attrition on prosody in a foreign language environment: A speech
production study on anaphora resolution. Journal of Monolingual and Bilingual Speech 2: 219–44. [CrossRef]

Grabe, Esther. 1998. Comparative Intonational Phonology: English and German. Ph.D. dissertation, Ponsen et Looien, Wageningen,
The Netherlands. MPI Series 7.

Grabe, Esther. 2004. Intonational variation in urban dialects of English spoken in the British Isles. In Regional Variation in Intonation.
Edited by Peter Gilles and Jörg Peters. Tuebingen: Niemeyer, pp. 9–31.

Grabe, Esther, Brechtje Post, Francis Nolan, and Kimberley Farrar. 2000. Pitch accent realization in four varieties of British English.
Journal of Phonetics 28: 161–85. [CrossRef]

Graham, Calbert, and Brechtje Post. 2018. Second language acquisition of intonation: Peak alignment in American English. Journal of
Phonetics 66: 1–14. [CrossRef]

Green, David W. 1998. Mental control of the bilingual lexico-semantic system. Bilingualism: Language and Cognition 1: 67–81. [CrossRef]
Grice, Martine, and Stefan Baumann. 2002. Deutsche Intonation und GToBI. Linguistische Berichte 191: 267–98.
Guion, Susan G. 2003. The vowel systems of Quichua-Spanish bilinguals: Age of acquisition effects on the mutual influence of the first

and second languages. Phonetica 60: 98–128. [CrossRef]
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Abstract: The objective of the study is to contribute to our understanding of the acquisition of second
language intonation by comparing L2 Italian and L2 Spanish as produced by L1 Czech learners.
Framed within the L2 Intonation Learning theory, the study sheds light on which tonal events tend to
be successfully learnt and why. The study examines different types of non-neutral statements (narrow
focus, statements of the obvious, what-exclamatives), obtained by means of a Discourse Completion
Task. The findings show that the two groups diverge significantly in producing the nuclear pitch
accents L+H* (L2 Spanish) and (L+)H*+L (L2 Italian), which is indicative of a target-like realization in
each language. However, the learners struggle with the acquisition of the target boundary tones HL%
and L!H% in L2 Spanish and prenuclear pitch accents in both Romance varieties. It is speculated that
this is due not only to difficulties in acquiring semantic or systemic dimensions, but also to perceptual
salience and frequency effects. In addition, the study explores individual differences and reveals no
significant effects of the time spent in an L2-speaking country, the age of learning and the amount of
active use of a foreign language on accuracy in L2 production.

Keywords: L2 intonation; L1-to-L2 transfer; L2 Intonation Learning Theory; AM model of intona-
tional phonology; non-neutral statements

1. Introduction

There is a certain paradox in the acquisition of intonation. On the one hand, intonation
is said to be very difficult if not impossible for L2 adult speakers to acquire (Chun 1998,
p. 74), and on the other, anecdotal evidence suggests that intonation is a feature of language
we pick up rapidly when we learn a new language or dialect. This apparent contradiction
raises the question as to which features of L2 intonation are learnt and which are not, and
why this is the case.

Many language contact studies claim that intonation is very sensitive to change or
convergence (e.g., Matras 2009). Changes in intonation patterns are mostly understood as
products of L2 pronunciation, “imperfect” acquisition and accommodation or imitation
processes. A very often cited example here is the study by Colantoni and Gurlekian (2004)
of contemporary Porteño Spanish, a Buenos Aires variety, which emerged from the contact
between Spanish and various Italian dialects caused by mass immigration during the
19th and early 20th centuries. Porteño shares several features with Italian, such as earlier
pitch alignment in prenuclear accents, prosodic focus marking and final “long falls” in
declaratives (see also Gabriel et al. 2010, 2011; Gabriel and Kireva 2014). According to
Colantoni and Gurlekian, all these features can be attributed to the socio-historical context,
particularly the acquisition of Spanish as a second language by immigrants. Cross-linguistic
influences are also reported in many other studies, which variously show that the contact-
induced forms occur in the alignment of prenuclear pitch accents (e.g., O’Rourke 2004 on
Peruvian Spanish influenced by Quechua), the realization of boundary tones of questions
(e.g., Romera and Elordieta 2020 on Spanish in contact with Basque) or nuclear pitch accents
in different types of sentences (e.g., Sichel-Bazin et al. 2015 for the Occitan dialect spoken
in Cisalpine, which is in contact with Italian).
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Similarly, previous research on L2 intonation reports that L2 production shows consid-
erable transfer from L1, as well as mixed patterns, and that learners seem to experience
particular difficulties in the semantic but also the phonetic dimension (e.g., Mennen 2015;
Colantoni et al. 2016; Pešková 2019; see Section 3.1 for details). Many studies provide
evidence that L2 intonation is characterized by L1 features (e.g., Ueyama 1997; Gabriel
and Kireva 2014; Nicora et al. 2018; Méndez Seijas 2018; Pešková 2021) and that even
advanced learners can still show influences of L1 prosody in their L2 (e.g., van Maastricht
et al. 2016). Yet, it is important to point out that intonation is also—at least to a certain
degree—learnable (e.g., Mennen 2004; Trofimovich and Baker 2006; De Leeuw et al. 2012;
Mennen et al. 2014), with learners increasingly able over time to approximate the variety
to which they are exposed. The current contribution adopts an innovative approach that
attempts to uncover how L1-to-L2 intonational transfer works and what role prosodic
similarities and dissimilarities between languages play. It does so by comparing the in-
tonation of two different L2s, Italian and Spanish, as produced by learners who have the
same L1, Czech. After obtaining spoken data by means of a Discourse Completion Task
adapted for intonation research (Prieto 2001; Prieto and Roseano 2010; Frota and Prieto
2015), intonation contours are examined within the Autosegmental Metrical (AM) model of
intonational phonology (Pierrehumbert 1980).

Non-neutral statements were selected for the present study for various reasons. Ac-
cording to the Interface Hypothesis (Sorace 2011), adult L2 learners tend to have particular
difficulty acquiring phenomena located at the external interfaces, in this case the interface
of syntax with pragmatics and prosody. As we will see, the two Romance languages under
study and Czech differ in the intonational realization of non-neutral statements. In narrow
focus statements, for instance, Spanish focus exhibits a rising pattern, whereas Italian focus
exhibits a falling or rising–falling pattern of the nuclear pitch accents. In Czech, the pho-
netic realization of focus is more similar to Spanish. Hence, non-neutral statements provide
an interesting source to verify the L1-to-L2 transfer hypothesis and to see to what extent
the Czech learners of Italian would differ from the Czech learners of Spanish. The results,
discussed within Mennen’s (2015) L2 Intonation Learning theory, help us understand the
degree of success with which the learners are able to approximate the target patterns and
whether they struggle with patterns that are either absent in their L1 or present but used to
convey a different meaning. Section 2 provides details of this cross-linguistic comparison,
which we use to make several predictions about the acquisition of L2 intonation.

The “learnability” of L2 sound patterns also depends on a range of internal and
external factors. Language-dependent factors such as the position of tonal events within
the utterance, the type of sentence and differences or similarities between the L1 and L2
can have either a positive or a negative impact on the production of native-like intonation.
Among the language-independent factors which have been claimed to affect L2 speech are
the age of acquisition, the quality and quantity of input, phonological awareness, length of
residence in an L2-speaking country and a range of personal factors such as proficiency
level, motivation or musicality (see, e.g., Colantoni et al. 2015; Derwing and Munro 2015
for a summary of such factors and further readings). The present study looks closer at
individual differences among learners, focusing in particular on the age when L2 learning
was initiated, time spent in an L2-speaking country and the amount of L2 exposure per
week, factors that can have an impact on L2 speech production (see, e.g., Piske et al. 2001).

The paper is structured as follows. First, the intonation of Czech, Italian and Spanish
non-neutral statements is compared in Section 2. Section 3 presents Mennen’s (2015) L2
Intonation Learning theory and formulates several research questions relevant for this
study. Section 4 describes the experimental design and participants in the production
experiment of the study and then explains the data analysis procedure. The results are
offered in Section 5 and discussed in Section 6. The contribution ends with concluding
remarks in Section 7.
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2. Czech, Italian and Spanish Non-Neutral Statements in Contrast

This section introduces the main suprasegmental properties of the languages under
study. All three languages are regarded as intonation languages and use pitch post-lexically
for grammatical and pragmatic purposes. However, in contrast to Italian and Spanish,
both lexical stress languages, Czech, as a fixed-stress language with initial prominence,
has been proposed to be—in Féry’s (2010) terminology—a phrase language such as, for
instance, French (Pešková 2017, forthcoming). According to Jun’s (2005, 2014) model of
prosodic typology, Italian and Spanish are head-prominence languages, assigning phrase-
level prominence by the phrase head, which is determined by a metrically strong syllable,
whereas Czech is a head/edge-prominence language, since it marks phrase-level prominence
by both the phrase head (stressed syllable, T*) and the edge at the phrase level (Ta),
corresponding to Accentual Phrases (APs) (examples illustrating this feature are given in
Section 2.1).

With regard to intonational properties, Italian and Spanish can be described as intona-
tionally “richer” in comparison to Czech, in that they have a greater number of different
pitch accents and boundary tones, which can be combined in different numbers of nuclear
configurations (see Pešková 2017 for Czech; Gili Fivela et al. 2015 for Italian; Prieto and
Roseano 2010 for Spanish). One nuclear configuration can convey one or more meanings in
every language, but languages may differ substantially in this respect. For example, the
L*+H pitch accent, which is phonetically realized as a F0 valley on the accented syllable
with a subsequent rise on the postaccentual syllable, is a typical prenuclear pitch accent
of information-seeking yes–no questions in (Peninsular) Spanish (Estebas-Vilaplana and
Prieto 2010). The same tone represents a focus nuclear accent in Czech non-neutral state-
ments or yes–no questions (Pešková 2017), whereas in various Italian regional varieties, it
occurs in the nuclear position of different types of sentences, including yes–no questions,
wh–questions and exclamatives (Gili Fivela et al. 2015).

It must be added that there is considerable variation in terms of intonation among the
various regional varieties. It should therefore be clarified that the Spanish variety I refer
to is that spoken on the Iberian Peninsula, known as Peninsular Spanish, because that is
the variety to which most of the Spanish-learning participants in this study were exposed.
As for Italian, most of the Italian-learning participants were exposed to various northern
varieties of Italian (see Section 4.2 for details).

Since the comparison of intonation patterns serves as a point of departure for the
examination of L2 pitch contours, the following subsections present the intonational
contours of non-neutral statements in L1 Czech (Section 2.1), L1 Italian (Section 2.2) and L1
Spanish (Section 2.3).

2.1. Non-Neutral Statements in Czech

The realization of the nuclear configuration in non-neutral statements with contrastive
focus typically consists of a low tone on the stressed syllable with a rise on the posttonic
syllable (L*+H), followed by a low boundary tone (L%) (Figure 1). An alternative variant
of this pattern is a rising tone on the accented syllable (labelled as L+H*), when the word
is disyllabic (Pešková forthcoming). All items, contexts and examples are taken from the
corpus of the present study, which is presented in Section 4.

Whereas we find the same nuclear configuration, L*+H L%, in statements of the
obvious (Figure 2), the tonal structure of what-exclamative statements resembles that of
wh-questions in Czech, in which the contour starts mostly with a high or rising tone at the
very beginning of the utterance and ends with a fall (Figure 3).
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Figure 1. Waveform, spectrogram and F0 trace of the contrastive focus statement No, oranges! in L1
Czech produced with L*+H L%.

 
Figure 2. Waveform, spectrogram and F0 trace of the non-neutral statement of the obvious It is John
Travolta! in L1 Czech produced with L*+H L%.

Figure 3. Waveform, spectrogram and F0 trace of the what-exclamative statement What a lovely smell!
in L1 Czech produced with L* L%.

2.2. Non-Neutral Statements in Italian

In most Italian varieties, non-neutral statements of contrastive focus and statements of
the obvious are characterized by a nuclear pitch accent that is phonetically realized as a rise
and a fall located within the stressed syllable (Figure 4). I use a tritonal phonetics-based
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label for this pattern, L+H*+L, in order to capture the exact movement of the pitch track
within the stressed syllable. In Gili Fivela et al. (2015), different phonology-based labels,
such as H*+L, L+H* or L*+>H, are proposed for this pattern, depending on the regional
variety. In my analysis, the H*+L pitch accent is treated as another variant of L+H*+L, in
which the high peak is aligned with the left edge of the stressed syllable (Figure 5). The
phonetics-based labels applied in this study are presented in Section 4.

 
Figure 4. Waveform, spectrogram and F0 trace of the contrastive focus statement No, oranges! in L1
Italian produced with L+H*+L L%.

Figure 5. Waveform, spectrogram and F0 trace of the what-exclamative statement What a lovely smell!
in L1 Italian produced with H*+L L%.

As for what-exclamative sentences, they show more variation in the nuclear configu-
ration pattern; however, here again the most general pattern is what I label L+H*+L L%
(for further details see Gili Fivela et al. 2015). The L*+>H pitch accent has been reported
for various northern varieties in Gili Fivela et al. (2015) and was detected in the present
L1 data too (Figure 6). This pitch accent is phonetically realized as a “F0 fall to the [tone
bearing unit] followed by the rise to an early peak in the tonic syllable” (Gili Fivela et al.
2015, pp. 164–65).

223



Languages 2022, 7, 282

Figure 6. Waveform, spectrogram and F0 trace of the what-exclamative statement Hi, Roberto! What a
surprise! in L1 Italian produced with L*+>H L%.

2.3. Non-Neutral Statements in Spanish

According to previous research (see Prieto and Roseano 2010), (Peninsular) Spanish
non-neutral statements with a contrastive focus and exclamative statements are realized
with the nuclear rising L+H* pitch accent and a low boundary tone L% (Figure 7). The
L+H* focus accent has been observed in many Spanish varieties.

Figure 7. Waveform, spectrogram and F0 trace of the what-exclamative statement Hi, Roberto! What a
surprise! in L1 Spanish produced with L+H* L%.

In contrast to Czech and Italian, statements of the obvious in Spanish show two
different patterns: L+H* L!H% (Figure 8) and L+H* HL% (Figure 9). Though the latter
contour is not attested in non-neutral statements in Prieto and Roseano (2010), it was
produced systematically by the control participants in the present study in the context
presented in Figure 9 (see Section 4.1 for details).

It should be noted that languages can be phonetically similar but phonologically
different. An example is given with the trisyllabic name Travolta. In Czech, the accent is
on the first syllable tra (Figure 2), but the rise coincides with the position of the stress in
Romance languages, which is on the second syllable vol (see Spanish example in Figure 9).
Furthermore, the languages differ in the realization of the prenuclear position, here attested
in the Travolta sentence. Czech shows a tendency towards a pre-focal tonal compression
(Figure 2) or it realizes an L*+H pitch accent in the very initial position, whereas Spanish
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typically uses a prenuclear pitch accent realization, with a rising tone with the peak on the
postaccentual syllable (L+<H*) of the name John. The Italian counterpart is very similar to
Spanish, consisting of a rising–falling–rising–falling pitch track over the whole utterance.
However, the tune–text association is different. In the prenuclear position, Italian uses an
L+H* pitch accent and the nuclear configuration is L+H*+L L% (Figure 10). The copular
verb is deaccented in both Italian and Spanish (marked with *).

Figure 8. Waveform, spectrogram and F0 trace of the statement of the obvious To Manuel! in L1
Spanish produced with L+H* L!H%.

Figure 9. Waveform, spectrogram and F0 trace of the statement of the obvious It is John Travolta! in
L1 Spanish produced with L+H* HL%.

Figure 10. Waveform, spectrogram and F0 trace of the statement of the obvious It is John Travolta! in
L1 Italian produced with L+H*+L L%.
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2.4. Brief Summary

The most important characteristics of non-neutral statements in the three languages
can be summarized as follows (see Table 1): Czech displays two main patterns, L*+H L%
and L* L%, Italian varieties exhibit mostly a (L+)H*+L L% nuclear configuration and, finally,
Spanish presents a nuclear pitch accent L+H* with three different boundary tones, L%,
L!H% and HL%.

Table 1. Summary of the main tonal patterns of non-neutral statements in Czech, Italian and Spanish.

Tonal Patterns L% L!H% HL%

L*+H Czech

L* Czech

(L+)H*+L Italian

L+H* Spanish Spanish Spanish

Based on these tonal differences, Czech learners of Italian have to learn a new pattern,
(L+)H*+L, which does not exist in Czech. Boundary tones of non-neutral statements in
Italian should not present any difficulty for learners, since they end with a low pattern (L%)
in both languages. In contrast, Czech learners of Spanish might have more difficulties with
the acquisition of the boundary tones given that HL% does not exist in Czech and L!H% (or
its variant LH%) is used in different types of yes–no questions. As for the Spanish nuclear
pitch accent, it can be expected that Czech learners of Spanish are able to approximate the
target pattern quite well, since the L+H* tone exists as a phonetic variant of L*+H in Czech.

Before presenting the research questions that arise from this cross-linguistic com-
parison in Section 3.2, the L2 Intonation Learning theory (Mennen 2015) is presented in
Section 3.1.

3. Acquisition of L2 Intonation

3.1. L2 Intonation Learning Theory

This section provides an overview of the main ideas and postulations of Mennen’s
(2015) L2 Intonation Learning theory (LILt), the theoretical framework for the present
study. Cross-linguistic comparison is an essential point of departure for this model. This
is because, in order to understand the acquisition of L2 intonation and predict potential
difficulties, it is necessary to know how the L1 and L2 differ from each other. As already
noted in Section 2, Czech has fewer patterns than Italian or Spanish, and Czech learners
may thus be assumed to face difficulties in acquiring some of the intonation patterns of
these two languages. Adapted from Ladd (1996, 2008), LILt assumes that languages differ
across four dimensions: (1) systemic, (2) phonetic, (3) semantic and (4) frequency. These
dimensions can help to understand where L2 deviations from the target L1 norm are likely
to occur.

The systemic dimension refers to the inventory of categorical phonological elements.
Here, the question is whether the L2 learners can produce those tonal events that do not
form part of their L1 tonal inventory. For example, in Mennen et al. (2010), Italian and
Punjabi learners of London English do not use the target complex pitch accents H*LH
and L*HL, which are present in the variety of English they were learning but not in their
respective L1s.

The phonetic dimension is about how tonal tunes are implemented phonetically. Pre-
vious research has shown that learners have particular problems with the realization of
target-like tonal alignment, tonal scale and tonal slope. For example, pitch accents in the
initial position of yes–no questions in L1 (Peninsular) Spanish exhibit a wider pitch range
when compared with L2 Spanish produced by Czech learners, reflecting transfer from
their L1 (Pešková 2020). As another example, Mennen (2004) found that Dutch learners of
Greek tended to align the prenuclear peaks in declarative sentences much earlier than L1

226



Languages 2022, 7, 282

Greek speakers, in spite of very long exposure to the L2. Nevertheless, learners can also
overshoot the L1 norms, as Santiago and Delais-Roussarie (2015) showed for L1 German
and L1 Spanish learners of French, who tended to exaggerate the rises at the right edge of
non-final clauses in French.

The semantic dimension refers to the functionality or distribution of the tones. The
same tone can be used in different contexts and radically change the meaning. An example
is the high-rising terminal in English statements (uptalk), which should be avoided in any
L2 where statements require a falling pattern (see, e.g., Méndez Seijas 2018 for L2 Spanish).
There is also evidence for differences across regional varieties of a single language (of
course, this holds for other dimensions too). For instance, in most Spanish varieties,
yes–no questions are signaled by rising pitch, whereas Caribbean varieties use falling
patterns (Hualde and Prieto 2015). Many studies report difficulties in this dimension
and reveal patterns transferred from learners’ L1s. For example, Nicora et al. (2018)
identify the difficulties that Irish English-speaking learners of Italian have with yes–no
questions, in that they tend to apply L1-based H+H* H% and H+H* L% patterns instead
of the target contours, H*+L LH% and L*+H L%. The study attributes this to a low
phonological/semantic awareness on the part of the learners; however, the same study
demonstrates that explicit intonation training can help to improve L2 productions.

Finally, the frequency dimension concerns how frequently certain intonation patterns
occur. Languages differ substantially in this regard. For instance, German learners of L2
Spanish have been found to use rising boundary tones more often in neutral wh-questions
in L2 Spanish than do Czech learners of Spanish, who realize more falls (Pešková 2021).
This result is clearly due to influences from the respective L1s. The falling pattern in Czech
is also common in vocatives (initial calls), another feature that is easily transferred to L2
Italian and L2 Spanish (Pešková 2019).

Apart from a characterization of cross-language differences along four dimensions
of intonation, LILt makes five theoretical generalizations and predictions that seek to
explain why difficulties in learning foreign intonation acquisition arise and which principles
“govern the acquisition process of intonation” (Mennen 2015, p. 178). I summarize the five
predictions very briefly below.

1. The first assumption is that many difficulties are connected with perceptual difficulties,
much as Flege’s (1995) Speech Learning Model and Best and Tyler’s (2007) Perceptual
Assimilation Model of L2 speech learning assume for L2 segments. In addition,
Mennen offers further clarification for individual learner difficulties in L2 intonation
acquisition, suggesting that they may be due to factors such as an inability to articulate
certain aspects of the L2 and store them in acoustic memory (p. 179).

2. LILt postulates that the position and context in which intonation contrasts between
L1 and L2 occur are important and need to be controlled for (p. 179). Pešková
(2020) shows that L1 Czech learners of L2 Spanish or L2 Italian have more difficulty
acquiring the initial and medial prenuclear positions when compared with nuclear
positions in neutral statements. Possible explanations might be transfer from the
L1, but also include the fact that the positions are less perceptually salient and that
nuclear configurations are more important bearers of meaning.

3. The model predicts fewer intonation deviations when exposure to the L2 starts at
an earlier age (pp. 180–81). The age of learning (AOL) has been shown to have an
important impact on the degree of foreign accent and L2 production in general.

4. The fourth assumption is connected to developmental sequences and the prediction
that, in the course of time, learners learn to approximate the targets more closely.
For instance, Mennen et al. (2010), so far one of very few longitudinal studies on
intonation development, observed an improvement after 30 months in the ability of
Punjabi and Italian learners of English to approximate intonational targets.

5. The last assumption of LILt is that L1 and L2 categories exist in a common phonologi-
cal space and that linguistic influence is bi-directional (p. 184). Interaction between the
L1 and L2 in the form of assimilation or mixed patterns has been observed, especially
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in individuals who have been living in an L2-speaking country for a long period (e.g.,
Flege 1987 for segments; De Leeuw et al. 2012 for intonation).

3.2. Research Questions

First of all, the present study aims to test in what way the two groups of learners differ
from each other and how they are able to approximate the target patterns. As such, we seek
to answer whether all tonal events are acquired equally or whether certain tonal events
present specific difficulties for learners. The study tests the position (prenuclear, nuclear,
boundary) in which intonation contrasts appear and examines whether the intonation
dimensions constitute disparate degrees of difficulty, as LILt suggests (Mennen 2015,
p. 183). Taking into consideration the cross-language comparison presented in Section 2
and focusing on systemic and semantic dimensions, we can predict that Czech learners
will have problems with (1) the acquisition of Spanish HL% and Italian (L+)H*+L, tones
absent in their L1 inventory (systemic dimension), and (2) the appropriate use of L!H%
in L2 Spanish non-neutral statements, since this tone exists in Czech yes–no questions
(semantic dimension).

Secondly, given the large amount of variability in the data, we examine whether the
age of learning (AOL), the length of residence (LOR) and the amount of active use of L2
(AUL) can explain L2 deviations across speakers. As mentioned above, LILt predicts a
better performance when language exposure starts earlier. By the same token, having spent
time in an L2-speaking country is reported in many previous studies to have enhancing
effects on L2 speech (e.g., Flege et al. 1997; Henriksen 2012), although there is no consensus
on exactly how long the period should be. Some studies on L2 phonology even report a
weak impact or no impact at all (e.g., Oyama 1976; see Piske et al. 2001 for an overview of
research on this variable). The present study discusses whether the general assumption
“the younger, the better” is justified and whether learners with a longer LOR perform more
accurately in terms of intonation than those learners with less or no experience abroad.
And, finally, it is tested whether the amount of input, here the active use of L2, correlates
with intonational accuracy (meaning that the learner can appropriately produce a tonal
pattern pertaining to the target language, regardless of whether it is present in their L1
or not).

Summarizing the above, the following questions are addressed:

• Q1: In what way do L2 Italian learners differ from L2 Spanish learners?
• Q2: In what way do the two L2 groups differ from L1 Spanish and Italian controls?
• Q3: Is it more difficult for L2 learners to acquire new patterns (systemic dimension) or

put known patterns to new uses (semantic dimension)?
• Q4: Which individual factors (AOL, LOR, AUL) explain accuracy in L2 patterns?

4. The Production Experiment on the Intonation of L2 Italian and L2 Spanish

4.1. Experimental Design

The data were collected within the scope of a larger study on L2 Italian and L2 Spanish
phonology, which comprised a combination of five different tasks (see Pešková 2020,
following Pustka et al. 2018). For the purposes of the present study, only data from the
Discourse Completion Tasks (DCTs) were selected and analyzed. DCTs are a data-gathering
method that was originally developed for the study of pragmatics (Blum-Kulka et al. 1989)
and later became popular in L1 intonation research (see, e.g., Frota and Prieto 2015 for
Romance languages). In the task, participants are presented with a set of daily situations
and asked to react accordingly (e.g., “Imagine that you see Natalia, a friend of yours, on the
other side of the street. Call her”). The selection of items for the present study was based on
the Spanish version of the DCT employed in Prieto and Roseano (2010), but it was adapted
for L2 research and performed in two steps. In the first step, the participant reacted to the
situations presented spontaneously (as expected in the original DCT procedure). In the
second step, the participant was given a prepared answer embedded in the context and
was asked to say it aloud as naturally as possible. Only the answers from the second step
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were included in the subsequent analysis, since they showed more fluency and sounded
more natural in comparison to the spontaneous reactions produced in the first step. The
advantage of this process was also that the utterances were identical across all participants
tested, allowing a greater degree of control over factors other than intonation, and thus
ideal for comparison purposes.

The full set of DCTs used in Pešková’s (2020) prompt scenarios included 25 situations
(in Spanish or Italian) intended to elicit a variety of different sentence types, such as state-
ments, vocatives, exclamatives, imperatives, yes–no questions and wh-questions, with
either neutral or biased meanings (e.g., counter-expectational echo questions, confirma-
tory questions, statements of the obvious or command imperatives). The five following
scenarios leading to the production of non-neutral statements represent the focus of the
present study.1

6. Contrastive focus on the object
7. Situation (S04): “You enter a store where the shop attendant is a little hard of hearing.

You tell her that you would like a kilo of oranges, but she doesn’t hear you well and
asks you if you want lemons. Tell her that you want oranges.”

8. Answer:
9. It. No, arance.
10. Sp. No, naranjas.
11. ‘No, oranges.’
12. Statement of the obvious (surprise nuance)
13. Situation (S05): “You are with a friend and you tell him/her that Mary, a mutual

friend of yours, is getting married. Your friend asks you who she is marrying. You’re
surprised that s/he doesn’t know, because everyone knows that Mary is planning to
marry her long-time boyfriend, Manuel. Tell him/her that she’s getting married to
Manuel.”

14. Answer:
15. It. Con Manuele!
16. Sp. ¡Con Manuel!
17. ‘To Manuel!’
18. Statement of the obvious (exclamative nuance)
19. Situation (S15): “You show a picture of a very famous actor to your friend. S/he asks

you who it is. This astonishes you, because everybody knows who the actor is. How
do you react?”

20. Answer:
21. It. (Ma come!) È John Travolta!
22. Sp. ¡Es John Travolta!
23. ‘It’s John Travolta!’
24. What-exclamative sentence (positive evaluation)
25. Situation (S16): “You are invited for dinner at your friend’s place and when you arrive

you smell a delicious aroma. What do you say to your friend?”
26. Answer:
27. It. Che buon profumino!
28. Sp. ¡Qué rico olor!
29. ‘What a lovely aroma!’
30. What-exclamative sentence (positive surprise)
31. Situation (S18): “Somebody knocks on the door. You open it and there is your friend

Robert. You have not seen him for years. How do you react?”
32. Answer:
33. It. Ciao, Roberto! Che sorpresa!
34. Sp. ¡Hola, Roberto! ¡Qué sorpresa!
35. ‘Hi, Roberto! What a surprise!’

Before the experiment, all learners gave written consent to be recorded and filled out
a questionnaire to provide information about their language background such as the age
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they had started learning the L2 in question, how much of the L2 they used per week, how
long they had lived in a country where that L2 was spoken and their knowledge of other
foreign languages.

After they had carried out the DCT experiment in the L2, the learners were recorded
performing the DCT again, this time in their L1, Czech.

4.2. Participants

The study included 52 participants: 20 Czech learners of Italian, 20 Czech learners
of Spanish and 12 controls (six L1 Italian speakers, six L1 Spanish speakers). All learners
had grown up with Czech as their only L1 and had started to learn Italian or Spanish in a
formal setting—mostly in secondary school or university—in the Czech Republic. None of
the learners had received any pronunciation training and were not aware of the aims of the
production experiment in which they participated for this study.

The learners were selected according to their L2 proficiency levels, as indicated by the
level of the courses they were attending at the time of the experiment; their proficiency
ranged from B1 to C2 according to the Common European Framework of Reference for Languages
(CEFR 2018). I use data from a previous study (Pešková 2020) that aimed to measure
differences in intonation acquisition across different proficiency levels which might suggest
improvement over time. Basic-level learners (A1–A2) were not included in the study
because their spoken output is mostly limited to very simple structures and is more strongly
characterized by transferred phenomena. It should be added that Pešková (2020) reports
that proficiency level shows only a slight correlation with L2 intonation acquisition. The
present study also reveals a non-significant effect between B and C levels (χ2:(13) = 13.57,
p = 0.406) and speculates that this may be due to the fact that the B2 and C1 levels of
the participants were not in reality very far apart and the assignation of learners to a
particular proficiency level is generally based upon grammatical and lexical skills, rather
than phonological competencies. Another possible explanation is that intonation becomes
fossilized at the B2 level or even earlier. For this reason, the students’ purported language
proficiency level is not taken into account in the present paper.

Let us now turn our attention to inter-participant variability. As we will see, L2 classes,
especially in the learners’ home country, are characterized by great irregularities (see
Table A1 in Appendix A for details). Starting with the variety of Italian or Spanish to which
learners had been exposed, they reported having non-native, as well as native, instructors.
Spanish-speaking instructors mostly came from mainland Spain (mostly Madrid), though
a few came from the Canary Islands or various Latin American countries (Mexico, Chile,
Peru). As for Italian-speaking instructors, the majority came from the northern dialect areas
of Italy (Turin, Verona, Milan). For this reason, the two groups of control speakers consisted
of six L1 speakers of mainland Iberian Spanish (4F, 2M) (Madrid, Ciudad Real) and six
L1 speakers from the north of Italy, mostly Turin (4F, 2M). It should be mentioned that it
was very difficult to find learners who had been exposed to a single dialect. Although the
majority of participants had had more contact with Peninsular Spanish, or northern Italian
varieties, they also reported having native-speaking contacts (mostly friends) from other
dialect areas. With regard to the learners’ L1, the participants spoke Standard Czech and
came from two main dialectal areas (Bohemian and Moravian). According to the available
descriptions (see, e.g., Palková 1994) and our L1 control data of the present study, there are
no substantial differences between the two varieties in terms of intonation that are relevant
for the present study.

Regarding the age of learning (AOL), the participants began to learn the L2 at or after
puberty. The average AOL was 17 for L2 Spanish learners and 19 for L2 Italian learners,
respectively. The lowest AOL was 10 (in the case of three learners) and the highest AOL was
33 and 35 (in the case of another three learners). Other factors that were difficult to control
for were the sex of participants (female participants predominated), their knowledge of
other foreign languages (mostly, but not exclusively, English)2 and the degree of active
exposure to or use of Italian/Spanish per week. About half of them used Italian/Spanish
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less than three hours a week, whereas the other half used it more than ten hours weekly.
The amount of time spent in an L2-speaking country also differed considerably from one
participant to another. Some of them had spent only a short period of time abroad (e.g.,
holidays), whereas others had lived abroad for a full year or more. Few of the learners had
no experience at all in an L2-speaking country.

All these factors can shape the features of an individual’s pronunciation (see Piske
et al. 2001 for an overview and discussion). As already mentioned in Section 3.2, we next
have a look at the role of individual differences and discuss three external factors that
might have underlain L2 intonation deviations from target patterns.

4.3. Tonal Analysis

The data were transcribed first orthographically and then phonetically. The acoustic anal-
ysis was carried out with Praat software, version 6.1.48, (Boersma and Weenink 1992–2022)
and the tonal annotation was done manually by the author, applying AM-based labels pho-
netically.3 This phonetic approach to labeling, which was oriented to the IPrA approach
(Hualde and Prieto 2016), proved to be well suited for the analysis of L2 data. The broad tonal
transcription (Elvira-García et al. 2016), in which the F0 course is described, was provided
merely for practical purposes, that is, to help systematize and compare the patterns found in
the L2 data. In the full corpus of recorded material, two monotonal pitch accents (H* and L*),
five bitonal pitch accents (L*+H, L+H*, L+<H*, H+L*, H*+L) and two tritonal pitch accents
(L+H*+L and H+L*+H)4 were identified (Figure 11). As for boundary tones, three monotonal
boundary tones (H%, L%, !H%), three bitonal boundary tones (HL%, L!H%, LH%) and one
tritonal boundary tone (LHL%) were identified in the data (Figure 12).

Figure 11. Schematic representation of pitch accents found in the data (Pešková 2020).

Figure 12. Schematic representation of boundary tones found in the data (the dotted line indicates
alternative pitch tracks) (Pešková 2020).

The corpus for the present analysis consisted of 260 target non-neutral statements and
1040 tonal events, comprising prenuclear and nuclear pitch accents and boundary tones
at the intonational phrase (IP) or intermediate phrase (ip) within the Prosodic Hierarchy
(see, e.g., Selkirk 1984). The number also included the greeting (S18; ‘Hi, Roberto!’) and the
negative particle no (S04; ‘No, oranges’), since they revealed some interesting tendencies in
the two L2 varieties.

5. Results

5.1. Intonational Patterns

In the dataset, several substantial differences between the two L2 varieties were found.
Given that we are interested in frequency distributions across groups and we are dealing
with categorical data, differences are assessed using either chi-square or Fisher’s exact tests.

First of all, the frequency of use of particular pitch accents was calculated and showed
different tendencies: while L+H* (a rising tone on the stressed syllable) predominated in
both L1 and L2 Spanish (75% and 46%, respectively), more mixed patterns were produced
in the two sets of Italian data. In L1 Italian data, 49% of all pitch accents were realized as
either H*+L or its variant L+H*+L, followed by L+H* (24%). In the L2 Italian data, the
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various patterns were more evenly distributed (Figure 13). It should be added that two
cases of tritonal pitch accent H+L*+H were detected in the Italian data too, but they were
clustered here into the L*+H group to keep the overall picture simple. The results revealed
statistically significant differences between the two groups of learners (χ2:(6) = 122,932;
p < 0.001), as well as between the L1 and L2 varieties (for Italian, χ2:(5) = 16,287; p = 0.006;
for Spanish, χ2:(6) = 14.87, p = 0.021).

Figure 13. Tonal patterns of all pitch accents found in all L1 and L2 data (in %).

Now we take a closer look at the realization of pitch accents, grouping them according
to whether they were located in prenuclear or nuclear position. Starting with the nuclear po-
sition, a crucial difference between Italian and Spanish varieties can be observed (Figure 14).
Setting aside L*, H*, L*+H and L+<H*, which appeared with a very low frequency in the
data or were completely absent, we can summarize the findings as follows: both Spanish
groups showed a clear preference for a rising L+H* nuclear pitch accent (L1 Spanish: 100%;
L2 Spanish: 62%). In the two Italian varieties, on the other hand, high–falling (H*+L) and
rising–falling (L+H*+L) patterns predominated (L1 Italian: 73%; L2 Italian: 44%). This posi-
tion also shows significant differences between L2 Spanish and L2 Italian (χ2:(5) = 119,540;
p < 0.001), between L2 and L1 Italian (χ2:(5) = 15,475; p = 0.009) and between L1 and L2
Spanish (Fisher’s exact test; p < 0.001).5
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Figure 14. Tonal patterns of nuclear pitch accents found in all L1 and L2 data (in %).

There were also differences across groups in the production of prenuclear pitch accents,
which displayed a great deal of variation (Figure 15). It should first be noted that the sample
of prenuclear pitch accents in the data was very small, hence a certain degree of caution
is required here. Prenuclear accents only occurred in the sentence It is John Travolta and
in the very initial position of what-exclamative sentences. Nonetheless, some interesting
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tendencies can be reported. First, L1 Italian controls produced at a high frequency two
bitonal pitch accents, L+H* (50%) and L*+H (21%), and a monotonal L* pitch accent (25%).
The latter was used in the sentence È John Travolta and indicates a deaccenting of the verb.
L1 Spanish controls produced L*+H (46%) and L+H* (25%) with the highest frequency. In
both control groups, L*+H was labeled at the beginning of the what-exclamative What a
surprise! (S18). Considerable variation occurs in the L2 varieties too: L2 Spanish exhibited
H+L* (25%), L*+H (23%) and L+H* (21%) with the highest frequency; L2 Italian learners
produced L* (26%) with the highest frequency, closely followed in terms of frequency by
the two monotonal patterns H* (25%) and L+H* (24%) (χ2:(6) = 29,012; p < 0.001; for all
tonal realizations in the prenuclear position). With a few exceptions, the learners diverged
from the target languages in this position; the difference was significant between the L1
and L2 Italian varieties (Fisher’s exact test; p = 0.019), as well as between the two Spanish
groups (Fisher’s exact test; p = 0.025).6
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Figure 15. Tonal patterns of prenuclear pitch accents found in all L1 and L2 data (in %).

The results for boundary tones (IP) show much less variation. 97% of all non-neutral
sentences were produced with an L% boundary tone in L1 Italian, followed by L2 Italian
(94%) and L2 Spanish (86%). As expected, the non-neutral statements in L1 Spanish show a
different pattern here (Section 2.3): 64% of the statements were produced with L% boundary
tones, 19% with HL% and 14% with L!H% (Figure 16). No significant differences were
obtained for L1 and L2 Italian varieties (Fisher’s exact test; p = 0.064) and between L2 Italian
and L2 Spanish (Fisher’s exact test; p = 0.884). The only significant difference was found
between L2 Spanish learners and L1 Spanish controls (Fisher’s exact test; p < 0.001).

With regard to the L1 Spanish data, it should be recalled that the bitonal L!H% pitch
accent is a contour typical of statements of the obvious. The control participants also
predominantly produced HL% in the sentences with nuances of surprise (Es John Travolta
and Qué sorpresa). One statement, the greeting, was produced with LHL% at the end of
the vocative (Hola, RobertoLHL%) by one L1 Spanish participant. Interestingly, this tone
is described as characteristically used for exhortative requests in the Spanish_ToBI (see
Aguilar et al. 2009). L2 Spanish learners also produced slightly more different patterns
than L2 Italian learners, but these patterns did not resemble those produced by the controls.
For instance, the L!H% was produced once in the statement of contrastive focus (No,
naranjasL!H%) and only once in the expected statement of the obvious (Con ManuelL!H%).
The HL% boundary tone appeared seven times in the data with exclamative sentences or
statements of the obvious. Recall that L!H% expresses different types of (mostly yes–no)
questions in Czech, while HL% seems to be absent in Czech according to the L1 controls
and previous empirical studies (see, e.g., Duběda 2014; Pešková forthcoming).
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Figure 16. Tonal patterns of all boundary tones at the intonational phrase found in all L1 and L2 data
(in %).

As for the boundary tones at the intermediate phrase, appearing only at the end of
the greeting ciao/hola and after the negative particle no in our case, L1 Italian controls
produced a low boundary tone (L-) in 100% of cases and L1 Spanish controls did so in 92%
of cases. Both groups of Czech learners produced here an H- boundary tone in 20% and
a L-boundary tone in 80% of cases, respectively. Interestingly, all boundary tones were
combined with L+H* in L1 Spanish, whereas we find either L+H* or (L+)H*+L in L1 Italian.
L2 Italian learners showed a mixed picture, using predominantly a falling pattern H+L*
and, in three cases, a focus pattern H*+L after the particle no and the greeting ciao, whereas
L2 Spanish learners produced a rising L+H* pattern in about half of cases and, in the other
half, a falling H+L* pattern, aside from a few isolated cases of L* or H*.

I conclude this section by presenting some specific examples from the data (for further
examples of narrow focus statements and statements of the obvious see Pešková 2020).
The following four figures illustrate the main differences observed in the two L2 varieties.
The first pair exemplifies non-neutral statements (exclamatives) in L2 Italian, in which
the L+H*+L pitch accent was produced. Notice that we find the pattern in the prenuclear
position of buon (Figure 17) and on the vocative Roberto too (Figure 18).

Figure 17. Waveform, spectrogram and F0 trace of the what-exclamative Che buon profumino! in L2
Italian (F32, level B1) produced with the target-like L+H*+L L% pattern.
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Figure 18. Waveform, spectrogram and F0 trace of the what-exclamative Ciao, Roberto! Che sorpresa! in
L2 Italian (F34, level B2) produced with the target-like L+H*+L L% pattern.

The second pair offers the same sentences in L2 Spanish, realized with L+H* in the nuclear
position in both cases; the latter one was produced with an upstep (¡) (Figures 19 and 20).

Figure 19. Waveform, spectrogram and F0 trace of the what-exclamative ¡Qué rico olor! in L2 Spanish
(M17, level C1) produced with the target-like L+H* L% pattern.

Figure 20. Waveform, spectrogram and F0 trace of the what-exclamative ¡Hola, Roberto! ¡Qué sorpresa!
in L2 Spanish (F16, level C2) produced with the target-like L+¡H* L% pattern.
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Not all sentences showed a target-like form. The L2 data yielded several patterns that
were completely absent from the Italian or Spanish control data. The following two pairs of
non-neutral statements represent what I would call a typical Czech intonation pattern. The
exclamative statement in the first two examples begins with a high monotonal plateau on
the wh-word what (It. che / Sp. qué), extended to the adjective, from which the pitch track
simply falls (Figures 21 and 22).

Figure 21. Waveform, spectrogram and F0 trace of the what-exclamative Che buon profumino! in L2
Italian (F38, level C2) produced with L* L%.

Figure 22. Waveform, spectrogram and F0 trace of the what-exclamative ¡Qué rico olor! in L2 Spanish
(F20, level B1) produced with L* L%.

We find a very similar intonation pattern (H* L* L%) in another L2 Italian example
(Figure 23). Additionally, the vocative Roberto is realized here with a very low plateau that
resembles the Czech pattern in such a position.

In the L2 Spanish counterpart (Figure 24), we find a contour that is almost identical to
the greeting seen in the Italian example. As for the nuclear configuration, it was realized
with a Czech focal pattern L*+H; as we can see, the speaker produced the word sorpresa
(‘surprise’) with the accent placed on the first syllable instead of on the second syllable.

236



Languages 2022, 7, 282

Figure 23. Waveform, spectrogram and F0 trace of the what-exclamative Ciao, Roberto! Che sorpresa! in
L2 Italian (F35, level C1) produced with L* L%.

 
Figure 24. Waveform, spectrogram and F0 trace of the what-exclamative ¡Hola, Roberto! ¡Qué sorpresa!
in L2 Spanish (F4, level B2) produced with L*+H L%.

5.2. Individual Factors

In this subsection, I concentrate on the individual factors—the length of residence
(LOR), the age of learning (AOL) and the amount of L2 use (AUL)—that might explain
the variability observed in the L2 data. A binary logistic regression model in Generalized
Linear Mixed Models (SPSS, IBM 2022) was performed to ascertain the effects of these
factors on the likelihood that participants would produce accurate intonational patterns
in their L2. In the model, Accuracy was the dependent variable, LOR, AOL and AUL
were fixed effects and Speakers and Intercept were random effects. The model showed
non-significant effects: AUL (p = 0.954), AOL (p = 0.150) and LOR (p = 0.131) (Table 2).

Table 2. Predictors of intonational accuracy for 20 L2 Italian and 20 L2 Spanish learners.

Learners (N = 40)

Variable t df Sig. Exp(B)

Intercept 0.565 3 0.572 2.841

LOR −1.510 1 0.131 0.992

AOL −1.442 1 0.150 0.976

AUL 0.058 1 0.954 1.001
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All this indicates that there must be other factors that have a stronger effect on accu-
racy in L2 production, though caution is mandatory here, since the power of the present
research design is relatively low (in the sense of Brysbaert 2021). Hence, it was tested
whether Language (here L2 Italian or L2 Spanish) could have an effect on Accuracy. The
analysis revealed a statistically non-significant result again, but, interestingly, the model
was improved by the interaction of the variables Language (p = 0.016), LOR (p = 0.055) and
AOL (p = 0.038), respectively.

Let us now turn to an illustrative qualitative analysis of accuracy involving four
learners from each L2 group, two of the four with a B-level proficiency and two with
C-level proficiency (Table 3). Though it covers only a small number of tonal events per
speaker, it can be seen that the two learners with the C proficiency level (F38, F13), who had
spent five years in Italy or Spain, respectively, made more errors than learners with less
experience abroad. Nor does the amount of active use of an L2 seem to play a role either:
For example, learner F37 (C2), with regular work trips to Italy and the highest weekly
exposure to L2, performed less accurately than other learners. L2 deviations occurred in all
positions and the learners also differed from each other in this respect. For example, learner
F38 produced most errors in the nuclear position, omitting (L+)H*+L more frequently than
learner F34. Interestingly, fewer errors were made by those learners who had started to
learn Spanish at the age of 10 (M19), 13 (M17) and 14 (F34), that is, a bit earlier than the
other learners: 15 (F08), 16 (F13), 18 (F38), 20 (F47) and 23 (F37). Although all the learners
began to learn Italian/Spanish at or after puberty and not before, it seems that later AOL
causes more L2 intonation deviations here. However, the factor AOL did not prove to be
a significant predictor for the whole group of 40 learners, as already stated above. In the
Discussion section we present some ideas of what may lie behind these results.

Table 3. Intonation errors of eight selected L2 Italian and L2 Spanish learners.

L2 Learner Level LOR7 AOL
AUL

(hours/week)
Errors

Prenuclear
Accents
(n = 4)

Nuclear
Accents
(n = 8)

Boundary
Tones
(n = 8)

It
al

ia
n

F34 B2 Short visits to different locations 14 2 5 2 2 1

F47 B1 5 months in Verona 20 0 7 1 4 2

F37 C2 3 months in Perugia, regular
work visits 23 40 (job) 8 2 4 2

F38 C2 5 years in Tuscany and Rome 18 0 8 2 6 0

Sp
an

is
h

M19 B2 1 month in the north of Spain 10 2 5 0 3 2

F08 B2 No stay in an
L2-speaking country 15 20 8 4 1 3

M17 C1 3 months in Valencia 13 4 4 1 0 3

F13 C2 5 years in different
places (Spain) 16 3 13 3 4 6

6. Discussion

The first research question (Q1) was whether the two groups of L2 learners would
differ from each other and to what extent. Since the results reveal several differences across
the two L2 groups, we can confirm that intonation is learnable. To begin with, the learners
diverged significantly in the realization of nuclear pitch accents. Whereas the L2 Spanish
learners preferred an L+H* rising accent (62%), the L2 Italian group produced nuclear
accents predominantly with (L+)H*+L realizations (44%). Interestingly, L2 Italian learners
produced L+H* only in 10% of cases and L2 Spanish learners produced an Italian pattern
in only two cases. Recall that H*+L and L+H*+L are typical realizations of Italian nuclear
pitch accents, conveying emphasis or focus. These two patterns do not exist in Czech at all.
In Spanish, it is L+H* that assumes this role. The Czech focal pattern is L*+H, but L+H* is
present in Czech as a phonetic variant of L*+H.

The second and third questions (Q2, Q3) were related to the differences between
learners and L1 controls and to the difficulties along the systemic and semantic dimensions.
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Broadly speaking, the accuracy of reproducing the target tonal patterns in L2 Italian and L2
Spanish is relatively high in the nuclear position and the learners seem to have less difficulty
with the systemic dimension in that they are able to learn tones absent in their L1 system
such as (L+)H*+L. This finding is in line with what LILt would predict. It should be added
that all L2 Italian learners with one exception produced the Italian target pattern (H*+L,
L+H*+L), although at different frequencies. The only learner who completely omitted the
Italian pattern was a proficient learner (level C1) with a relatively strong Czech accent and
almost no experience in an L2-speaking area. Additionally, this learner seemed to be an
introverted and quiet person, another aspect which might influence second language speech
(see, e.g., Dewaele and Furnham 2000 on the role of personality in language learning). It
is also interesting that some Czech learners of Italian used the nuclear patterns in the
prenuclear position, and although the number of such instances was very low, this does
point to prosodic overgeneralization, in other words, the inappropriate application of a tonal
pattern or a pattern not seen in L1 speech. Overgeneralization belongs to the typical
phenomena of interlanguage development (see, e.g., Ellis 1994; Gass and Selinker 2008)
and shows that learners “identify that there is something to learn” (Gass 1988, p. 394).

As a next step, we predicted difficulties in the semantic dimension, such as for the
acquisition of L!H% in Spanish statements of the obvious. Recall that this boundary tone
exists in Czech in yes–no questions and was acquired, for instance, in L2 Italian yes–no
questions (Pešková 2020). Nevertheless, the results of the present study showed only
one production of L!H% in the L2 Spanish non-neutral statements of the obvious (¡Con
Manuel!) (Figure 25). This means that only one learner was able to produce this boundary
tone correctly.

Figure 25. Waveform, spectrogram and F0 trace of the what-exclamative ¡Con Manuel! in L2 Spanish
(F15, level C1) produced with the target-like L+H* L!H% pattern.

At first sight, it seems easier to acquire a new tonal pattern ((L+)H*+L) (systemic
dimension) than to re-apply a known pattern (L!H%) to a different context (semantic
dimension). However, L2 learners also exhibited difficulty in L2 Spanish with HL%,
which does not exist in L1 Czech either. This boundary tone was only produced by three
learners of Spanish. Although I believe it is the semantic dimension that presents the
greatest amount of difficulty for L2 learners, we should not rule out other explanations. For
example, frequency can play an important role here too: the (L+)H*+L pitch accent is found
in very different types of sentences in Italian and is more frequent than L!H% or HL% in
Spanish. Moreover, as suggested in Pešková (2020), the Italian pattern is more prominent
perceptually. Anecdotally, when people try to imitate Italian, they tend to use this pattern.
This would also explain why L2 learners overuse the (L+)H*+L pattern in the prenuclear
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position or in inappropriate contexts such as neutral vocatives, in which L1 speakers would
produce L+H* (Pešková 2019).

Elsewhere the data show a range of variation and a sharper divergence from the L1
data in the prenuclear position. This suggests that prenuclear pitch accents tend to be much
more susceptible to cross-linguistic influence because they have less semantic weight than
the nuclear position, which conveys meaning, and because they also exhibit larger variation
in L1 varieties, probably for the same reason.

The fourth and last question (Q4) was directed at the effect of individual factors (AOL,
LOR, AUL) on the accuracy in L2 intonation. As we have noted, the statistical analysis
revealed that LOR, AOL and AUL did not intervene very clearly. It could be hypothesized
that the fact that learners were exposed mostly to one or more different L2 regional varieties
would better explain the observed variation and the creation of mixed patterns. Additional
factors potentially having an impact on L2 speech such as a general talent for pronunciation
or individual aptitudes related to motor and music skills, mimicry or memory should not
be ignored and deserve attention in future studies. And finally, follow-up research should
also examine whether the relationship between production accuracy and foreign accent
perceived by L1 listeners is symmetric or asymmetric.

7. Concluding Remarks

How much does transfer matter in the acquisition of L2 intonation? It is not very easy
to quantify L1-to-L2 transfer in intonation, since L2 verbal output is not simply made up of
target-like features or L1-transferred features, but also a range of mixed patterns, which
are difficult to interpret. Despite such difficulties, both positive and negative influences
can be detected across all learners and contexts, but to different degrees. The results of
the present study, in which 20 Czech learners of Italian were compared with 20 Czech
learners of Spanish, suggest that intonation is in fact “learnable”, albeit the two groups
of learners diverged from L1 speakers in several ways. Whereas the learners were quite
successful in learning new patterns in the nuclear position, they exhibited more difficulties
with boundary tones, independently of whether the tone was present or absent in the
learner’s L1. It may well be that factors such as perceptual prominence and frequency can
explain this finding and predict the difficulties in L2 intonation learning. With regard to
individual factors bearing on a learner’s ability to approximate L2 intonation targets, the
findings exhibited no significant effects derived from the length of residence abroad (LOR),
the age of learning (AOL) or the amount of L2 use (AUL).

These results constitute a step forward in our growing understanding of the study
of the acquisition of L2 intonation. That said, considerable work deserves to be done
in this area, particularly given its rich potential for practical application in the language
learning classroom.
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Appendix A

Table A1. Overview of the learners who participated in the study (F = female, M = male).

L2 Learner Age Level LOR AOL
AUL

(hours/week)

It
al

ia
n

F31 24 C1 1 month in the Dolomites, 5 months in Siena 18 2

F32 38 B1 Short visits to different locations in Italy 20 1

F33 26 C1 5 months in Padua 19 4

F34 23 B2 Short visits to different locations in Italy 14 2

F35 23 C1 16 months (Roma, Ravenna, Cervia) 18 28

F36 29 B2 3 months in Parma, several weeks in Turin
and Milan 20 0

F37 30 C2 3 months in Perugia, regular work trips to
different locations 23 40

F38 37 C2 5 years in Tuscany and Rome 18 0

F39 36 C2 6 years in San Benedetto del Tronto 19 2

F40 23 B2 Different short visits to Italy 18 4

F41 26 C1 6 months in Rome; many short visits
to Ravenna 19 5

F42 22 B1 2 months in Genoa 19 10

F43 24 B2 Short visits to different locations in Italy 18 6

M44 43 B1 2 weeks in Calabria 33 2

F45 22 C1 4 months in Perugia 20 4

M46 28 C1 Short visits to different locations in Italy 20 5–6

F47 24 B1 5 months in Verona 20 0

F48 26 B2 14 months in Florence 11 2

F49 27 C1 Short visits to different locations in Italy 12 30

F50 31 B1 3 months in Calabria 25 1

Sp
an

is
h

M01 30 C2 1 year in different locations in Spain, 1 year in
different Latin American countries 22 5

M02 40 B1 Short visits to different locations in Spain 35 1

F04 29 B2 Short visits to different locations in Spain 20 2

F05 29 B1 Short visit in Catalonia 14 2

F06 23 C1 Short visits to different locations in Spain,
Mexico, Guatemala 17 20

F07 21 B2 No stay in an L2-speaking country 22 1–2

F08 20 B2 No stay in an L2-speaking country 15 20

F09 24 B2 1 year in different locations in Spain 21 10

F10 27 B2 Short visits to different locations in
Spain, Mexico 13 10

F11 19 C1 1 month in the south of Spain 17 8

M12 33 B2 Short visits to different locations in Spain and
Central America 24 2

F13 31 C2 5 years in Spain 16 3
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Table A1. Cont.

L2 Learner Age Level LOR AOL
AUL

(hours/week)

M14 22 C1 Short visits to different locations in Spain 17 2–3

F15 24 C1 6 months in Barcelona and short visits to
different locations in Spain 10 3

F16 20 C2 Short visits to different locations in Spain 10 40

M17 20 C1 3 months in Valencia 13 4

F18 23 C1 10 months in Valencia; short visits to Cuba 17 8

M19 34 B2 1 month in the north of Spain 10 2

F20 45 B1 Short visits to different locations in Spain 19 1

M21 30 C1 2 years in Barcelona 14 1

Notes

1 Some of these non-neutral sentences (contexts 1–3) are also presented in Pešková (2020); however, the present paper includes
additional contexts, fully discusses the results within the LILt and tests individual factors in order to explain the accuracy in L2
intonational patterns.

2 The potential influence of other previously acquired L2s is not covered in the present study.
3 The reliability of this manual labelling is discussed in Pešková (2020), in which the same annotation was carried out manually and

then compared against automatic transcription of intonation using the Eti_ToBI tool (Elvira-García et al. 2016). Overall agreement
was relatively high at 79% for all tonal events.

4 The H+L*+H of the present study corresponds to the pitch accent L*+>H in Gili Fivela et al. (2015).
5 To make a statistical analysis possible here, the low values for L+<H*, H*+L and L+H*+L were excluded and Fisher’s exact test

was used.
6 To make a statistical analysis possible, the low values for L+<H*, H*+L and L+H*+L were not included for the Spanish groups.

As for the two Italian varieties, the analysis included L*, H*, L*+H, L+H* and (L+)H*+L.
7 I use the term “residence” here to refer in general to the time spent in an L2-speaking country, independently of whether the

learners had just made short visits or had spent a longer period of time there.
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