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Preface to ”Dynamic Behavior of Materials”

The dynamic behavior of materials is a field at the confluence of several scientific disciplines.

The processes that occur when materials are subjected to rapid loads can differ significantly from

those under static or quasi-static situations. The understanding of the dynamic behavior of materials

involves the mechanics of high-strain-rate deformation (elastic, plastic, shock, and detonation waves)

and the dynamic responses of materials (constitutive models, shear instabilities, microstructural

evolutions, dynamic fractures, and chemical reactions).

This Special Issue on the “Dynamic Behavior of Materials” collected recent research findings on

the dynamic behavior of various materials. A collection of fifteen peer-reviewed research articles were

included in this Special Issue. The main topics covered include processing technology, state-of-the-art

characterization, testing, theoretic modeling, and simulation. We hope that this Special Issue will

be interesting for the academic community, and also hope that it will shed light on future research

activities in this field.

Chuanting Wang, Yong He, Yuanfeng Zheng, Shuhai Zhang, and Wenhui Tang
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1. Introduction

The dynamic behavior of materials is a field at the confluence of several scientific
disciplines. The processes that occur when materials are subjected to rapid loads can differ
significantly from those under static or quasi-static situations. The understanding of the
dynamic behavior of materials involves the mechanics of high-strain-rate deformation
(elastic, plastic, shock, and detonation waves) and the dynamic responses of materials
(constitutive models, shear instabilities, microstructural evolutions, dynamic fractures, and
chemical reactions).

This Special Issue on the “Dynamic Behavior of Materials” collected recent research
findings on the dynamic behavior of various materials. A collection of fifteen peer-
reviewed research articles were included in this Special Issue. The main topics covered
include processing technology, state-of-the-art characterization, testing, theoretic modeling,
and simulation.

2. Microstructural Evolution of Materials under Dynamic Deformation

Yan et al. [1] investigated the microstructural evolution of a near-αtitanium Ti-6Al-1Mo-
2Zr-0.55Fe-0.1B alloy after dynamic deformation. The results indicated that the strength of
the alloy increased significantly under dynamic loading. An abundance of deformation
twins released the dislocation pile-up and coordinated the plastic deformation of the alloy
during dynamic loading. The Johnson–Cook (J–C) constitutive equation of the alloy was
obtained. Yang et al. [2] performed uniaxial tensile loading tests on coarse-grained and
fine-grained D6A steel, finding that grain refinement effectively improved the strength of
fine-grained steel, attributing this to the high density of grain boundaries and cementite
particles hindering the movement of dislocations. The parameters of the J–C constitutive
model were calibrated. Zhao et al. [3] investigated the microstructure and properties of hot-
rolled NM500/Q345 clad plates after heat treatment. They found that the microstructure
of the NM500/Q345 clad plate before austenitization was mainly pearlite and ferrite, and
both were transformed into lath martensite after austenitization. Ding et al. [4] studied the
dynamic response of several metallic materials under explosive loading; the microscopic
features of the metals were examined and analyzed with the fracture model.

3. Equations of State and Constitutive Equation of Materials

The complicated composition of unsaturated clay, e.g., solid mineral particles, water,
and air, makes it difficult to obtain its precise equation of state (EOS) over a wide pressure
range. Ran et al. [5] discussed the high-pressure EOS of unsaturated clay at the mesoscale;
a high-pressure EOS of the unsaturated clay up to 30 GPa was developed, and it was in
good agreement with the experimental data. Xiao et al. [6] considered the phase change
during the impact as initiating a chemical reaction process, introducing three different
EOSs to describe the material parameters from a solid reactant state to a solid–gas mixing

Crystals 2023, 13, 44. https://doi.org/10.3390/cryst13010044 https://www.mdpi.com/journal/crystals1
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state and a gas state. The Johnson–Cook constitutive equation was modified by the adi-
abatic temperature rise term, and a nonlinear fit was performed to construct a dynamic
constitutive relationship at room temperature, which could describe the rheological be-
havior of the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy under high-strain-rate conditions at room
temperature [1]. Similar constitutive equation work was performed on D6A steel, and a
corresponding equation was obtained [2].

4. Material and Structure under High-Velocity Impact

Du et al. [7] designed tungsten-fiber-reinforced Zr-based bulk metallic glass rods
with gradient structures and conducted penetration experiments of the rods against rolled
armor steel. The penetration failure mode of the rods, including bending, the backflow
of tungsten fibers, and shear failure, was observed. It was suggested that the bending
space and ultimate bending diameter of tungsten fibers should be considered in order to
achieve a higher penetration ability of the fiber-reinforced rods. Jiang et al. [8] designed
projectile-resistant composite armor consisting of curved ceramic, a steel frame, and a metal
back plate. The anti-penetration performance of the armor against 12.7 mm armor-piercing
incendiary (API) projectiles was tested. The penetration process was divided into four
main stages: the asymmetric erosion of the projectile, ceramic cone squeezing movement,
back plate failure, and projectile exit.

Besides the various physical changes, dynamic loading may also trigger a series of
chemical reactions of the materials. Xiao et al. [6] proposed a simulation method for the
impact-induced deflagration behavior of reactive materials by introducing tunable ignition
threshold conditions. The ignition, reaction ratio, pressure, and temperature distribution of
an Al/Teflon projectile impacting multilayer targets were analyzed. The increasing trend
in the reaction ratio was consistent with the change in radiated flash in the experiments.
Li et al. [9] designed a reactive projectile with an Al/PTFE composite as the inner core and
a steel shell as the outer case. They studied the penetration and chemical reaction behavior
of such a projectile impacting a multilayer target. The influential factors, including impact
velocity, target thickness, and projectile structure, on the damage effect were discussed.

5. Explosive–Material Interaction

Dynamic loading on materials could be generated by an explosion; the interaction
between explosion products and materials is very quick, and the strain rate could be
extremely high. Lu et al. [10] investigated the formation process of reactive-material-shaped
charges under an explosion. A two-dimensional finite element model of a shaped charge
and a reactive material liner was established; the jet formation process, particle dispersion,
and jet particle distribution were analyzed. The results showed that the PTFE matrix
accelerated faster than the Al particles under shock loading. The relative displacement
results in a density gradient along the axis of the jet, and PTFE becomes the main component
of the jet. The initial granule distribution in the liner had a great influence on the particle
distribution in the formed jet. Similarly, Guo et al. [11] studied the jet formation process of
reactive Al/PTFE liners via X-ray photography. It was observed that the reactive Al/PTFE
composite reacted during jet formation, which can be divided into a local reaction stage
and an overall reaction stage. Secondary collision occurred in the inner layer of the liner
during the jet formation, where the chemical reaction initiated. Moreover, the Al particle
size led to a large difference in the jet formation process, showing that the jet formed from
liners with larger Al particles was more condensed due to a slower chemical reaction. For
tungsten-based materials, the flow behavior of the material under a high strain rate had a
significant influence on the final jet formation [4]. Achieving a reasonable coupling effect
between the explosive and liner material is a challenge, aiming to achieve a jet/EFP without
obvious cracking fracture.
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6. Theoretic Modeling and Simulation

Due to the difficulty of experimentally observing dynamic processes, especially those
under high strain rates, theoretic modeling and simulation have become very important
in explaining and visually displaying dynamic processes that are difficult to observe. In
order to study the dynamic response associated with the impact of a kinetic projectile on
the internal structure of an artificial satellite, a simulation model of the projectile damaging
the multilayer plates was established in ABAQUS by Yue et al. [12]. The influences of initial
velocities and incident angles on the damage characteristics were discussed. According
to the dynamic characteristics of the adhesion–desorption process between gecko-like
polyurethane setae and the contact surface, the microcontact principle of an elastic sphere
and plane was established. On this basis, combined with the cantilever beam model,
microscale adhesive contact models in the cases of a single and an array of setae were
obtained. The contact process was numerically simulated and verified by the adhesion–
desorption test. The results showed that the simulation model could reflect the real contact
procedure of setae [13]. Shi et al. analyzed [14] the deployment process of an unmanned
aerial vehicle’s parachute recovery. A dynamics model of the parachute deployment
phase was established. The effect of the parachute weight and launch temperature on the
dynamic characteristics of the deployment was discussed. Zhu et al. [15] established a three-
dimensional numerical model to describe the melt flow field and inclusions movement in
the cold hearth for the Ti-0.3Mo-0.8Ni alloy during electron beam cold hearth melting. The
solidification and discrete phase models in ANSYS were used to quantitatively analyze
the movement of inclusions in the cold hearth. Autodyn was employed to simulate
the penetration and reaction processes of reactive projectiles impacting targets, where a
modified EOS was embedded via secondary development [6,9]. An adaptive coupling
algorithm based on the finite element method and smooth particle hydrodynamics in
LS-DYNA was adopted to study the anti-penetration performance of the composite armor
structure against the API projectile [8]. LS-DYNA and Autodyn were employed to simulate
the jet/EFP formation process of various materials under explosions [4,14,15].

This Special Issue includes a small number of discrete case studies on the “Dynamic
Behavior of Materials”. We hope that this Special Issue will be interesting for the academic
community, and also hope that it will shed light on future research activities in this field.
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Dynamic Behavior of a Novel High-Strength and Ductile 
Near-α Titanium Ti-Al-Mo-Zr-Fe-B Alloy

Chi Yan 1, Chu Wang 1, Miaoxia He 1, Yuecheng Dong 1,*, I. V. Alexandrov 2 and Hui Chang 1,*

1 College of Materials Science and Engineering, Tech Institute for Advanced Materials, Nanjing Tech University,
Nanjing 211816, China
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450008 Ufa, Russia

* Correspondence: dongyuecheng@njtech.edu.cn (Y.D.); ch2006@njtech.edu.cn (H.C.);
Tel.: +86-25-8358-7270 (Y.D.)

Abstract: In this study, the dynamic compression properties of a new high-strength (>1000 MPa) and
ductile (>15%) near-α titanium Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy were investigated at high strain
rates of 1620 s−1~2820 s−1 by a split Hopkinson pressure bar (SHPB). The microstructural evolution
of the samples before and after the dynamic deformation was analyzed by electron backscatter
diffraction (EBSD). The results indicated that the strength of the alloy enhanced significantly under
the dynamic loading compared with the quasi-static compression and increased with the increase in
the strain rate. An abundance of deformation twins released the dislocation pile-up and coordinated
the plastic deformation of alloy during the dynamic loading. The dynamic plasticity constitutive
equation of the alloy was obtained by fitting high strain rate experimental data at room temperature
by the Johnson–Cook constitutive equation with the modified temperature term.

Keywords: near-α titanium alloy; dynamic deformation; deformation twin; Johnson–Cook equation

1. Introduction

Near-α titanium alloys have high specific strength, excellent corrosion resistance, and
good weldability, making them extensively accepted as admirable structural materials in
marine engineering [1–5]. In particular, the Ti80 (Ti-6Al-3Nb-2Zr-1Mo) alloy is widely studied
and applied as a typical marine titanium alloy because of its corrosion resistance [6,7], impact
toughness [8], low fatigue cracking [9,10], and creep behavior [11] as well as its performance
after various welding methods [12,13]. However, the presence of the Nb element makes
Ti80 expensive; it also gives it a high melting point of up to 2468 ◦C. The high melting point
makes it possible to generate a high density of inclusions in the casting process, which is
harmful to the subsequent forging/rolling process. Moreover, the strength of the Ti80 is
approximately equal to 800 MPa, which is not high enough as the pressure shell of the
deep-diving submersible dives into the depth of up to 10,000 m. That is why the new type,
the 10,000 deep-diving submersible, used α + β alloy in spite of poor weldability.

On the other hand, titanium alloys as structural materials are often subjected to high
velocity impact loads, which are required to ensure the structural integrity and continuity
with the required dynamic load carrying capacity under the specified impact loads. Since
both plasticity and failure behavior of titanium are significantly affected by the strain rate,
it is necessary to study the dynamic behavior of titanium at different strain rates [14–16].
Hence, in this work, a novel near-α titanium Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy, based on the
Ti80 alloy, was designed, in which Nb was replaced by the microalloying elements Fe and
B. The aim of the present investigations was to design a novel, low-cost, high-strength, and
high-toughness near-α titanium alloy for marine engineering applications and evaluate
the dynamic compression properties of this alloy at different strain rates with the split
Hopkinson pressure bar (SHPB).

Crystals 2022, 12, 1584. https://doi.org/10.3390/cryst12111584 https://www.mdpi.com/journal/crystals5
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2. Materials and Methods

A near-α titanium Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy was designed and melted using
vacuum arc fusion (VAR) equipment. The chemical composition of the alloy was inves-
tigated by inductively coupled plasma mass spectrometry (ICP-MS) analysis; the actual
chemical composition is shown in Table 1. The phase transition temperature of the alloy
measured by the metallographic method was 995 ◦C. After forging, heat treatment [17] was
used to optimize the microstructure.

Table 1. Chemical composition of the near-α Ti-6Al-1Mo-2Zr-0.55Fe-0.1B (wt.%) alloy.

Elements Al Mo Zr Fe B Ti

wt.% 5.8 1.07 1.85 0.57 0.044 Bal.

Quasi-static tensile tests were conducted on the MTS 370.10 hydraulic servo fatigue
tester. The tensile specimen length was 100 mm, and the diameter and length of the gauge
were φ5 mm and 25 mm, respectively. The strain rate was 7 × 10−3 s−1. Quasi-static com-
pression experiments were carried out on a universal testing machine with a strain rate of
10−3 s−1 with the dimension of φ3 × 6 mm, which was the sample size. Dynamic mechani-
cal properties were tested by the SHPB equipment at high strain rates of 1620 s−1~2820 s−1,
and the sample size was φ6 × 3 mm. The diameter of the SHPB compression bar was
14.5 mm, and the input pulse maximum value was 1200 MPa. The samples were prepared
by wire cutting, and the end faces were polished by sandpaper grinding.

The Japanese Regulus 8100 cold field emission scanning electron microscope was
used to characterize the microstructure of the samples as well as the element distribution;
the sample size was 4 mm × 4 mm. After dynamic deformation, EBSD samples were
prepared by slicing parallel to the compression direction, and the samples were polished
using a Shanghai metallographic PFD-2 electrolytic polishing machine with an electrolytic
solution of 12 mL perchloric acid, 120 mL methanol, and 68 mL n-butanol. The polishing
temperature was stabilized at −20 ◦C by adding liquid nitrogen; the polishing current
was 0.6~0.7 A, and the polishing time was about 50 s. The surface of the specimen was
cleaned with alcohol after polishing. The EBSD was carried out on the field emission
scanning electron microscope (SEM, JSM-6700F), equipped with an Oxford Instruments
EBSD detector and working at an accelerating voltage of 20 KV. The step size of the samples
was 0.05 μm with a scanning area of 1600 μm2. The HKL Technology Channel 5 system
was used to analyze the EBSD test data.

3. Results and Discussions

3.1. Initial Microstructure

The SEM microstructure and composition distribution map of the Ti-6Al-1Mo-2Zr-
0.55Fe-0.1B alloy is illustrated in Figure 1. Obviously, the bimodal microstructure with the
primary equiaxed α phase and β transformation matrix was achieved by the heat treatment,
which was accepted as a result of the simultaneous combination of good strength and
ductility [18,19]. The size of the primary equiaxed α phase was about 5.25 μm, occupying
21% of the content. The thickness of the secondary lamellar α phase was about 0.52 μm.
On the other side, the distribution of each alloying element showed sufficient homogeneity,
as indicated in Figure 1b.
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Figure 1. SEM results: (a) microstructure and (b) composition distribution maps of the Ti-6Al-1Mo-
2Zr-0.55Fe-0.1B alloy.

3.2. Quasi-Static Tensile and Compression Experiment

Figure 2a shows the true stress−strain curve for the alloy at the strain rate of 0.007 s−1.
Result indicated that the yield stress was 927 MPa; the stress increased slightly with the
increase in the strain, and the ultimate tensile stress could reach 1005 MPa. In comparison
with a slight increase in the work hardening effect during the tensile test, the alloy showed
a significantly higher work hardening during the quasi-static compression experiment
(Figure 2b). Simultaneously, the ultimate compression stress increased up to 1370 MPa
from 1081 MPa of tensile yield stress. Table 2 shows the quasi-static mechanical property
data of the new titanium alloy and the Ti80 alloy with the bimodal microstructure. It can
be seen that the strength of the novel alloy is superior to that of the Ti80 alloy. Meanwhile,
good ductility is kept at the same level.

Figure 2. Quasi-static mechanical properties of the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy: (a) tension;
(b) compression.

Table 2. Quasi-static mechanical property data of the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B and Ti80 alloys.

Tensile Compression

Alloy Composition YS/MPa TS/MPa Strain (%) YS/MPa UCS/MPa Strain (%)

Ti-6Al-1Mo-2Zr-
0.55Fe-0.1B 927 1005 15.1 1018 1370 60

Ti-6Al-2Zr-1Mo-
3Nb [20,21] 842 932 22 881 1046 50
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3.3. Dynamic Compression Experiment

Dynamic true stress−strain curves of the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy at different
strain rates are shown in Figure 3a. Obviously, compared to the quasi-static stress−strain
curve (Figure 2b), they had no obvious yield stage and strain hardening during dynamic
loading. The strength was higher during the high strain rate deformation and increased
with the increase in the strain rate. Meanwhile, all the dynamic stress−strain curves
fluctuated at the plastic deformation stage. The main data extracted from the dynamic
stress−strain curves of the novel alloy and the Ti80 alloy are listed in Table 3. Among them,
the absorbed impact energy could be considered as the area under the stress−strain curve
of the uniform plastic deformation, which could reflect the dynamic mechanical property
of materials more accurately by considering the combination of the strength and plasticity.
The formula for calculating the absorbed impact energy is as follows [22]:

E =
∫ ε f

εs
σ·dε (1)

where ε f and εs are strains at the beginning and the end of the plastic deformation, respec-
tively. It can be seen that the absorbed impact energy of the novel alloy increases with
an increase in the strain rate, exhibiting a higher value than the Ti80 alloy at the similar
strain rate.

Figure 3. (a) Dynamic true stress−strain curves and (b) strain hardening rate of the Ti-6Al-1Mo-2Zr-
0.55Fe-0.1B alloy.

Table 3. Dynamic mechanical property data of the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B and Ti80 alloys.

Alloy Composition Ti-6Al-1Mo-2Zr-0.55Fe-0.1B Ti-6Al-2Zr-1Mo-3Nb [21]

Strain rate 1620 s−1 2180 s−1 2400 s−1 2820 s−1 1500 s−1 2500 s−1 3500 s−1

UCS /MPa 1398 1438 1454 1567 1348 1418 1478
Strain 0.21 0.21 0.31 0.39 0.13 0.22 0.30

Akv/MJ·m−3 229 240 335 515 158 299 422

The strain hardening rate θ can be used to express the ability of a material to resist
plastic deformation, where θ = dσ/dε. Figure 3b shows the strain hardening rate of samples
at the high strain rates of 1620 s−1 and 2820 s−1. The strain hardening rate curves developed
similarly at the beginning of the deformation, and the alloy underwent continuous plastic
deformation, which led to the first peak stress at the strain 0.04. After that, the development
of the strain hardening rate was non-monotonous. This implies that the thermal softening
effect happened during the dynamic loading. It is well known that adiabatic heating is
always generated as a result of accumulated plastic work during the dynamic loading
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when the generated heat cannot dissipate outside in a short time, which increases the local
temperature in materials and leads to the dislocation annihilation. The wave-shape curves
indicate the competition of strain hardening and thermal softening of the alloy during
dynamic loading [23]. When the strain hardening rate θ > 0, the strain hardening effect
dominates in the plastic deformation of the alloy, and when θ < 0, it shifts to be dominated
by the thermal softening effect. Obviously, for the investigated deformation with two strain
rates, the final hardening rate was negative at the strains of 0.19 and 0.3, which shows the
advantage of the thermal softening effect.

The inverse pole figures for the initial and dynamically deformed samples are shown
in Figure 4a–c. The results indicated that the initial microstructure was homogeneous
as a result of heat treatment, and the grain size was about 6.43 μm. After the dynamic
compression, the grains suffered fragmentation, and the grain size decreased up to 5.51 μm
and 5.3 μm after high strain rates of 1620 s−1 and 2820 s−1, respectively. On the other
hand, deformation twins activated in the microstructure as a result of dynamic loading
and promoted the increase in the strain rate. The morphology of the deformation twins
showed diversity under dynamic loading, including twin boundaries terminated at the
grain boundaries, those terminated within the grains, and even the generated penetrating
twins. Meanwhile, a twin wafer-like microstructure was found in the sample subjected by
dynamic loading at 2820 s−1.

Figure 4. EBSD results: (a–c) inverse pole figures; (d–f) kernel average misorientation maps;
(g–i) grain boundary orientations for (a,d,g) initial, (b,e,h) deformed with strain rate 1620 s−1, and
(c,f,i) deformed with strain rate 2820 s−1 samples.

Figure 4d–f shows the kernel average misorientation (KAM) plot of the new alloy,
which can represent the density distribution of the geometrically necessary dislocation
(GND) boundaries macroscopically. Those boundaries with KAM > 0.5◦ are considered
as high-density dislocation boundaries (shown in green in the KAM plot), and those with
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KAM ≤ 0.5◦ are considered as low-density dislocation boundaries (shown in blue in the
KAM plot). In the initial state, high-density dislocations were rare and only existed as a
result of previous heat treatment. However, the dislocation density of the sample increased
significantly after dynamic loading, and dislocations were distributed not only at grain
boundaries but also in grain interiors, which showed strong strain rate dependence. On
the other hand, the fraction of low-angle grain boundaries (LAGBs) increased with the
increase in the strain rate, and the fraction of LAGBs increased to 68.84% and 82.37% after
the high strain rates of 1620 s−1 and 2820 s−1, respectively. Some other relevant parameters
of different state samples obtained through EBSD data statistics are listed in Table 4.

Table 4. Microstructure parameters of the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy in the initial and de-
formed states.

State Avg·GS (μm) HAGB (%) LAGB (%)
The Fraction of Grain in Different States (%)

Recrystallized Substructured Deformed

Initial 6.43 45.58 54.42 44.4 51.9 3.7

1620 s−1 5.51 68.84 31.16 6.6 67.6 25.8

2820 s−1 5.3 82.37 17.63 5.2 21.7 73.1

Figure 5 shows the pole figures of the initial sample and the samples after the dynamic
impact testing at 1620 s−1 and 2820 s−1, respectively. The maximum texture intensity of the
initial sample was 18.12. The sample after the impact testing with 1620 s−1 and 2820 s−1

showed a maximum texture intensity of 24.84 and 23.66 along the <0001> pole. Thus,
more grains in the deformed samples must be aligned along the <0001> pole direction,
demonstrating the large influence of the strain rate on the crystallographic texture evolution.

Figure 5. Pole figures of (a) initial, (b) deformed with strain rates 1620 s−1, and (c) 2820 s−1 samples.

It is worth mentioning that the high-strength titanium alloy kept integrity and did not
show any instability after dynamic loading, showing excellent comprehensive mechanical
properties. The new Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy is classified as the near-α titanium
alloy according to the Kβ stability coefficient calculation [24]. As is commonly known, the
α phase of a titanium alloy has a hexagonal close-packed (HCP) structure, with only three
slip systems, but the dislocation slip on prismatic surfaces is facilitated to launch due to
the c/a value (1.587) below the ideal HCP value (1.633). Furthermore, the addition of Al
elements is considered to reduce the c/a value and benefit the dislocation movement [25–27].
Additionally, an abundance of deformation twins released the dislocation pile-up and
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coordinated the plastic deformation of the alloy during the dynamic loading [28,29]. On
the other hand, the damage of materials under the dynamic loading was always related to
the occurrence of adiabatic shear bands, which were considered to accompany the dynamic
recrystallization process [30–32]. In our investigation, the adiabatic shear bands have not
been observed by optical microscopy and EBSD, and the content of recrystallized grains
decreased seriously; even the imposed strain rate was equal to 2820 s−1, as indicated in
Table 4. Obviously, the novel titanium alloy has a good potential for the applications due to
the simultaneous high strength and ductility, although the deformation mechanism still
needs to be revealed further.

4. The Johnson–Cook Constitutive Equation

As mentioned above, when materials suffered high strain rate deformation, the plastic
work generated from the deformation could be converted into heat energy, which increased
the local temperature of materials. Theoretically, the temperature rise calculation was
carried out by the following equation:

ΔT = β
Wp

ρCp
(2)

where β is the ratio of the mechanical energy transferred into the thermal energy, generally
taken as 0.9; Wp is the plastic work; Wp =

∫ εi
0 σidεi, ρ is the material density; ρ = 4.45 g/cm2;

and Cp is the constant pressure specific heat capacity of the material 0.526 J/g·K. The tem-
perature rise of the new alloy at different strain rates can be obtained from the Equation (2);
the result is presented in Figure 6. The fitting can be obtained as follows:

ΔT = 26.478e0.0007
.
ε (3)

Figure 6. Temperature rises of the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy at different strain rates.

Obviously, the temperature rises of the new alloy increase exponentially under the
dynamic loading, especially when the strain rate exceeds 2000 s−1.

The thermal-viscoplastic constitutive model is commonly used to describe the dy-
namic mechanical response of metallic materials, such as the Johnson–Cook model, the
Zerrilli−Armstrong model, and the Steinberg−Guinan model. Among them, the Johnson–
Cook model is simple and can better describe the strain hardening, strain rate effects, and
thermal softening effect of the material. In this paper, the Johnson–Cook model is used to
describe the dynamic intrinsic structure of the new titanium alloy, and the model expression
is as follows:

σ = (A + Bεn )

[
1 + C ln

( .
ε
.

ε0

)]
(1 − T∗m) (4)
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where A, B, C, n, and m are coefficients to be determined; σ is the flow stress; ε is the
equivalent plastic strain; and

.
ε0 and

.
ε are the reference strain rate and the equivalent

plastic strain rate. T∗ is the dimensionless temperature (T* = (T − T0)/(Tm − T0)), where
T0, T, and Tm are the reference temperature, the deformation temperature, and the melting
point temperature of the material, taking T0 = 293 K and Tm = 1800 K.

When
.
ε0 = 10−3s−1, T = T0, for the compression experiment performed under

quasi-static loading at room temperature, the equation can then be decoupled as follows:

σ = A + Bεn (5)

It is rewritten as ln(σ − A) = ln B + n·ln ε, substituted into the stress−strain data under
the quasi-static compressive loading at room temperature for linear fitting, and the final
strain-hardening parameters are obtained as A = 1018 MPa, B = 774 MPa, n = 0.97.

The strain rate strengthening parameter C responds to the strain rate effect of the mate-
rial and can be fitted using stress−strain data for different strain rates at room temperature,
where the equation is as follows:

σ =
(

1018 + 774 · ε0.97 )

[
1 + C · ln(

.
ε
.

ε0
)

]
(6)

Obviously, the value of C is the slope of σ/(1018 + 777·ε0.97) − 1 = C·ln (
.
ε.

ε0
), and after

substituting the stress−strain data for different strain rates at room temperature, the value
of the strain rate strengthening parameter C is 0.013.

Using the adiabatic temperature rise in Equation (5) plus the reference temperature
as the deformation temperature, brought into Equation (6), the value of m is obtained by
fitting it to the experimental data and taking the average value of 1.72. Then, the complete
J−C constitutive equation is as follows:

σ =
(

1018 + 774 · ε0.97 )

[
1 + 0.013 · ln

( .
ε

0.001

)]
(1 − T∗1.72) (7)

Figure 7 shows the results of the fitting of the experimental data of the alloy at high
strain rates. The J−C constitutive equation constructed in this paper can effectively predict
the mechanical response of the alloy under high strain rate deformation, especially in the
plastic deformation stage.

Figure 7. Comparison of the experimental results with the J−C constitutive equation calculations for
the Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy.
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5. Conclusions

(1) A novel near-α titanium Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy was developed, which
possesses simultaneous high strength (>1000 MPa) and ductility (>15%).

(2) The strength of the alloy under dynamic loading enhanced significantly compared
with the quasi-static compression and increased with the increase in the strain rate.
An abundance of deformation twins released the dislocation pile-up and coordinated
the plastic deformation of the alloy during the dynamic loading.

(3) The Johnson–Cook constitutive equation was modified by the adiabatic temperature
rise term, and a nonlinear fit was performed to construct a dynamic constitutive
relationship at room temperature, which could describe the rheological behavior of
the alloy under high strain rate conditions at room temperature.

The novel near-α titanium Ti-6Al-1Mo-2Zr-0.55Fe-0.1B alloy possesses excellent me-
chanical properties, a low-cost design, and good weldability, making it a good potential
application in marine engineering.
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Abstract: The uniaxial tensile loading tests of coarse-grained D6A steel (CG, d = 20 μm) and fine-
grained D6A steel (FG, d = 1.5 μm) were performed using a material testing machine and rotating
disk Hopkinson tension bar, respectively. The stress–strain curves of two steels at different strain
rates (0.001~1500 s−1) were obtained. Results show that grain refinement effectively improves the
strength of FG steel, which is achieved by high-density of grain boundaries and cementite particles
hindering the movement of dislocations. In the strain rate range of the test, the strain rate sensitivity
of FG D6A steel decreases, which is considered to be the result of the athermal stress that independent
of the strain rate becomes the dominant part of the total stress. Combined with the experimental
data, the parameters of the Johnson–Cook (J–C) constitutive model were calibrated. The stress–strain
curves obtained by simulations are in good agreement with those from tests. These results may
provide an important experimental reference and theoretical basis for the application of FG D6A steel
in various fields.

Keywords: fine-grained D6A steel; fine grain strengthening; strain rate sensitivity; Johnson–Cook
constitutive model; finite element simulation

1. Introduction

The production, use and performance improvement of steel materials are important to
develop industrialization. For thousands of years, steel has been widely used in various
engineering fields such as civil engineering, chemical engineering, aerospace and weaponry,
and has profoundly affected the quality of human life. In recent years, aerospace materials
continue to evolve, new materials represented by graphene, carbon fiber and rare earth
elements are favored by researchers, but they still cannot surpass high-property steel in
terms of material strength, impact toughness and production cost. In the future, ultra-
high-strength steel will still be an indispensable material for load-bearing components
such as aircraft landing gear, wing spars, and engine crankshafts. In order to meet the
rapid development needs of the aviation industry, it is necessary to deeply explore the
strengthening mechanism and application prospects of advanced steel materials.

Due to the lightweight and safety requirements of aircraft design, materials with high
strength and toughness will be the first choice for airframe components. Ultra-fine-grained
(UFG) steel has both ultra-high strength, good toughness [1] and low production cost,
which has great application potential in the aviation industry. At present, scholars in
China and abroad have carried out extensive research on the preparation process and
mechanical properties of UFG steel. Pang [2] investigated the strengthening mechanism
of low-temperature annealed UFG steel, and believed that grain refinement was the most
effective method to simultaneously improve the strength, plasticity and impact toughness
of the material. The strengthening of the experimental steel was not only the result of
the interaction between dislocations, but also the interaction of grain boundaries and
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dislocations. Park [3] found that when the grains are refined to less than a few microns,
the strength can be effectively improved. However, the material almost loses the work
hardening ability, and its yield ratio is close to 1. Liu et al. [4] studied the effects of strain
rate and temperature on the dynamic mechanical behavior of UFG IF steel. They found
that UFG IF steel has low strain rate sensitivity and strong temperature sensitivity within
a certain temperature range (−70 ◦C–100 ◦C). To sum up, the mechanical behavior of
UFG steel is closely related to the microstructure (e.g., grain size) and loading conditions
(e.g., strain rate, temperature).

Aircraft often face high-speed impact during landing, so it is of great significance to
study the dynamic mechanical properties of structural component materials. At present,
establishing a macroscopic phenomenological constitutive model or modifying the existing
phenomenological model is the main method to describe the mechanical behavior of
UFG materials. Khan [5] modified the Johnson–Cook (J–C) to describe the flow stress of
nanometallic materials by introducing the Hall-Petch relationship between yield stress and
grain size. Zheng et al. [6] introduced the grain size effect on the basis of the J–C model, and
then superimposed it with the Armstrong-Frederick nonlinear hardening law. Finally, they
proposed a mixed hardening model for UFG materials, which can simultaneously reflect
the nonlinear hardening, grain size effect, strain hardening effect and strain rate effect of the
material. Based on the modified hyperbolic sine Arrhenius equation, Wang [7] established a
constitutive model capable of simulating high temperature micro-compression deformation
of UFG pure aluminum. Therefore, building a constitutive model capable of describing
large plastic deformation is the basic to promote the practical application of advanced
steel materials.

D6A steel is a low-alloy high-strength steel that has been widely used in solid rocket
casings, aircraft landing gear, warhead casings and other fields. Shen et al. [8–12] prepared
micron-scale fine-grained (FG) D6A steel by using hot rolling and annealing, and analyzed
the influence of grain size and nano-precipitation relative to the strength and toughness of
FG steel. Grain refinement strengthening, precipitation phase strengthening and texture
strengthening are the main mechanisms for the high strength of the investigated steels.
Currently, several studies have extensively investigated FG D6A steel, and most of them
focus on the preparation process and microstructure evolution. However, its mechanical
behavior at dynamic loading was rarely reported. The present study aims to provide
experimental and theoretical reference for the use of FG D6A steel in the aviation field.

2. Experimental Materials and Test Methods

The experiment material is D6A coarse-grained (CG) steel, which was produced by
Baosteel Group. The D6A steel was forged into a slab with 110 mm in length, 60 mm in
width, and 60 mm in thickness. First, in the process of hot rolling, the steel plate was
heated to 1100 ◦C for 3 h, and then hot-rolled to a thickness of 10 mm after six passes.
Then, the plate underwent two-phase warm rolling at 760 ◦C via two passes with ~25%
reduction in each pass, and annealing at 660 ◦C for 20 min after each pass. After hot rolling
and two-phase annealing, FG D6A steel samples were obtained. The nominal chemical
composition of the steel, measured by using chemical analysis, is listed in as Table 1. The
microstructure of FG D6A steel before deformation was characterized by scanning electron
microscope (SEM) after polishing and acid leaching. As shown in Figure 1, the investigated
steel is mainly composed of gray-black ferrite matrix (F) and white granular cementite
(Fe3C). During the hot rolling process, a large amount of spherical cementite precipitates
from the grain boundary and is evenly distributed on the ferrite matrix.

Table 1. Chemical composition of the D6A steel (mass fraction%).

C Si Mn Cr Mo Al Ni V Fe

0.43 0.17 0.73 1.05 1.01 0.02 0.61 0.09 Bal
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Figure 1. SEM images showing the microstructural characteristics of FG D6A steel.

Figure 2 shows the microstructure of FG steel obtained from electron backscatter
diffraction (EBSD) microscopy. At the same time, the EBSD observation data were sta-
tistically sorted by Origin software, and the columnar distribution of grain size was ob-
tained, as shown in Figure 3a,b. The grain size of CG and FG D6A steel was 20 μm and
1.5 μm, respectively.

001 

111 

101 

5 m 

Figure 2. EBSD graph of FG D6A steel.
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(a) (b) 

Figure 3. Grain size distributions of D6A steel: (a) CG D6A steel; (b) FG D6A steel.

Uniaxial tensile tests were carried out on the specimens at room temperature. Quasi-
static tensile experiment was performed on a material testing machine and dynamic tensile
test was carried out on a rotating disk Hopkinson bar. The steel was prepared into a
sheet specimen and connected with the loading device by gluing. Figure 4a,b show the
experimental device and specimen. Dynamic uniaxial tensile tests were conducted at
various strain rates (

.
ε) (400~1500 s−1) by using short metal rods with different sizes (8, 10

and 12 mm). For comparison, similar tensile experiments were performed on CG steel.

  
(a) (b) 

Figure 4. Photographs of Hopkinson tension bar and specimen in this study: (a) rotating disk
Hopkinson bar; (b) steel specimens.

3. Experimental Results and Discussion

The experimental data were processed by the signal acquisition system embedded in
the equipment and transformed by Origin software to obtain the stress–strain curves of the
steel under different strain rates.

Figure 5a shows the representative stress–strain curves of the as-prepared CG steel,
which was tested at room temperatures of 25 ◦C at a strain rate (

.
ε) of 0.001 s−1, and the

experiment was repeatable. The quasi-static tensile yield strength of FG D6A steel is
approximately 980 MPa (curve turning point in the figure), which is significantly improved
compared with that of existing CG steel (390 Mpa [9]).
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Figure 5. Stress–strain curves of the investigated steel under different strain rates: (a) quasi−static
loading; (b) dynamic loading.

The dynamic tensile tests of the CG (
.
ε = 520, 880, 1660 s−1) and FG (

.
ε = 420, 860,

1540 s−1) D6A steel were carried out, and the obtained stress–strain curves are shown
in Figure 5b. It is worth noting that the first peak stress can be regarded as material
strength under dynamic loading (as indicated by the dots in the figure). In this experiment,
the dynamic strength of CG steel is about 800 MPa, whereas that of FG steel is over
1300 Mpa. The strength of the investigated steel at various strain rates are shown in Table 2.
In summary, grain refinement effectively improves the static and dynamic strength of
D6A steel.

Table 2. Tensile mechanical properties of D6A steel at room temperature.

Temperature/◦C Grain Size Strain Rate/s−1 Strength/Mpa

25

FG

0.001 980
420 1245
860 1295
1540 1378

CG

0.017 390
520 838
880 800
1660 835

Similar to CG steel, the grains of FG steel still exhibit typical crystallographic charac-
teristics, and the microstructure profoundly affects the macroscopic mechanical behavior
of materials. High-density grain boundaries have a strong constraint on dislocation slip,
which is mainly caused by grain boundary obstacles and the orientation difference between
adjacent grains. Due to the disordered arrangement of atoms at grain boundaries, the shear
stress required for dislocation slip here increases suddenly. Furthermore, grains in different
orientations will restrict mutual deformation, which makes it difficult for slip to proceed
along the same crystal axis and eventually increases the critical shear stress of slip. Figure 6
shows that when the external force is not large enough to overcome the obstacle effect of
grain boundary, the intragranular dislocation cannot continue to slip through the grain
boundary to the adjacent crystal. With the accumulation of deformation, dislocations gather
at the grain boundary and tangle with each other to produce dislocation pile-up groups,
resulting in local stress concentration (shown in the red symbol), thereby improving the
macroscopic strength of the investigated steel.
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(a) (b) 

Figure 6. Schematic diagram of grain boundary hindering dislocations: (a) initial stage; (b) plastic
deformation stage.

In addition, the deformation of FG steel can spread to more grains, so the stress
distribution is more uniform than that of CG steel. Therefore, it is difficult for micropores
and cracks to initiate and propagate, which ultimately increases the strength of the material.

Through microscopic observation, a large number of nano-scale cementite particles
are found to be uniformly dispersed on the FG D6A steel matrix, as shown in Figure 2.
The strength of the material is effectively improved by introducing nano-scale precipitates,
which have been widely used in metal materials. Essentially, precipitation strengthening is
achieved by generating small, high-hardness second-phase particles that hinder dislocation
motion. At the same time, the interaction between cementite and dislocations is also
enhanced, thereby strengthening the metal without greatly affecting the stiffness of the
material [13]. Dislocations cannot shear hard cementite particles. In this case, dislocations
will bypass particles through Orowan ring or cross-slip [14]. The strength increment is
closely related to the volume fractions and size of the precipitated phase.

Figure 7 shows that the extrusion deformation between grains provides more nucle-
ation sites for cementite, and the local temperature rise generated by plastic deformation
also accelerates the nucleation process. Fresh dislocations appear around the cementite,
and the dislocation density increases uninterruptedly. With the accumulation of plastic
deformation, the degree of dislocation pile-up deepens. External force causes the cementite
particles to move gradually and gather at the grain boundary. Moreover, cementite has
a pinning effect on the grain boundaries, which makes it difficult for the grain boundary
slip between grains to proceed and aggravates the stress concentration. Therefore, the
interaction of dislocations, cementite and high-density grain boundaries results in FG D6A
steel with ultra-high strength.

 
(a) (b) (c) 

Figure 7. Schematic diagram of grain boundary and cementite hindering dislocations: (a) initial stage;
(b) middle stage; (c) final stage.
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Figure 8 presents the strength changes of CG/FG steel under static and dynamic
tensile loading. D6A steel exhibits remarkable strain rate effect. As the strain rate changes
from quasi-static to dynamic, the material strength increases significantly.

 
Figure 8. Quasi−static and dynamic tensile strength of D6A steel.

The fracture of the sample was observed by SEM to analyze the microstructure evolu-
tion of the investigated steel in the high-speed tensile test. Figure 9 shows the SEM image
of the FG D6A steel after dynamic tensile deformation. The comparison shows that the
microstructures under different strain rates are basically the same and mainly ferrite and
cementite. However, with the increase in strain rate, the deformation of ferrite structure
becomes increasingly intense, resulting in the increase in the total number of grains and
grain boundary density, which enhances the hindrance of dislocation movement, and thus
improves the dynamic strength of FG D6A steel.

   
 

 

 

bbbb  ccccc  

 

Figure 9. SEM micrograph of D6A steel after deformation: (a) 420 s−1; (b) 860 s−1; (c) 1540 s−1.

Two parameters are generally used to describe the strain rate sensitivity of materi-
als [15], namely the strain rate sensitivity coefficient m and the flow stress increment Δσ.
Here, the strain rate sensitivity coefficient can be calculated as follows [16]:

m =

(
∂ln σ

∂ln
.
ε

)
T
≈ ln(σ2−σ1)

ln
( .
ε2− .

ε1
) (1)
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where
.
ε is the strain rate and σ can be taken as the yield strength corresponding to different

strain rates. In addition, the flow stress increment Δσ can be expressed as follows:

Δσ = σd − σs (2)

where, σd and σs are dynamic and static yield strength, respectively.
As shown in Table 3, the steel exhibits obvious strain rate effect in this experiment.

The strain rate sensitivity coefficient m of the original CG steel was about 0.822~0.976 at
room temperature, and the flow stress increment Δσ was about 434 MPa. Compared with
the quasi-static yield strength, the dynamic strength more than doubled, and the stress
increment ratio reached 113.3%. The strain rate sensitivity coefficient m and flow stress
increment Δσ of FG steel are 0.816~0.923 and 326 MPa, respectively. Although the strength
increment of FG steel under dynamic loading is slightly lower than that of the original CG
steel, the strength increase ratio is very small, only about 33.2%. Therefore, as the average
grain size decreases from 20 μm to 1.5 μm, the strain rate sensitivity of D6A steel shows a
weakening trend.

Table 3. Strain rate sensitivity index of D6A steel (0.001~1500 s−1).

Steel m Δσ/MPa Stress Increment Ratio/%

CG 0.822~0.976 434 111.3
FG 0.816~0.923 326 33.2

The flow stress of UFG steel can be mainly divided into two parts [17]: thermal stress
and non-thermal stress. Thermal stress corresponds to the thermal activation movement,
which mainly overcomes the short-range barrier dependent on temperature and strain
rate. Non-thermal stress is related to the long-range obstacles that cannot be overcome
in the thermal activation process. The latter is almost independent of strain rate and
temperature but largely affected by grain size. Jia established the following mechanical
response function [18] in the study of UFG iron with BCC structure:

τ = τ0 + βd−1/2 + g(γ) + τ0

⎡
⎣1 −

{
kT

ΔGk0
ln
( .

γk0
.
γ

)} 2
3

⎤
⎦ (3)

The first three parts of the formula are the non-thermal stress dominated by initial lat-
tice resistance and grain boundary strengthening effect, where g(γ) is the strain hardening
coefficient. The last part named Peierls-Nabarro stress is related to the short-range barrier,
and it can be qualitatively judged that this stress component is related to the strain rate
but has no direct relationship with the grain size, that is, the strain rate-dependent stress
components have not changed greatly for different grain size steels. By contrast, when
the size of D6A steel decreases from 20 μm to 1.5 μm, the grain boundary area increases
greatly, and the non-thermal stress will occupy the main part of the flow stress. Therefore,
in the same strain rate range, the proportion of strain rate-related thermal stress reduces
gradually with the grain size refinement, and macroscopically, the strain rate sensitivity of
FG D6A steel is weaker than that of original CG steel.

Furthermore, compared with CG steel, the strain hardening ability of FG D6A de-
creases under dynamic loading, and plastic instability begins to occur after the stress reaches
the peak. This phenomenon deserves further study. Nevertheless, the stress softening
phenomenon of some UFG materials [15] did not appear in the D6A steel.

4. Johnson–Cook Constitutive Model and Parameter Fitting

Establishing the constitutive model that can describe the plastic deformation behavior
of materials is the premise of accurately simulating severe deformation processes such as
impact [19]. In order to promote the application of FG D6A steel in aviation and military
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fields, it is very important to find a constitutive model that can accurately describe its
dynamic deformation behavior. The J–C model has become the most widely used phe-
nomenological viscoplastic model for metallic materials due to its simple form and easy
promotion of engineering application. The J–C model well describes the relationship be-
tween flow stress and plastic strain, strain rate and temperature. Its classical mathematical
expression is as follows [20]:

σ =
(

A + Bεp
n)(1 + C ln

.
ε
∗)

(1 − T∗m) (4)

Therein, σ reflects flow stress; A, B and n are strain-related material parameters at
reference strain rates, where A is the yield strength. C is the coefficient describing the
strain rate strengthening effect, and m is the factor describing the thermal softening effect.
Here, εp is the equivalent plastic strain, and

.
ε
∗ is the dimensionless equivalent plastic strain

rate. T∗ represents dimensionless temperature. as the temperature rise caused by dynamic
loading is small, the thermal softening effect is not considered, so the value of m could be
equal to 0. Finally, the simplified J–C model equation is obtained as follows:

σ =
(

A + Bεp
n)(1 + C ln

.
ε
∗) (5)

The material mechanical properties under different processes are often quite different,
so it is necessary to determine the parameters combined with mechanical experiments.
When loading at the reference strain rate, the J–C model is further simplified to the Ludwik-
Hollomon formula [21]:

σ =
(

A + Bεp
n) (6)

According to the quasi-static loading stress–strain curve (Figure 5a), the yield strength
of FG D6A steel is approximately about 980 MPa, that is, A = 980. Logarithmic transforma-
tion of the above formula can be obtained:

ln(σ − A) = ln B + n ln εp (7)

Fit the curve of ln(σ − A) − ln εp. As shown in Figure 10a, its slope is n, and B is
obtained according to the intercept. Finally, the strain-related parameters can be calculated
as follows: B = 493, n = 0.625. After the aforementioned parameters are determined, select
the yield strength under different strain rates, and fit the curve. As shown in Figure 10b,
the slope is the strain rate hardening coefficient, and C = 0.026.

  
(a) (b) 

Figure 10. J–C constitutive model constants fitting results: (a) ln(σ − A)− ln εp; (b) (σ/A− 1) − ln
.
ε
∗.
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In conclusion, the J–C model suitable for FG D6A steel at room temperature can be
obtained from the data, as follows:

σ =
(

980 + 493εp
0.625
)(

1 + 0.026 ln
.
ε
∗) (8)

A 3D specimen model is established, the size of which is consistent with the ex-
perimental specimen. The left end surface of the specimen is completely fixed, and the
right end surface is given velocity boundary conditions to simulate loading at different
strain rates. Hexahedral elements were selected for the mesh, and the mesh in the middle
was appropriately refined. Select the J–C model that was built in the software and input
the above-mentioned relevant parameters. Of note, the elastic modulus of FG D6A steel
is 210 GPa. Loading simulations at different strain rates were carried out in ABAQUS
software using explicit dynamic analysis type.

Figure 11a shows the nephogram of finite element tensile simulation results. As can
be observed, the specimen generates stress concentration in the middle. Calculate the
mechanical information of the middle part, plot the stress–strain curve and synchronously
compare with the experimental data, as shown in Figure 11b. The results indicate that the
stress value of the simulation results is basically consistent with the experimental data.
Several stress values under the same strain are selected from the experimental data and
the numerical simulation curve, and the comparison shows that the average error in the
hardening stage maintains within 15%. Therefore, the parameters accurately describe the
dynamic mechanical behavior of FG D6A steel at a certain range of strain rate in our tests.

 
 

(a) (b) 

Figure 11. Finite element calculation results of tensile loading of FG D6A steel by using the J–C
model: (a) stress cloud; (b) comparison of the result with experimental data.

5. Conclusions

In this study, the quasi-static and dynamic mechanical properties of D6A steel were
investigated by using a material testing machine and rotating disk Hopkinson tension bar.
From the microscopic point of view, the influence of grain refinement on the macroscopic
mechanical properties of materials such as strength and work hardening ability was dis-
cussed, and the reasons for the decrease in strain rate sensitivity with the decrease in grain
size was analyzed simultaneously. The parameters of the classical J–C model were fitted
based on the experimental results. The relevant results can provide certain reference value
for promoting the practical application of FG D6A steel, as follows:

1. Grain refinement and cementite precipitation are the main reasons for the strength
improvement of FG D6A steel. High-density grain boundaries and hard precipitates
improve the strength of the material by hindering dislocation movement. In addition,
the investigated steel shows obvious strain rate effect, which is considered to be
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the result of grain crushing that further enhances the fine-grain strengthening effect
during dynamic loading.

2. Grain refinement reduces the strain rate sensitivity of the investigated steel. According
to the existing mechanical response model, the reason is that the non-thermal stress
related to grain size in the FG steel increases significantly and occupies the dominant
part of the total flow stress.

3. The J–C model suitable for FG D6A steel at room temperature was obtained as

follows: σ =
(
980 + 493εp

0.625)(1 + 0.026 ln
.
ε
∗). Combined with the finite element

calculation result, this model can effectively predict the dynamic mechanical behavior
of FG D6A steel.
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Abstract: In this paper, the change in the mechanical properties of a composite plate was studied
using the heat treatment method, and it was found that the performance of the composite plate
was greatly improved under the process of quenching at 900 ◦C and tempering at 200 ◦C. The
hot-rolled NM500/Q345 clad plates were subjected to heat treatment tests of 860 ◦C, 900 ◦C, and
940 ◦C austenitization + 200 tempering. With the help of an optical microscope, scanning electron
microscope, EBSD, and transmission electron microscope, the microstructure, interface element
distribution, and defect composition at the composite bonding interface of hot rolling and heat
treatment were analyzed. An analysis and friction and wear tests were carried out on the wear
resistance of the clad NM500. It was found that the microstructure of the NM500/Q345 clad plate
before austenitization was mainly pearlite and ferrite, and both were transformed into lath martensite
after austenitization. As the austenitization temperature increased, the size of the martensitic lath
bundle also became coarse. After austenitization at 900 ◦C and tempering at 200 ◦C, the lath-like
martensite structure of NM500 contained high-density dislocations between the laths. With the
increase in the austenitization temperature, the surface Rockwell hardness showed a trend of first
increasing and then decreasing. The wear was the worst when the material was not quenched. When
the clad plate was quenched at 900 ◦C and tempered at 200 ◦C, the wear of NM500 was the lightest;
the maximum depth of the wear scar was 14 μm; the width was the narrowest, 0.73 mm; and the
wear volume was the smallest, 0.0305 mm3.

Keywords: NM500/Q345 clad plate; austenitization; microstructure; properties

1. Introduction

With the advancement of science and technology, the operation speed of mechanical
equipment has accelerated, and the requirements for the wear resistance of parts have also
became increasingly higher. When a piece of equipment and its components are severely
worn, not only may it greatly reduce its production efficiency, but it may also cause a huge
waste of funds and materials. Serious wear and tear may directly lead to serious casualties
and cause disastrous consequences [1–3].

Wear-resistant cast iron steel, high-manganese steel, and low-alloy wear-resistant
steel, as traditional wear-resistant materials, all have good wear resistance, and they can
withstand a large external force impact and high stress at the same time, making them
suitable for bad conditions. Manufacturing components made from these materials can
significantly increase the life of machinery and equipment. High-manganese steel can
produce work hardening under the working conditions of high-impact load, but under
low-impact conditions, the work hardening ability of high-manganese steel cannot be fully
exerted [4–6]. NM500 is the most commonly used material in low-alloy, high-strength,
wear-resistant steel. It has the characteristics of high strength, good toughness, a simple
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production process, a low production cost, and strong weldability and machinability, and it
is widely used in the fields of construction machinery, mining, and metallurgy [7–10].

Traditional wear-resistant steel adds more alloying elements, which greatly increases
the production cost. Q345 steel is a low-alloy steel (C < 0.2%) with good comprehensive
properties, and good plasticity and weldability, and it is widely used in buildings, bridges,
vehicles, ships, pressure vessels, etc. NM500 is a high-strength, wear-resistant steel plate
commonly used in critical wear-resistant contact surfaces for friction and impact. Therefore,
the relatively cheap Q345 is used as the base layer, and the low-alloy steel NM500 is used
as the cladding layer to prepare high-strength, wear-resistant clad plates by vacuum hot
rolling. Wear-resistant steel clad plates make full use of the performance advantages of the
base cladding metal, make up for their respective deficiencies, and achieve complementary
performance. At the same time, they also save a lot of scarce precious metal resources and
reduce energy consumption. Construction is of great significance [11].

At present, there are not many studies on as-rolled, wear-resistant, steel–carbon clad
plates. Cheng Muhua et al. [12] studied the effect of rolling reduction on the microstructure
and tensile fracture of vacuum hot-rolled NM360/Q345R clad sheets. Ref. [13] found that
an increase in rolling reduction can promote the metallurgical bonding of NM500 steel and
Q345 steel. Qiu Jun et al. [14] found that, after austenitization at 900 ◦C and tempering
at 250 ◦C, the composite interface of wear-resistant steel and carbon steel Q345 was in
good contact. Lan Kun [15] used a thermal simulation tester to study the deformation
resistance of the wear-resistant steel–carbon steel clad plate interface under a single pass. Li
Jin et al. [16] studied hot-rolled NM360/Q345R clad plates under compression. When the
tensile strength reached 70%, the tensile fracture surface was smooth, and no delamination
occurred. Liu Pengtao et al. [2] studied the effect of rolling reduction on the microstructure
and wear resistance of BTW wear-resistant steel clad plates. At present, there are few
studies on the effects of the austenitization process on the microstructure and properties of
NM500 clad plates.

In this paper, a hot-rolled NM500/Q345 clad plate was used as the material, austeniti-
zation heat treatment at different temperatures was used, and then OM, EBSD, and TEM
were used to further study the NM500/Q345 clad plate microstructure. Its mechanical
properties were analyzed using a Shimadzu tensile machine, and a corresponding analysis
and research on the hardness and wear resistance of the NM500 steel were conducted.
Through the use of the heat treatment method in this paper, the performance of the material
was greatly improved, providing certain theoretical support for the practical application of
wear-resistant steel cladding.

2. Experimental Materials and Procedures

The material used was a vacuum hot-rolled NM500/Q345 composite sheet, and its main
components are shown in Tables 1 and 2. A cuboid sample of 20 mm × 15 mm × 20 mm
(length × width × height) was taken by wire cutting, of which the NM500 layer was 8 mm,
and the Q345 layer was 12 mm. They were heated to 860 ◦C, 900 ◦C, and 940 ◦C for 20 min;
then quenched in a water bath; and finally tempered at 200 ◦C for 30 min. According to the
different austenitization temperatures, the samples were marked as original samples and
860 ◦C + 200 ◦C, 900 ◦C + 200 ◦C, and 940 ◦C + 200 ◦C samples in turn. The experimental
process is shown in Figure 1.

Table 1. Chemical composition of Q345 (mass fraction) %.

C Si Mn P S Cr Ni Mo Ti V Fe

0.13 0.44 1.52 0.013 0.004 Bal
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Table 2. Chemical composition of NM500 (mass fraction) %.

C Si Mn P S Cr Ni Mo Ti B Al

0.38 0.40 1.70 0.020 0.010 1.20 1.00 0.65 0.050 0.00045 0.010

Figure 1. Schematic diagram of the experimental flow.

The metallographic samples in an unused state were prepared by wire electric dis-
charge cutting, and the observed surface was the RD-ND surface. Sanding was carried out
with 400–2000 grit sandpaper, and metallographic mechanical polishing was conducted.
Metallographic etching was carried out using 4% nitric acid ethanol solution. Optical
microscopy (OM) and a ZIESS SIGMA-300 scanning electron microscope (SEM) were
used for microstructure observation. The elemental distribution was analyzed by energy
spectroscopy (EDS). Using a 10% perchloric acid alcohol solution, the polished metallo-
graphic samples were electropolished at 25 V for 60 s at room temperature, and the grain
properties of the clad plates were investigated by electron backscatter diffraction (EBSD;
Oxford). Moreover, with TEM preparation, 5% perchloric acid alcohol solution double-jet
thinning, a JEOL JEM-F200 transmission electron microscope (TEM) was used to analyze
their micro-domain fine structure.

The composite NM500 surface of the quenched + tempered sample was polished and
removed, sanded with sandpaper, and metallographically polished to ensure the same
roughness, and then it was rinsed with alcohol and dried for use. The test was carried out
on the reciprocating sliding friction and wear module of an RTEC (MFT-5000) friction and
wear testing machine. Silicon nitride ceramic balls with a diameter of 6 mm were used,
the friction test time was 30 min, the frequency was 1 Hz, and the experimental load was
150 N. The friction method was linear reciprocating motion, and the stroke was 6 mm (that
is, 12 mm reciprocating in 1 s for a total of 1800 cycles). To reduce errors, all experiments
were performed three times.

3. Results and Discussion

3.1. Microstructural Analysis

Figure 2a–d show the microstructure changes in the NM500/Q345 clad plate wear-
resistant layer (NM500) without austenitization and after austenitization at different tem-
peratures. In Figure 2, the middle layer is the composite interface, the lower layer of the
composite interface is carbon steel Q345, the upper layer is NM500, and its microstructure
distribution is uniform. At the interface, there are no defects, such as large holes and
cracks. Moreover, no Si and Mn segregations are observed near the interface, and the
elements are uniformly distributed. The microstructure before austenitization is mainly
pearlite and ferrite, and both are transformed into lath martensite after austenitization. The
structures obtained at each austenitization temperature are all martensite structures, and
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the martensite is in the shape of lath. Due to the different austenitization temperatures,
the size of the martensite obtained is also different. With an increase in the austenitiza-
tion temperature, the size of the martensite lath bundle also becomes coarse. Too-high
austenitization temperature easily makes the austenitized grains grow, the martensite Ms
temperature decrease, and the martensitic structure become coarse. Quenched at 940 ◦C,
the martensitic laths are somewhat coarse.

 

Figure 2. Microstructure and EDS of NM500/Q345 composite board in different states: (a) original;
(b) 860 ◦C + 200 ◦C; (c) 900 ◦C + 200 ◦C; (d) 940 ◦C + 200 ◦C.

Figure 3 presents microstructure IPF images of the NM500/Q345 composite board in
different states. As shown in Figure 4, after austenitization, the clad plate has no defects,
such as cracking, and the grains of the clad plate become very fine. The refined grains
help to significantly increase the properties of the clad plate. After austenitization and the
tempering of the clad plate, the obtained microstructure is a lath-like martensite structure.
The austenitization heating temperature affects the austenite grain size. By adjusting the
austenitization temperature, the martensitic lath size of the steel after phase transformation
can be changed. At 860 ◦C, the martensite arrangement is uneven, and the microstructure
cannot be completely transformed into austenite. When the austenitization temperature
is 900 ◦C, the structure has relatively clear prior austenite grain boundaries, and the
martensite arrangement is relatively neat. When the austenitization temperature is 940 ◦C,
the austenitized grains grow, and large martensite laths are formed during austenitization.
Excessive martensite affects the toughness and plasticity of the material, and it affects the
mechanical properties of the material.

 

Figure 3. Microstructure IPF of NM500/Q345 composite board in different states: (a) original;
(b) 860 ◦C + 200 ◦C; (c) 900 ◦C + 200 ◦C; (d) 940 ◦C + 200 ◦C.
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Figure 4. Grain boundary dislocation distribution and recrystallization: (a) misorientation scale
diagram under different conditions; (b) grain scale diagram in different states.

Figure 4 is a statistical graph of the grain boundary misorientation lines and recrys-
tallization statistics of EBSD at different heat treatment temperatures. Compared with
the original specimens after rolling, the NM500/Q345 composites at different quenching
temperatures have two discontinuous orientation peaks. The average grain boundary
orientation difference is 53◦. At 940 ◦C, the small-angle grain boundaries account for less,
and there are more twins. However, the proportion of the small-angle grain boundaries
at 900 ◦C is significantly higher than that at other temperatures, and there are relatively
few twins at Σ60◦. As shown in Figure 5b, a large amount of recrystallization occurs in the
structure after rolling, and the deformed grains in the structure after austenitization heat
treatment increase, especially at 900 ◦C.

Figure 5. TEM image of NM500 of NM500/Q345 composite board at 900 ◦C + 200 ◦C: (a) high density
dislocations in martensite; (b) acicular and rod-shaped precipitation in martensite.

Figure 5 shows a TEM image of the microstructure of the NM500/Q345 clad plate
after quenching at 900 ◦C + tempering at 200 ◦C. In Figure 5, it can be observed that, after
austenitization at 900 ◦C + tempering at 200 ◦C, the microstructure of NM500 presents
a typical lath-like martensite structure (see Figure 5a), and there are many substructures
with a high density of dislocations between the laths. Moreover, it can be seen in the TEM
pictures that there are a certain number of needle-like or rod-like precipitates in the lath
martensite (see Figure 5b). The length of these precipitates is 50–100 nm; the width is
about 10 nm; and the spatial shape is flake-like, in a coherent relationship with the matrix,
and usually precipitates on a specific habit surface. Some research data show that such
precipitates are ε carbides, namely, Fe2.4C [17]. In Figure 5, spherical precipitates with a
size of less than 10 nm can also be observed, and these precipitates are dispersed in the
lath. Such precipitates have a certain positive effect on the precipitation strengthening of
the material [18,19].
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3.2. Mechanical Property Analysis

Figure 6 shows the mechanical properties of the clad plates in different states. In
Figure 6, the tensile strength and elongation of the NM500 wear-resistant steel clad plate
show a trend of first increasing and then decreasing with the increase in the austenitization
temperature. When the austenitization temperature is 900 ◦C + tempering is 200 ◦C, its
elongation and tensile strength are the largest, at 22.68% and 1432.28 Mpa, respectively.
As the austenitization temperature increases to 940 ◦C, the tensile strength and elongation
decrease slightly compared with those of the samples at 900 ◦C. However, the elongation
of the specimens at each austenitization temperature is greatly improved compared with
that of the single wear-resistant steel. Moreover, the tensile strength exceeds 1250 MPa,
which meets the requirements of the national standard for high-strength, wear-resistant
steel plates for construction machinery. The hardness of the NM500 surface of the clad
plate after austenitization and that of the hot-rolled clad plate are compared and analyzed,
as shown in Figure 6b, and the surface hardness is greatly improved. With the increase
in the austenitization temperature, the surface Rockwell hardness shows a trend of first
increasing and then decreasing. When the austenitization temperature is 900 ◦C, the
hardness reaches the maximum, which is 47.2 HRC. A large number of microscopic defects
(such as dislocations, twins, and stacking faults) are generated in it, which strengthens the
martensite, so the hardness of the sample after austenitization is greatly improved [20–22].

Figure 6. Mechanical properties of clad plates tempered at different austenitization temperatures
+ 200 ◦C tempering: (a) the data of tensile strength and elongation of clad plate; (b) the hardness of
clad plates.

Figure 7 shows a tensile fracture diagram of the samples tempered at different austeni-
tization temperatures. There is obvious necking at the tensile fracture site, and different
degrees of cracking and delamination appear at the bonding interface of the clad plate.
After quenching at 900 ◦C, delamination does not occur in any small part of the interface.
The reason for delamination is because the elongation of NM500 and Q345 is different. With
coordinated deformation during tensile deformation, the composite interface generates a
certain shear force, and when the shear force exceeds the bonding force at the interface,
delamination of the two metals occurs. With the help of the SEM analysis, the tensile
fracture morphology of NM500 and Q345 near the interface is determined. The distribution
of dimples is uneven. The dimples are deformed along the necking direction, and there
are still white spherical second-phase particles in some dimples, which are related to wear
resistance. The dimples on the steel side are smaller in size and shallower in depth. When
the quenching temperatures are 860 ◦C and 940 ◦C, the fracture morphology has more
tear edges besides dimples. When the austenitization temperature is 900 ◦C, the dimple
distribution is relatively uniform. To sum up, it can be judged that the tensile fracture
mode of the clad plate after heat treatment is ductile fracture. When the austenitization
temperature is 900 ◦C, each clad plate shows good toughness.
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Figure 7. Fracture morphology of clad plate: (a) 860 ◦C + 200 ◦C; (b) 900 ◦C + 200 ◦C; (c) 940 ◦C + 200 ◦C.

3.3. Friction and Wear Analysis of Clad NM500

The friction coefficients of the different samples under the same test conditions are
shown in Figure 8a for one test cycle. The friction coefficient curve of the sample shows
a trend of rapid increase, then decreases to a certain extent, and then slowly increases
and gradually stabilizes. In the initial wear stage, the overall friction coefficient shows an
upward trend and fluctuates greatly. This is because, at the beginning of the experiment,
the surface of the friction pair is uneven, and the contact surface of the friction pair is point
contact at the beginning of the sliding phase, the load per unit area is very large, the friction
is dry, and the sliding friction surface is not lubricated. Hence, the friction coefficient rises
rapidly [23]. During the wear process, the surface temperature of the material rises sharply
as the wear continues. Affected by the surface temperature of the material and the direction
of the temperature gradient along the depth direction, adhesive wear occurs on the contact
surface, and the wear debris sticks to the scratch due to the influence of the temperature.
On the marks, the friction coefficient rises but fluctuates greatly. As the wear continues,
the adhesive wear decreases, the friction coefficient of the sample is stabilized in a certain
range, and the wear experiment enters the stable wear stage.

Figure 8. Friction and wear experimental data of NM500/Q345 clad plate wear—resistant layer
(NM500) after austenitization at different temperatures: (a) friction coefficient; (b) wear scar section
curve; (c) 3D morphology at 900 ◦C.
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The friction coefficient of the NM500/Q345 clad plate before and after NM500 austeni-
tization is quite different. The original sample before austenitization has a soft material, and
it is easy to produce wear debris on the surface, which reduces the surface roughness and
minimizes the friction coefficient. After austenitization + tempering, the hardness of the
wear-resistant steel increases, the wear resistance also increases, and the friction coefficient
increases with it. After austenitization at 860 ◦C, the friction coefficient is the largest. This
may be due to incomplete austenitization at this temperature, resulting in an uneven struc-
ture of the wear-resistant steel and an increased surface roughness during wear. When the
austenitization temperatures are 900 ◦C and 940 ◦C, the difference in the friction coefficient
is not big, and the friction coefficient is slightly smaller at 900 ◦C. When the austenitization
temperature is high (900 ◦C and 940 ◦C), austenitization is complete, the structure is a
lath-like martensite structure, and the friction coefficient is relatively consistent.

During the sliding friction and wear process, the sample and the counter-abrasive
silicon nitride ceramic are subjected to the combined action of shear stress and compressive
stress. Due to the different austenitization conditions of the material, the material removal
mechanism during the friction and wear process is also different, resulting in a different
macroscopic appearance of the wear scar. Figure 8b shows the scratch cross-section curves
of the wear surface scratches of the NM500/Q345 clad plate wear-resistant layer (NM500)
unquenched and quenched at different temperatures, and the original surface is selected
as the reference surface [24]. Figure 8b shows the macroscopic morphology of the middle
part of the scratch, and the width and depth of the different samples are quite different.
It can be seen in Figure 8b that the maximum depth of the scratches on the unquenched
specimen is 43 μm, and the width is 1.30 mm. When the austenitization temperature is
860 ◦C, the maximum depth of the scratch is 33 μm, decreasing by 23.26%, and the width
is 1.15 mm, decreasing by 11.54%. When the austenitization temperature is 900 ◦C, the
maximum depth of the scratch is 14 μm, decreasing by 57.58%, and the width is 0.73 mm,
decreasing by 36.52%. When the austenitization temperature is 940 ◦C, the maximum depth
of the scratches is 20 μm, increasing by 42.86%, and the width is 0.78 mm, increasing by
6.85%. When the material is not quenched, the wear is the worst, the value of the maximum
depth is the largest, and the width is the widest. After austenitization at 900 ◦C, the wear
condition is greatly improved, the value of the maximum depth is the smallest, the width
is the narrowest, and the wear condition is relatively the best.

The amount of wear is one of the important manifestations of wear resistance [25].
The scratch wear volume can be calculated using Gwyddion software. Figure 9 shows the
wear volume values for the wear layer of the NM500 raw material and three quenched
temperatures. When the austenitization temperature is 860~940 ◦C, with the increase in
the austenitization temperature, the wear volume first decreases and then increases. When
the austenitization temperatures are 860 ◦C, 900 ◦C, and 940 ◦C, the average wear volumes
are 0.0701 mm3, 0.0305 mm3, and 0.1051 mm3, respectively. Compared with the average
wear volume before austenitization of 0.12821mm3, when the austenitization temperature
is 900 ◦C, the decrease is the largest, and the wear amount is the least, which also means
the best wear resistance.

The wear amount is the result of the combination of the hardness difference between
the friction pairs, the structure of the material, the actual contact area, and other factors.
In general, the higher the hardness of a material, the less likely it is for a relatively soft
material to have scratches on its surface. In general, the higher the hardness of the material,
the better the wear resistance of the material. Therefore, the hardness value is usually
used as one of the important indicators to measure the wear resistance of materials. When
the austenitization temperature is 900 ◦C, the wear resistance of the wear-resistant layer
NM500 is the best. This may be because the austenitization temperature is not high at this
temperature, and the original austenitized grains are small. After austenitization, the strip
martensite block is small, so the surface of the wear-resistant layer NM500 has a certain
strength and toughness, and the wear resistance is the best.
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Figure 9. Wear volume of NM500/Q345 clad plate wear-resistant layer under different states
of NM500.

4. Conclusions

In this paper, a hot-rolled NM500/Q345 clad plate was used as the material, and
austenitization heat treatment at different temperatures was used. The microstructure of
the NM500/Q345 clad plate was studied using OM, EBSD, and TEM, and its mechanical
properties were analyzed using a Shimadzu tensile machine and by examining its hardness
and wear resistance. The following conclusions were drawn:

1. The microstructure of the NM500/Q345 clad plate before austenitization was mainly
pearlite and ferrite, and both were transformed into lath martensite after austenitiza-
tion. The structures obtained at each austenitization temperature were all martensite
structures, and the martensite was in the shape of lath. As the austenitization tem-
perature increased, the size of the martensitic lath bundle also became coarse. After
quenching at 900 ◦C + tempering at 200 ◦C, in the lath-like martensite structure of
NM500, there were many substructures between the laths, and a certain number of
needles were of precipitated shape or rod-shaped ε precipitates.

2. When quenched at 860 ◦C + tempered at 200 ◦C, the martensite arrangement was
uneven, and the microstructure could not be completely transformed into austenite.
When quenched at 900 ◦C + tempered at 200 ◦C, the structure had relatively clear prior
austenite grain boundaries, and the martensite arrangement was relatively neat. When
quenched at 940 ◦C + tempered at 200 ◦C, the austenitized grains grew, and large
martensitic laths formed during austenitization. Therefore, the trend of the tensile
strength and elongation of the composite plate first increased and then decreased with
the increase in the quenching temperature.

3. When quenched at 900 ◦C + tempered at 200 ◦C, its elongation and tensile strength
were the largest, which were 22.68% and 1432.28 Mpa, respectively. As the austeniti-
zation temperature increased to 940 ◦C, the tensile strength and elongation decreased
slightly compared with those of the samples at 900 ◦C. Due to the martensite structure
that formed after quenching, the hardness of the wear-resistant layer of the com-
posite plate first increased and then decreased with the increase in the quenching
temperature. The Rockwell hardness of the original sample was 30.3 HRC. When the
quenching temperature was 860 ◦C, the hardness increased to 44.6 HRC. When the
quenched temperature was 900 ◦C, the hardness reached the maximum, which was
47.2 HRC, When the quenching temperature was 940 ◦C, the hardness decreased to
45.8 HRC.

4. The original sample before austenitization had a soft material, and it was easy to
produce wear debris on the surface, which reduced the surface roughness and min-
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imized the friction coefficient. After austenitization + tempering, the hardness of
the wear-resistant steel increased, the wear resistance also increased, and the friction
coefficient increased with it. After quenching at 860 ◦C and tempering at 200 ◦C,
the friction coefficient was the largest. When the austenitization temperatures were
900 ◦C and 940 ◦C, the friction coefficient was not much different. The wear was
the worst when the material was not quenched. After austenitization at 900 ◦C +
tempering at 200 ◦C, the wear of NM500 was the lightest; the maximum depth of the
wear scar was 14 μm; the width was the narrowest, 0.73 mm; and the wear volume
was the smallest, 0.0305 mm3.
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Abstract: In order to study the dynamic response of tungsten heavy alloy materials under explosive
loading, two kinds of typical tungsten alloys for explosively formed projectile (EFP) liner and one
kind of existing EFP liner were tested in a flash X-ray experiment, with copper liner as a reference.
Results showed that copper liner could form a coherent EFP, while 90W–9Ni–Co and W–25Re liners
fractured to different extents. The microscopic features of the three kinds of metals were examined
and compared with the original liner, and the microstructure evolutions under explosive loading
were analyzed with the fracture model and mechanism of the two kinds of tungsten alloys’ fracture
determined. Associated with the stress and strain conditions by numerical simulation, the fracture
mechanism of tungsten heavy alloys can be analyzed. The crack-tip plastic zones of 90W–9Ni–Co
and W–25Re are much smaller than copper, and due to the severe stress concentration at the tip of
cracks, it is easy for cracks to propagate and trigger the cleavage in tungsten alloys. The value of
a crack-tip plastic zone r(θ) can be used to explain the fracture phenomenon in explosive loading,
which can be an alternative guideline for the material selection criteria of the EFP liner. The research
results are significant in understanding the dynamic forming, microstructure evolution, and fracture
mechanism of tungsten heavy alloys.

Keywords: explosively formed projectile; tungsten heavy alloy; liner material; dynamic response;
fracture mechanics

1. Introduction

According to the shaped-charge mechanism, the explosively formed projectile (EFP)
makes full use of explosive blasting to form the liner into a preferred penetrator without
breaking [1–3]. The liner of EFP should undergo extremely, yet controlled, plastic deform,
which makes designing an optimal EFP a very complicated task [4]. The preferable proper-
ties of EFP liner material are high density, high ductility, high strength, and a high enough
melting point to avoid melting in the liner due to adiabatic heating under explosive loading.
The most common liner materials for EFP are copper (Cu), ferrum (Fe), tantalum (Ta), and
Ta-W alloys.

Manfred Held [5] showed a comparison of liner materials with their densities, bulk-
sound velocities, possible maximum jet tip velocities, and a ranking based on the product
of possible jet tip velocities and square root of density. The ranking results clearly shows
that tungsten has particularly good potential for a shaped-charge liner. However, whether
tungsten can be used as an EFP liner has not been discussed.

The good mechanical properties of tungsten and its alloys have drawn much attention
in recent years, especially in military applications. The high density (19.3 g/cm3), high
strength, high sound speed, high melting point (3410 ◦C), and excellent corrosion resistance
make tungsten alloys desirable materials for use as a shaped-charge liner or ballistic
penetrator [6,7]. Tungsten in its pure state has limitations, especially the low-temperature
brittleness, which restricts its application. Alloys of tungsten with nickel, cobalt, ferrum, or
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rhenium have witnessed tremendous improvement in mechanical properties at lowering
the ductile-to-brittle transition temperature (DBTT). Therefore, it is essential to combine
tungsten with other alloying elements to form an alloy for its applications in Tungsten
heavy alloys (WHA), defense, and other military applications [8–11].

Michael T. Stawovy [12,13] submitted patents explaining a single-phase tungsten alloy
that could be used for forming a shaped-charge liner for a penetrating jet or explosively
formed penetrator. The alloy is essentially composed of cobalt, tungsten, and nickel. One
preferred composition is, by weight, from 16% to 20% cobalt, from 35% to 40% tungsten,
and the balance is nickel and inevitable impurities. The tungsten alloy is worked and
recrystallized and then formed into the desired product. However, relevant experimental
results were not provided to verify his viewpoint.

S. Rolc et al. [14] conducted a numerical simulation of linear EFP with different
materials (copper, iron, tungsten, MONEL Alloy 400, INONEL Alloy 600, INCONEL Alloy
625, INCO Alloy HX, INCOLOY Alloy 800 HT, nickel 200, and Hadfield steel) and found
they could all form complete EFPs in the simulation. C. G. Bingol et al. [15] carried out
a numerical investigation of the thickness and radius of curvature of the liner on the
formation of EFP and found that tungsten, nickel 200, and molybdenum could form EFP
as well as copper and tantalum. However, only an experiment of Cu EFP was presented
to testify his conclusion. Among their research, whether liners of tungsten and its alloys
could form EFPs and the dynamic response of tungsten liner under explosive loading
have not yet been studied in experiments. Weibing Li et al. [16] investigated the effect of
liner material density and elongation on the shape of dual mode penetrators. However,
as a promising liner material, tungsten alloy was studied only in numerical simulation.
Yajun Wang et al. [17] carried out a numerical simulation on the relationship between
structural characteristics and materials of liner on EFP formation. The liner of tungsten
alloy could form complete EFPs with low solidity in the numerical simulation. However,
their numerical simulation results have not yet been validated in experiments.

Robert P. Koch et al. [18] carried out experiments to study the performance of a two
phase tungsten tungsten–nickel–iron heavy alloy (W–Ni–Fe) and a single phase nickel–
tungsten alloy (Ni–W) when used as MEFP liner. They found that W–Ni–Fe heavy alloy
liner with a density of 17.1 g/cm3 fractured into pieces in the charge structure designed
for minimal deformation, while both the W–Ni–Fe heavy alloy liner and the Ni–W alloy
liner with a density of 11.1 g/cm3 fractured into pieces, but the potential reasons for the
fracture phenomenon have not been analyzed. The radiograph of the X-ray experiment
and soft recovered tungsten alloy penetrators from the tests clearly showed the fracture
characteristics with charge structure for severe deformation.

In this paper, three kinds of metal materials for EFP liner are selected to be tested
under explosive loading, within which 90W–9Ni–Co and W–25Re are tested as two kinds
of typical tungsten heavy alloy and copper as a validated EFP liner material reference.
The dynamic response and the formation characteristic were observed by a flash X-ray
experiment.

In order to explain the different responses of the three kinds of metals, the microscopic
features were examined and compared in the original liner and recovered fragment. The
fracture models were determined and the microstructure evolutions under explosive load-
ing were analyzed. Associated with numerical simulation results and fracture mechanics,
the fracture mechanism of the two kinds of tungsten alloys were analyzed.

2. Experimental Details and Results

2.1. Experimental Details

Parameters of the three kinds of metal material for the EFP liner are listed in Table 1.
As two kinds of typical tungsten alloy with good plasticity, 90W–9Ni–Co and W–25Re
alloy have much higher density and yield stress compared with copper (OFHC, oxygen-
free high-conductivity copper). However, copper has better ductility than the two kinds
of heavy tungsten alloys. Powder metallurgy is used to produce the 90W–9Ni–Co and
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W–25Re alloy liner. According to the structure of liner, preparation procedures of tungsten
alloy liner are set below: a. mixing of powder; b. isostatic pressing of performs; c. sintering;
d. rolling to sheet; e. annealing; and f. stamping or machining to liners.

Table 1. Parameters of three kinds of metal materials for EFP liner.

Materials Density ρ/g·cm−3 Melting Point
Tm/◦C

Elongation
δ/%

Yield Stress
σs/MPa

Tensile Stress
σb/MPa

Copper 8.96 1356 30–40 120 245–315
90W–9Ni–Co 17.10 3200 35 600 930

W–25Re 19.50 3100 15–18 / 1600–1950

Figure 1 shows the EFP charge structure. As shown in Figure 1a, the EFP charge
structure is composed of a detonator, booster pellet, casing, charge, liner, and retaining
ring. The charge is made of explosive 8701, which is a kind of RDX-based explosive, with a
density of 1.71 g/cm3. The detonation velocity of the explosive is 8315 m/s. The length to
diameter ration of the charge is 0.8. The length and diameter of the charge are denoted as l
and CD. For the hemispherical liners, Ri is the liner’s inner curvature, while Ro is the outer
curvature (next to the charge), and h is the thickness of the liner. For the constant thickness
of the liner used in this paper, h equals Ro−Ri. The mass of the liner for the three kinds of
metal material stays the same. The material of casing is steel #45, with a thickness denoted
as δ which equals to 0.045 CD. The retaining ring is also made of steel #45. Figure 1b shows
the 3D geometric sketch of the EFP charge structure. The components structure is shown in
Figure 1c and the assembly status of the EFP structure in the experiment is presented in
Figure 1d.

  
(a) (b) 

  
(c) (d) 

Figure 1. EFP charge structure. (a) 2D geometric sketch. (b) 3D geometric sketch. (c) Components
structure. (d) Assembly structure.

Then flash X-ray experiment was carried out to observe the dynamic response and
formation characteristic of liners. The schematic diagram of the flash X-ray experiment of
the EFP is shown in Figure 2. Scandiflash-450 system is used for the flash X-ray experiment,
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which is designed by Scandiflash AB Company in Sweden and is widely used in ballistics
and hypervelocity impact studies. The center point initiation method is applied in the
experiment. The material of the target is Q235 steel and the thickness of the target is 40 mm
which equals to 0.714 CD. The protective box, made of Q235 steel plates, is used to protect
the X-ray film from the fragments generated by the steel casing in explosion. Steel cables
are used to connect the protective box to the upper stand, and strings are used to connect
the EFP charge structure to the upper stand.

 

Figure 2. Schematic diagrams of the flash X-ray experiment of a typical EFP.

2.2. Experimental Results

Figure 3 shows the dynamic response and the formation status of three liners in the
flash X-ray experiment. For each liner of different material, the images were captured
220 μs and 250 μs after detonation. An EFP with a clear outline was observed in the picture
in the experiment of the Cu liner, while tungsten heavy alloy liners did not form an intact
EFP. Broken pieces of fragments were observed in the experiment of the 90W–9Ni–Co liner
after 220 μs. The W–25Re liner broke into parts of fragments at 250 μs. For the 90W–9Ni–Co
and W–25Re liners, both vertical and horizontal fractures could be observed in the X-ray
picture [19].

 
(a) (b) (c) 

Figure 3. X-ray photographs of liners for different metal materials in the experiment. (a) Copper.
(b) 90W–9Ni-Co. (c) W–25Re.
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3. Microstructure Analysis

As there are different mechanical properties of the three kinds of metal liners, there
could be a remarkable difference among the dynamic responses under explosive loading. In
order to explain the different responses of the three kinds of metal materials, the microscopic
features were examined and compared in the original liner and recovered fragments, and
the microstructure evolutions under explosive loading were analyzed.

3.1. Copper Liner

Figure 4 compares the microstructures in the original liner and recovered residual of
the copper liner. The liner’s original microstructure is shown in Figure 4a,b. The average
diameter of grain varies from 3 μm to 5 μm with equiaxed crystal structure, which are
uniformly distributed. In Figure 4c,d, the stretched grain structure, dimples, and slip
surfaces can be observed. The length of the grain can be longer than 30 μm and the length
of plastic deformation zone can be 30–50 μm. The grain size has grown with the adjustment
of grain boundaries, which means it has experienced tremendous plastic deformation and
dynamic recrystallization occurs. The ductile fracture surface observed in Figure 4 can be
summarized as dimple fracture and be used as assertive evidence to explain the dynamic
macroscopic response of the copper liner under explosive loading.

  
(a) (b) 

  
(c) (d) 

Figure 4. Comparison of microstructures in the original and recovered copper liner. (a) Original
structure captured by metalloscope. (b) Original structure captured by SEM. (c) Fracture surface of
recovered residual. (d) Enlarged view of fracture surface.

With the characteristics of dynamic recrystallization and ductile fracture surface ob-
served in the copper liner in Figure 4, it can be concluded that the copper liner has the
ability to sustain a large amount of plastic deformation without rupture in the forming
process of an EFP under explosive loading.
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3.2. Tungsten Heavy Alloy Liners

Figure 5 presents the microstructures of the original liner and the retrieved residual
of the 90W–9Ni–Co alloy after explosive loading. As shown in Figure 5a, the tungsten
particles and matrix can be observed in the two-phase compound. The average diameter of
the tungsten particles is about 10~50 μm, and the tungsten particles are evenly distributed
in the Ni–Co–W alloy. Moreover, the recrystallization and crystal twin can be observed,
which indicate the grain growth of tungsten particles in the processing of manufacture. In
Figure 5b, tungsten particles and the Ni–Co matrix, which is abnormally line-shaped with
white color, can be observed. With no slip surface, cleavage steps are observed and only a
small amount of plastic deformation occurs in the Ni–Co matrix. As the average diameter
of the tungsten particles is about 2~5 μm, associated with cracks, it can be concluded that
cleavage is the main mechanism in the microstructure evolution under explosive loading.

 
(a) 

 
(b) 

 

(c) 

Figure 5. Microstructures in recovered 90W–9Ni–Co alloy liner. (a) Original structure captured by
metalloscope. (b) Crack distribution on the fracture surface. (c) Crack pattern around tungsten
particles.
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Figure 6 makes a comparison of microstructures between the original liner and re-
trieved residual of the W–25Re alloy. Being a solid solution, as shown in Figure 6a, the
fibrous grains dominate in the original microstructure of the W–25Re alloy. After explo-
sive loading, pores and cracks appear and the grains refine. The average diameter of the
grain is about 5–10 μm in the recovered residual, as shown in Figure 6b,c. Slip surfaces
with a small amount of plastic deformation occur in the fibrous grains. From the fracture
surface, it can be inferred that though there is a small amount of plastic deformation,
transgranular cleavage is the major cause of the fracture of the W–25Re alloy liner under
explosive loading.

 
(a) 

 
(b) 

 
(c) 

Figure 6. Comparison of microstructures in the original and recovered W–25Re alloy liner. (a) Original
structure captured by metalloscope. (b) Microstructure of retrieved residual. (c) Fracture surface of
retrieved residual.
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Figure 7 illustrates schematically the major modes of failure and anticipated fracture
surface in tungsten alloys. Little evidence of a matrix is normally seen, and tungsten
cleavage and interface failure are regularly observed.

Figure 7. Schematic illustration of major failure modes in tungsten alloys. A1: ductile transgranular
fracture of matrix phase; A2: intergranular fracture of matrix phase; A3: transgranular cleavage of
W-grains; A4: intergranular fracture of W-grain network; A5: tungsten side of W-matrix interface
fracture; A6: matrix side of W-matrix interface fracture.

The transgranular cleavage observed in fracture surfaces of the retrieved residual in
Figures 5 and 6 demonstrates that the fracture mode belongs to brittle fracture, which falls
into the type A3 mode, as displayed in Figure 7. By comparing the microstructures of the
original liner and retrieved residual of 90W–9Ni–Co and W–25Re alloys, it can be inferred:
at high strain rates under explosive loading, both the W particles and matrix phase undergo
tremendous deformation, and distortion of the W-grain network is more obvious, which
could not satisfy the need of deformation in macroscopic scale. Micro-cracks occur in
and around the W particles, which result in the transgranular cleavage of the W particles.
Then, due to the severe stress concentration at the tip of the cracks, more cleavages of
the W-grain arise, which further leads to the brittle fracture of the tungsten alloy under
dynamic deformation [20–23].

In summary, the dynamic recrystallization and ductile fracture surface observed
in the microstructure of copper explain the dynamic formation of a copper EFP under
explosive loading, while the micro-cracks and cleavage observed in the 90W–9Ni–Co and
W–25Re alloy which indicate the occurrence of brittle fracture are the predominant fracture
mechanism and microstructure evolution of the two kinds of tungsten heavy alloy under
explosive loading.

4. Numerical Simulation and Analysis

Due to the well-formed performance under explosive loading, copper EFP’s forming
characteristics are analyzed in the numerical simulation. Then, associated with the stress
and strain conditions under explosive loading, the fracture phenomenon of tungsten heavy
alloys can be analyzed in the fracture mechanism.

4.1. Numerical Model of Copper EFP

As shown in Figure 8a, all of the components of the EFP charge structure are modelled
with the 2D Lagrange algorithm in LS-DYNA. Central point initiation is deployed to initiate
the explosive. The elements are axisymmetric solid-area weighted shell, with mesh size of
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about 0.5 mm per grid, and a half model symmetric of the y axis is carried out. The mesh is
shown in the grid model of Figure 8b.

 
(a) (b) 

Figure 8. Numerical and grid model of EFP charge structure. (a) Diagram of numerical model.
(b) Grid model.

The material models of charge, casing, and liner are listed in Table 2. The behavior
of the high-explosive charge is characterized by the Jones–Wilkins–Lee (JWL) equation
of state and high-explosive-burn constitutive model, which are widely used to describe
the pressure–volume relationship of the explosive. The JWL equation of state defines the
pressure as [24,25]:

p = A
(

1 − ω

R1V

)
e−R1V + B

(
1 − ω

R2V

)
e−R1V +

ωE
V

(1)

where A, B, R1, R2, and ω are constants to describe the relationship between the pressure
and the relative volume of the charge. The EOS parameters of explosive 8701 are listed in
Table 3.

Table 2. Material models used in numerical simulation.

Components Material Density ρ (g/cm3) Equation of State Constitutive Model

Charge 8701 1.71 Jones–Wilkins–Lee High–Explosive–Burn
Casing Steel #45 7.83 Grüneisen Johnson–Cook
Liner OFHC 8.96 Grüneisen Steinberg–Guinan

Table 3. JWL EOS parameters of explosive 8701.

Explosive D (m/s) A (GPa) B (GPa) R1 R2 ω E0 (J·mm−3)

8701 8315 881.45 10.459 4.80 1.0 0.32 0.087

The selection of material model and setting of parameters of the liner are essential to
predict the forming state of the copper EFP. In this paper, the Grüneisen equation of state is
employed in conjunction with the Steinberg–Guinan constitutive model to simulate the
forming of the copper EFP.

The Grüneisen EOS [26] can be used to describe how the materials interact with the
shock wave and is based on Hugoniot’s relation between the vs. and the vp, as vs = c0 + svp,
where vs. is the shock wave velocity, vp is the material particle velocity, c0 is the wave speed,
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and s is a material-related coefficient. The expression of equation of state of Grüneisen for
compressed state is:

p =
ρ0C2μ

[
1 +
(
1 − γ0

2
)
μ − a

2 μ2][
1 − (S1 − 1)μ − S2

μ2

μ+1 − S3
μ3

(μ+1)2

] + (γ0 + aμ)E. (2)

In the expanded state,
p = ρ0C2μ + (γ0 + aμ)E (3)

where C is the intercept of velocity curve between shock wave and particle, S1, S2, and
S3 represent the slope of the vs-vp curve, γ0 is the coefficient of Grüneisen, and a is one-
order correction of γ0. μ = ρ/ρ0 − 1 is a non-dimensional coefficient based on initial and
instantaneous material densities. The parameters of equation of state are listed in Table 4.

Table 4. EOS parameters of the copper liner.

Material Grüneisen Coefficient C (m/s) S1 S2 a

OFHC 2.02 3490 1.489 0 0.47

The Steinberg–Guinan model [27] is available for modelling materials at very high
strain rate (>105 s−1). The yield strength is a function of temperature and pressure. In the
Steinberg–Guinan constitutive relation, the shear modulus, G, before the material melts,
can be expressed as . . .

G = G0

[
1 + bpV1/3 − h

(
Ei − Ec

3R′ − 300
)]

e− f Ei/Em − Ei (4)

where p is the pressure, V is the relative volume, and Ec is the cold compression energy:

Ec(x) =
∫ x

0
pdx − 900R′ exp(ax)

(1 − x)2(γ0−a−1/2)
, (5)

x = 1 − V, (6)

and Em is the melting energy:

Em(x) = Ec(x) + 3R′Tm(x) (7)

which is in terms of the melting temperature Tm(x):

Tm(x) =
Tm0 exp(2ax)
V2(γ0−a−1/3)

(8)

and the melting temperature at ρ = ρ0, Tm0.
The yield stress σy is given by:

σy = σ0
′
[

1 + b′pV1/3 − h
(

Ei − Ec

3R′ − 300
)]

e− f Ei/Em − Ei (9)

when Em exceeds Ei, here σ0
′is given by:

σ0
′ = σ0[1 + β(γi + εp)]n (10)

where σ0 is the initial yield stress and γi is the initial plastic strain. If the work-hardened
yield stress σ0

′ exceeds σm, σ0
′ is set to σm. After the melting point, σy and G are set to

one half their initial value. the material parameters of the Steinberg–Guinan model for the
copper liner are presented in Table 5.
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Table 5. Material parameters of the Steinberg–Guinan model for the copper liner.

ρ (g/cm3) G0 (MPa) σ0 (MPa) β n γi σm b

8.96 47,700 120 36 0.45 0 640 36

b’ h f Tm0(K) γ0 a PC SPALL

0.45 0.000377 0.001 1790 2.02 1.5 −9 3

The steel casing adopts the Grüneisen EOS and Johnson–Cook constitutive model. The
Johnson–Cook model [28,29] is a widely used constitutive model which incorporates the
effect of strain rate dependent work hardening and thermal softening. The Johnson–Cook
constitutive relation is given by:

σ = (σ0 + Bεn)

(
1 + C ln

.
ε
.
ε0

)
(1 − T∗m) (11)

where ε is the plastic strain and the temperature factor is expressed as:

T∗ = T − Tr

Tm − Tr
(12)

where Tr is the room temperature, and Tm is the melt temperature of the material. σ0, B, n,
C, and n are material-related parameters. The material parameters of steel #45 for casing
are presented in Table 6.

Table 6. Material parameters of steel #45 for casing.

Material ρ(g/cm3) Grüneisen Coefficient C(m/s) S1 S2 a

Steel #45

7.83 2.02 3490 1.489 0 0.47

σ0 (MPa) B (MPa) n C m Tm (K)

175 380 0.32 0.006 1.0 1793

4.2. Numerical Results of Copper EFP

Figure 9 shows the shape and effective stress of the copper EFP at typical time in the
forming stage. In the first 30 μs after the detonation of the charge, the detonation wave
is transmitted to the top of the liner first. Thus, the top part of the liner accelerates and
deforms in axial direction. As it interacts with the detonation wave, other parts of the liner
deform and accelerate in sequence, with the bottom of the liner deforming last, which can
be seen around 50 μs. At the same time, the liner is driven by the detonation wave to move
forward along the axial direction. Then, due to the velocity gradient in the head and tail
of the liner, the liner flips, and the inner surface of the liner will squeeze or even collide,
which can be observed from 50 μs to 80 μs. The extrusion of the liner makes the inner wall
of the liner close to the axis to form a rod-shaped projectile. After 80 μs, the shape of the
EFP is basically stable.

As shown in Table 7, the maximum von Mises stress can be as much as 604 MPa at
68 μs, and the maximum shear stress can reach 341 MPa. The maximum plastic strain
reaches 2.71 after 100 μs. So, it can be concluded that in the forming stage of the copper
EFP, the liner undergoes maximum shear stress and maximum effective stress in the early
70 μs, and the maximum plastic strain can be as much as 3.0.
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Figure 9. Effective stress of the copper EFP at typical time after detonation.

Table 7. Maximum stress and strain conditions in the forming of the Copper EFP.

Characteristics Time (μs) Forming Shape Maximum Value

von Mises Stress 68 604 MPa

Shear Stress 32 341 MPa

Plastic Strain ≥100 2.74
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Table 8 makes a comparison of numerical simulation and experiment results. L and
D are the length and diameter of EFP, and L/D is the length to diameter ration of EFP. By
the comparison of length, diameter, and length to diameter ratio, the numerical simulation
results agree well with the experiment results, which verify the accuracy of the numerical
simulation.

Table 8. Comparison of the copper EFP’s forming states in numerical simulation and the experi-
ment results.

Forming Shape L/CD D/CD L/D

Numerical Simulation

 

0.672 0.372 1.81

Experimental Result

 

0.617 0.329 1.88

In conclusion, a feasible EFP liner should sustain tremendous stress in the early stage
of forming without breaking. The liner has to bear large plastic strain under explosive
loading, and undergo severe plastic deformation in the forming. Associated with the
maximum stress and strain conditions in forming of EFP under explosive loading, the
fracture phenomenon of tungsten heavy alloys can be analyzed in the fracture mechanism.

4.3. Analysis of Fracture Mechanism

In fracture mechanics, there are three modes of loading relative to a crack, as shown
in Figure 10. Mode I is also called the opening mode, where the principal load is applied
normally to the crack plane, which tends to open the crack. Mode II tends to slide one crack
face with respect to the other. Mode III is called the tearing mode, which refers to out of
plane shear [30]. On the microscopic scale, according to the feature of the fracture surface,
the cleavage pattern is mainly produced by the tensile stress and results in the brittle
fracture by separation (cleavage) across well-defined habit crystallographic planes [31].
As Mode I is the most dangerous loading pattern among the three modes, the stress field
ahead of a crack tip in the opening mode is used to analyze the fracture mechanism of
tungsten heavy alloys.

Figure 10. Three modes of loading relative to a crack: mode I (opening mode), mode II (shear or
sliding mode), and mode III (tearing mode).

Figure 11 presents the definition of the coordinate axis ahead of a crack tip. σij and
τij are the stress tensor. r and θ are the defined polar coordinate axis with the origin at the
crack tip. KI denotes the stress intensity factor, and ν is Poisson’s ration. The stress fields
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ahead of a crack tip in an isotropic linear elastic material can be written in the form of (13)
as an isotropic linear elastic material [32–34].⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σxx = KI√
2πr

cos θ
2

(
1 − sin θ

2 sin 3θ
2

)
σyy = KI√

2πr
cos θ

2

(
1 + sin θ

2 sin 3θ
2

)
τxy = KI√

2πr
sin θ

2 · cos θ
2 · cos 3θ

2

σzz = 0 (Plane stress)
σzz = υ(σxx + σyy)(Plane strain)
τxz = τyz = 0

(13)

Figure 11. Definition of the coordinate axis ahead of a crack tip.

According to the von Mises criterion, yielding occurs when σe = σYS, the uniaxial yield
strength. For plane stress or plane strain conditions, the principal stresses can be computed
from the two-dimensional Mohr’s relationship:

σ1, σ1 =
σxx + σyy

2
±
[(

σxx − σyy

2

)2
+ τ2

xy

]
(14)

For plane stress σ3 = 0, and σ3 = ν(σ1 + σ2) for plane strain. Then,

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

σ1 = KI√
2πr

cos θ
2

(
1 + sin θ

2

)
σ2 = KI√

2πr
cos θ

2

(
1 − sin θ

2

)
σ3 = 0 (Plane stress)
σ3 = KI√

2πr
cos θ

2 (Plane strain)

(15)

By substituting the equations into:

σe =
1√
2

[
(σ1 − σ2)

2 + (σ1 − σ3)
2 + (σ2 − σ3)

2
]1/2

(16)

setting σe = σYS, and solving for r as a function of θ for plane stress:

r(θ) =
K2

I
2πσ2

s
cos2 θ

2

(
1 + 3 sin2 θ

2

)
(17)
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And for the plane strain,

r(θ) =
1

2π

(
KI
σs

)2
cos2 θ

2

(
(1 − 2ν)2 + 3 sin2 θ

2

)
(18)

where set ν = 0.3 for metal materials.
Fracture toughness KIC and damage tolerance dy of the three kinds of materials are

listed in Table 9. The fracture toughness of copper is much higher than 90W–Ni–Co and
W–25Re. The maximum fracture toughness of copper can reach 100 MPam1/2, while
the maximum value of tungsten alloy can just reach 60 MPam1/2. The values of KIC for
90W–Ni–Co and W–25Re almost stay the same. dy, diameter of the process-zone at a crack
tip, which indicates the damage tolerance of the plastic zone, are listed in the Table 9. dy of
the copper ranges from 1 mm to 1000 mm, while damage tolerance of 90W–9Ni–Co and
W–25Re varies from 0.1 mm to 1 mm.

Table 9. Fracture toughness KIC and damage tolerance dy of the three kinds of materials.

Material KIC (MPam1/2) dy (mm) Fracture Mode Reference

Copper 79–100 1–1000 Dimple [35]
90W–9Ni–Co 55–60 0.1–1 Cleavage [35]

W–25Re 54.2 0.1–1 Cleavage [36,37]

The lower values of fracture toughness and damage tolerance of 90W–9Ni–Co and
W–25Re can be a convincing evidence to explain the fracture phenomenon in the flash X-ray
experiment, but more detailed discussion should be given. By substituting the maximum
values of stress and the fracture toughness of the three kinds of materials in Equation (17)
and Equation (18), the crack-tip plastic zone shapes estimated from the elastic solutions and
the von Mises yield criterion for Mode I of loading can be obtained, as shown in Figure 12.
The solid line is for the plane stress zone, while the dashed line is for the plane strain.

(a) 

Figure 12. Cont.
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(b) 

(c) 

Figure 12. Crack-tip plastic zone shapes estimated. (a) Copper. (b) 90W-9Ni-Co. (c) W-25Re.

As presented in Figure 12, the plain strain condition suppresses yielding, resulting in
a smaller plastic zone when compared with the plain stress. The maximums of r(θ) for the
three kinds of materials are listed in Table 10. For the plane stress condition, the maximum
r(θ) for plane stress can reach 58 mm for copper, while for the plane strain, the value could
only reach 36 mm. For the tungsten alloy, the values of r(θ) are much lower than copper.
The maximum r(θ) is about 17~21 mm, while for plane strain the values reduce to 1 mm.
The maximum of r(θ) for the plane strain of tungsten alloys is consistent with the values of
dy, which indicates the damage tolerance of the plastic zone.
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Table 10. The maximum of r(θ) for the three kinds of materials.

Material
Maximum of r(θ)/mm

Plane Stress Plane Strain

Copper 58 36
90W–9Ni–Co 21 1

W–25Re 17 1

In conclusion, the crack-tip plastic zones of 90W–9Ni–Co and W–25Re are much
smaller than copper. As the plain strain is the most dangerous condition in the fracture
mode, it has more reference significance to understand the fracture mechanism of tungsten
alloys. Under explosive loading with severe stress and strain conditions, cracks may
occur inside the material. Then, due to the severe stress concentration at the tip of the
cracks, it is easy for the cracks to propagate and trigger the cleavage in tungsten alloys.
In Figures 5 and 6, cracks and pores are easily observed, which are consistent with the
prediction of the crack-tip plastic zone. While for copper with excellent ductility, it has the
ability to bear a considerable amount of plastic deformation. In addition, it will not fracture
even with cracks due to its big enough crack-tip plastic zone, as shown in Figure 12a.

In addition, the material selection criteria of the EFP liner can be further enriched and
specified based on the value of r(θ) for the plane stress. The material selection criteria of the
EFP liner can be summarized as below: (i) the most potential candidate of material should
have fracture toughness KIC be of 70–150 MPam1/2, diameter of the process zone dy be of
10–1000 mm. (ii) Impact toughness αk can be an alternative guideline, which should be in
the range of 1500–2000 KJm−2. (iii) Fracture surface appearance of microvoid coalescence
both in the quasi-static and dynamic failure is preferred [19]. (iv) r(θ) of the crack-tip plastic
zone can also be an alternative guideline to explain the fracture phenomenon in explosive
loading. The potential candidate of an EFP liner should have a crack-tip plastic zone r(θ) as
much as 58 mm for plane stress, and reach 36 mm for the plane strain condition. Then, the
material could have the ability to sustain tremendous plastic deformation in the forming
under explosive loading and form an EFP like copper.

5. Conclusions

(1) Compared with Cu, 90W_9Ni_Co and W_25Re as two kinds of typical tungsten heavy
alloy, are tested in the flash X-ray experiment to study their dynamic response under
explosive loading. However, there are tremendous differences among the forming
state and the penetration results of the three metal materials when used as an EFP
liner.

(2) The copper liner could form a coherent EFP with a moderate penetration depth in
the steel target, while the 90W–9Ni–Co liner broke into discrete fragments and the
W–25Re liner turned over at first and fractured into three parts later. As the fracture
states in the forming phase, the penetration depth was much lower than the copper
liner.

(3) The microscopic features were examined to analyze the microstructure evolution of
the dynamic response of the three metal materials: (i) in the copper liner, dynamic
recrystallization occurs and the microstructure has experienced tremendous plastic
deformation, which means copper as a validated EFP liner has the ability to bear
extensive plastic deformation without break under explosive loading. (ii) In the
90W–9Ni–Co and W–25Re alloys liner, the cleavage observed in the fracture surface
indicates the brittle fracture occurrence in the forming, belonging to type A3 mode,
which means it is easy for the cracks to propagate and trigger the cleavage of W
particles in the tungsten heavy alloys.

(4) Copper EFP’s forming characteristics are analyzed in the numerical simulation to
obtain the stress and strain conditions in forming of EFP under explosive loading.
The maximum von Mises stress can be as much as 604 MPa, while the maximum
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shear stress can reach 341 MPa. In addition, the maximum plastic strain reaches 2.71.
Associated with the maximum stress and strain conditions, the fracture mechanism of
tungsten heavy alloys under explosive loading can be obtained.

(5) In the plane stress state, the crack-tip plastic zones of 90W–9Ni–Co and W–25Re reach
21 mm and 17 mm, respectively. While in the plane strain state, the value of r(θ) of the
crack-tip plastic zone of 90W–9Ni–Co and W–25Re are around 1mm. By comparison,
the crack-tip plastic zones of 90W–9Ni–Co and W–25Re are much smaller than copper,
under explosive loading with severe stress and strain conditions, cracks may occur
inside the material. Then, due to the severe stress concentration at the tip of the cracks,
it is easy for the cracks to propagate and trigger the cleavage in tungsten alloys.

(6) The value of r(θ) of the crack-tip plastic zone can be used to explain the fracture
phenomenon in explosive loading, which can be an alternative guideline for material
selection criteria of the EFP liner. The potential candidate of an EFP liner should have
a crack-tip plastic zone r(θ) as much as copper. For a feasible EFP liner, the crack-tip
plastic zone r(θ) should be as much as 58 mm for plane stress, and reach 36 mm for
plane strain condition.

The research work not only makes an attempt to study the dynamic response of typical
tungsten heavy alloys under explosive loading, but to also provide an identification method
associated to microcosmic scale with fracture mechanics to determine whether or not the
alloy materials are capable of being used to form a coherent EFP. The research results are
significant in understanding the dynamic forming, microstructure evolution, and fracture
mechanism of tungsten heavy alloys.
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Abstract: The complicated composition of unsaturated clay, e.g., solid mineral particles, water, and
air, makes it difficult to get its precise equation of state (EOS) over a wide pressure range. In this paper,
the high-pressure EOS of unsaturated clay was discussed at the mesoscale. With the original clay
extracted from the southern suburbs of Luoyang city, China, three unsaturated clays with moisture
contents of 0%, 8%, and 15%, respectively, were remolded. Their Hugoniot parameters in the pressure
range of 0–30 GPa were measured using a one-stage or two-stage light gas gun. With the measured
Hugoniot parameters, a high-pressure EOS of the unsaturated clay up to 30 GPa was developed and
it is in good agreement with the experimental data.

Keywords: unsaturated clay; moisture content; Hugoniot parameters; high-pressure EOS

1. Introduction

Unsaturated clay is generally considered a three-constituent mixture composed of soil
skeleton, water, and air, where the soil skeleton is formed by many solid mineral particles.
Under external load, unsaturated clay will be compressed, and the three constituents inside
will also deform correspondingly. During the initial loading period, the soil skeleton of
unsaturated clay is generally the main bearing component and will deform from elastic to
plastic with the increase of the external load. At the same time, most of the water and air
inside can flow freely in the connected space among the solid particles due to the existence
of the voids. When the external load increases to a threshold, the solid particles will be
closely compacted and form many discrete enclosed rooms, in which nearly all the water
and air are locked. At this stage, the soil skeleton, water, and air bear the same load.
However, since the air has a greater compressibility than the water and the soil skeleton, it
can be compressed to such an extent that its volume can be nearly ignored. Consequently,
the force that the air bears is very small, compared with the force that the water and the
soil skeleton bear, and it can also be neglected.

According to the Henrych theory [1], the deformation of an unsaturated clay under
external load can be divided into two stages by the compacted pressure pc: the low-pressure
stage and the high-pressure stage. As shown in Figure 1a, the low-pressure stage can be
further separated into an elastic-deformed part and a plastic-deformed part by the elastic
limit pe. In the elastic-deformed part, the soil skeleton deforms elastically, resulting in the
elastic deformation of both the solid particles and the void content. When the external
load is higher than the elastic limit pe, the shear force among some solid particles will
exceed the bond strength, which leads to the fracture of some solid-particle combinations
and the displacement among some solid particles. This deformation cannot be recovered
once the external load has been released, indicating that the plastic deformation of the
unsaturated clay has happened. During the external load increases from the elastic limit pe
to the compacted pressure pc, numerous solid particles will be sheared to slip and rearrange
to a new position to accommodate the external load, and form more and more enclosed
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rooms in which air and water are locked. At the compacted pressure pc, nearly all the solid
particles are closely compacted, all the air and water are locked in, and there will be no void
existing in the unsaturated clay. Therefore, in the low-pressure stage, the p-alpha equation
of state (EOS) can be used to describe the state changes of the unsaturated clay. In the high-
pressure stage, all of the soil skeleton, water, and air have been greatly compressed and
the elastic–plastic effect is no longer the dominant factor in the deformation, as shown in
Figure 1b. With the increase of the external load, the volume ratio of air in the unsaturated
clay decreases because of the pressure balance among the solid particles, water, and air,
and the relatively great compressibility of the air, which indicates that the effect of air on
the state of the unsaturated clay in the high-pressure stage can be neglected. Hence, in
the high-pressure state, it is adequate to consider only the contributions of the water and
the solid particles in EOS of the unsaturated clay. In addition, mineral components and
water usually have a relatively high thermal capacity and there will be a relatively small
temperature-rise in the dynamic shock process for the unsaturated clay with low porosity.
Therefore, when the shock pressure is not high enough, the thermal contribution on shock
pressure is small compared with cold contribution, and the EOS of unsaturated clay can be
simplified to the form p = f (ρ) from the form p = f (ρ, T).

 

(a) 

 

(b) 

Figure 1. Schematic graph of the relation of p and ρ: (a) low pressure part; (b) high pressure part.

To study the mechanical and physical behaviors of the soil, many works have been
conducted. Schofield [2] studied the mechanical behavior of saturated remolded soil, based
on the critical state concept. Thiel [3], Kalashnikov [4], and Trunin [5] studied the shock
wave data of the porous or hydrated earth materials and the sand–water mixture at several
saturation levels. Tsembelis [6], Chapman [7], and Brown [8] completed a series of shock
compressed experiments using a one-stage light gas gun to obtain the shock compressed
behaviors of the dry sand. Resnyansky [9] theoretically put forward a two-substance EOS
by regarding dry soil as the mixture of solid particles and gas. Using a three-substance EOS,
Wang [10,11] carried out several numerical analyses on soil to obtain the dynamic response.
These research results were important references for predicting the dynamic response of
geotechnical material, but they could not be directly applied to unsaturated clay because
moisture content was a significant factor affecting dynamic behavior. The shock loadings
are the impact loads in terms of the wave dynamics.

To assess the effects of the underground explosion that happened in the southern
suburbs of Luoyang city, China, in this study we conducted many experiments on the
unsaturated clay with moisture contents of 0%, 8%, and 15%, respectively. Their Hugoniot
parameters are obtained using a one- or two-stage light gas gun, based on which the
high-pressure EOS up to 30 GPa is built. The developed EOS in this study can be applied
for the numerical simulation of an underground explosion.
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2. Experimental Measurement of the Hugoniot Parameters

2.1. Subsection

The original clay was extracted from the southern suburbs of Luoyang City in China.
The detailed clay minerals of the clay are presented in Table 1. The density, moisture content,
and solid particles of the original clay varied with the place and depth. Therefore, it was
not possible to obtain the original clay samples with the same density and moisture content
applied for experiments. All the samples used in this study were remolded according to
the experimental needs.

Table 1. The mineral components of the dry original clay.

Components Quartz Calcite Chlorite Montmorillonite Illite Feldspar Kaolinite Amphibole Hematite

Mass (%) 25 7 15 10 15 18 5 3 2

To study the influence of moisture content on the dynamical behaviors of clay, three
unsaturated clay samples were prepared with a dry density of 1.70 g/cm3 and initial
moisture contents of 0%, 8%, and 15%, respectively. The clay samples were fabricated as
follows: first, dry the dispersed clay in the oven; second, take the appropriate weight of clay
with electronic scales; third, weigh the water with the measuring cylinder or injector and
add it into the dried clay to the wanted moisture content; once the water diffuses in the clay
uniformly, the clay sample should be put into the designed mold made of 2024 aluminum.
As shown in Figure 2, the mold consists of a sample supporter, a reinforcement cylinder,
and a compaction piston. The sample supporter had a circular indentation of 16 mm in
diameter and 3 mm in depth. The reinforcement cylinder had a circular center hole of
16 mm in diameter and its depth was almost the same as the height of the compaction
piston, which made the two parts connected closely and made the thickness of each sample
almost the same. Before compressing the clay into the sample, an oil film should be evenly
formed on the inner wall of the center bore of the reinforcement cylinder in order to reduce
friction between the reinforcement cylinder and the piston. With the jack compressing the
piston slowly, the clay in the mold can be compressed into the same size of ϕ16 × 3 mm,
as shown in Figure 3. Table 2 gives the physical parameters of the final compressed clay
samples of three moisture contents.

Figure 2. Schematic of sample mold.

 

Figure 3. Schematic of experimental sample preparation.
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Table 2. Physical parameters of clay in plate impact test.

Sample Number 1 2 3

initial dry density ρd0 (g/cm3) 1.70 1.70 1.70
initial wet density ρ0 (g/cm3) 1.70 1.84 1.96

sample weight m (g) 1.03 1.11 1.18
initial moisture content w (%) 0 8 15

initial saturation Sr0 (%) 0 35.8 67.4

After the preparation of the experimental sample, the sample-holder was placed
behind the target-stand to assemble a whole target, as shown in Figure 4a. After assembly,
the target was installed in the terminal end of the light gas gun tube, as shown in Figure 4b.

 

(a) 

 

(b) 

Figure 4. The target for plate-impact experiment graph: (a) the sample-holder and the target-stand;
(b) back view of the assembled target.

2.2. Experimental Method

To obtain a wider range of loading pressure, the flyers made of 2024 aluminum alloy,
copper, and tantalum were used in the plate-impact experiments. The flyers are discs of
ϕ24 × 3 mm and their Hugoniot parameters [12] are shown in Table 3. Impacting velocities
of flyers were measured by a velocity magnetic-measuring device [13].

Table 3. The parameters [11] of flyer materials and Hugoniot.

Material ρ0 (g/cm3) c0 (km/s) s

2024 aluminum alloy 2.785 5.328 1.338
copper 8.93 3.94 1.489

tantalum 16.656 3.437 1.19

Shock wave velocities were measured by the optical probes made from quartz fiber,
which were calibrated in detonation experiments and had an uncertainty of about 1.8% [14].
When the shock wave propagated to the end of the probe, the quartz fiber would radiate op-
tically due to shock wave arrival and the moment of shock wave arrival would be recorded
by the digital oscillograph. The structure of the optical probe used in the experiments, as
shown in Figure 5, consisted of one quartz fiber with a core diameter of 60 μm and an
outside diameter of 175 μm, and one metal capillary with the internal diameters of 0.3 mm
and 0.9 mm. The quartz fiber and metal capillary were cemented together with quick dry
glue, in which the metal capillary plays an important role in enhancing the strength of
the optical probe and keeping the optical probes in a fixed position perpendicularly. The
surface of the end of the optical probe was coated with a 120~150 nm thick aluminum film
which could prevent stray light from entering the quartz fiber.

The schematic diagram of one single-fiber probe system, as shown in Figure 6, consists
of a photomultiplier tube and a digital oscillograph. The photomultiplier tube is the
GDB-608 MCP and has an impulse response time of no more than 0.4 ns. The digital
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oscillograph used in the experiments has a sampling rate of 5 GS/s and an analog output
bandwidth of 1 GHz.

Figure 5. The schematic diagram of the optical probe of quartz fiber.

Figure 6. The schematic diagram of one single-fiber probe system.

In the experiments, there were a total of five fiber-optic pins (No. A-E) arranged for
measuring the Hugoniot parameters of the sample. As shown in Figure 7, four fiber-optic
pins (No. A-D) were arranged at the impacted surface and the outer edge of the sample to
record the moment when the flyer just impacted the clay sample. Two diagonal fiber-optic
pins formed a recording channel; there were a total of two channels that could amend the
error arising from an oblique collision between the flyer and the clay sample. The last
fiber-optic pin (No. E) was arranged in the center of the rear plane of the clay sample to
record the moment of shock wave arrival.

 
(a) (b) 

Figure 7. The schematic diagram for measuring Hugoniot parameters. (a) Arrangement position of
fiber-optic pins. (b) Fiber-optic pins test system.

2.3. Data Processing Method

The typical signals in the experiments, as shown in Figure 8, were obtained from
two measuring channels. The signal in Figure 8a was taken from the four fiber-optic pins
(No. E, A, B, and C) and the signals from fiber-optic pins E, B, and C had almost the
same wave-form. It can be seen from Figure 8 that the signals from fiber-optic pins A,
B, C, and D had almost the same jumping moment, which indicated that the flyer had
preferable planarity and a small deflection error when the flyer impacted the target. In all
the signals, the inflection points showed the moments that the flyer or shock wave arrived
at the corresponding fiber-optic pin. With these moments, the shock wave velocity Us in
the sample at this shocked state could be calculated from the following equation:

Us = Δh/Δt (1)

where Δh was the thickness of the sample and Δt was the interval that the shock wave took
for traveling in the sample.
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(a) (b) 

Figure 8. The typical signals of fiber optical pins in shock experiments: (a) optical pin signals from
the first channel; (b) optical pin signals from the second channel.

For most materials, one linear relation between the shock wave velocity Us and the
particle velocity up existed as the following:

Us − u0 = c0 + s
(
up − u0) (2)

where c0 and s were the Hugoniot parameters and u0 was the initial particle velocity. If a
flyer impacted a sample plate with the impacting velocity W, according to the Rayleigh line
and Equation (2), the shock pressure in the flyer should be written as:

pf = ρ0f
(
Us − W)(up − W

)
= ρ0f

[−c0f + sf
(
up − W)](up − W

)
(3)

According to Equation (3), for the given impacting velocity W and the measured
Hugoniot parameters in Table 2, the shock pressure in the flyer could be expressed as a
function of particle velocity up.

For the ith impact experiment with the velocity Wi and the measured shock wave
velocity Usi, the particle velocity upi can be calculated according to the impedance match
method [8] as shown in Figure 9:

upi =
−B −√

B2 − 4AC
2A

(4)

where
A = ρ0fsf (5)

B = −(ρ0fc0f + 2ρ0fsfWi + ρ0sUsi) (6)

C = ρ0fWi(c0f + sfWi) (7)

Figure 9. The impedance match method.

The subscript f and s meant the flyer and sample plates, and the subscript 0 meant the
initial state.
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2.4. Experimental Results and Analysis

According to the moisture content of the samples, the shock-impacted experiments
were divided into three groups and each group had four samples with the same moisture
content. Twelve effective experimental data were obtained in total. From these experimen-
tal data, the flyer plate impacting velocities, the shock wave velocities, and the particle
velocities were derived with the experimental method in Section 2.2 and the experimental
data processing method in Section 2.3. Moreover, the shock wave pressure in the samples
was also obtained with the Hugoniot relation. All the experimental measured data and the
processed data are shown in Table 4.

Table 4. Experimental results for unsaturated clay.

Clay
Samples

No.
Flyer

Materials

Flyer
Velocity
(km/s)

Shock Wave
Arrival Time

(ns)

Sample
Thickness

(mm)

Particle
Velocity
(km/s)

Shock
Wave Velocity

(km/s)

Pressure
(GPa)

Dry Clay

1 Aluminum 0.561 1868 2.98 0.48 1.60 1.29
2 Copper 1.042 1054 2.96 0.92 2.81 4.40
3 Copper 2.340 658 2.94 1.97 4.47 14.95
4 Tantalum 3.180 556 3.02 2.79 5.43 25.71

Wet clay
(moisture
content:

8%)

5 Aluminum 0.563 1564 2.94 0.46 1.88 1.58
6 Copper 1.101 956 2.98 0.95 3.12 5.46
7 Copper 2.290 640 3.00 1.89 4.69 16.26
8 Tantalum 3.190 500 2.94 2.74 5.88 29.60

Wet clay
(moisture
content:

15%)

9 Aluminum 0.495 1192 3.00 0.37 2.52 1.84
10 Copper 1.142 848 2.98 0.97 3.51 6.63
11 Copper 2.370 538 2.88 1.89 5.35 19.81
12 Tantalum 3.130 478 3.01 2.64 6.30 32.54

According to the shock wave velocities and the particle velocities (Usi, upi) for four sam-
ples of the same moisture content, the linear relation such as Equation (2) could be fitted
with the least square method. Processed linear relations for the clay of the three different
moisture contents are shown in Figure 10.

 Test Data 0%
 Test Data 8%
 Test Data 15%
 Us=1.08+1.62up

 Us=1.29+1.72up

 Us=1.91+1.71up

U
s

up

Figure 10. The linear relation Us-up for the clay of three moisture contents.

With Figure 10, the material parameters in the Hugoniot linear relation for the clay of
0% moisture content, 8% moisture content, and 15% moisture content could be derived and
they had the following expressions.
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For the clay samples of 0% moisture content, the material parameters were:

c0 = 1.08 ± 0.30 km/s s = 1.62 ± 0.17 (8)

For the clay samples of 8% moisture content, the material parameters were:

c0 = 1.29 ± 0.24 km/s s = 1.72 ± 0.14 (9)

For the clay samples of 15% moisture content, the material parameters were:

c0 = 1.91 ± 0.18 km/s s = 1.71 ± 0.10 (10)

3. Equation of State of Unsaturated Clay

In Section 2, shock pressures in the experiments were not more than 30 GPa and the
shock temperature rise can be neglected. Therefore, the EOS of the unsaturated clay can
take the form p = f (ρ). As shown in Figure 1, the equation of state of the unsaturated clay
should include two deformation mechanisms when considering the critical pressure pc.
Our solution is to use the p-alpha compaction model [15] when the pressure p < pc, and to
use the EOS of a solid–liquid two-phase mixture when the pressure p > pc.

3.1. p-alpha Compaction Model

The p-alpha compaction model was firstly presented by Herrmann [16] for porous
materials. In this model, the stiffness of the skeleton material was neglected and the porous
material could be thought of as an isotopic material. Therefore, the stress state of porous
material can be described with hydrostatic pressure p, and the EOS for p-alpha compaction
model has the following forms, containing the hydrostatic pressure p, specific volume v,
and internal energy e:

p = f (v, e) (11)

To differentiate the specific volume change of the skeleton material from the change of
pore shape in the deformation process under external force, the porosity α was introduced
and defined as:

α =
v
vs

=
v(p, e)
vs(p, e)

(12)

where vs was the specific volume of skeleton material and v was the specific volume of
corresponding porous material at the same state.

In the study on the state change of porous material, the surface energy of voids was
usually neglected, thus the porous material had the same specific internal energy as the
skeleton material. If the hydrostatic pressures of the porous and skeleton material were
thought to be identical in any condition, it meant that only the specific volumes were
different when the porous and skeleton material were in the same state. If the skeleton
material was dense, the EOS of solid as the following could be used:

p = f (vs, e) (13)

After introducing porosity α, the following equation could be obtained:

p = f
( v

α
, e
)

(14)

In the low-pressure range p < pc, the porosity α depended on the hydrostatic pressure
p and the specific internal energy e. It was a key problem to determine the porosity α in the
EOS of porous material under low-pressure. Herrmann thought that the porosity α(p, e)
could be approximated by α(p) along the Hugoniot curve as shown in Figure 11 under the
condition that the compressibility of the porous material was insensitive to the temperature.
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Figure 11. Schematic of porous material α(p).

The porosity α has little influence on the compaction during elastic loading, so the
initial porosity α0 can be approximated by αe and then the porosity α can be specified as a
function of pressure:

α(p) = 1 + (α0 − 1)
(

ps − p
ps − pe

)N
(15)

where pe was the elastic limit of porous material, when the pressure was larger than pe, the
voids began to collapse; ps was the pressure at which the porous material was compacted
into a completely solid state. N was one parameter and equals 2 in Herrmann’s article, but
later studies [17,18] showed that the parameter N could be determined according to the
experimental results to get a better description of the compaction process of porous material.

In this study, the unsaturated clay was considered as a kind of porous material and
pc = ps was assumed. Therefore, pc could be given by the Hugoniot equation:

pc =
ρcc2

0ηc

(1 − sηc)
2 (16)

where c0 and s were Hugoniots and had been determined in experiments as shown in
Section 2 and ηc = 1 − ρ0/ρc, ρc was the density of the fully compacted clay.

After being fully compacted, the clay contained only water and solid particles, and
the fully compacted density ρc was given by:

ρc =
m
vc

=
mw + ms

vwc + vsc
(17)

where m was the total mass of clay; vc was the volume of the fully compacted clay, corre-
sponding to the pressure pc; the subscript w and s represented water and solid particles,
respectively.

3.2. p-alpha Compaction Model

Unsaturated clay was a three-phase media comprised of solid particles, water, and
air. When the unsaturated clay had been fully compacted, the fully compacted pressure pc
(about 1 GPa) was so high that not much air was left in the clay and the compressibility of
the skeleton could also be neglected. It meant that the high-pressure EOS of the unsaturated
clay mainly came from the contribution of water and solid particles.

The relative volumes βwp and βsp for the water and the solid phase in the clay could
be introduced as:

βwp =
vwp
vc

, βsp =
vsp
vc

(18)
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where vwp (or vsp) was the volume that the water (or the solid) phase had if the hydrostatic
pressure in the clay was p. When the unsaturated clay was fully compacted, the relative
volumes βwc and βsc were as follows:

βwc =
vwc
vc

, βsc =
vsc
vc

(19)

and satisfied the equation:
βwc + βsc = 1 (20)

According to the mass conservation, the density ρ of the clay under the pressure p was
given as:

ρ =
m
v

=
ρcvc

v
=

ρc

βwp + βsp
(21)

where v = vwp + vsp was the volume of the clay under the pressure p. Here, the relative
volume of water βwp could be determined using the EOS of water [1]:

p = p0 +
ρw0 · c2

w0
kw

[(
ρw

ρw0

)kw

− 1

]
(22)

where p0 = 105 Pa, ρw0 = 1.0 × 103 kg/m3, cw0 = 1415 m/s, kw = 3.
In the same way, the relative volume of solid particles βsp could also be determined

by the following EOS [1]:

p = pc +
ρs0 · c2

s0
ks

[(
ρs

ρs0

)ks

− 1

]
(23)

where ρs0 = 2.73 × 103 kg/m3, cs0 = 4500 m/s, ks = 3, pc was the fully compacted pressure
of clay determined by experiment results.

Substituting Equations (22) and (23) into Equation (21), the following equation could
be obtained, by which the density of the clay under any pressure could be determined:

ρ = ρ(p) = ρc

⎡
⎣βwc

(
p − p0

ρw0c2
w0

kw + 1

)−1/kw

+ βsc

(
p − pc

ρs0c2
s0

ks + 1

)−1/ks
⎤
⎦
−1

(24)

Based on the aforementioned information and the experimental results, the physical
parameters in the EOS of the unsaturated clay with the three moisture contents could be
determined, and they are shown in Table 5.

Figure 12 shows the theoretical results from the EOS and the experimental results of
the density variation of the clay samples with pressure. It is evident that the compressive
strength of the clay sample increased with the increase of the moisture content. The water
and the air trapped in the voids of the clay could not be removed under high strain rate
and high loading; therefore, the shock compressible behavior of the unsaturated clay was
dominated by the compressibility of the trapped water and air and the solid particles.
Because water was a relatively incompressible material, the increase of water content led to
an increase in the compressive strength of water-bearing clay. Al’tshuler and Pavlovskii [19]
carried out shock compressed experiments on unsaturated clay samples with 4% and 20%
moisture contents; the mineral components of their clay samples were mainly quartz
and kaolin, which were similar to the samples used in this study. They also concluded
the same results that the compressive strength of clay increases with the increase of the
moisture content.
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Table 5. The parameters of equation of state of unsaturated clay.

EOS Parameters Dry Clay 8% Clay 15% Clay

p-alpha model
Elastic yield strength, pe (GPa) 0 0 0
Plastic yield strength, ps (GPa) 4.97 2.15 1.38
Empirical fitting parameter, N 2 2 2

Solid–liquid
two-phase model

Fully compacted density, ρc (g/cm3) 2.73 2.42 2.23
Water proportion under pc, βwc 0 0.18 0.29
Solid proportion under pc, βsc 1 0.82 0.71

Water phase ρw0 = 1.0 g/cm3, cw0 = 1500 m/s, kw = 7
Solid particle phase ρs0 = 2.73 g/cm3, cs0 = 4500 m/s, ks = 3
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Figure 12. Comparison of theoretical and experimental data for the equation of state in terms of
pressure and density.

As indicated by the agreement between the theoretical results and the experimental
ones in Figure 12, the EOS of the unsaturated clay proposed in this study could give a better
description of the relation between the pressure and the density of the clay, and it could
also reflect the different shock compressed behaviors of the unsaturated clay resulting from
the moisture content variation.

4. Discussion

(1) For the unsaturated clay, the EOS could be separated into low-pressure range and
high-pressure range by the compacted pressure pc. The p-alpha compacted model
could be used in the low-pressure range and the solid-water two-constituent mixed
EOS could be applied for the high-pressure range.

(2) With the original clay extracted from the southern suburbs of Luoyang city in China, three
unsaturated clays with moisture content 0%, 8%, and 15%, respectively, were remolded.
The Hugoniot parameters of three unsaturated clays were determined by means of the
plate impact experiment on a one-stage and two-stage light gas gun. The results were:
when the moisture content is 0%, ρ0 = 1.70 g/cm3, c0 = 1.08 ± 0.30 km/s, s = 1.62 ± 0.17;
when the moisture content is 8%, ρ0 = 1.84 g/cm3, c0 = 1.29 ± 0.24 km/s, s = 1.72 ± 0.14;
when the moisture content is 15%, ρ0 = 1.96 g/cm3, c0 = 1.91 ± 0.18 km/s, s = 1.71 ± 0.10.

(3) With the Hugoniot parameters and the model of two-stage EOS presented here, the
high-pressure EOS up to 30 GPa was developed for the unsaturated clays of three
moisture contents and was consistent with the experimental results.
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Abstract: Although the ignition-and-growth model can simulate the ignition and detonation behavior
of traditional energy materials well, it seems insufficient to simulate the impact-induced deflagration
behavior of reactive materials (RMs) using current finite element codes due to their more complicated
ignition threshold and lower reaction rates. Therefore, a simulation method for the impact-induced
deflagration behavior of a reactive materials projectile (RMP) is developed by introducing tunable
ignition threshold conditions for RMs, and a user-defined subroutine is formed by the secondary
development on the equation of state (EOS). High-velocity impact experiments were performed
to prove the validity of simulations. The results show that the user-defined subroutine for RMs is
competent in simulating the ignition and deflagration behavior under impact conditions, because the
reaction ratio, morphology and temperature distribution of RMP fragments are all well consistent
with experiments, theory, and current reports from other researchers. In this way, the quantitative
study on the deflagration reaction of RMs can be implemented and relevant mechanisms are revealed
more clearly.

Keywords: reactive materials; impact-induced deflagration; simulation; ignition behavior; reaction
ratio; temperature distribution

1. Introduction

When perforating or penetrating the intended target, reactive materials (RMs) will
chemically react due to the shock wave passing through them, thereby increasing the
damaging effects from the combination of the kinetic energy (KE) and chemical energy
(CE) of a reactive projectile [1–3]. RMs are a class of shock-induced energetic materials,
including thermites, intermetallics, metal-polymer mixtures, metastable intermolecular
composites (MICs), and so on. With the benefit of fine mechanical and chemical perfor-
mance, polytetrafluoroethylene based RMs have been extensively researched recently. In
order to investigate their lethality, ground tests have been conducted, and several physics-
based models were established [4–8]. However, RMs are generally formulated to release
appreciable CE under intense dynamic loads (such as high-velocity impact or detonation),
so the activation time is extremely short, making the measurement of many physical quan-
tities very difficult. Consequently, an appropriate analytical tool for RMs is required to
predict target damage beyond that measured under experimental conditions [3]. Popular
dynamic calculation codes, such as ANSYS-Autodyn or Ls-dyna, were employed to predict
the response of energetic materials. In these codes, the simulation results are dependent
on an appropriate material model, which includes the equation of state (EOS), strength
model, failure model, erosion model, and so on. Researchers have paid close attention to
the material model of RMs.
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For the unreacted reactant of RMs, the shock EOS model was used to research the criti-
cal velocity of the reactive materials projectile (RMP) to initiate the covered explosive [9,10],
and Instron compression tests and high-rate split Hopkinson bar experiments were carried
out to determine the parameters of the Johnson–Cook strength model, which can be used to
effectively simulate the deformation and penetration behavior of reactive materials [11,12].
For reaction product, the Jones–Wilkins–Lee (JWL) EOS was used to characterize the ex-
pansion behavior after the chemical reaction of RMs [13]. In fact, compared to the KE
damage caused by traditional inert metal materials, it is mainly the CE that causes the
remarkably high-efficiency damage during the impact events of RMs. The ignition time,
reaction rate, reaction efficiency, and so on, play an important part in the energy release of
CE. In particular, the initiation criterion, which is characterized by the values of the impact
pressure P and its duration τ or by the values of an impacting projectile’s velocity V and
diameter d (P2τ or V2d criteria), significantly influences the damage event of RMs. The
forest fire model was provided and developed to match pressure–time data obtained from
gauges embedded in the energetic materials in a broader set of experiments [14]. Recently,
the Naval Surface Warfare Center has estimated the impact velocity and pressure initiation
threshold of reactive materials with different particle size with a gas gun experiment [15,16].
They found that the initiation reaction occurs earlier in reactive materials with smaller
particle size; this is mainly induced by the shear band formed in the impact event, and
empirical formulas (ta(σ−σTS)b = c)) were proposed to characterize the ignition behavior of
Al/PTFE reactive materials.

The above literature reviews show that the EOS and ignition model for RMs have been
improved. However, an integrated, analytical method to reproduce the high-efficiency
damage caused by RMs has not been presented, to the best of our knowledge. In past
decades, relevant simulations often divided the damage event into two relatively indepen-
dent phases. For example, the damaging effects on concrete targets produced by reactive
material liner shaped charges were researched by dividing the physical process into an inert
impact-penetration stage and an internal deflagration stage for RMs. The shock model was
used to simulate the inert penetration behavior of RMs, and either the JWL or powder burn
model was used to simulate the internal deflagration behavior of RMs [17–20]. Although
the Lee–Tarver model embedded in Autodyn or Ls-dyna can characterize the detonation
performance of high explosives, no interface is provided to adjust the initiation criterion
that is crucial to simulate the damage event for RMs.

The purpose of this effort is to combine the divided stages into one by developing the
EOS subroutine based on Autodyn code; then, quantitative research of real-time reaction
can be conducted by using the tunable ignition criteria. A simulation method is proposed
to investigate the impact-induced deflagration behavior of polytetrafluoroethylene based
RMP. This work is of great value in the design of RMPs and understanding their damage
mechanisms more clearly.

2. Experiment

2.1. Specimen Preparation

The Al/PTFE RMPs were prepared by the process of mechanical mixing–cold pressing–
sintering. First, the raw Al and PTFE powders, with Al particle size of 5 μm and PTFE
particle size of 34 μm (the purity of Al and PTFE are above 98% and 99%, respectively,
according to the vendor’s description), were poured into a container where they were
mechanically stirred with a rotation speed of approximately 20,000 rpm. Then, the sym-
metrical distribution powders were poured into a cold-pressing mold where the pressure
was loaded by a puncher pin on the powders with a linear speed of 5 mm/min. When the
pressure reached approximately 1 MPa, the load speed of the puncher pin was controlled
by pressure increments at approximately 1 MPa/s. The puncher pin did not stop until the
pressure reached 100 Mpa; subsequently, the pressure was kept at this level for 1 min. In
this way, the powders were pressed into a cylinder, then inserted into a vacuum sintering
oven. The oven temperature rose to 375 ◦C at a rate of 60 ◦C/h and stayed at 375 ◦C for
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0.5 h. After that, the oven temperature dropped to 327 ◦C at a rate of 40 ◦C/h and stayed
at 327 ◦C for 1 h. Lastly, during the cooling process, the oven temperature dropped to
ambient temperature at an average rate of approximately 50 ◦C/h. The density of the RMP
fabricated by this method is close to the theoretical maximum density of 2.27 g/cm3.

2.2. Experiment Setup

The experiment system was mainly composed of the one-stage gas gun, laser speed
detector, chamber, double-spaced Al plates holder, and high-speed camera, as shown in
Figure 1. After the projectiles were launched by the one-stage gas gun, the two laser beams
(laser speed detector) recorded the speed of the projectiles. An on–off signal, produced by
the veil effect of the projectiles on the laser beams, was used to trigger a high-speed camera;
consequently, the images of the penetration and deflagration behavior of the RMPs on the
double-spaced Al plates was recorded. Eight shots, with the impact velocity ranging from
293 to 652 m/s, were performed to investigate the penetration and deflagration behavior of
RMs. Several square Al plates with a size of 400 × 400 mm2 were used in this study and the
distance between the front and rear plate was 200 mm. The size of the projectiles is listed
in Figure 1. The penetration hole and bulges on the front plate (FP) and rear plate (RP)
were used to characterize the penetration behaviors of RMPs and damage effects of the
double-spaced Al plates, while the duration and size of the flame, resolved by high-speed
camera, were used to characterize the deflagration behavior of RMPs.

 

Figure 1. Schematic diagram of experimental setup.

2.3. The Damage Effects of Double-Spaced Al Plates

In the eight experiments with velocities ranging from 293 to 652 m/s, all front plates
were perforated, while petalling or plugging damage formed on the backside of the front
plates, depending on the various impact velocities. It is worth noting that there was a
plastic zone (between the red and yellow dotted line in Figure 2) in the vicinity of the
penetration hole in both petalling and plugging damage. On the rear plates, considerable
soot was produced on the frontside because of the chemical reaction by residual RMPs,
while various degrees of bulges were formed on the backside. The typical damage patterns
and details on damage effects are shown in Figure 2 and Table 1, respectively.

v= m/s

 
v= m/s

Figure 2. The damage patterns on the front and rear plate in shots 10-2 and 12-3.
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Table 1. Experimental results.

Shot
Projectile Size
(ΦD × L) (mm)

Velocity
(m/s)

Penetration
Hole Diameter

on FP (mm)

Deflagration Time (μs)

Perforating
FP

Impacting
on RP

Fades Away

10-1 15.40 × 15.39 293 ~15.47 210.24 210.24 1629.35
10-2 15.39 × 15.38 342 ~18.01 420.48 998.63 5045.73
10-3 15.40 × 15.36 401 ~24.53 367.92 2890.78 8672.34
10-4 15.41 × 15.21 397 ~20.06 473.04 3521.50 9040.26
12-1 15.40 × 7.64 652 18.62 252.39 378.58 8539.10
12-2 15.50 × 7.76 570 18.73 294.45 3070.71 7697.81
12-3 15.50 × 7.80 550 17.33 210.32 252.39 4374.71
12-4 15.40 × 7.30 620 19.37 126.19 1724.65 8286.71

Notes: FP and RP represent the front and rear plate, respectively. The deflagration time means the duration
of deflagration of RMs: (1) perforating FP means the whole deflagration time caused by the penetration to FP;
(2) impacting RP means the time required for the reaction to increase to maximum from the impact on RP; and
(3) fade away means the time from peak to end of deflagration reaction.

3. Numerical Simulation

3.1. Reaction Model of Energy Release Process by RMs

The impact-induced energy release process of RMs can be summarized as follows:
(1) the fragmentation of RM samples; (2) the product of small gas molecules from the
decomposition of the fluoropolymer matrix under impact loading (impact-induced hotspot
or impact-induced fracture); (3) the exposure of reactive metal to small gas molecule
atmospheres; and (4) the burning process of the fragmentized composite particle. For
numerical simulations at the macro scale, the decomposition of the fluoropolymer matrix
and the exposure of reactive metal to small gas molecule atmospheres are usually simplified,
and attributed either to stress concentrated in a local point or temperature. When the stress
or temperature achieve a threshold value, it is considered evidence that the decomposition
of fluoropolymer matrix and exposure of reactive metal to small gas molecule atmospheres
have occurred. In this way, the phenomenological research can be conducted based on
any ignition criterion. However, no apparent interfaces are provided to adjust the ignition
criterion in the ignition-and-growth model in Ls-dyna or Autodyn, which are commonly
used to conduct simulations of the impact-induced burning process of energetic materials.
Consequently, some modifications are required to simulate the impact-induced deflagration
reaction of RMs.

In Autodyn code, the EOS subroutine is used to calculate pressure, energy, and sound
speed as a function of density. When the density of the current timestep is updated and
retrieved from the main program, the new pressure, energy, and sound speed can be
updated by the EOS model, then returned to the main program to calculate other variables.
In the energy release process of RMs, they undergo three material states, including solid
reactant state, solid-gas mixing state, and gas state, in the same particle. Therefore, three
different EOSs are generally needed to model the distinct states, which makes the solving
process complex and expensive. To solve this issue, reaction ratio F is introduced to couple
the equations of state (EOSs) for reactant and reaction product, based on the assumption
of pressure and heat balance. After iterative computations on pressure and temperature,
the reaction ratio, energy, and sound speed can be updated; this is discussed in detail in
Section 3.1.5. In this way, a unitary EOS or reaction model was proposed to describe the
mixture in the reaction zone [21].

3.1.1. EOS of Unreacted Reactant

For unreacted reactant, a shock EOS is employed to describe the pressure state under
impact condition, which takes the following form [9]

Pu(Vu, T) = PH(Vu) +
ρ0Γ
Vu

(E − EH) = PH(Vu)

(
1 − Γ

2
1 − Vu

Vu

)
+

ρ0Γ
Vu

Cv,uT (1)
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where

{
PH(Vu) = ρ0c2

0(1 − Vu)/[1 − s(1 − Vu)]
2 Vu ≤ 1

PH(Vu) = ρ0c2
0(ηu − 1) Vu > 1

.

where subscript u denotes unreacted reactant, Γ is the Grüneisen coefficient, T is tempera-
ture, ρ0 and c0 are the initial density and elastic wave velocity of the reactant, respectively,
Cv,u is the specific heat capacity, and s is the slope of the shock velocity or particle velocity
fit. EH is the specific internal energy, which can be calculated as⎧⎪⎨

⎪⎩
EH(Vu) =

1
2{c0(1 − Vu)/[1 − s(1 − Vu)]}2 Vu ≤ 1

EH(Vu) =
1
2 c2

0Vu

(
1

Vu
− 1
)2

Vu > 1
(2)

3.1.2. Ignition Criterion

The chemical reaction of RMs occurs when the particles obtain enough energy. Gen-
erally, mechanical, thermal, optical, electrical, chemical, and acoustic stimuli can cause
the ignition of RMs. Under the impact-initiation scenario, ignition behavior often occurs
in the shear band, so the peak stress has been employed to judge the appearance of the
ignition event by the Naval Surface Warfare Center [15,16]. They point out that the RMs
do not ignite at the beginning of the collision, but have an ignition delay time, which
can also be interpreted as the time for the material to absorb energy under certain stress
conditions. As described in Equation (3), when the stress exceeds the ignition threshold
σTS, the term that represents the impulse on the left side of the equation accumulates with
time. When it reaches a constant c, the local RMs may be ignited. In contrast, the ignition
of RMs substantially starts with the decomposition reaction of fluorine polymer. When the
instantaneous temperature reaches the critical decomposition temperature, the chemical
reaction may also be stimulated. Therefore, the following expression is used to model the
ignition behavior for RMs.

ta(σ − σTS)
b = c or T = Td (3)

where σ and σTS are real-time stress and ignition threshold stress, respectively; t is ac-
cumulated time in which the σ exceeds σTS; a, b, and c are constants; T is instantaneous
temperature; and Td is critical decomposition temperature of fluorine polymer contained
in RMs.

3.1.3. EOS of Reaction Product

The JWL EOS is usually used to describe the state of the reaction product. The pressure
and specific internal energy, respectively, can be calculated as follows [22]

Pp
(
Vp, T

)
= Ae−R1Vp + Be−R2Vp +

ωρ0

Vp
Cv,pT (4)

Ep
(
Vp, T

)
=

(
A
R1

e−R1Vp +
B
R2

e−R2Vp

)
/ρ0 + Cv,pT (5)

where subscript p denotes reaction product and A, B, R1, R2, and ω are constants.

3.1.4. Reaction Rate

The ignition-and-growth model of explosive initiation is employed to characterize the
impact-induced initiation behavior of RMs. The chemical reaction rate for the conversion
from unreacted explosive to reaction product consists of three physically realistic terms: an
ignition term of a small explosion occurs soon after the shock wave; a slow growth term of
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reaction speed as this initial reaction goes on; and a reaction completion term with a rapid
reaction rate. The form of the reaction rate equation is [9]

dF
dt

= I(1 − F)b
(

ρ

ρ0
− 1 − a

)x
+ G1(1 − F)cFdPy + G2(1 − F)eFgPz (6)

where I, G1, G2, a, b, c, d, e, g, x, y and z are adjustable coefficients for energetic materials.
F = 0 indicates the reactant did not react, and the variables are calculated by the equations
of unreacted reactant. F = 1 indicates the chemical reaction is complete, and the variables
are calculated by the equations of reaction product. If 0 < F < 1, this indicates the chemical
reaction is ongoing and the mixture is made of reactant and deflagration product, and the
variables are calculated by introducing a mixing rule.

The three portions of the ignition-and-growth model exhibit distinguished chemical
reaction rates during the three physically realistic terms discussed above. This model
contains three more parameters: FMXIG, FMXGR, and FMNGR. The ignition rate is set
equal to zero when F ≥ FMXIG, the growth rate is set equal to zero when F ≥ FMXGR, and
the completion rate is set equal to zero when F ≤ FMNGR. Therefore, if no ignition criterion
is employed, it is the constant “a” that dominates early ignition reactions, which could be
considered the ignition criterion or threshold. When the compression of some particles
increases to a value that is large than “a”, the chemical reaction rate increases according
to the ignition term. At this stage, the slow growth and completion term is approximate
to zero as the “F”, which is nearly zero in the early phase of ignition. The parameters
contained in this model can be obtained through an explosive shock experiment with an
iterative approach that adjusts the parameters until the simulation results agree with the
test results [14].

3.1.5. Mixing Rule

An EOS subroutine in Autodyn is mainly required to update the specific internal
energy and pressure. When F = 0 or F = 1, relevant calculations can be done by Equations
(1), (2), (4) and (5). When 0 < F < 1, the mixture is composed of unreacted reactant and
reaction product. After the reactant is activated, the specific internal energy is defined as

E(V, T, F) = (1 − F)Eu + FEp + (1 − F)Q (7)

where Q is reaction heat released by reactive materials per unit of mass.
During an update process in a calculation circulation of an EOS subroutine, pressure

and temperature equilibrium is assumed in the mixture. The temperature is first calculated
based on the first law of thermodynamics. The differential form of specific internal energy is

dE =
(

∂E
∂V

)
T,F

dV +
(

∂E
∂T

)
V,F

dT +
(

∂E
∂F

)
V,T

dF

= JdV + CvdT + HdF
(8)

According to the first law of thermodynamics, the internal energy absorbed by a small
region of the material during a change from one state (or time) to another equals the heat
(or energy) input into the region minus the work done by the region in the action of the
internal pressure forces. This can be expressed in the relation dE = −PdV. Combining this
with Equation (8), one can obtain the temperature increment

CvdT = −(P + J)dv − HdF (9)

In this paper, the heating effects produced by artificial viscosity and plastic work are
included in the simulation, so Equation (9) becomes

CvdT = −(P + J + q)dv − HdF + Wplstic (10)
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where q is artificial viscosity, Cv is constant-volume specific heat of energetic materials.
In this way, the temperature in a small region could be estimated based on the param-

eters of the former timestep. Then, the pressure of unreacted reactant and reaction product
could be obtained by the (V, T) form of EOS, including Equations (1) and (4). The pressures
in the unreacted and the gaseous phases of the RMs depend on the relative volume of the
two phases, which is defined as follows

V = (1 − F)Vu + FVp (11)

When the relative volume of the mixture is returned by main routine, the model
iterates on the relative volume of the unreacted reactant until it meets pressure equilibrium
with the reaction product, then the derived pressure P is returned. Meanwhile, the specific
energies of unreacted and gaseous phases are obtained from Equations (2) and (5). The
reaction rate can be calculated by Equation (6), and the specific energy of the mixture is
calculated by Equation (7).

Finally, the local sound speed can be estimated as

c =
√

dp
dρ =

√
dp
dη · dη

dρ =
√

1
ρ0

· dp
dη

=

√
1
ρ0

·
[
(1 − F)

(
∂pu
∂ηu

+ ∂pu
∂T

∂T
∂Eu

∂Eu
∂ηu

)
dηu
dη + F

(
∂pp
∂ηp

+
∂pp
∂T

∂T
∂Ep

∂Ep
∂ηp

)
dηp
dη

] (12)

where η = 1/V and subscripts u and p denote the unreacted reactant and reaction product,
respectively.

3.1.6. Program Implementation in Autodyn User’s Subroutines

Autodyn provides several subroutine interfaces for options such as material models,
boundary conditions, and so on. The material model subroutines, such as EOSs, strength
models, failure models, and erosion models, are commonly developed depending on
user demand. In order to characterize the impact-induced initiation and energy release
behavior of RMs, the EOS subroutine, including parameters initialization, parameters
check, interfacial design, and solve loop, that dominates the pressure response and energy
transformation, is developed in this work. The solve loop of the developed EOS subroutine
is listed in Figure 3.

When called by the main program, the EOS subroutine checks whether the current cy-
cle is the first cycle. If so, it initializes user-defined variables to zero, else it retrieves variable
values from the previous timestep. Then, it estimates the temperature using Equation (10)
so the pressure can be calculated with corresponding EOS models. Meanwhile, the local
sound speed of a small region is estimated using Equation (12). Afterward, it updates
ignition expression on the left side of Equation (3) using the pressure calculated in the
current timestep. If this meets the ignition criterion, it updates the reaction fraction in
Equation (6), else it implies the chemical reaction does not occur in this small region. Finally,
it updates the specific energy using the new reaction ratio.

3.2. Constitutive Model

During the penetration process, the deformation and yield of materials on the impact
interface between projectile and target dominates the damage effects on the target plate. In
order to reproduce the deformation and yield behavior of the structures (RMP and Al plate),
the Johnson–Cook strength model, which represents the strength behavior of materials
subjected to large strains, high strain rates, and high temperatures, especially in problems
of intense impulsive loading due to high-velocity impact, is employed in this study. This
model defines the yield stress as

σ =
(

A + BεN
p

)(
1 + C ln

.
ε
∗
p

)
(1 − Tm

H ) (13)
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where εp is the effective plastic strain,
.
ε
∗
p is the normalized effective plastic strain rate, TH is

the homologous temperature = (T − Troom)/(Tmelt − Troom), and A, B, C, N, and m are five
material constants.

p c p

c

p c

 

Figure 3. The solve loop of EOS subroutine.

When impacting the target with a high velocity, the projectile may suffer large defor-
mation or even failure as a result of the high pressure caused by this event. The failure of
materials means they can resist compressive but not tensile load, so the failure model is
often employed to simulate the ejection behavior of fractured debris. Many failure models,
such as minimum pressure, principal stress and strain, cumulative damage, and so on, are
all permitted in Autodyn code. The Johnson–Cook failure model, which is commonly used
to characterize the ductile failure of materials, is employed in this study. It consists of three
independent terms that define the dynamic fracture strain as a function of pressure, strain
rate, and temperature:

ε f =
(

D1 + D2eD3σ∗)(
1 + D4 ln

.
ε
∗)

(1 + D5TH), D = ∑
Δε

ε f (14)

where Δε is an increment of effective plastic strain, εf is failure strain, σ* is mean stress
normalized by the effective stress, and D1, D2, D3, D4, and D5 are constants. The Johnson–
Cook failure model essentially shows cumulative damage. The ratio of the incremental
effective plastic strain to effective fracture strain for a considered particle is defined as
the damage factor. The material is assumed to be intact until damage = 1.0. When failure
occurs in some particle or element, the contained materials can no longer sustain tension.

3.3. Finite Element Model

The finite element model of RMP impacting double-spaced aluminum plates is shown
in Figure 4. The impact and deflagration phenomenon of RMS is a highly nonlinear transient
dynamic event; therefore, a meshless SPH method was employed to avoid the interruption
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of the simulation, which may be induced by severe deformation or distortion of the meshes
used in the Lagrange or Euler methods. The purpose of an SPH method is to describe
the continuous material with a group of interacting particles that bear various physical
quantities, including mass, speed, etc. By solving the dynamic equation of the group of
particles and tracking the movement of each particle track, the mechanical behavior of the
whole system can be obtained. In this simulation, the separation distance between particles
was set to 0.25 mm, and approximately 11,500 particles were used for the finite element
model. The space between the two aluminum plates, one with a thickness of 2 mm and the
other 4 mm, was set to 200 mm.

Figure 4. Scheme of simulation model.

4. Result and Discussion

4.1. Penetration Mechanism

The relatively heavier projectile, with a length–diameter ratio of approximately 1:1,
produced irregular circular damage patterns on the front side of front plates, which was
mainly caused by the unstable flight attitude of RMPs with relatively low kinetic energy.
The lighter RMPs, with a length–diameter ratio of approximately 0.5:1, was fabricated to
enhance the shot velocity. When the velocity of the RMPs reached above 550 m/s in this
study, regular circular penetration holes were found on the front side of the front plates.
As analyzed in Refs. [2–26], the RMPs impacting the thin plate with a low velocity were
likely to produce petalling damage patterns, whereas high-velocity RMPs impacting thick
plates were likely to produce plugging damage patterns. Hence, it is inferred that there
is a minimum velocity that intensifies the stress suffered by the plate material to its shear
strength, which could lead to the ultimate plugging damage. The relevant mechanisms
may be considered as follows.

Generally, if the stress generated in the target plate material in contact with the
cylindrical part of the projectile at low velocity is less than the shear strength of the target
plate material in the early part of the impact, then the material does not fracture until
it moves with the projectile for some distance, resulting in the petalling damage pattern
on the plate. A higher velocity increases the stress to the shear strength of the target
immediately after impact, resulting in the plugging damage pattern instead. In addition,
when the aluminum plate is impacted at a velocity that produces plugging damage, two
shockwaves propagate forward into the target and backward into the projectile. Because
the considered impact velocity (<600 m/s) is much lower than the propagation velocity
of shockwaves (>6000 m/s), the homogeneous stress in the Al plate is formed in a very
short time compared to the penetration time, so it is reasonable to assume that every
particle velocity in the plugger is the same. Furthermore, the plugger velocity, or the
penetration velocity, reaches a steady level shortly after the initial impact time, so one can
take the penetration velocity as a constant under the current impact conditions. The force
equilibrium relationship on the plugger can be described as

ρpCpρtCt
(
v0p − v0t

)
ρpCp + ρtCt

As = τ · Al (15)
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where ρ and C are density and sound speed of related material, respectively; v0 is the initial
velocity of related material; As is the contact area on the impact interface; Al and τ are the
lateral area of the plugger and the shear stress implied on it, respectively; and the subscripts
p and t denote the projectile and target, respectively.

The left side of Equation (16) represents the force that accelerates the plugger, whereas
the right side is the resistance to the penetration. If the value of the left side is larger than
that of the right side, or, for the given materials of projectile and target, if the velocity
difference between them is high enough to produce a force exceeding the resistance force
produced by the shear strength of the target plate, the plugger is formed immediately after
impact; otherwise, the projectile will fly with the target in the vicinity of the impact interface
for a longer distance before a penetration hole is formed. In the latter case, more remarkable
bulges are found (as shown in Table 1), and petalling damage is produced. Taking τ as the
value of the shear strength of the plate material, one can calculate the minimum velocity
for plugging damage from Equation (15) for the known projectile and target materials, the
diameter of projectile, and the target thickness. The contact area As is usually larger than
the initial section area of projectile as a result of a mushrooming effect. In this study, we
considered As the initial section area for simplification, As = πD2/4, and the lateral area
of the plugger was considered Al = πDh. Additionally, it is important to mention that the
strain rate effect led to a higher shear strength of the considered materials, so a higher
velocity was required for RMPs to produce plugging damage. Substituting the parameters
into Equation (15), especially when v0t = 0, one can obtain a simplified linear relationship
between the minimum velocity for plugging damage and target plate thickness h for given
projectile diameter D,

v0p = 4τ′h
ρpCp + ρtCt

ρpCpρtCtD
(16)

where τ′ denotes the dynamic shear strength. Under current experiment conditions, we
calculated v0p to equal 496 m/s when taking τ′ as 200 Mpa, which is reasonable because the
minimum velocity for plugging damage in our experiments was between 401 and 550 m/s.

4.2. The Impact-Induced Deflagration Behavior

A high-speed camera was employed to investigate the impact-induced deflagration
event produced by RMPs, the typical pictures are listed in Figures 5 and 6. As shown,
a strong fire light is observed immediately after the impact event, indicating that the
deflagration reaction is induced by the impact on the front plate. The fire light lasted
several hundred microseconds, then gradually fades, and the residual fragments appear in
Figures 5 and 6c. The residual fragments impact the rear plate with a relatively low velocity
in the following moments, resulting in a more powerful deflagration reaction subsequently.
At this time, the fire light lasts for an extended period, several milliseconds, implying
more chemical energy was released after the second impact. Finally, the impact-induced
deflagration reaction is finished, with the fire light fading away. The deflagration times for
the impact on the front and rear plate are shown in Table 1.

The characteristics of fire light, such as appearance time, intensity, size, and so on, are
closely related to the ignition and reaction ratio of RMPs. However, because of the shielding
effect of fire light and insufficient testing methods at present, it is extremely difficult to
study the ignition and relevant reaction mechanisms of RMPs in a high-velocity impact
event. Based on this consideration, the numerical simulation method was developed to
reproduce the impact-induced deflagration behavior using computer codes. An EOS with
tunable ignition threshold was written in Autodyn codes for RMs, and simulations were
carried out under the same conditions as the impact experiments, the results of which are
shown in Figures 5 and 6. In the pictures, the scale represents the reaction ratio (ALPHA)
of every particle included in the simulation model. In this way, the ignition behavior, time-
resolved reaction ratio, and temperature distribution of RMPs were obtained. The energy
and error time histories are illustrated in Figure 7, which indicates the energy balance at a
good level, and the simulation results discussed in detail in the following part is reasonable.
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v

 

Figure 5. The impact-induced deflagration behavior of RMP with a velocity of 342 m/s.

v

 

Figure 6. The impact-induced deflagration behavior of RMP with a velocity of 550 m/s.
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v v

Figure 7. The energy and error versus time histories.

4.3. The Ignition Behavior

Generally, RMs are considered impact-initiated materials, so high-dynamic mechan-
ical load is likely to be required to ignite RMs. In this impact-initiation scenario, one-
dimensional impact stress is characterizing the ignition behavior [15,16]. However, quasi-
static compression after a specific heat treatment procedure for RMs is also a resultful way
to induce the rapid deflagration [26,27], though the chemical reaction may be suspended a
short time after ignition because it is difficult to propagate the deflagration in high-density
RMs, which may be attributed to the relatively lower deflagration pressure compared
to high-energy explosives. Additionally, the ignition behavior of thermal, optical, and
electrical stimuli can be found in Refs. [28–33]. In essence, the RMs could be successfully
ignited when suffering enough energy stimuli. Based on the above analysis, we determined
that the equivalent plastic stress and temperature are the main factors that dominate the
ignition behavior of RMPs.

Figures 8 and 9 illustrate the typical ignition process of RMs at 160 μs after impact.
When impacting the plate at 342 m/s, the ignition occurs at the strongest shear zone
between the edge of the RMP and Al plate immediately after impact (Figure 8b). Then more
RMs are activated to deflagration on the fracture surface (Figure 8d). It is interesting to
note that the front side of the RMP fails to ignite, though it suffers the maximum pressure
during the impact event, resulting in a cone of uninitiated RM fragments flying toward the
rear plate. This phenomenon confirms that the ignition mechanisms of RMs are more likely
to be attributed to shear instead of pressure, because the ignition result in this simulation is
well consistent with the experiment result by Raftenberg [34]. When the impact velocity is
enhanced to 550 m/s, more RMs are activated as a result of stronger shear effects between
the edge of the RMP and plate (Figure 9d). Nevertheless, several RM fragments still fail to
ignite (Figure 9e).

The relevant ignition mechanism can be analyzed based on the curves of ignition
indicator, reaction ratio, pressure, and temperature versus time at the gauges set on the
front side of the RMPs, as shown in Figures 8f and 9f. A high-pressure pulse is produced
first after impact. However, we use equivalent plastic stress as the indicator of ignition.
The equivalent plastic stress is divided into two parts in Autodyn. One part is hydrostatic
pressure calculated by EOS; the other is deviator stress calculated by a constitutive model.
Although the pressure is high, the integral indicator of ignition constant does not increase
remarkably, indicating that the required stress threshold has not been reached at this time.
After this, the forward-propagating compression wave is reflected by the free surface of the
front plate, resulting in a rarefaction wave propagating backward to the RMP, which leads
to a sharp decline in pressure on the materials. The rarefaction wave may also enhance the
particle velocity change in the RMP, which causes high stress in RMs. Then, the indicator of
ignition increases linearly to the value set by user (the value was set to one in this study). At
this time the deflagration is successfully induced, and the pressure of the mixture of reactant
and deflagration product is calculated based on the pressure and temperature equilibrium.
As a result of the deflagration, massive chemical energy is released. The released energy
exists in the form of pressure, potential energy, and internal energy. The pressure and
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temperature are remarkably enhanced by the increase of reaction ratio ALPHA. As shown
in Figures 8f and 9f, when ALPHA increases to one, which indicates the deflagration stops
at this time, the pressure and temperature of the particle present a declining trend.

v

 

Figure 8. The ignition process of RMPs with a velocity of 342 m/s.

v

Figure 9. The typical ignition process of RMPs with a velocity of 550 m/s.

4.4. The Energy Release Behavior of RMPs

The energy release behavior of RMPs can be represented by a time-resolved reaction
ratio. To get a time-resolved reaction ratio of an RMP for quantity research in the penetration
and deflagration process, a subroutine executed at the end of every calculation circulation
is compiled. The reaction ratio of an RMP is defined as

F =
∑ miαi

∑ mi
(17)

83



Crystals 2022, 12, 471

where mi denotes the mass of every particle contained in the RMP and αi corresponds to
the reaction ratio of the particles.

The time-resolved reaction ratio of an RMP with an impact velocity of 342 and 550 m/s
is shown in Figure 10. As analyzed above, the deflagration starts when the indicator of
ignition constant reaches the preset value. After perforating the front plate, the reaction
ratio of RMPs increases remarkably. Then, however, there is an approximate flat in the
curve of the reaction ratio of RMPs, which implies the flameout of overall deflagration.
This simulation result can be verified by the sharp decay of fire light in the experiments,
and it does not greatly change until the residual RM fragments impact the rear plate. Then,
partial RMs ignite at the second impact and the reaction ratio increases to a new level. It
can be also seen from the pictures that the deflagration quantity after impact on the front
and rear plate is dependent on impact velocity. When the impact velocity is 340 m/s, the
deflagration quantity after impact on the front plate is less than 550 m/s (the reaction
ratio rises to 9% for 340 m/s while 19% for 550 m/s). The indicator of ignition constants
of uninitiated RMs accumulated during the first impact, so the impact on the rear plate
induces more RMs to be deflagrated. The final reaction ratio increases with the impact
velocity, but neither their final reaction ratio nor reaction efficiency reaches one, indicating
that partial RMs in the RMP fail to ignite under current impact conditions.

Figure 10. The time-resolved reaction ratio of RMP versus time.

The fragmentation of the RMs projectile is likely the prerequisite condition for ignition
because of the non-self-sustaining reaction in RMs. The fragmentation is mainly caused by
accumulation of damage related to the plastic deformation or plastic work. From Figure 10,
one can conclude that the higher deflagration reaction degree includes two parts. First,
after perforating the first plate, the plastic work absorbed by the cylindrical surface of the
projectile is higher, inducing more RMs to react. Second, on the front of the rear plate, more
reaction is induced. The reason may be that more damage has been produced inside the
projectile after perforating the first plate with a higher velocity, and the higher residual
velocity of RMs will also produce more serious fragmentation of RMs inside the residual
penetration body after impact on the rear plate, resulting in higher reaction degree of the
RMs projectile.

4.5. The Temperature Rise Effect

According to the first law of thermodynamics, the massive chemical energy released
by the deflagration reaction will be transformed into pressure, potential energy, and internal
energy of deflagration product. High pressure can cause the rapid expansion of product
while internal energy heats the product to a high temperature. The early evolution of
pressure and temperature is shown in Figures 8f and 9f. In Figure 11, the later temperature
distribution of RMs at the impact on the rear Al plate is shown. The maximum steady
temperatures are 2901 and 3154 K for the impact velocities 342 and 550 m/s, respectively.
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This temperature is consistent with the results captured by the infrared framing camera and
transient pyrometer in Ref. [8]. The chemical energy released during the impact process
can be estimated as

4Al + 3(−C2F4−) → 4AlF3 + 6C + 2379.61 kJ (18)

 

Figure 11. The temperature distribution at impact on the rear plate.

Assuming that the released chemical energy is absolutely transferred to internal energy
of deflagration products, then the temperature could be estimated considering specific heat
capacity of the deflagration products. Taking the values of the specific heat capacities of
AlF3 and C as 100.831 and 21.609 J/mol·K, respectively, the calculated temperature for the
deflagration products is approximately 4464 K. The lower temperature in the simulation
can be attributed to persistent expansion of the particles during or after impact, which leads
to external work acting on surrounding particles, resulting in a cooling effect for relevant
particles according to the first law of thermodynamics.

5. Conclusions

To understand the mechanisms of impact-induced deflagration reactions by RMPs
more clearly, a simulation method is presented in this study. High-velocity impact exper-
iments were performed to prove the validity of the simulations. The ignition indicator,
reaction ratio, pressure, and temperature distribution are analyzed in detail. The results
show that the equivalent plastic stress is more likely to dominate the ignition of RMs instead
of the high-pressure pulse produced immediately after impact, because no remarkable
increase of the ignition indicator was observed when the pressure reached its maximum
value during impact. The history curve of reaction ratio and temperature distribution of
RMPs was obtained using a numerical simulation. The increasing trend of the reaction ratio
is well consistent with the change of radiated fire light in experiments, and the calculated
temperature is reasonable compared to experiment results reported in other studies. In
summation, the presented simulation method is able to reproduce the impact-induced
deflagration behavior of a reactive materials projectile.
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Abstract: In order to increase the penetration ability of tungsten fiber-reinforced Zr-based bulk metal-
lic glasses matrix composite rod, two multi-diameter tungsten fiber-reinforced Zr-based bulk metallic
glasses matrix composites (MD-WF/Zr-MG) are designed. In MD-WF/Zr-MG-I, the diameters of
tungsten fiber (WF) increase gradually from the inside to outside, which is the opposite in MD-WF/Zr-
MG-II. Penetration experiment of two kinds of MD-WF/Zr-MG rods into rolled homogeneous armor
(RHA) steel target from 1470 m/s to 1630 m/s is conducted. The average penetration depth of the
MD-WF/Zr-MG-II rod is higher than that of the MD-WF/Zr-MG-I rod. Penetration failure modes
of MD-WF/Zr-MG-I and MD-WF/Zr-MG-II rods are bending, backflow of WFs and shear failure
respectively. The failure mode of MD-WF/Zr-MG is affected by the bend spaces and the ultimate
bending diameters of WFs. If the bend spaces of all WFs are equal or larger than their ultimate
bending diameters, the penetration failure mode is the bending and backflow of WFs, oppositely the
penetration failure mode is the shear failure. The MD-WF/Zr-MG rod with shear failure exhibits
high penetration ability because of low penetration resistance and little residual material in the crater.
When designing MD-WF/Zr-MG, bend spaces of a part of WFs should be smaller than their ultimate
bending diameter to cause shear failure.

Keywords: multi-diameter tungsten fiber-reinforced Zr-based bulk metallic glasses matrix composite;
tungsten fiber; penetration failure mode; bend space; ultimate bending diameter

1. Introduction

Tungsten fiber-reinforced Zr-based bulk metallic glasses matrix composite (WF/Zr-
MG) is a kind of unidirectional fiber-reinforced composite with tungsten fiber (WF) as
the reinforcement phase and Zr-based bulk metallic glasses (Zr-MG) as the matrix [1,2].
WF/Zr-MG was firstly prepared by Dandliker et al. in 1998 [3]. Then researchers found
that WF/Zr-MG was a potential penetrator material owing to advantageous properties.
Firstly, there is little difference between the density of WF/Zr-MG and tungsten heavy
alloy (WHA). When the volume fraction of WF in WF/Zr-MG is 80%, the density of
WF/Zr-MG is more than 17.1 g/cm3 [4,5], and comparatively that of WHA is 17.6 g/cm3.
Secondly, the compression strength of WF/Zr-MG is much higher than WHA. Normally,
the quasi-static and dynamic compression strength of WF/Zr-MG is more than 1.8 GPa
and 2.5 GPa, respectively [3–15]. In the research of Chen et al., the dynamic compressive
strength of WF/Zr-MG even reached 3.5 GPa [15]. In contrast, the compression strength of
WHA is about 1.2 GPa [16]. Moreover, WF/Zr-MG rods exhibited self-sharpening feature
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during the penetration experiments, which is similar with depleted uranium alloys. The
diameter of the crater penetrated by WF/Zr-MG rods is about 15% lower than that of
WHA rods [5,17]. Based on the advantageous properties of WF/Zr-MG, it exhibits high
penetration ability. The penetration performance of WF/Zr-MG rods was about 10–20%
higher than that of WHA rods under ideal penetration conditions [5,17–21]. However,
WF/Zr-MG cannot be directly applied in an armor piercing projectile because its pene-
tration performance is unstable. Chen et al. found that though the WF/Zr-MG rod can
achieve effective penetration in the Q235 steel target, the WF/Zr-MG rod has no distinct
advantage in the penetration performance compared with the WHA rod in 800~1000 m/s
because of ballistic trajectory deflection [19]. Our previous research found that longitudinal
splitting occurred in WF/Zr-MG rods with L/D of 3.75 during the penetration process,
which resulted in a much lower penetration efficiency than that of WHA rods [17]. There-
fore, research on covered material processing [6,22,23], experimental study [17–21], and
numerical simulation [24–26] are conducted to analyze the causes and influencing factors
of ballistic deflection and longitudinal splitting of WF/Zr-MG rods in order to improve its
penetration stability.

The research results show that WF has a great influence on the strength, failure
strain, and penetration behavior of WF/Zr-MG [8,9,27–30], especially the diameter of WF.
Zhang et al. conducted systematic research on the influence of the diameter of WF on the
compressive strength of composite materials [30]. The results showed that the diameter of
WF has different effects on quasi-static compression and dynamic compression of compos-
ites. The compressive strength and fracture strain of WF/Zr-MG decrease with the increase
of the diameter of WF. However, there is no linear relationship between the compressive
strength of WF/Zr-MG and the diameter of WF during dynamic compression. Our pre-
vious research found that the diameter of tungsten fiber also has a great influence on the
penetration behavior of composites. The penetration experiments of WF/Zr-MG reinforced
by Ø0.3 mm, Ø0.5 mm, Ø0.7 mm, and Ø1.0 mm WFs were conducted respectively. The
WF/Zr-MG rod reinforced by Ø0.3 mm WFs had the most stable penetration performance,
and the WF/Zr-MG rod reinforced by Ø0.7 mm WFs had the deepest penetration depth [31].
As is seen, the diameter of WF has different effects on the quasi-static compression, dynamic
compression, and penetration behavior of WF/Zr-MG, and WFs with different diameters
have different advantages and disadvantages. Therefore, it is possible to make use of
the advantages and avoid the disadvantages of WFs when WF/Zr-MG is reinforced by
multiple diameter WFs. However, the research has not been studied up to now.

In this paper, two MD-WF/Zr-MG are designed and prepared. The penetration
experiments of the two MD-WF/Zr-MG rods are conducted. According to the analysis of
experimental results, the penetration ability and failure mode of the two WF/Zr-MG rods
are revealed. A design method of MD-WF/Zr-MG with high penetration ability is also
obtained according to the experimental results.

2. Design and Preparation of MD-WF/Zr-MG

Compared with homogeneous materials, such as WHA and depleted uranium alloys,
WF/Zr-MG has the advantage of designability. The volume fraction and diameter of WFs
in WF/Zr-MG can be changed according to the requirements. In our previous penetration
experiments, WF/Zr-MG reinforced by Ø0.3 mm, Ø0.5 mm, Ø0.7 mm, and Ø1.0 mm WFs
rods exhibit different advantages and disadvantages in penetration. Figure 1 shows the
experimental results of our previous research [31]. Compared with the WHA rod, the
WF/Zr-MG rod reinforced by Ø0.3 mm WFs had the most stable penetration performance,
and the WF/Zr-MG rod reinforced by Ø0.7 mm WFs had the deepest penetration depth.
In order to make full use of the advantages and avoid the disadvantages of these WF/Zr-
MG rods, two multi-diameter tungsten fiber reinforced Zr-based bulk metallic glasses
matrix composite (MD-WF/Zr-MG) are designed. In MD-WF/Zr-MG-I, the diameters of
WF increase gradually from the inside to outside. On the contrary, the diameters of WF

90



Crystals 2022, 12, 124

in MD-WF/Zr-MG-II decrease gradually from the inside to outside. The cross section of
MD-WF/Zr-MG schematic is shown in Figure 2.

 
(a) 

 
(b) 

(c) 

Figure 1. Longitudinal section of the craters penetrated by (a) Tungsten heavy alloy (WHA) rods,
(b) WF/Zr-MG rods reinforced by Ø0.3 mm WFs, and (c) WF/Zr-MG rods reinforced by Ø0.7 mm
WFs [31].

Ingots of Zr41.25Ti13.75Ni10Cu12.5Be22.5 (in at. pct) were first prepared by combining the
constitutive elements (purity 99.5 pct or higher) in an induction furnace under an argon at-
mosphere. WFs with a nominal diameter of 0.3 mm, 0.5 mm, and 1.0 mm were straightened.
The fibers were cleaned in a bath of acetone through an ultrasonic method and then cleaned
by ethanol. The WFs were placed in the sealed end of an evacuated quartz tube according
to Figure 2. The ingots were then heated and melted in a resistive furnace, followed by
pressure infiltration. The MD-WF/Zr-MG were prepared successfully using infiltration
and rapid solidification. Figure 3 shows the cross sections of MD-WF/Zr-MG. The volume
fractions of all the WFs and Ø1.0 mm WFs, Ø0.5 mm WFs, and Ø0.3 mm WFs in MD-WF/Zr-
MG-I are 81.90 and 20.10%, and 40.22 and 21.57%, respectively. The volume fractions of all
the WFs and Ø1.0 mm WFs, Ø0.5 mm WFs, and Ø0.3 mm WFs in MD-WF/Zr-MG-II are
81.16 and 46.14%, and 19.22 and 15.80%, respectively. The densities of MD-WF/Zr-MG-I
and MD-WF/Zr-MG-II are 17.03 ± 0.05 g/cm3 and 16.90 ± 0.05 g/cm3, respectively.
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(a) (b) 

Figure 2. Cross section of MD-WF/Zr-MG schematic: (a) MD-WF/Zr-MG-I and (b) MD-WF/Zr-
MG-II.

  

(a) (b) 

Figure 3. Cross section of MD-WF/Zr-MG: (a) MD-WF/Zr-MG-I and (b) MD-WF/Zr-MG-II.

3. Experiment of MD-WF/Zr-MG Rod

3.1. Setup of Experiment

Figure 4 shows the MD-WF/Zr-MG rod and the assembly drawing of the projectile.
The largest diameter of WFs in MD-WF/Zr-MG is Ø1.0 mm, so the rod with a diameter
of 10 mm is prepared. In order to compare with the previous experimental results in
reference [17], the rod with the same length is selected, so the length of the MD-WF/Zr-MG
rod is set to 54 mm. A tail and a nose are installed in the bottom and top of the rod
respectively to enhance the flight stability of the rod, as is seen in Figure 4a. Both the tail
and nose are made of aluminum alloy to reduce their interference with penetration results.
Since the diameter of the rod is less than that of the Ø25 mm smooth bore gun, a sub-calibre
launching technique of a long rod is employed in the present paper. As shown in Figure 4b,
the aluminum alloy sabots are used to fit the larger diameter of smooth bore for firing a
smaller rod. A nylon block is used to push the projectile. A steel platen is placed between
the rod and block to increase the strength of the block. Three rods of each material are
manufactured. The mass of projectiles and rods are shown in Table 1. The target in the
experiment is made of RHA with a thickness of Ø80 mm.
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(a) (b) 

Figure 4. (a) Dimension of MD-WF/Zr-MG rod and (b) assembly drawing of the projectile.

Table 1. Mass of projectile and rod.

No. Material Mass of Projectile Mass of Rod

I-1
MD-WF/Zr-MG-I

108.1 ± 0.05 g 61.2 ± 0.05 g
I-2 107.8 ± 0.05 g 61.6 ± 0.05 g
I-3 107.9 ± 0.05 g 61.6 ± 0.05 g

II-1
MD-WF/Zr-MG-II

105.3 ± 0.05 g 59.1 ± 0.05 g
II-2 107.3 ± 0.05 g 61.0 ± 0.05 g
II-3 107.7 ± 0.05 g 60.7 ± 0.05 g

A Ø25 mm smooth bore artillery was used to launch the projectiles. The setup of the
experiments is shown in Figure 5. The average impact velocities of rods between 2 and 4 m
in front of the target are measured by a velocimeter. The speed range is also selected as in
reference [17], which varies from 1470 to 1650 m/s.

 

Figure 5. Setup of experiments.

3.2. Experimental Results and Analysis

Figure 6 shows experimental results of DOP vs the impact velocity of the MD-WF/Zr-
MG-I and MD-WF/Zr-MG-II rods (the solid point in Figure 6). The dotted line shows the
fitting curves of the experimental results. As shown in Figure 6, the average DOP of the
MD-WF/Zr-MG-II rods is higher than that of the MD-WF/Zr-MG-I rods. According to the
experimental results, the penetration ability of the MD-WF/Zr-MG-II rods is better than
that of the MD-WF/Zr-MG-I rods.

In order to reveal the penetration mechanism and the reason for the difference of
penetration ability between MD-WF/Zr-MG-I rods and MD-WF/Zr-MG-II rods, their pen-
etration craters were dissected. Figure 7 is the longitudinal sections of craters penetrated
by MD-WF/Zr-MG-I rods. Figure 7 shows that the craters are vertical with no trajectory
deflection, which proves that the stiffness of the WF/Zr-MG rod increases with the addition
of larger diameter WFs, as trajectory deflection often occurs during the penetration exper-
iments of WF/Zr-MG rods with small aspect ratio [17]. According to the measurement,
the diameters of the three craters are 16.4, 17.2, and 17.9 mm, respectively. The average
diameters of craters are smaller than that penetrated by WHA rods (about 19~20 mm [31]),
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which proves that the MD-WF/Zr-MG-I rods exhibit a self-sharpening feature during the
penetration process.

 
Figure 6. Experimental results of DOP of the MD-WF/Zr-MG-I and MD-WF/Zr-MG-II rods.

   

(a) (b) (c) 

1cm 1cm 1cm

Figure 7. Longitudinal sections of craters penetrated by MD-WF/Zr-MG-I rods. (a) I-1 v = 1532.8 m/s.
(b) I-2 v = 1544.0 m/s. (c) I-3 v = 1603.0 m/s.

Figure 8 shows the external view of the residual MD-WF/Zr-MG-I rods. Figure 8a is a
front view of the residual rod in Figure 7a. As shown in Figure 8a, Ø1 mm WFs is on the
outside of the residual rod, and Ø0.3 and Ø0.5 mm WFs are on the inside of the residual
rod, which is opposite to the original MD-WF/Zr-MG-I rod. Figure 8b is a magnified view
of the residual rod in Figure 7b. Figure 8b reveals the reason why the Ø1 mm WFs in
Figure 8a is on the outside of the residual rod. Figure 8b shows that the WFs at the head
of the rod turn out layer by layer, which results in the arrangement of WFs in the residual
rod is opposite to that in the original rod. Figure 8 proves that the WFs at the head of
the rod bending and backflow during the penetration process. This penetration failure
mode of the MD-WF/Zr-MG-I rod is different from the adiabatic shear failure mode of
depleted uranium alloys. The penetration failure mode of the MD-WF/Zr-MG-I rod leads
to a hemispherical head, which is similar to that of WHA [16,32].

Figure 9 is the longitudinal sections of craters penetrated by MD-WF/Zr-MG-II rods.
Similar to the craters penetrated by MD-WF/Zr-MG-I rods (Figure 7), the craters penetrated
by MD-WF/Zr-MG-II rods are also vertical and exhibit self-sharpening feature during
the penetration process (the average diameters of craters in Figure 9 are 17.3, 18.5, and
18.2 mm, respectively). But unlike the craters penetrated by the MD-WF/Zr-MG-I rods,
there is no residual materials in the craters penetrated by MD-WF/Zr-MG-II rods, and
the bottom shape of the craters is conical rather than hemispherical. The difference of the
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craters proves that the penetration failure mode of MD-WF/Zr-MG-II rods is different
from that of MD-WF/Zr-MG-I rods. According to the longitudinal sections of craters in
Figure 9, the penetration failure mode of MD-WF/Zr-MG-II rods should be the shear failure
which is similar to that of depleted uranium alloys. During the penetration process of
MD-WF/Zr-MG-II rods, the bending and breaking of tungsten fiber leads to shear failure
at the head. When the shear failure occurs, the broken rod material is small and easy to
flow out from the crater, so there is no residual rod in the crater. Then the head of the rod
with shear failure is conical, so the bottom shape of the crater is also conical.

 

 
(a) (b) 

Figure 8. (a) Front view of the residual rod in Figure 7a,b. Magnified view of the residual rod in
Figure 7b.

 

(a) 

Figure 9. Cont.
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(b) 

 

(c) 

Figure 9. Longitudinal sections of craters penetrated by the MD-WF/Zr-MG-II rods. (a) II-1
v = 1478.8 m/s. (b) II-2 v = 1603.0 m/s. (c) II-3 v = 1627.9 m/s.

4. Penetration Failure Mechanism of the MD-WF/Zr-MG Rod

According to the experimental results in Figures 7 and 9, the penetration failure modes
of the MD-WF/Zr-MG-I rod and MD-WF/Zr-MG-II are different. The WFs at the head of
the MD-WF/Zr-MG-I rod show bending and backflow during the penetration process, but
the WFs are bent and broken during the penetration process of MD-WF/Zr-MG-II rods.
Therefore, the bending resistance of WF is an important factor affecting the penetration
failure mechanism of the MD-WF/Zr-MG rod.

4.1. Ultimate Bending Diameter of WF

The experimental results show that the penetration failure mode of MD-WF/Zr-
MG-I rods is the bending and backflow of WFs, and the penetration failure mode of the
MD-WF/Zr-MG-II rods is shear failure. No bending behavior of WFs occurs during the
penetration process of MD-WF/Zr-MG-II rods. Therefore, the bending deformation ability
of WF is an important factor affecting the penetration failure mode of the MD-WF/Zr-
MG rod.

WF is a kind of brittle material. The test results of Terentyev et al. show that the
failure strain of tungsten fiber is about 1.5% at room temperature and 5% at 2100 ◦C [33–35].
Therefore, according to the mechanics of materials, the ultimate bending diameter of
Ø1.0 mm WF is about 66 mm. However, in Figure 8b, Ø1.0 mm WFs are not broken when
its bending diameter of Ø1.0 mm WF is far less than 66 mm, which proves that the ultimate
bending diameter of WF cannot be directly calculated by mechanics of materials. Therefore,
a bending test is conducted to measure the ultimate bending diameter of WF.

After 5 repeated tests, the bending test results of WFs are obtained. The test results of
Ø1.0 mm WF is shown in Figure 10. Ø1.0 mm WF is not broken when its bending diameter
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is about 4 mm (Figure 10a), and Ø1.0 mm WF breaks when its bending diameter decreases
to about 2 mm (Figure 10b). The test results show that the ultimate bending diameter
of Ø1.0 mm WF is between 2 and 4 mm. Figure 10c,d show the test results of Ø0.5 mm
and Ø0.3 mm WFs. Ø0.5 mm and Ø0.3 mm WFs are not broken during the bending test.
According to the test results, the ultimate bending diameter of Ø0.5 mm WF is less than
0.6 mm, and the ultimate bending diameter of Ø0.3 mm WF is less than 0.4 mm.

  
(a) (b) 

  
(c) (d) 

Figure 10. Bending test results of Ø1.0 mm WF Ø0.5 mm WF and Ø0.3 mm WF: (a) Bending diameter
of Ø1.0 mm WF is about 4 mm, (b) bending diameter of Ø1.0 mm WF is about 2 mm, (c) bending
diameter of Ø0.5 mm WF is about 0.6 mm, and (d) bending diameter of Ø0.3 mm WF is about 0.4 mm.

In addition, the temperature of WF/Zr-MG will rise during the penetration process
and the high temperature will lead to the decrease of the ultimate bending diameter of WF.
However, the temperature of tungsten increases slowly during the penetration process. The
temperature rise of tungsten under the impact pressure of 60 GPa (about 2000 m/s impact
velocity) is about 300 ◦C [36], which is about one tenth of the melting point of tungsten.
Therefore, the impact temperature rise would have no great effect on the ultimate bending
diameter of WF.

4.2. Penetration Failure Mode

The cross-section diagram of the MD-WF/Zr-MG rod penetrating the target is shown
in Figure 11. The radius of the crater is R and the radius of the rod is r. One WF at point
“A” in the MD-WF/Zr-MG, the distance between point “A” and “O” point (center of rod)
is r1. If the WF can bend and backflow during the penetration process, its position in the
crater will be “A′”. The distance between point “A′” and the wall of the crater is r1

′. Then
the bending space of the WF is the distance x between point “A” and point “A′”.
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Figure 11. Cross-section diagram of the MD-WF/Zr-MG rod penetrating the target.

It is assumed that all WFs in the MD-WF/Zr-MG rod bend and backflow during the
penetration process, and are evenly distributed in the space between the rod and crater.
The distance between point “A′” and the wall of the crater is:

r1
′ = r1(R − r)

r
. (1)

The bending space x of the WF is:

x = R − r1 − r1
′ = R(r − r1)

r
. (2)

If the bending space of WF is equal or larger than its ultimate bending diameter, the
WF could bend and backflow during the penetration process. Instead, the WF will break
during the penetration process.

The average diameter of the carters penetrated by MD-WF/Zr-MG-I rods is about
Ø17 mm, then Figure 12a shows the distance between WFs and center of the rod during
the penetration process of the MD-WF/Zr-MG-I rod. According to Equation (2) and the
test results, the bending space and ultimate bending diameter of WFs in MD-WF/Zr-MG-I
is shown in Table 2. Compared with the bending space and ultimate bending diameter
of WFs in MD-WF/Zr-MG-I, only part of Ø0.3 mm WFs may not have enough bending
space during the penetration process because the test result of Ø0.3 mm WFs shows its
ultimate bending diameter is smaller than 0.4 mm. However, due to the volume fraction
of the broken Ø0.3 mm WFs being very small, it has no effect on the penetration failure
mode of the rod. Most of the WFs can bend and backflow, and a spherical head is formed,
as shown in Figure 12b. As the WFs backflow layer by layer, Ø1.0 mm WFs become the
outer layer, as shown in Figure 8. The Ø1.0 mm WFs become a stable protective layer for
Ø0.3 mm and Ø0.5 mm WFs, so Ø0.3 mm and Ø0.5 mm WFs do not break continuously
during the penetration process.

The average diameter of the carters penetrated by MD-WF/Zr-MG-II rods is also
about Ø 17 mm; Figure 13a shows the distance between WFs and center of the rod during
the penetration process of the MD-WF/Zr-MG-I rod. According to Equation (2) and the
test results, the bending space and ultimate bending diameter of WFs in MD-WF/Zr-MG-II
is shown in Table 3. The bend spaces of Ø0.3 mm WFs and Ø0.5 mm WFs in the MD-
WF/Zr-MG-II rod are larger than their ultimate bending diameter, but the bend spaces
of Ø1.0 mm WFs are smaller than their ultimate bending diameter. Therefore, during
the penetration process of the MD-WF/Zr-MG-II rod, Ø1.0 mm WFs shear failure occurs
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firstly, rather than bending deformation. Although the bend spaces of Ø0.3 mm WFs and
Ø0.5 mm WFs are enough to bend, they will be cut by the Ø1.0 mm WFs and the crater wall
because of the tiny distance between the broken Ø1 mm WFs and crater wall. Therefore,
a conical head similar to depleted uranium alloys is formed during the penetration process
of the MD-WF/Zr-MG-II rod, as shown in Figure 13b. The penetration failure mode of the
MD-WF/Zr-MG-II rod is the shear failure layer by layer. The failed rod material is small
and easy to flow out from the crater, so there is no residual rod in the crater, as shown in
Figure 9.

 

 
(a) (b) 

Figure 12. (a) Cross-section diagram of the MD-WF/Zr-MG-I rod penetrating the target and
(b) schematic diagram of failure process of the MD-WF/Zr-MG-I rod.

Table 2. Bending space and ultimate bending diameter of WFs in MD-WF/Zr-MG-I.

Diameter of WF Position (r1) Bending Space
Ultimate Bending

Diameter

Ø0.3 mm 4.15 mm~4.85 mm 0.255 mm~1.445 mm <0.4 mm
Ø0.5 mm 2.75 mm~3.75 mm 2.125 mm~3.825 mm <0.6 mm
Ø1.0 mm 0~2 mm 5.1 mm~8.5 mm 2 mm~4 mm

Comparing with Figures 12 and 13b, it can be found that the shape of the residual rod
head is hemispherical when the penetration failure mode of the rod is bending and there is
backflow of WFs, while the shape of the residual rod head is conical when the penetration
failure mode of the rod is shear failure. According to the penetration mechanics, the
penetration resistance of conical head is less than that of the hemispherical head despite the
diameters of the two craters being same, so the penetration ability of the MD-WF/Zr-MG-II
rods is higher than that of the MD-WF/Zr-MG-I rods, as shown in Figure 6. Moreover,
if the aspect ratio of the rod increases, the residual WFs in the crater penetrated by the
MD-WF/Zr-MG-I rod will hinder the outflow of the rod and target residues, which will
have a negative influence on the penetration ability of the rod. Therefore, in the case of the
large aspect ratio rod penetration, the MD-WF/Zr-MG-II rod will have greater advantage
than the MD-WF/Zr-MG-I rod.
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(a) (b) 

Figure 13. (a) Cross-section diagram of the MD-WF/Zr-MG-II rod penetrating the target and (b) the
schematic diagram of the failure process of the MD-WF/Zr-MG-II rod.

Table 3. Bending space and ultimate bending diameter of WFs in MD-WF/Zr-MG-II.

Diameter of WF Position (r1) Bending Space Ultimate Bending Diameter

Ø0.3 mm 0~1.8 mm 5.44 mm~8.5 mm <0.4 mm
Ø0.5 mm 2.2 mm~2.7 mm 3.91 mm~4.76 mm <0.6 mm
Ø1.0 mm 3.5 mm~4.5 mm 0.85 mm~2.55 mm 2 mm~4 mm

5. Discussion

The above analysis shows that the relationship of the bend space and ultimate bending
diameter of WFs in the MD-WF/Zr-MG rod is an important factor affecting the penetration
failure mode of the rod. If the bend spaces of all WFs in a rod are larger than their ultimate
bending diameter, the penetration failure mode of the rod is the bending and backflow of
WFs. In Figure 10, the test results show that the ultimate bending diameter of Ø0.5 mm
WF is less than 0.6 mm, and the ultimate bending diameter of the Ø0.3 mm WF is less than
0.4 mm. According to Equation (2), even Ø0.5 mm WFs and Ø0.3 mm WFs are arranged in
the outer layer of the rod, their bending spaces being larger than their ultimate bending
diameter, which leads to the penetration failure of the bending and backflow of WFs.
Previous experiments have shown that the penetration failure mode of the WF(0.3)/Zr-MG
rod is the bending and backflow of WFs when the rod diameter is Ø5.6 mm, as shown in
Figure 14.

 
Figure 14. Longitudinal section of crater penetrated by the Ø5.6 mm WF(0.3)/Zr-MG rod.

However, if the bend spaces of part of WFs in a MD-WF/Zr-MG rod are smaller
than their ultimate bending diameter, shear failure of the rod will occur. Therefore, the
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relationship of the bend space and ultimate bending diameter of the WFs should be
calculated by the design of MD-WF/Zr-MG.

It is assumed that the diameter of WFs of the MD-WF/Zr-MG rod is d, the ultimate
bending diameter of the outer layer WFs will be:

Dbend = f (d) (3)

with f (d) as the function related to the properties of WF, it can be measured by bend tests.
It is assumed that the radius of MD-WF/Zr-MG rod is r, the radius of crater penetrated

by MD-WF/Zr-MG rod will be:
R = g(r) (4)

with g(r) as a function related to the properties of impact velocity, properties of rod
materials, and target materials. Usually, the radius of the crater is proportional to the radius
of the rod [37], then:

R = βr (5)

with β as the parameter related to impact velocity, properties of rod materials, and
target materials.

Compared with the bend space and the ultimate bending diameter of the WFs,

η =
β(r − r1)

f (d)
. (6)

According to bending test results of WFs, the ultimate bending diameter of Ø1.0 mm
WF is Dbend(1.0) = 2mm ∼ 4mm, the ultimate bending diameter of Ø0.5 mm WF is
Dbend(0.5) < 0.6mm, and the ultimate bending diameter of Ø0.3 mm is WF Dbend(0.3) < 0.4mm.
According to Equations (3) to (6) and the arrangement of WFs Figure 2, the η value and
volume fraction of WFs in the MD-WF/Zr-MG-I and MD-WF/Zr-MG-II rods during the
penetration process is calculated and shown in Table 4. According to the calculation results
in Table 4, only 8.05% of WFs in the MD-WF/Zr-MG-I rod do not have enough bending
space during penetration, and fracture will occur. However, about 46.14% of WFs will
break during MD-WF/Zr-MG-II rod penetration. Therefore, the penetration failure mode
of the MD-WF/Zr-MG-I rod is bending and backflow of WFs, and the penetration failure
mode of the MD-WF/Zr-MG-II rod is shear failure.

As the MD-WF/Zr-MG rod with shear failure mode exhibits stronger penetration
capability than the MD-WF/Zr-MG rod with a failure mode of bending and backflow of
WFs, when designing the MD-WF/Zr-MG, calculating the η of WFs during penetration is
necessary. The η of as many WFs as possible should be less than 1.

Table 4. Value and the volume fraction of WFs in the MD-WF/Zr-MG-I rod and MD-WF/Zr-MG-
II rod.

Materials Diameter η Volume Fraction

MD-WF/Zr-MG-I

0.3
>0.6375 8.05%
>2.125 7.08%
>3.6125 6.43%

0.5
>3.542 15.42%
>4.958 13.41%
>6.375 11.40%

1
1.275~2.55 12.69%

1.7~3.4 6.35%
2.125~4.25 1.06%
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Table 4. Cont.

Materials Diameter η Volume Fraction

MD-WF/Zr-MG-II

0.3

>13.6 4.46%
>14.875 3.74%
>16.15 3.02%

>17.425 2.29%
>18.7 1.45%

>19.975 0.60%
>21.25 0.12%

0.5
>6.517 10.54%
>7.933 6.68%

1
0.213~0.425 26.92%
0.638~1.275 19.23%

6. Conclusions

In this paper, two kinds of MD-WF/Zr-MG are designed. Both the two MD-WF/Zr-
MG contain Ø0.3 mm WFs, Ø0.5 mm WFs, and Ø1.0 mm WFs. In MD-WF/Zr-MG-I, the
diameters of WFs increase gradually from inside to outside. In MD-WF/Zr-MG-II, the
diameters of WFs decrease gradually from inside to outside. Penetration experiments of
two MD-WF/Zr-MG rods are conducted respectively. According to the analysis of the
residual rods and craters, the following conclusions are obtained.

1. When multi-diameter WFs are added to WF/Zr-MG, the WF/Zr-MG rod retains the
penetration self-sharpening feature and increases penetration stability. The WF/Zr-
MG makes use of the advantages and avoids the disadvantages of WFs when WF/Zr-
MG is reinforced by multiple diameter WFs. The penetration ability of MD-WF/Zr-
MG-II rods is better than that of MD-WF/Zr-MG-I rods.

2. The arrangement of WFs in MD-WF/Zr-MG has an important influence on its pene-
tration failure mode. When the diameters of WFs increase gradually from inside to
outside (MD-WF/Zr-MG-I), the penetration failure mode of MD-WF/Zr-MG rods
into RHA is the bending and backflow of WFs. When the diameters of WFs decrease
gradually from inside to outside (MD-WF/Zr-MG-II), the penetration failure mode of
MD-WF/Zr-MG rods into RHA is the shear failure.

3. The penetration failure mode of MD-WF/Zr-MG rods is related to the bend spaces
and the ultimate bending diameters of WFs in it. If the bend spaces of all WFs are
equal or larger than their ultimate bending diameters, the penetration failure mode
of the MD-WF/Zr-MG-I rod is the bending and backflow of WFs, oppositely the
penetration failure mode of the MD-WF/Zr-MG-II rod is the shear failure.

4. When designing MD-WF/Zr-MG, the bending space and ultimate bending diameter
of WFs should be calculated to ensure that the bending space of most parts of WFs is
larger than their ultimate bending diameter.
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Abstract: To explore the anti-penetration performance of the specially shaped ceramic/metal com-
posite armor, such an armor is designed and fabricated using a semi-cylindrical projectile resistant
ceramic and metal back plate, and its anti-penetration performance for the 12.7 mm armor-piercing
incendiary (API) projectile (also known as the 0.50 caliber API projectile) is investigated experi-
mentally and numerically. The results show that due to the significant attitude deflection during
projectile penetration, the penetration into the designed ceramic composite armor is quite different
from that into the conventional homogeneous ceramic/metal composite armor, which can be roughly
divided into the following four stages: asymmetric erosion of the projectile, ceramic cone squeezing
movement, back plate failure and projectile exit. The failure mode of the back plate is mainly dishing
deformation and petaling failure. When obvious attitude deflection occurs to the projectile, the
breaches in the back plate are elliptical in varying degrees, and the height and size of petals are
apparently different. The area of the composite armor is divided into different zones according to
its anti-penetration performance. The influence of the ratio of semi-cylindrical ceramic diameter to
projectile core diameter ξ on the anti-penetration performance is studied under constant areal density.
The results show that the deflection effect of the composite armor is small when the ratio ξ is less
than 2, and the anti-penetration performance is the strongest when ξ is close to 2. With the increase
in the initial velocity of the projectile, the deflection effect of the composite armor on the projectile
gradually weakened, and the erosion effect gradually increased.

Keywords: ceramic composite armor; 12.7 mm API projectile; ballistic performance; deflection
and yaw

1. Introduction

A lightweight and high-performance armor protection structure has always been an
important goal of research on modern protection technology, as its lightweight and high
ballistic performance can help ensure the mobility of military weapons, while reaching the
protection goal [1,2]. Ceramic materials have lower densities than metal materials, as well
as high hardness and compressive strength and are widely used in lightweight and high-
performance armor [3–5]. On the other hand, because of the brittleness and low tensile
strength of ceramics, they cannot absorb a large amount of energy in the penetration process.
So, in practical applications, ceramic is usually used as the front plate and metal or fiber-
reinforced composite as the back plate, so that ceramic/metal or ceramic/composite material
armor can be developed with improved ballistic performance [6]. In the process of projectile
penetrating ceramic composite armor, the ceramic material first blunts and erodes the projectile
to dissipate energy, and then the composite back plate absorbs the remaining kinetic energy to
prevent projectile penetration [7,8]. Therefore, ceramic composite armor has a wide range of
applications because of its high protection coefficient and good ballistic performance.

The conventional ceramic composite armor has good anti-penetration performance,
but as projectiles have increasingly stronger penetration capabilities, to achieve the protec-
tion goal, the armor needs to have a larger mass and size. In practice, the ballistic impact

Crystals 2022, 12, 1343. https://doi.org/10.3390/cryst12101343 https://www.mdpi.com/journal/crystals105



Crystals 2022, 12, 1343

on the armor is not perpendicular to its surface [9]. Therefore, researchers have carried out
extensive research on the oblique penetration into the ceramic composite armor. It is found
that when the projectile penetrates the ceramic composite armor with a non-ideal attitude,
the projectile axis deviates from its initial impact angle under the action of the deflection
moment because the axis of the projectile does not coincide with the normal line of the
ceramic plate [10]. If the penetration angle keeps increasing, projectile ricochet may happen.
In addition, the increase in penetration angle also leads to the increase in the effective target
thickness during projectile penetration, and projectile deflection and yaw occur, making the
penetration path of the projectile longer. The longer the interaction between the projectile
and the ceramic armor lasts, the greater the erosion of the projectile [11] and the break-up
degree of the ceramic [12], resulting in more kinetic energy dissipation [13]. In the study on
the oblique penetration of the long-rod projectile into the ceramic composite armor, it has
been also found that oblique penetration makes the dwell time of the long-rod projectile on
the interface longer compared with vertical penetration [14]. These factors finally lead to a
faster decline in projectile velocity [15], a reduction in penetration depth [16], an increase
in the ballistic limit of the armor, and a significant improvement in the anti-penetration
performance under the condition of oblique penetration into the ceramic composite armor.

In practical applications, such as personal protective equipment and other usage sce-
narios with space limitations, when the conditions do not allow the ceramic composite
armor to be placed obliquely, by designing specially shaped ceramics to cover the armor
surface [17] or be set inside the armor [18], the nominal normal penetration can be trans-
formed into the actual local oblique penetration, penetration with an angle of attack or a
combination of the two.

In terms of realizing the ceramic slope, S. Stanislawek [19] designed a pyramidal
ceramic armor. The results showed that when the pyramids had large dimensions compared
with the projectile and the impact point of the projectile was situated on the pyramid side
wall, projectile turning could be especially observed, but the energy dissipation capacity
of the composite armor was weaker than that of the homogeneous ceramic composite
armor with equal mass. In addition, there was an obvious weak point where the pyramids
adjoined, and the pyramid top was the tip of the inclined section that should be avoided,
as pointed out in Ref. [15]. Based on Cohen. M’s patent [20], W. L. Liu [21] carried out
a study on a specially shaped ceramic composite armor with a hemispherical top and a
cylindrical lower part. Compared with planar ceramics, closely arranged ceramic cylinders
can transfer energy to the surrounding ceramic cylinders, and can also greatly dissipate
the projectile’s energy through break-up. However, it is obvious that with such a design,
gaps exist between the adjacent ceramic cylinders, which may lead to anti-penetration
performance reduction. J. M. Chen [22] improved the above-mentioned specially shaped
ceramics by cutting the congruent circles of the cylinder into regular hexagons, so that there
can be no gap between each ceramic unit. However, this also brings more seams to the
whole composite armor, and the decreased ballistic performance at the seams leads to more
weak areas in the improved protective structure. The positive side of the above structure is
that, due to the included angle between the projectile and the ceramic surface, the projectile
is subject to the longitudinal and lateral resistances that unevenly vary in size and direction.
This leads to ballistic deviation, serious deformation and damage to the projectile, thus
improving the ballistic performance of the ceramic plate. M. Aydin [23] and R.Z. Shao [24]
proposed a protective structure using ceramic balls, which provide a large number of slopes.
Unlike the fixed-shaped ceramics, the reason for the deflection, yaw and fracture of the
projectile against this type of ceramic armor is the rotation, movement and brittle fracture
of the ceramic balls under impact loading. In addition, under this concept, the ceramic balls
that break after each impact will soon be replaced by the adjacent new balls. Therefore,
the armor can continuously resist multiple rounds of impact loads, without removing the
damaged ceramic balls. The authors called this armor design “self-healing armor”.

Based on the advantages and disadvantages of the above-mentioned specially shaped
ceramics, this paper proposes a ceramic composite armor, which is mainly divided into
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the following two parts: specially shaped ceramic and metal back plate. Through ballistic
impact experiments combined with FEM (finite element method) and SPH (smooth particle
hydrodynamics) numerical calculations, the anti-penetration performance of the composite
armor structure against the 12.7 mm API projectile is mainly studied; at the same time, the
penetration and deflection processes of the projectile, the deformation and failure mode of
the metal back plate are analyzed.

2. Experimental and Numerical Methods

2.1. Experimental Design
2.1.1. Projectile and Target Plate

In the experiment, a 12.7 mm API projectile with a steel core coated with a copper
sheath was used, with a diameter of 10.8 mm, a core length of 52 mm, and a weight of 30 g.
The total weight of the core and the copper shell is about 48 g. The material of the core
is T12A steel [25,26]. The target plate is divided into three parts, which are the specially
shaped ceramic, the back plate, and the steel frame around the ceramic (see Figure 1). In the
experiment, the diameter of the semi-cylindrical body selected in the experiment is 24 mm
to ensure that the specially shaped ceramics play a deflection role, and, at the same time,
to avoid obvious weak areas in the structure due to the non-uniformity of the ceramics, a
6 mm rectangular body of ceramics is set under the semi-cylindrical ceramic column to
form specially shaped ceramic composed of semi-cylindrical and rectangular plates. Two
materials of boron carbide and silicon carbide were selected for the ceramics. The back
plate is 4 mm thick 12MnCrNi steel. The ceramic is surrounded by steel frames of equal
height to constrain its displacement. Among them, the forming process of boron carbide
and silicon carbide and the main mechanical properties of boron carbide, silicon carbide,
and 12MnCrNi steel can be found in the literature [27].

 

Figure 1. Schematic diagram of composite armor, (a) SiC Ceramic composite armor, (b) B4C Ceramic
composite armor.

2.1.2. Experimental Setup and Brief Results

Ballistic impact experiments were carried out to analyze the ballistic performance
of the composite armor. The experimental arrangement is shown in Figure 2, which is
mainly composed of a ballistic gun, laser velocity measurement system, support and target
network velocity measurement system. In the experiment, the 12.7 mm API projectile was
launched by the 12.7 mm ballistic gun, and the amount of gunpowder fired determined
the projectile’s velocity. We used the laser velocity measurement system to measure the
initial velocity of the projectile, and used the target net velocity measurement system to
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measure the residual velocity of the projectile after passing through the target plate. A
high-speed camera was set up at a distance of about 1 m from the right side of the target
plate to observe the impact point and attitude of the projectile before hitting the target plate.
The height was about the same as the trajectory, and the shooting rate was 62,000 frames /s.
At the same time, the grid paper is arranged on the left side of the flight trajectory of
the projectile. Perpendicular to the target plate, the grid drawn on the surface is 20 mm
square. It is convenient to judge the position and flight attitude of the projectile body. The
coordinate system in the experiment and numerical calculation is shown in Figure 2, where
the origin of the coordinate system is the center point of the ceramic bottom surface.

 
Figure 2. Experiment setup.

Four experimental tests were conducted. Figure 3 presents several high-speed pho-
tographs of the projectile before impacting the target under different working conditions.
The numbering rules in the figure are as follows: the photo of the first frame when the
projectile completely comes into view is photo No. 1, and then the photo of each subsequent
frame is numbered in sequence. As can be observed from the figure, in Experiment 1, the
projectile has an initial oblique angle of about 3.3◦; in Experiment 2, the projectile has an
initial angle of attack of about 4.8◦; in Experiment 3 and 4, the projectile has an initial
oblique angle of about 1.5◦. As shown in Figure 4, the impact point of this paper is defined
as follows: the intersection of the extension line of the velocity direction of the center of
mass of the projectile and the surface of the composite armor. In the high-speed camera
image, it can be observed that several white lines are drawn on the target plate parallel
to the edge of the armor, and their positions are located at the joint of the two cylinders.
According to the high-speed camera results, the impact points of the projectiles in the four
experiments can be determined. The brief experimental results are shown in Table 1.

2.2. Numerical Model and Effectiveness Verification
2.2.1. Numerical Model

An adaptive coupling algorithm based on FEM and SPH in LS-DYNA [28] was adopted
as the numerical model in this study. ERODING_SURFACE_TO_SURFACE contact is de-
fined between every two components. The contact algorithm AUTOMATIC_SURFACE_TO_
SURFACE_TIEBREA is employed to simulate the adhesion between the semi-cylindrical ce-
ramic and the steel back plate, where NFLS and SFLS parameters are set to 20 MPa according
to the adhesive strength provided by the manufacturer. Clamping constraints are applied to
the steel back plate and the side of the rectangular plate in the specially shaped ceramic.

As shown in Figure 5, all components are modeled by a hexahedral solid element.
During projectile penetration into the composite armor, the penetration effect is small due
to the rapid separation of the jacket from the projectile core, so the core produces the main
penetration effect [29]. Therefore, only the penetration effect of the core on the composite
armor is considered in the numerical calculation [30], with a mesh size of about 0.735 mm.
The mesh size of the semi-cylindrical ceramic is 0.75 mm in the radial and length directions,
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and the other parts continue to match it. The mesh size of the back plate and the rectangular
plate of the ceramic is 0.75 mm.

  
(a) (b)  

  
(c)  (d)  

Figure 3. High-speed photographs of impact points, (a) Experiment 1, (b) Experiment 2, (c) Experi-
ment 3, (d) Experiment 4.

   
(a) (b) (c) 

Figure 4. Schematic diagram of impact points in the case of normal penetration, oblique angle, and
angle of attack. (a) Impact point in the case of normal penetration; (b) impact point in the case of
oblique angle θ; (c) impact point in the case of angle of attack α.

Table 1. Brief experimental results.

Experiment No.
Target Plate

Type
d (mm)

Oblique Angle
θ (◦)

Angle of Attack
α (◦)

Initial Velocity
ν0(m·s−1)

Residual Velocity
νr(m·s−1)

Experiment 1 B4C/steel 11.0 3.3 0 802.8 /
Experiment 2 B4C/steel 8.08 0 4.8 801.1 195.3
Experiment 3 B4C/steel 8.30 1.5 0 812.5 342.5
Experiment 4 SiC/steel 4.00 1.5 0 810.2 0
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Figure 5. Finite element model.

The constitutive model of B4C, SiC ceramics using the JH-2 model, metal using the
Cowper–Symonds model, the introduction of two constitutive models and the detailed ma-
terial parameters of B4C, SiC ceramics and 12MnCrNi can be observed in the literature [27].
According to Refs. [31–33], among the material parameters of T12A steel, those related to
the strain rate effect is set to 0, that is, the strain rate effect is not considered. So, the strain
rate effect of T12A steel is not considered either in the numerical model in this paper, and
the strain rate parameters SRC and SRP in LS-DYNA are set to 0 as well. The detailed
material parameters are shown in Table 2.

Table 2. Cowper–Symonds parameters of T12A steel, adapted from Refs. [31,32].

Parameter T12A Steel

Density, ρ (g/cm3) 7.85
Young’s modulus, E (GPa) 210
Yield stress, SIGY (MPa) 1540

Tangent modulus, ETAN (MPa) 2740
Hardening parameter, BETA 1

Strain rate constant, SRC (s−1) 0
Strain rate exponent, SRP 0

Failure strain, Fs 0.18

2.2.2. Verification of Calculation Results

The numerical calculation is performed according to the initial projectile velocities
and impact points captured by the high-speed camera in the experiments, and the residual
velocities of the projectile calculated by the numerical calculation are compared with the
value measured by the experiment. As shown in Table 3, in the three working conditions
with residual velocity records, the maximum deviation of the residual projectile velocity is
11.11%, showing good agreement between the two methods.
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Table 3. Comparison of experimental and numerically calculated residual velocities.

Experiment No.
Target Plate

Type
Experimental

Initial Velocity ν0(m·s−1)

Residual Velocity νr(m·s−1)

Deviation
Experiment

Numerical
Calculation

Experiment 1 B4C/steel 802.8 / 297 /
Experiment 2 B4C/steel 801.1 195.3 217 11.11%
Experiment 3 B4C/steel 812.5 342.5 330 −0.03%
Experiment 4 SiC/steel 810.2 0 0 0

The damage morphology of the steel back plate after the experiments is compared with
that in the numerical calculation, and the experimental and numerical results are basically
consistent. As shown in Figure 6, in Experiment 1, at T = 140 μs, four approximately vertical
cracks appear in the back plate in the numerical calculation. In the final numerical and
experimental results, the petaling part of the back plate can be divided into four regions,
and each region is separated by cracks. As shown in Figure 7, in Experiment 3, elliptical
breaches occur in both the experiment and numerical calculation; two shorter cracks appear
near the short axis of the elliptical breaches, and meanwhile, in the direction of the long
axis of the elliptical breaches, an outwardly rolled long petal appears on one side and a
shorter petal on the other side. As shown in Figure 8, in Experiment 4, the back plate
is not damaged in the experiment and numerical calculation, only the bulging-dishing
deformation occurs, which has the following features: a relatively prominent bulge has
formed at the vertex of the deformation, and the profile of the dishing deformation regions
on both sides of the bulge is approximately straight.

 

Figure 6. Comparison of back plate damage morphology of in Experiment 1.
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Figure 7. Comparison of back plate damage morphology in Experiment 3.

 

Figure 8. Comparison of back plate damage morphology in Experiment 4.

2.3. Working Conditions

To study the anti-penetration performance of the semi-cylindrical ceramic composite
armor, this article adopts the method of combining experiment and numerical calculations
to carry out research on 34 working conditions (Table 4). Specifically, working conditions
No. 1–4 are the comparison and verification groups for the experimental and numerical
methods; in working conditions, No. 5–17, only the impact point changes and the other
conditions are kept unchanged. With a spacing of 1 mm, 13 impact points are selected
successively from the top of the semi-cylinder to the seam (Figure 9). The impact point
deviation degree η is used to represent the position of the impact point. At the top of
the semi-cylinder, the impact point deviation degree is defined as η = 0, at the seam of
the semi-cylinder, it is defined as η = 1, and at other positions, η = d/R, where d is the
distance between the impact point and a point on the top of the nearest semi-cylinder, and
R is the radius of the semi-cylindrical ceramic. In working conditions No. 18–29, only
the semi-cylinder diameter and the impact point deviation degree η vary and the other
conditions remain unchanged. To make the results comparable, the bottom surface area
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of the four semi-cylindrical ceramics with different diameters is 120 × 60 mm2, and the
volume is about 1.11 × 105 mm3, i.e., the average areal density in this area is kept the
same, and its geometric dimensions are given in Figure 10. The ratio of semi-cylindrical
ceramic diameter to core diameter is represented by ξ, whose values are 0.56, 1.11, 2.22 and
2.78 for the four composite armors. In working condition No. 30, a homogeneous ceramic
composite armor with equal mass is used, the areal density of the ceramic and the metal
back plate remain unchanged, and a planar structure is adopted, which is for comparative
analysis. In working conditions No. 31–34, only the initial velocity of the projectile varies
and the other conditions remain unchanged.

Figure 9. Impact point distribution.

 
Figure 10. Schematic diagram of the cross-section of composite armors with different ratios of
semi-cylindrical ceramic diameter to core diameter under equal areal density.
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Table 4. Working conditions for calculation.

Condition
No.

Ceramic
Material

Initial
Velocity

of Projectile

Oblique
Angle
θ (◦)

Angle of
Attack

α (◦)

Ratio of Semi-Cylindrical
Ceramic Diameter

to Core Diameter ξ

Impact Point
Deviation
Degree η

Research Method

No. 1 B4C 802.8 3.3 0 2.22 0.917 FEM-SPH/Experiment
No. 2 B4C 801.1 0 4.8 2.22 0.673 FEM-SPH/Experiment
No. 3 B4C 812.5 1.5 0 2.22 0.692 FEM-SPH/Experiment
No. 4 SiC 810.2 1.5 0 2.22 0.333 FEM-SPH/Experiment
No. 5 B4C 810 0 0 2.22 0 FEM-SPH
No. 6 B4C 810 0 0 2.22 0.083 FEM-SPH
No. 7 B4C 810 0 0 2.22 0.167 FEM-SPH
No. 8 B4C 810 0 0 2.22 0.25 FEM-SPH
No. 9 B4C 810 0 0 2.22 0.333 FEM-SPH
No. 10 B4C 810 0 0 2.22 0.417 FEM-SPH
No. 11 B4C 810 0 0 2.22 0.5 FEM-SPH
No. 12 B4C 810 0 0 2.22 0.583 FEM-SPH
No. 13 B4C 810 0 0 2.22 0.667 FEM-SPH
No.14 B4C 810 0 0 2.22 0.75 FEM-SPH
No.15 B4C 810 0 0 2.22 0.833 FEM-SPH
No.16 B4C 810 0 0 2.22 0.917 FEM-SPH
No.17 B4C 810 0 0 2.22 1 FEM-SPH
No.18 B4C 810 0 0 0.56 0 FEM-SPH
No.19 B4C 810 0 0 0.56 0.5 FEM-SPH
No.20 B4C 810 0 0 0.56 1 FEM-SPH
No.21 B4C 810 0 0 1.11 0 FEM-SPH
No.22 B4C 810 0 0 1.11 0.5 FEM-SPH
No.23 B4C 810 0 0 1.11 1 FEM-SPH
No.24 B4C 810 0 0 2.22 0 FEM-SPH
No.25 B4C 810 0 0 2.22 0.5 FEM-SPH
No.26 B4C 810 0 0 2.22 1 FEM-SPH
No.27 B4C 810 0 0 2.78 0 FEM-SPH
No.28 B4C 810 0 0 2.78 0.5 FEM-SPH
No.29 B4C 810 0 0 2.78 1 FEM-SPH
No.30 B4C 810 0 0 / / FEM-SPH
No.31 B4C 400 0 0 2.22 0.5 FEM-SPH
No.32 B4C 700 0 0 2.22 0.5 FEM-SPH
No.33 B4C 1000 0 0 2.22 0.5 FEM-SPH
No.34 B4C 1300 0 0 2.22 0.5 FEM-SPH

3. Results and Analysis

3.1. Analysis of Penetration Process

In order to better reveal the penetration process of the 12.7 mm API projectile into the
ceramic composite armor, the penetration process of the projectile body under working
condition 11 (η = 0.5) is analyzed. Figure 11 shows the velocity–time–history curve of the
projectile. For the convenience of analysis, the lateral and vertical acceleration time–history
curves of the projectile and three typical process pictures are also added in the velocity–
time–history curve. According to Figure 11, the penetration process can be divided into
the following four stages: asymmetric erosion of the projectile, ceramic cone squeezing
movement, back plate failure and projectile exit.

In the asymmetric erosion stage, when the projectile hits the ceramic, the tip part of the
projectile head rapidly breaks, and the ogive nose head characteristics of the projectile body
gradually disappear. At the same time, due to the semi-cylindrical surface of the ceramic,
the erosion failure of the projectile is asymmetric, the length of the projectile is greatly
eroded, and the velocity of the projectile decreases greatly. The projectile penetrates further
into the ceramic, and cracks and fragments appear in the ceramic and form ceramic cones.
During the formation of ceramic cones, the vertical force of the projectile core increases
sharply. At this stage, the back plate has not been squeezed by the ceramic cone, and the
back plate almost has no deformation. The duration of this stage is denoted as t1.
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Figure 11. Projectile velocity and acceleration vs time curves (η = 0.5).

In the phase of the ceramic cone squeezing movement, the projectile penetrates fur-
ther into the ceramic interior, and the asymmetric erosion failure degree of the warhead
decreases. When the projectile extrudes the ceramic cone, the particles in the cone are
accelerated and crushed continuously, and the diameter and thickness of the bottom of the
ceramic cone become smaller and smaller. The vertical force of the projectile core starts to
decrease. The projectile compresses the ceramic cone and acts on the back plate, which
starts to produce local bulging deformation. When the velocity of the remaining ceramic
cone reaches the velocity of the projectile, the remaining ceramic crushing cone moves with
the projectile at the same speed, and the ceramic cone stops being abrasive on the projectile,
and the vertical force of the projectile core continues to decrease. The plastic deformation
of the back plate expands, and when the deformation of the plastic bulge area reaches a
certain degree, the back plate begins to undergo tensile failure. The duration of this stage is
denoted as t2.

In the failure stage of the back plate, the projectile penetrates further. Due to the
failure of the back plate, the vertical force of the projectile decreases greatly, and the velocity
decrease rate decreases greatly. The left and right sides of the projectile head touch the back
plate successively. At this time, the projectile has a large deflection, and the contact area
between the right side of the projectile and the back plate is large, so that the velocity of the
projectile decreases and the “secondary deceleration” begins. The duration of this phase is
denoted as t3.

In the phase of projectile exit, after the projectile exits out of the back plate, the attitude
of the projectile is greatly deflected compared with the incident, and the velocity direction
of the projectile is also changed.

When the deviation degree of the impact point changes, the penetration process will
be partially different. When the deviation of the impact point is close to 0 or 1, the degree of
asymmetric erosion in the first stage of the penetration process will be significantly reduced.
As a result, the attitude deflection of the projectile is small during the penetration process,
and the secondary deceleration process is not obvious during the penetration process of
the projectile. The whole penetration process is similar to that of homogeneous ceramic
composite armor.
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The projectile deflection process in this study is similar to that reported in the litera-
ture [27], but in the process of projectile penetration, due to the ogive nose of the projectile
head, the contact area between the projectile head and the ceramic is large at the initial
moment when the projectile hits the ceramic. This allows the projectile to deflect slightly
more than the flat-ended rod projectile in the first stage. In the next penetration stage,
the rapid erosion failure oval head did not play a significant role. In addition, because
the 12.7 mm API projectile has a long body and a relatively low velocity, the contact area
between the projectile and the back plate was large for a long time in the failure stage of
the back plate. As a result, the negative angular acceleration of the projectile at this stage
was large, the angular velocity of the projectile decreased to a negative value, the deflection
angle of the projectile decreased to 0, and then the inverse direction increased.

3.2. Backplate Failure Mode Analysis

As the 12.7 mm API projectile penetrates the ceramic part, the geometric characteristics
of the ogive nose of the projectile have been completely destroyed, and the damaged
nose becomes similar to that of the flat-nosed projectile. However, during the projectile
penetration into the semi-cylindrical ceramic composite armor, the ceramic in front of the
projectile is broken and a ceramic cone is formed; the projectile squeezes the ceramic cone
to move forward, causing bulging deformation in a large area of the back plate around
the projectile nose. Such an impact response is similar to that of an ogive-nosed projectile
perforating a thin plate armor at a low velocity. During the penetration, at the impact
center, the tensile deformation of the back plate increases sharply as it is squeezed by the
projectile and the broken ceramic cone, so necking occurs, and cracks are generated and
gradually expand to form petals. The projectile and the broken ceramic cone continue to
press forward, and the petals bend and turn outward, forming the dishing deformation-
petaling failure (Figure 12). If the projectile does not perforate the back plate, the back plate
displays asymmetric bulging-dishing deformation (Figure 13).

 

Figure 12. Dishing deformation-petaling failure.

 

Figure 13. Bulging-dishing deformation.
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In the working conditions where the projectile attitude and trajectory apparently
change during penetration, the forces on the broken ceramic cone and the deformation area
of the back plate bulge are obviously asymmetric. Meanwhile, due to the large projectile
deflection, the breach shape is elliptical. The long axis direction of the ellipse is consistent
with the axis direction of the projectile, and petals appear on both sides of the elliptical
breaches (Figure 14). Taking working condition 11 as an example, the failure mode is
analyzed as follows. When the projectile perforates and exits the back plate, the projectile
first hits one side of the back plate obliquely, and further moves in this direction, resulting
in a strip crack in the back plate in the direction parallel to the Z-axis (Figure 15 (T = 75 μs)),
and the crack keeps expanding at both ends. When the crack expands to a certain degree,
the projectile squeezes the back plate on the side of the crack (Figure 15 (T = 88 μs)), making
the petals on one side of the back plate higher, whose width is roughly equal to that of
the projectile, but less than the length of the original strip crack. Then, two smaller cracks
appear near the short axis of the ellipse (Figure 15 (T = 114 μs)). When one side of the
projectile tail hits the other side of the back plate, the petals on the other side also become
higher. However, on this side, the projectile moves in the direction of gradually moving
away from the petals; both the height and size of the petals on the projectile tail side are
smaller than those on the nose side (Figure 15 (T = 194 μs)).

 

Figure 14. Fracture morphology of back plate in Experiment 3.

Figure 15. Deformation and failure process of the back plate under working condition 11.

In the working conditions where the projectile attitude and trajectory change little
during penetration, the petals on the back plate appear more evenly, the breach shape is
relatively regular, and the petal height is roughly the same (Figure 16). Taking working
condition 17 as an example, when petaling failure occurs to the back plate and since there
are many ceramic fragments in the front of the projectile and the deflection is small, the back
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plate is subjected to a relatively uniform force, resulting in a relatively uniform distribution
of cracks. As the back plate damage continues along the crack, petals with large areas and
good integrity are formed (Figure 17).

 

Figure 16. Fracture morphology of back plate in Experiment 1.

 

Figure 17. Deformation and failure process of the back plate under working condition 17.

3.3. Influence of Impact Point on Anti-Penetration Performance

The ceramic composite armor designed in this paper has periodic inhomogeneity in
the direction perpendicular to the length of the ceramic column, so that the anti-penetration
performance of the composite armor will be affected by the change in the impact point. In
this section, under the condition that the initial velocity of the projectile is 810 m/s and the
ratio of the diameter of the semi-cylindrical ceramic to the core is unchanged, the influence
of the impact point on the anti-penetration performance of the semi-cylindrical ceramic
composite armor is explored by changing the deviation degree η of the impact point.

Figure 18 shows the relationship between the residual projectile velocity νr and the
impact point deviation degree η. As shown in the figure, with the gradual increase η, the
residual velocity νr displays an overall decreasing trend first and then increases. For the
residual velocity νr, the change in impact point leads to the variation in two influencing
factors, with the first being (1) ceramic thickness. The influence of the ceramic thickness
below the projectile on the residual projectile velocity is mainly reflected in the change in
the time t1 + t2 from the beginning of projectile penetration to back plate failure, when
projectile velocity experiences a significant reduction. The thicker the ceramic, the longer
t1 + t2, and the greater the velocity reduction. After the back plate is damaged, the velocity
reduction rate of the projectile slows down rapidly. In the working conditions with large
ceramic thicknesses, when the back plate starts to be damaged, the projectile velocity is
smaller than that in the conditions with small ceramic thicknesses, so the projectile and the
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composite armor have an increased action time, causing greater velocity reductions in the
third and fourth stages of penetration than that in the conditions with small thicknesses.
Therefore, without considering projectile deflection, the thicker the ceramic below the
projectile, the greater the deceleration capability of the composite armor to the projectile.
(2) The second influencing factor is the maximum attitude deflection angle βmax of the
projectile. As shown in Figure 19, with the increase η, the βmax increases first and then
decreases. The change in βmax mainly affects the projectile’s deceleration process in the
third stage. The greater the βmax, the greater the effect of the back plate on the projectile
and the greater the deceleration degree in the third stage. Therefore, with the increase η,
although the ceramic material below the projectile decreases gradually, the βmax in the
penetration process gradually increases first, and projectile deceleration in the third stage
of penetration is obvious, resulting in the decrease in the residual projectile velocity. When
η is further increased and the impact point is gradually close to the seam, the βmax in
during penetration is gradually decreased, and meanwhile, the ceramic material below the
projectile is further reduced, so the residual projectile velocity is significantly increased.

 
Figure 18. Relationship between residual projectile velocity and impact point deviation degree η.

 
Figure 19. Relationship between the maximum projectile attitude deflection angle βmax and impact
point deviation degree η.

In order to reflect the anti-penetration performance of the semi-cylindrical ceramic
composite armor more directly, the area of the composite armor is divided according to
the different anti-penetration performance. The division criteria are the same as in the
literature [27], and the remaining characteristics of the projectile body are shown in Table 5,
where Eplate is the residual kinetic energy of the projectile with the same initial velocity
when penetrating the equivalent homogeneous ceramic composite armor. According to the
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division criteria and the above residual characteristics of the projectile body, the composite
armor can be divided into three areas, whose penetration resistance decreases successively,
which are named as the strong protection zone, secondary protection zone, and weak
protection zone. The distribution is shown in Figure 20, accounting for 66.67%, 16.67% and
16.67%, respectively.

Table 5. Residual characteristics of projectile at different impact points.

Condition
No.

Impact Point
Deviation
Degree η

Residual
Velocity

νr(m·s−1)

Exit Attitude
Deflection Angle

βri(
◦)

Residual
Kinetic Energy

Ei(J)
Ei/Eplate

No. 5 0 185 / 334 0.30
No. 6 0.083 189 3.13 328 0.29
No. 7 0.167 166 8.5 280 0.25
No. 8 0.25 108 9.74 123 0.11
No. 9 0.333 81.7 14.5 76.2 0.07
No. 10 0.417 138 11 215 0.19
No. 11 0.5 149 10.3 234 0.21
No. 12 0.583 239 15.7 598 0.53
No. 13 0.667 317 13.9 1070 0.95
No. 14 0.75 304 13.4 975 0.86
No. 15 0.833 325 9.7 1110 0.98
No. 16 0.917 360 4.75 1400 1.24
No. 17 1 342 / 1190 1.05
No. 30 / 330 / 1130 1

Figure 20. Area division of specially shaped ceramic composite armor.

3.4. Influence of the Ratio of Semi-Cylindrical Ceramic Diameter to Core Diameter on
Anti-Penetration Performance

In order to investigate the effect of the ratio of the semi-cylindrical ceramic diameter
to core diameter ξ on the anti-penetration performance, the areal density of the semi-
cylindrical ceramic and the initial projectile velocity are left unchanged, and ξ = 0.56, 1.11,
2.22 and 2.78 are used. For the three typical impact points when η = 0, 0.5 and 1, a total of
twelve working conditions are calculated respectively to study the anti-penetration perfor-
mance of the semi-cylindrical ceramic composite armor under different semi-cylindrical
ceramic diameters.

Figure 21 gives a comparison of the residual velocities of the projectile when penetrating
ceramic composite armors with different ξ values, under the above three impact point
conditions. By comparing the residual velocities of the projectile with the same diameter
but different impact point deviation degrees η, it can be concluded that when ξ = 0.56, 1.11,
the residual velocity difference under the three typical impact point deviation degrees is
relatively small. This is mainly because the semi-cylindrical ceramic diameter is too small;
in the first stage of penetration, it does not cause large asymmetric erosion to the projectile,
resulting in small projectile deflection during penetration (Figure 22). In the third stage of
penetration, the secondary deceleration of the projectile in the case of η = 0.5 is not apparent.
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Figure 21. Comparison of residual velocities of the projectile when penetrating the ceramic composite
armor with different ξ values when η = 0, 0.5, 1.

 
Figure 22. Damage produced when 12.7 mm API projectile penetrates three semi-cylindrical ceramic
composite armors with different ξ values, when η = 0.5, (a) ξ = 0.56, (b) ξ = 1.11, (c) ξ = 2.22, (d) ξ = 2.78.

Regarding the anti-penetration performance of composite armors with different ξ
values, as can be observed from Figure 21, when ξ = 0.56, 1.11, the residual velocities
under the three typical impact point deviation degrees are slightly less than or slightly
greater than the residual velocity νplate in the case of homogeneous ceramic composite
armor with equal areal density, and the projectile attitude deflection angle does not change
significantly. So, the semi-cylinder design does not play a positive role in improving the
anti-penetration performance of the armor. When ξ = 2.78, under the same areal density,
the distribution of the ceramic material in the X direction is extremely uneven, resulting
in the fact that the residual velocities in the case of η = 0, 0.5 are smaller than νplate, but
the residual velocity with η = 1 is much greater than νplate; meanwhile, the theoretical
value of the projectile attitude deflection angle is 0 in this case, which is unfavorable for
armor protection. The anti-penetration performance of the ceramic composite armor with
ξ = 2.22 has been described in Section 3.3. The comprehensive comparison shows that
the composite armor with ξ = 2.22 performs the best in resisting penetration among the
designed four types of composite armor with different semi-cylindrical ceramic diameters,
under the areal density conditions adopted in this paper.
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3.5. Influence of Projectile Initial Velocity

In order to explore the anti-penetration performance of the semi-cylindrical ceramic
composite armor against the projectile with different initial velocities, the initial velocities of
ν0 = 400, 700, 1000 and 1300 m/s are used, while keeping the deviation of the impact point
of the projectile at η = 0.5. Under different initial velocity conditions, the maximum attitude
deflection angle (before it completely hits the target) and residual mass of the projectile
are shown in Figure 23. As can be observed from the figure, when the initial velocity of
the projectile increases, the erosion degree of the projectile increases continuously, and the
maximum attitude deflection angle decreases.

 

Figure 23. Maximum attitude deflection angle and residual mass of projectile under different
initial velocities.

The increase in the initial projectile velocity directly leads to the decrease in its target
penetration time. Under the working condition of ν0 = 1000 m/s, at t = 34 μs, the displacement
of the center of mass of the projectile is Δy = −3.22 cm. Figure 24 presents the Y-direction
displacement–time curve of the node at the center of mass of the projectile under different
initial velocities. As illustrated, Δy = −3.22 cm under the working conditions of ν0 = 700, 1000
and 1300 m/s corresponds to 52 μs, 34 μs and 25 μs, respectively. In the working condition
of ν0 = 400 m/s, the deflection of the projectile is too large, which cannot be displayed
in the figure, and the corresponding time is t = 112 μs. Figure 25 shows the penetration
under different working conditions with the same displacement of Δy = −3.22 cm. It
can be observed from the figure that the projectile nose is near the bottom of the ceramic
half cylinder in the three working conditions, i.e., the asymmetric erosion stage of the
projectile ends. In other words, due to the increase in the initial projectile velocity, the time
required for the projectile to go through this stage is shortened, and the angular acceleration
differences between the three working conditions at this stage are small, all within the range
of 0~0.008 rad·μs−1. Therefore, the time of the projectile in this phase is proportional to its
attitude deflection angle, which is 13.74◦, 4.42◦, 1.37◦, and 0.37◦ in the three conditions. The
magnitude of the attitude deflection angle of the projectile has a positive feedback effect on its
further deflection. The larger the attitude deflection angle, the stronger the asymmetric action
on the projectile, resulting in a further increase in the deflection of the projectile, which further
promotes its self-deflection; otherwise, the further deflection will be smaller. Therefore, as the
velocity increases, the deflection effect of the projectile decreases continuously. At the same
time, the increase in the initial projectile velocity leads to the increase in the projectile-target
acting force during the projectile’s penetration into the composite armor, which then results
in an increased degree of projectile erosion.
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Figure 24. The time-history curve of Y-direction displacement of the projectile center of mass under
different initial velocities.

 
Figure 25. Penetration under different working conditions.

To sum up, the anti-penetration performance of the semi-cylindrical ceramic composite
armor against projectiles with different initial velocities shows the following trend: under
low initial projectile velocities, the composite armor mainly exhibits large deflection and a
relatively small erosion effect on the projectile; as the initial velocity increases, the erosion
effect of the composite armor on the projectile gradually increases, while the deflection
effect decreases.

4. Conclusions

A semi-cylindrical ceramic composite armor structure is designed in this paper. The
processes of projectile penetration deflection and the deformation and failure mode of the
back plate are analyzed by the method of combining experiment and numerical calculations.
The protective effect of the composite armor with different ratios of semi-cylindrical ceramic
to core diameter on 12.7 mm armor-piercing firebombs in different areas and under the
condition of equal areal density is mainly explored, and the trend of anti-penetration
performance of the composite armor to projectiles with different initial velocities is reported.

(1) The process of the 12.7 mm API projectile penetrating ceramic composite armor
can be divided into four stages. Projectile attitude deflection during penetration is mainly
attributed to the non-axial force on the projectile, due to the asymmetric erosion of the
projectile nose by the specially shaped ceramic and the non-ideal attitude of the projectile
when penetrating the back plate. Due to projectile deflection, the projectile velocity expe-
riences a significant secondary decline at the stage of back plate failure. After exiting the
target plate, the projectile has an attitude deflection angle and angular velocity.
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(2) After the projectile perforated and exited the target plate, dishing deformation-
petaling failure occurred at the back plate, which is similar to the deformation/failure
mode of an ogive-nosed projectile perforating a thin plate at a low velocity. When the
projectile deflected to a certain extent during penetration, the breaches in the back plate
showed elliptical shapes of varying degrees, and the size and height of the petals were also
significantly different. When the attitude deflection was small, the breaches were regular,
and the difference in the size and height of petals was relatively small.

(3) Due to the periodic inhomogeneity of the structure in the direction perpendicular
to the length of the semi-cylinder, the impact point of the projectile has a great influence
on the anti-penetration performance of the composite armor to 12.7 mm API projectiles.
According to the remaining characteristics of the projectile, the composite armor can be
divided into strong protection area, secondary protection area and weak protection area,
and the proportion of each area is 67.67%, 16.67% and 16.67%, respectively.

(4) For the semi-cylindrical ceramic composite armor designed in this paper, when the
ratio of semi-cylindrical ceramic diameter to core diameter ξ is less than 2, it leads to a small
deflection during projectile penetration, and the design of the semi-cylinder contributes
very little to improving the anti-penetration performance of the composite armor. Among
the tested composite armor with ξ = 0.56, 1.11, 2.22 and 2.78, the armor with ξ = 2.22 has
the best anti-penetration performance.

(5) The anti-penetration performance of the semi-cylindrical ceramic composite armor
against projectiles with different initial velocities shows the following trend: under low
initial projectile velocities, the composite armor mainly exhibits large deflection and a
relatively small erosion effect on the projectile; as the initial velocity increases, the erosion
effect of the composite armor on the projectile gradually increases, while the deflection
effect decreases.
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Abstract: To determine the mechanism of penetration of multi-layer aluminum targets (MLAT) by a
reactive materials projectile (RMP), AUTODYN-3D numerical simulations and experimental tests
were carried out. The Powder Burn equation of the state ignition model was introduced for the
reactive core activation under different projectile–target interaction conditions, which effectively
simulated the deflagration reaction damage effects behavior of the RMP and the damage evolution
behavior of the MLAT. The activation rate of the reactive core increased significantly when the
thickness of the steel target was 8–15 mm; a significant combined destructive effect of kinetic and
chemical energy was produced on the MLAT. The initial velocity was proportional to the penetration
and destruction effect of the front-layer aluminum target. For the rear-layer aluminum target, the
detonation damage showed a tendency to increase and then decrease. If the head metal block was
too thick, the penetration ability would be improved at the same time, and the deflagration reaction
damage effects ability of the steel target would be significantly reduced. In order to achieve good
battlefield damage efficacy, all of the influencing factors should be comprehensively considered.

Keywords: reactive materials projectile; multi-layer aluminum target; damage evolutionary behavior;
deflagration reaction

1. Introduction

Reactive materials (RM) are ignited or detonated in the process of penetrating a target,
and their joint destruction via the penetration of kinetic energy and chemical energy release
is a cutting-edge development in the field of advanced and efficient destruction technol-
ogy [1–3]. Compared with traditional standard projectiles, the significant technological
and damage efficiency advantages of reactive materials projectile (RMP) are mainly re-
flected in their high-efficiency destruction, versatility, high safety, long storage lives, simple
structures, and low costs [4–7].

At present, many achievements have been made in the field of RM warheads around
the world [8–15]. Mock et al. [16] studied the impact detonation threshold of polytetrafluo-
roethylene/aluminum (PTFE/Al) RMs through crash tests; based on the test results, an
empirical formula relating the impact activation response time and impact pressure was
proposed. The Beijing Institute of Technology [17] conducted a study on the detonation
and energy release caused by the impact of PTFE RMs, and they analyzed the influence
of the post-target implosion overpressure effect and impact velocity of the RMs on the
implosion overpressure and compared the energy release behaviors of the RMs of different
formulations.

Due to requiring a dynamic impact process with a high strain rate of the plastic
deformation to provide the initiation energy, in general, their impact-induced initiation
mechanism is not well understood, and the initiation properties have not been well char-
acterized. One means by which to investigate their impact initiation behavior is through
conducting a Taylor impact test. Studies with the PTFE/Al projectile have shown that it first
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passes through a brittle fracture stage, and then, this progresses to ignition. This initiation
phenomenon indicates that while the fracture process is likely important to the ignition, it
is not sufficient to produce the initiation alone. Thus, an additional amount of energy that
is possibly related to the crack propagation properties and fracture surface energies must
be deposited into the fractured materials before the initiation takes place. More detailed
studies show that the first signs of ignition are visible in the regions of intensive shear
during the Taylor impact test, and both the finite element analysis and high-speed videos
provide further evidence for the intensive shear-induced ignition mechanism [18].

Moreover, the traditional energy release characterization techniques such as bomb
calorimetry only measure the energy release behavior of energetic materials that are ignited
in a static configuration. However, the initiation efficiencies of these RMs strongly depend
upon the impact conditions, which makes the measurement of their energy release charac-
teristics difficult, and the research methods on the mechanism of this explosion damage
behavior are still relatively limited.

In view of this situation, based on the analysis of the mechanical behavior of the
projectile target, the damage energy release behavior is transformed into the damage
evolution behavior of the MLAT. As part of this effort, our research group carried out
work on the target by matching the characteristics and the impact velocity [19,20]. This
study began with the construction of the numerical simulation models, combined with a
theoretical analysis and an experimental verification. The mechanical behavior of the impact
action and the evolution behavior of the MLAT under different target action conditions
were studied, and the flight dispersion behavior and the change of the perforation caliber
of the after-effect target fragments were studied accordingly.

2. Numerical Models

On the AUTODYN-3D platform, the projectile penetration of the reactive substance
was numerically simulated by the Lagrange algorithm. All of the materials were modeled
by an erosion model, in which the reactive substance which was activated by the impact
pressure obeyed a two-phase powder combustion equation of state (EOS). Gases and solids
in the model existed at the same time, simulating the materials’ deflagration reaction, and
the relevant parameters were taken from the literature [21]. The unreactive materials were
modeled with the state impact equation to simulate the mechanical behavior of the RMs
under pressure and expansion [22,23].

2.1. Theoretical Model Building

The action process of the projectile–target interaction was mainly divided into four
stages: the penetration of the target and the RM compression deformation fragmentation
stage, the RM pressure relief dispersion and local ignition stage after penetrating the target,
the RM debris cloud deflagration propagation and chemical energy release stage, and the
stage where the shell fragments form a fragment power field. These are shown in Figure 1.
When the RMP collides with the steel target, the shock wave generated by the impact
compresses the projectile to produce different degrees of radial expansion of the core and
the shells, and the Poisson’s ratio of the reactive core is greater than that of the shells
materials, so the radial expansion of the core is more significant, resulting in a mechanical
radial expansion effect. Once the radial stress in the shells exceeds its fragmentation limit,
a large amount of shell fragments are generated, and these fragments have a certain radial
velocity. At the same time, high strain rates can cause the core of the RM to partially
fragment and form a cloud of reactive debris after the steel target arrived. In a debris
cloud, small reactive fragments are activated first due to their high specific surface area and
surface ignition energy, and they further trigger intensity deflagration. With the increase in
the number of aluminum targets, the length of the reactive core will gradually decrease, the
radial expansion of the shells will be weakened, and the damage ability of the after-effect
aluminum target will be greatly reduced.
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Figure 1. The process of action of RMP impacting a MLAT.

To obtain the activation state of the reactive substance during the target penetration
process, it was necessary to analyze the first impact, that is, the state of the reactive
substance during the impact of the steel target. When the RMP hits the steel target, based
on the Ranking–Hugoniot relationship, the conservation of the mass, momentum, and
energy can be expressed, respectively as follows:

ρ1/ρ0 = (U − u0)/(U − u1), (1)

P1 − P0 = ρ0(u1 − u0)/(U − u0) (2)

e1 − e0 = (P1u1 − P0u0)/ρ0(U − u0)+
(

u2
1 − u2

0

)
/2 (3)

where ρ is the density, U is the shockwave velocity, u is the particle velocity, P is the
impact pressure, and e is the specific internal energy. Subscripts 0 and 1 represent the
undisturbed and affected states, respectively. In addition, the linear relationships between
the shockwave velocity of the RM and the steel target particle velocity can be expressed as:

UP = cp + spup (4)

Ut = ct + stut (5)

where c and s are the speed of sound and the materials coefficient, respectively, and the
subscripts p and t represent the RM and the target, respectively. The values of c and s of the
steel target were 4610 m·s−1 and 1.73 [24], respectively, and the corresponding values for
the RM were 1350 m·s−1 and 2.26 [25,26].

At the impact interface, the shockwave is transmitted to the RM and the steel target,
respectively, so the particle velocity and pressure compatibility relationship of the entire
target surface can be expressed, respectively, as:

v0 = up + ut (6)

ρP0(cp + spup)uP = ρt0(ct + stut)ut (7)

We define Pc as the critical detonation pressure. By default, at this pressure, the RM
can meet the size of the ignition and detonation fragments, while the fragments below
this size could undergo a chemical energy deflagration reaction. Based on the shockwave
propagation attenuation characteristics, we can effectively describe the activation behavior
of the core. This activation length can be described as:

x1 = −(1/α) ln(Pc/P0) (8)

where P0 is the maximum stress and α is the correlation coefficient for the properties of the
RM. According to a previous study [27,28], its value is 0.036 mm−1.

2.2. Numerical Simulation Model Building

The failure of the materials is closely related to the state under the load. In order to better
describe the whole process of the projectile target action of the active materials, the principal
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stress failure standard was adopted for all of the materials in the numerical simulation, and
when the maximum tensile principal stress and shear stress exceeds the ultimate stress value
of the materials, the materials will fail. Tables 1 and 2 list the main model parameters used for
numerical simulations [29–31]; the erosion algorithm was used for the relevant materials.

Table 1. Main materials model.

Parts Materials Equation of State Intensity Model Invalidation Model

Shells 30CrMnSiA Shock Johnson Cook Principal Stress
Core (reactive) PTFE/AL Powder Burn Johnson Cook Principal Stress

Core (unreactive) PTFE/AL Shock Johnson Cook Principal Stress
Steel target RHA Shock von Mises Principal Stress

Post-effect target AL 2024 Shock Johnson Cook Principal Stress

Table 2. Main materials parameter table.

Materials
Density
(g/cm3)

Shear Modulus
(GPa)

Yield Strength
(MPa)

Specific Heat
(J/kg·K)

Tensile Strength
(MPa)

W.ALLOY 17 160 1506 172 2210
Core 2.76 7 120 / 240

AL 2024 2.78 28.6 260 1220 720
RHA 7.86 64.1 1500 / 2000
30Cr 7.86 80.8 1800 460 1200

To facilitate the analysis of the problem, the RMP was simplified into three parts: the
high-strength shells (30CrMnSiNi2A), a reactive core (PTFE/Al), and a head metal block
(a wolfram alloy). Since the symmetry condition was satisfied under positive penetration
conditions, the calculations were performed using a 1/4 model, and the three-dimensional
simplified model of the RMP is shown in Figure 2. The caliber of the RMP is 30 mm, the
ratio of the inner to the outer diameter is 0.6, and the length is 100 mm. The high-strength
shells mainly played the role of restraining the reactive core and penetrating the target. The
reactive core mainly underwent impact compression and expansion as well as pressure
explosion, deflagration, and destruction. The head metal block mainly played a role in
enhancing the penetration ability of the warhead. The target was a rolled homogeneous
armor (RHA), and the after-effect target was a spaced aluminum target with a thickness of
3 mm. The penetration analysis model is shown in Figure 3.

Figure 2. Schematic diagram of the RMP.

 

Figure 3. Three-dimensional penetration analysis model.
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3. MLAT Destruction Law Study

Based on the construction of the above numerical model, this section illustrated how
we carried out the study of the MLAT destruction mechanisms of the RMP under different
projectile–target interaction conditions, especially the activation behavior caused by the
penetration and the evolution behavior of MLAT destruction, in order to obtain a clearer
mechanism of RMP penetration-initiation combined damage effects.

3.1. Steel Target Thickness Impact Analysis
3.1.1. Numerical Models

The internal stress peak analysis was performed on the projectile penetration of the
RHA steel target, as shown in Figure 4. When the thickness of the RHA steel target was
small, the thickness of the steel target had a significant impact on the internal stress value
of the projectile. When the target thickness was greater than 15 mm, the internal stress
value of the RM was not much different from the case with a target thickness of 15 mm,
but when the target thickness was 10 mm or lower, the internal stress value of the RM
decreased significantly.

 

Figure 4. Peak stresses of the projectiles penetrating steel target.

In light of the above, the speed was set to 1000 m/s to impact the 2, 8, 15, and 30 mm
RHA steel targets. The RMP activation models for different target thicknesses are shown
in Figure 5. The red RM near the head of the metal block in Figure 5 was modeled using
the Powder Burn EOS, and the pink region away from this area was modeled using the
Shock EOS. Figure 5a indicates that the RM was not effectively activated with the 2 mm
RHA steel target.

    
(a) (b) (c) (d) 

Figure 5. RMP model of impacting RHA steel target with different thicknesses: (a) 2 mm, (b) 8 mm,
(c) 15 mm, and (d) 30 mm.

3.1.2. Results and Discussion

The multi-layer target damage pairs with different target thicknesses are shown
in Figure 6. For the 2 and 30 mm RHAs, especially the 2 mm RHA, the multi-layer-
targeted damage effect was significantly reduced, and the fragment dispersion area and
the maximum perforation size were slightly larger than the caliber size, without causing
any surface damage effects. For the 8 and 15 mm RHAs, the MLAT damage effect was
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significant. For the 15 mm RHA, the fragment dispersion area on target No. 2 reached about
750 cm2, the maximum perforation area was about 64 cm2, and the damage and maximum
perforation areas reached 27 and 2.5 times the projectile caliber, respectively. The analysis
showed that this was due to the thickening of the RHA steel target, which prolonged the
target action time. The reactive core was completely compressed and broken, and due
to the instantaneous unloading of the steel target pressure, many reactive debris clouds
were generated behind the steel target. This produced a violent chemical energy explosion
and deflagration, causing large-scale fragmentation damage and a significant reaming
effect on the MLAT. However, if the RHA steel targets had been too thick, this would also
cause a large amount of RM energy release reactions to occur inside the steel target so that
penetration-initiation combined damage effects would not be able to effectively act on the
subsequent multi-layer aluminum target.

 
Figure 6. Comparison of MLAT target damage effects for different thicknesses of the RHA steel target.

3.2. Analysis of Impact Velocity
3.2.1. Numerical Models

The activation behavior of the 20 mm RHA target plates damaged by the projectile at
different impact velocities as shown in Figure 7. The peak internal stress increases with the
increase in the impact velocity. With the increase in the impact velocity, the curvature of the
area near the impact point increased significantly, and the internal stress of the reactive core
increased significantly. When the impact velocity was at 1000 m/s, the activation length of
the reactive core was only about 11.62 mm, and the activation rate was about 15.5%. With
the increase in the impact velocity, the activation rate of the reactive substance gradually
increased, and when the impact velocity reached 1800 m/s, the activation length of the
reactive core reached about 51.94 mm, and the activation rate increased to about 69.3%.

 
Figure 7. Changes in internal stress at different impact velocities(red ball: peak internal stress of the
reactive core).
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Based on the influence of the impact velocity from 800 to 1800 m/s on the activation
behavior of the RMP, Figure 8 shows the numerical simulation results of the projectile
at different impact velocities and the fracture state diagrams of the shells. When the
velocity was 800–1200 m/s, only the head of the projectile showed a slight radial expansion
and valgus deformation. No reactive core fracture was evident, and the projectile body
remained long. When the impact velocity was greater than 1400 m/s, the entire shells were
destroyed after penetrating the RHA steel target, the radial expansion effect was significant,
and the head of the unreactive core was also greatly fragmented, ejecting a cone-shaped
cloud of reactive debris at the opening.

    
(a) (b) (c) (d) 

Figure 8. Warhead deformation and fragment distributions after penetrating RHA steel target at dif-
ferent impact velocities: (a) v0 = 800 m/s, (b) v0 = 1200 m/s, (c) v0 = 1400 m/s, and (d) v0 = 1600 m/s.

3.2.2. Results and Discussion

The damage status of the double-layer aluminum target at two typical velocities is
shown in Figure 9. The perforation produced by the 1# aluminum target in Figure 8a
was relatively flat, and the reaming effect was not evident. Only the 2# aluminum target
had evident irregular petal-like perforations, and some pits, small holes, and other debris
appeared near the perforation. As shown in Figure 8b, after the impact velocity was greater
than 1200 m/s, the 1# aluminum target showed a significant reaming effect. The petal-like
perforation diameter and damage area were significantly increased when they compared to
how they were before. More target plate fragments formed, and the perforation diameter
of the 2# aluminum target also increased. However, the damaged area showed a trend of
increasing first, and then decreasing.

The damage effects of the RMP on the target plate at different impact velocities are
shown in Figure 10. When the impact velocity was 800 m/s, the damage diameters of the
1# and 2# targets were minimized, and that of the 1# target was slightly less than that of
the 2# target. This was because when the impact velocity was small, with the extension of
the impact action time, the energy released by the projectile kinetic energy was gradually
unloaded; the instantaneous stress value inside the projectile did not reach the activation
threshold of the reactive substance, and it was not effectively activated. The slight radial
expansion effect of the projectile caused the perforation diameter of the 2# target plate to be
slightly greater than that of the 1# target plate, mainly based on kinetic energy destruction.
When the impact velocity increased to 1400 m/s, the diameter of the 2# target damage
reached the maximum value, and the diameter of the 1# target damage gradually decreased.
This occurred because when the impact velocity reached a certain value, the projectile
and RHA steel target action time was shorter, the initial stress increased, the degree of
squeezing of the RM increased, the shells had a significant radial expansion effect, and
the deflagration propagation rate of the RM was slower than the detonation wave of the
explosive. When the reactive core hit it to form a debris cloud, a violent deflagration
reaction occurred in front of the 1# target, causing a large damage area on the target, while
only a small amount of RM acted on the 2# target through the 1# target. When the impact
velocity reached 1800 m/s, the growth trend of the damage diameter of the 1# target was
greatly slowed. If the velocities were too high, the initial stress would increase significantly,
the RM would be activated prematurely, and more RMs would react inside the RHA steel
target. This would result in less reactive debris overflowing from the shells port, a smaller
dispersion radius of the fragments, and a weakening of the MLAT destruction ability.
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(a) 

 
(b) 

Figure 9. Result of damage caused by warheads to double-layer target plates at different impact
velocities: (a) v0 = 800 m/s and (b) v0 = 1400 m/s.

 
Figure 10. Damage area of the double-layer target at different impact velocities.

In summary, under the conditions described in this section, when the impact velocity
was at 1400–1600 m/s, it could produce a good joint damage effect on the MLAT and result
in efficient damage to the battlefield target.
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3.3. Metal Block Thickness Effect Analysis
3.3.1. Numerical Models

The stress variation distribution along the thickness of a typical head metal block is
shown in Figure 11. The presence or absence of the head metal block had a significant
impact on the penetration performance of the RMP. Furthermore, the change in the thickness
of the head metal block also had a greater impact on the penetration performance of the
RMP. When the head metal block was not present, the deflagration reaction length of the
warhead RM could reach about 45 mm. When the warhead metal block thickness was
increased to 20 mm, the deflagration reaction length of the warhead RM was reduced to
less than 20 mm.

 
Figure 11. Changes in internal stress under different metal block thicknesses(red triangles: peak
internal stress of the reactive core).

Adding a metal block to the head of the RMP could effectively increase the penetration
capacity of the projectile, but it would correspondingly weaken its internal stress value,
resulting in a significant reduction in the activation rate. To study the effect of the head
metal block thickness on the MLAT damage effect, a corresponding activation model was
constructed for the numerical simulation calculations, as shown in Figure 12. The head
metal block materials was a tungsten alloy, and for comparative analysis, the thicknesses
were set to 0, 10, and 20 mm.

 
Figure 12. Metal block thickness activation model.

3.3.2. Results and Discussion

The pressure cloud of an RHA steel target colliding with head metal blocks of different
thicknesses is shown in Figure 13. when the head was not equipped with a metal block, the
stress on the steel target was the greatest, the reaming effect was the most significant, and
the target produced significant ductile reaming holes. With the increase in the thickness
of the metal block, the reaming effect was significantly weakened. The analysis suggests
that this was due to the increase in the thickness of the head metal block, resulting in a
significant decrease in the activation rate of the reactive substance. The energy released
by the chemical energy explosion was also sharply reduced. At the same time, due to the
increase in the thickness of the metal block, the projectile penetration ability of the RM was
enhanced, the target action time was shortened, and the ductility reaming phenomenon
was gradually weakened.
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(a) (b) 

Figure 13. Pressure cloud diagrams of different head metal blocks colliding with RHA steel target at
0.1 ms, (a) 0 mm, and (b) 10 mm.

The MLAT damage state pairs for different head metal block thicknesses are shown
in Figure 14. When the head metal block was not installed, the damage effect area of the
1# Al target fragment reached 620 cm2, and the perforation area was about 145 cm2. The
damage effect area on the 2# Al target fragment reached 706 cm2, and the perforation
area reached about 72 cm2. The damage effect area on the surface of the 2# Al target was
significantly greater than that of the head metal block, and the average perforation diameter
was significantly smaller than the diameter of the head metal block. The improvement of
the damage effect when the head metal block was installed was mainly reflected in the 2#
and 3# Al targets, and the improvement of the damage effect when the head metal block
was not installed was mainly reflected in the 1# and 2# Al targets. The analysis showed
that this was due to the installation of thicker head metal blocks, which could effectively
enhance the penetration ability of the RMP, reduce the pressure inside the projectile, and
weaken the degree of fragmentation of the reactive nucleus. The size of the fragmentation
increased, and the activation process occurred slowly, which could act more effectively on
the multi-layer target plate.

 
Figure 14. Damage results of MLAT with different metal block thicknesses.

4. Impact Experiments

Aiming to solve the problem of the mechanism of intrusion and destruction of the RMP,
MLAT destruction effect experiments were carried out, and the evolutionary law of the
MLAT damage under different projectile–target interaction conditions and the mechanism
of the activation initiation of the RMP were verified. This provides reference data for the
improvement of the damage efficiency of subsequent RMPs.
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4.1. Experimental Setup

The schematic diagram of the experimental site layout and the actual site layout are
shown in Figure 15. The reactive projectile was prepared by using a PTFE/Al powder
with a zero-oxygen ratio by mixing cold-pressed sinter hardening materials. The density
after sintering was 2.4 g/cm3, and the multi-layer spacer board was composed of an RHA
homogeneous armored steel target and an MLAT. The dimensions of the RHA steel target
were 500 mm (length) × 500 mm (width), and the thickness dimensions were 2, 8, 15, 20,
and 30 mm, respectively. The dimensions of the AL2024 aluminum target were 1000 mm
(length) × 1000 mm (width), and the thickness was 3 mm. The spacing between the steel
target and the MLAT was 200 mm, and the spacing between the MLAT was 300 mm. The
impact speed was about 1000 m/s, and a Tianmu tachymeter and a velocity radar system
which was installed in front of the steel target were used to measure the projectile velocities.
Two target holders were used to secure the steel target and the MLAT.

 
(a) 

 

 
(b) 

Figure 15. Experimental setup (a) Schematic diagram of the experimental layout: 1: 30 caliber
artillery; 2, 3: Tianmu tachymeter; 4: RHA steel target; 5: MLAT; 6: target frame. (b) On-site layout.

4.2. Experimental Results and Discussion
4.2.1. Analysis of Influencing Factors of Metal Block Thickness

The effects of three typical metal block (w alloy) thicknesses on the multi-layer metal
target are shown in Figure 16. The experimental results are shown in Table 3. The damage
comparison experiment was carried out with a 20 mm RHA steel target without the
installation of the head metal block, a 10 mm head metal block, and a 20 mm head metal
block. Through verification experiments, it was shown that the thickness of the metal block
of the head had a significant effect on the activation effect of the RM, and the reactive core
also had a strong penetration ability. When the head metal block was not installed, its
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damage enhancement effect performed well in the aluminum target, especially in the steel
target and the first two layers of the MLAT. Because there was no head metal block, the
internal pressure of the projectile was greatly increased, resulting in a sharp increase in the
pressure of the RM, and thus, more fragmentation occurred. Most of the fragments broke in
the steel target and were activated by the ignition, and the reactive fragment cloud gathered
behind the steel target, causing a significant reaming effect and a fragmentation effect on
the first and second layers of the aluminum target. After the installation of the head metal
block, due to the increase in the thickness of the head metal block, the reactive core was
impact compression expansion effect reduced when the projectile collided with the steel
target. Thus, fewer reactive fragments reached the ignition size, and most of the activation
ignitions occurred in front of the 3# aluminum target, resulting in better fragmentation
surface destruction and point penetration. Because the influence of the deflagration reaction
of the RM on the activation effect could not be considered in the numerical simulation, the
activation ignition behavior was analyzed only by the preliminary impact kinetics behavior.
Thus, the damage effect was not significant, but the damage characteristics had a certain
reference value. To ensure that the RM could reach the activation threshold, the thickness
of the metal block of the head was appropriately reduced, and the length of the reactive
core was increased to improve the comprehensive penetration and destruction ability of
the RMP intrusion to the multi-layer spacer board.

 

Figure 16. Results of multi-layer spacer board damage with different metal block thicknesses.

4.2.2. Analysis of Influencing Factors of Steel Target Thickness

To study the influence of the steel target thickness on the damage behavior of the
RMP endpoint, comparative experiments of RHA steel target of different thicknesses were
conducted. The RMP caliber was 30 mm, the ratio of the internal to the external diameters
was 0.6, and the RHA steel thicknesses were 2, 8, 15, 20, or 30 mm. Only some of the results
were taken for analysis. The high-speed images of the RMP impact multi-layer spacer
board at the same time are shown in Figure 17, and the damage is shown in Figure 18.
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Table 3. Experimental results.

Shot #
Thickness
of RHA

Thickness of
Metal Block

Impact Velocity
(m/s)

Maximum Perforation Sizes (mm)
Damage Sizes (mm)
Perforation Number

RHA 1#Al 2#Al 3#Al 4#Al

1-1 2 mm 10 mm 936 40 × 45 35 × 35 40 × 45
50 × 55
75 × 60

3

70 × 70
140 × 80

4

1-2 8 mm 10 mm 942 40 × 45
200 × 190
230 × 220

3

180 × 120
340 × 220

4
280 × 210 350 × 410

1-3
3-3 15 mm 10 mm 940 40 × 40

230 × 210
340 × 210

2
270 × 300

190 × 220
280 × 310

7

130 × 190
290 × 230

4

1-4
2-3 20 mm 10 mm 952 45 × 45 180 × 140

210 × 210
320 × 470

9

90 × 60
490 × 460

9

80 × 60
600 × 390

6
1-5 30 mm 10 mm 946 55 × 50 100 × 130 110 × 80 80 × 80 100 × 80

2-1 20 mm 0 mm 970 50 × 52 360 × 290
80 × 90

540 × 625
13

115 × 65
600 × 440

9

150 × 80
580 × 280

4

2-2 20 mm 20 mm 932 45 × 45
180 × 140
220 × 180

2

210 × 214
400 × 260

6

170 × 160
560 × 350

9

190 × 200
700 × 190

5

3-1 15 mm 10 mm 862 40 × 40 240 × 200 330 × 300 240 × 160
210 × 120
260 × 150

2

3-2 15 mm 10 mm 907 40 × 42
240 × 220
270 × 220

2
280 × 200

240 × 200
260 × 320

5

120 × 80
280 × 150

2

(a) 

 

(b) 

Figure 17. Comparison of high-speed images of RMP hitting MLAT: (a) hitting a 2 mm RHA steel
target at a speed of 936 m/s and (b) hitting a 15 mm RHA steel target at a speed of 940 m/s.

The experimental results of the multi-layer aluminum target damage effect are shown
in Table 3. As the thickness of the target plate increased to 30 mm, higher requirements
were placed on the armor-piercing ability of the RMP. It can be seen from the damage of
the MLAT that the RMP could penetrate the 30 mm steel target, but when the 15 mm steel
target was reached, the damage effect was the best, especially when the third layer of the
aluminum target achieved seven piercings. The dimensions of the fragment distribution
area were 280 mm × 310 mm, and the maximum perforation sizes were 190 mm × 220 mm,
the number of perforations reached seven, and the damage area and maximum perforation
size reached 13.5 times and 6.5 times the caliber of the projectile, respectively. The analysis
showed that this was due to the increase in the action time of the projectile–target interaction
when the steel target was too thick, resulting in more reactive substances being prematurely
ignited and detonated during the penetration of the target. The premature release of energy
caused a certain reaming effect on the steel target. At the same time, for a thin target plate
with a thickness of 2 mm, it can be seen that the damage effect of the RMP was poor, the
number of perforations was small, the fragmentation distribution area was small, and
the maximum perforation sizes was only 1–2 times the caliber of the projectile. This was
consistent with the numerical simulation results. Combined with high-speed photographs,
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when the steel target was too thin, the resulting projectile–target interaction time was too
short; moreover, the impact pressure did not reach the threshold and the reactive core was
not effectively broken. Only kinetic energy penetration occurred, and the chemical action
of ignition did not occur in the RM.

 

Figure 18. Damage results of MLAT with different RHA steel target thicknesses.

4.2.3. Comparative Discussion

Based on the above findings, some numerical simulations were compared with the
experimental results, as shown in Figure 19. The maximum perforation sizes of the four
verified target plates were used to validate the numerical model, and the evolution and
mechanism of the multi-layer target plate failure were analyzed.

  
(a) (b) 

Figure 19. Numerical simulation validation: (a) Metal block thickness and (b) Steel target thickness.

Without installing the head metal block (that is, the 0 mm head metal block), the
numerical simulation result of the No. 1 verification target plate was significantly lower
than the experimental result, and the numerical simulation results of other verified target
plates had certain deviations from the experimental values. The comprehensive destruction
effect of the numerical simulations was slightly lower than that of the experiments. For
the thickness of the steel target plate, when the 2 mm RHA steel target plate was impacted,
the numerical simulation results of the damage effect of the MLAT were slightly lower
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than the experimental results, but when the 30 mm RHA steel target plate was impacted,
the numerical simulation results and experimental results had significant differences. The
analysis showed that, because a series of chemical energy-releasing reactions—such as
explosion and deflagration—were involved in the destruction process, the damage process
was more complicated; that is, the activation model built in the numerical simulation of
this paper was only based on the one-dimensional shock wave theory. The first step of the
projectile–target interaction triggered the deflagration effect of a small amount of active
materials, and the subsequent partial activation reaction that occurred due to the local
stress wave strength caused by the chemical energy release effect was promoted again.
Because the reactive core in the experiment still broke in the process of impacting the MLAT,
resulting in a smaller fragmentation size of the reactive core again, when the fragmentation
activation size was reached, the activation reaction occurred again, so the experimental
effect of the post-layer spacer aluminum target was better than the numerical simulation
results; however, the overall error was controlled to be within 20%. Thus, we believe the
simulation results were reasonable.

5. Conclusions

In this paper, an AUOTDYN-3D numerical simulation and experimental verification
study of the penetration mechanism of the RMP multi-layer metal target was carried out.
In addition, the deflagration reaction behavior of the RMP after the penetration of the steel
target plate was effectively simulated using the SPH-Lagrange algorithm under different
projectile–target interaction conditions. A gunpowder combustion EOS was introduced
in the activation part of the reactive core. The scattering behavior of the shell target plate
fragments was analyzed along with the subsequent penetration and destruction behaviors.
The main conclusions are as follows:

1. Aiming to solve the problem of the large deformation of the projectile when the RMP
collides with the MLAT, the SPH-Lagrange algorithm has been proposed. The SPH
algorithm was used to calculate the pressure expansion and fragmentation behavior
of the reactive core, and the activation behavior of the reactive core after the RMP
penetrates the steel target was effectively simulated.

2. Aiming to solve the problem of deflagration reaction behavior caused by the RMP,
the Powder Burn model was introduced to effectively simulate the deflagration
reaction process of the reactive core when it was colliding with the MLAT. The damage
evolution law of collision speed, the steel target thickness and the head metal block
thickness of the MLAT were obtained.

3. Aiming to solve the problem of battlefield target damage assessments of the RMP, the
deflagration reaction behavior of the reactive core and the radial expansion behavior
of the shell after the RMP penetrates the steel target were reasonably characterized,
and the damage mechanism of the RMP has been revealed. A new method is proposed
for the rapid construction of damage prediction engineering models under different
projectile–target interaction conditions.

4. The experimental results show that the combined damage and damage evolution
behavior of the RMP on the MLAT was basically consistent with the results of the
numerical simulation, and the error was within a reasonable range. This indicated
that the SPH-Lagrange algorithm used in this numerical simulation has a high degree
of accuracy for the study of the activation of a reactive core, the radial expansion of the
shells, the scattering of the fragments, and other behaviors caused by the penetration.
This provides a certain reference value for the study of the penetration-initiation
combined damage effects mechanism of the RMP.
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Abstract: The formation process of reactive materials shaped charge is investigated by X-ray pho-
tographs and numerical simulation. In order to study the formation process, a trans-scale discretiza-
tion method is proposed. A two-dimensional finite element model of shaped charge and reactive
material liner is established and the jet formation process, granule size difference induced particle
dispersion and granule distribution induced jet particle distribution are analyzed based on Autodyn-
2D platform and Euler solver. The result shows that, under shock loading of shaped charge, the Al
particle content decreases from the end to the tip of the jet, and increases as the particle size decreases.
Besides, the quantity of Al particles at the bottom part of the liner has more prominent influence on
the jet head density than that in the other parts, and the Al particle content in the high-speed section
of jet shows inversely proportional relationship to the ratio of the particle quantity in the top area to
that in the bottom area of liner.

Keywords: reactive material; shaped charge jet; trans-scale discretization; formation

1. Introduction

Reactive material, fabricated by pressing/sintering fluoropolymer and active metal
powders, characterized by its metal-like strength and impact-initiated energy release, has
been widely researched since 2000s [1–3]. The reactive jet, generated by shaped charge with
reactive material liner, causing catastrophic damage to the armor due to its penetration and
internal explosion properties [4], provides a novel application of reactive material and has
received dramatically raised concern in recent years [4].

The present researches on reactive material jets involve jet formation [5], penetration
capability [6], energy release characteristics [7], as well as the enhanced terminal effect [8,9].
Experimental and numerical methods, such as shock loading experiments by shaped
charge [10], X-ray photographs investigation [5], and macroscopic modeling [11] are general
methods applied to study the formation process and terminal effects of reactive material jets.

The reactive liner forms a jet in an extremely short duration. Apart from this, the reac-
tive material jet would undergo an initiation and explosion process during its formation.
Although numerical simulation has been widely used to investigate this issue, the reac-
tive material was generally set to be homogeneous without regarding the granular metal
particles. Recently, mesoscopic simulation on composite materials impacted by dynamic
loading has gained much progress [12,13]. Researchers propose a two-dimensional real
microstructure-based modeling technology to describe reactive material in much smaller
scale [14], and appropriate equation of state parameters are given [15]. Mesoscopic numeri-
cal simulation is also introduced into the study of metal composites jets formation [16,17],
while previous work [18,19] has also demonstrated the feasibility of the mesoscale sim-
ulation method for the PTFE-Al granular composites. Besides, the previous study also
presented the damage enhancement behavior for typical PTFE-Al reactive material liner [11]
and double-layered liner shaped charges [10], and reveals that the jet density and material
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ratio have great influence on damage ability using macroscopic modeling. However, the jet
formation process of reactive material liner under shock loading, regarding the mesoscale
material characteristics, evolution of structures, and effect on terminal damage, are of great
complexity, and are not reported so far.

In this research, a trans-scale discretization method is proposed. Two-dimensional
finite element model of shaped charge and reactive material liner is established. Addi-
tionally, the validity of the trans-scale numerical simulations method is proved by the
photographs of the X-ray experiment. Based on Autodyn-2D platform and Euler solver,
the jet formation process, granule size difference induced particle dispersion, and granule
distribution induced jet particle distribution are studied. The results would provide a
valuable guide for the design and application of reactive material liner and shape charge.

2. Experiment Setup and Simulation Method

2.1. Experiment Setup

In this research, a typical shaped charge structure with a mono-cone reactive material
liner is presented to study the influence of mesoscopic reactive material characteristics
on the jet formation process. The warhead, depicted in Figure 1, mainly consists of an
explosive and a mono-cone reactive material liner. The high explosive 8701 is poured
into the press mold and a pressure load of 200 MPa is applied at room temperature, thus
the diameter and length of the charge are both 40 mm, while the density of the charge
is 1.71 g/cm3. The cone angle and thickness of the liner are 60◦ and 4 mm, respectively.
Detonation point is located at the center of the bottom of the charge.

(a) (b) 

Figure 1. Structure and photograph of shaped charge for X-ray experiment: (a) structure and
(b) photograph.

The PTFE/Al (70 wt.%/30 wt.%) reactive material liners are prepared by typical
mixing/pressing/sintering method. Firstly, Al particles with an average diameter of 70 μm
are dried and uniformly mixed with the PTFE matrix. Component mixtures are then pressed
via a mold to shape a liner structure with particularly designed geometrical characteristics.
Finally, the pressed liner would undergo a sintering cycle to further improve the mechanical
and chemical properties.

The schematic diagram of the experimental setup is shown in Figure 2a, and the
corresponding photograph is shown in Figure 2b. As can be seen, the warhead is positioned
on a standoff (an experiment device), and an X-ray system is used to capture the formation
of the reactive material jet. In the testing process, the two X-ray tubes were placed in
different positions at the same distance from the negative, and the two rays intersected
with the axis of the shaped charge at a certain angle. According to the prior simulation
estimation, the times of jet head reaching 1 CD (charge diameter) standoff (the distance
between the jet head and the initial position of the liner bottom) and 2 CD standoff were
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obtained. It should be noted that, since the damage effect of the reactive material jet is
greatly influenced by the standoff, and the optimum standoff of reactive material jet is
about 1 CD–2 CD [20], thus the times corresponding to these two standoffs are selected.
The two different times were then set for the two ray tubes as ray emission delay times,
where the initial time corresponds to the moment of the detonator being initiated. Thus,
two appearances of the jet at different times were obtained on the negative films. The
protective plate is also used to prevent the jet from impacting the cement floor.

 
(a) (b) 

Figure 2. Experimental principle and setup of X-ray: (a) experiment principle and (b) setup of X-ray.

2.2. Trans-Scale Discretization Model

On this basis of the above mixing/pressing/sintering process of the reactive material
liner, the Al particles could be assumed to have ideal roundness with diameters conforming
to the lognormal hypothesis, and their positions are random without overlap, and the
particle diameter and initial distribution are used respectively as control groups.

Therefore, the major issue of developing the discretization model is to fill the Al
particles randomly into polymer matrix liner. The generation method of random circular
particles is developed using Python programming and includes the following steps:

(1) Calculate the liner area Aliner, then the total Al particle area AAl can be obtained from:

AAl =
WAl

ρAl·(WAl
ρAl

+ 1−WAl
ρPTFE

)
Aliner (1)

where ρAl and ρPTFE is the density of Al and PTFE respectively, and WAl is the mass
fraction of aluminum particles.

(2) Obtain a random particle diameter according to the lognormal distribution of Al
particle diameter with consideration of the mean and standard deviation [14]. In this
paper, the standard deviation of random particle diameters in all cases are set as 10%
average particle diameter, and typical distribution of aluminum particle diameters is
shown in Figure 3.

(3) Generate a random particle coordinate (x, y) in the liner region, and regenerate another
one if the edge of the particle exceeds the liner boundary or the particle overlaps with
the existing particles.

(4) Repeat steps 2 and 3 until the Al particle area meets the following condition:

n

∑
i=1

πR2
i ≥ AAl (2)

where Ri represents the radius of each Al particle.
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Figure 3. Distribution of aluminum particle diameters.

Finally, the discretization model of typical PTFE-Al liner could be obtained, as de-
scribed in Figure 4. The diameters and coordinates of all the particles are finally converted
into node data information for further characterization.

Figure 4. Generation process of typical PTFE-Al liner discretization model.

2.3. Finite Element Model

The finite element models are developed using Euler solver based on the Autodyn-
2D platform. As shown in Figure 5, the model consists of a bigger air part (9 mm ×
3.5 mm) joined with a smaller one (4 mm× 1.5 mm), which aims to shorten the computation
duration. However, meshing is quite difficult because on one hand, fewer nodes lead to
lower resolution and loss of accuracy, thereby losing information at the interface between
matrix and particles; on the other hand, the number of nodes cannot be excessive due to
computing power limitations. Therefore, considering that the average diameter of the Al
particles is 40–100 μm, the two-dimensional axisymmetric numerical models are developed
with a mesh size of 5 μm × 5 μm. Lastly, the flow-out (ALL EQUAL) boundary is set to
eliminate the boundary effect.
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Figure 5. 2D finite element model of the PTFE/Al liner shaped charge.

In this paper, the expansion of the detonation product for 8701 explosive is described
by the JWL equation of state (EOS), according to the following form:

P = A
(

1 − ω

R1V

)
e−R1V + B

(
1 − ω

R2V

)
e−R2V +

ωE0

V
(3)

where A, B, R1, R2, and ω are material constants, E0 represents the detonation energy per
unit volume, and V is the relative volume. The corresponding parameters of 8701 explosive
are from reference [6], in which ρ0 = 1.71 g/cm3, A = 524.23 GPa, B = 7.678 GPa, R1 = 4.2,
R2 = 1.1, ω = 0.34, E0 = 8.499 GPa, CJ detonation pressure PCJ = 28.6 GPa, and detonation
velocity D = 8315 m/s.

The shock EOS is used to describe the behavior of Al and PTFE matrix. In the Autodyn-
2D program, the shock EOS is established from the Mie–Gruneisen form of EOS based on
shock Hugoniot,

P = PH + Γρ(E − EH) (4)

where it is assumed that Γρ = Γ0ρ0 = constant and

PH =
ρ0c0u(1 + u)
(1 − (s − 1)u2)

(5)

EH =
1
2

PH
ρ0

(
u

1 + u

)
(6)

where Γ0 is the Gruneisen coefficient, u = (ρ/ρ0)− 1, ρ is the current density, ρ0 is the initial
density, s is a linear Hugoniot slope coefficient, and c0 is the bulk sound speed. The Johnson–
Cook strength model, which combines the strain hardening, strain rate strengthening, and
temperature softening effect, is used to represent the strength behavior of Al particles and
PTFE matrix. The model defines the yield stress σ as:

σ =
(

A + B(εp)n)(1 + C ln
.
ε
∗)

(1 − T∗m) (7)

where εp is the effective plastic strain,
.
ε
∗
=

.
ε/

.
ε0 is the normalized effective plastic strain rate for

.
ε
∗
= 1.0 s−1, T∗m is the homologous temperature, where T∗m = (T − Troom)/(Tmelt − Troom),

and A, B, C, n, and m are material constants. Detailed material parameters of the Al and PTFE
are listed in Tables 1 and 2 [15].
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Table 1. EOS parameters of the materials.

Material ρ0 (g/cm3) c0 (m/s) s (−) γ0

Al 2.71 5250 1.370 2.00
PTFE 2.15 1680 1.123 0.59

Table 2. Strength parameters of the materials.

Material A (MPa) B (MPa) C m n Tm (K)

Al 265 426 0.015 1.00 0.34 775
PTFE 11 44 0.120 1.00 1.00 350

2.4. Treatment of Mixed Material Grid

After calculation based on the finite element model, the PRT history file containing all
grid data for each selected time is obtained through the print function of Autodyn software,
then the data is analyzed using Python programming. However, in the Euler solver,
multiple materials are mapped onto the Euler grid through a volume fraction technique [21],
while all variables are grid centered. This characteristic leads to the appearance of the mixed
material grids, which affects the tracking and calculation of the material distribution. Thus,
the mixed grid is transformed into a specific material element according to the following
method:

(1) According to the data of 8 grids around the hybrid grid, the average density of the
same material grid except the mixed ones is calculated respectively:

ρmaterial,i =
∑n

1 ρunit,n

n
(8)

where ρmaterial,i represents the average density of each substance in the surrounding
grids, ρunit,n is the density of a unit corresponding to the substance, and n is the total
number of the units of this material.

(2) The material of the target grid is replaced by the surrounding material whose average
density is closest to the target one.

For example, as shown in Figure 6, the typical partial material grid graphic (Figure 6a)
consists of the PTFE/Al/mixed grids. Following the order from top to bottom and from
left to right, the mixed grid (i = 2, j = 2) is processed first. According to the above method,
the mixed grid (i = 3, j = 3) is ignored, only the density of the other five PTFE grids and two
Al grids is considered (Figure 6b). Due to the density of the mixed grid (i = 2, j = 2) is closer
to the average density of PTFE, the material of the mixed grid (i = 2, j = 2) is transferred into
PTFE. Repeat these steps (Figure 6c) to continue processing the mixed grid (i = 3, j = 3) until
all the grids are searched. Finally, all the mixed material grids are converted into specific
material grids, and then all the grid data can be analyzed by Python programming.

Figure 6. The processing method of the mixed material grids: (a) initial grids, (b) treatment of mixed
material grid (i = 2, j = 2) and (c) repeat the treatment for next mixed material grid (i = 3, j = 3).
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3. Result and Discussion

3.1. Comparison between Experimental and Simulated Results

The comparison between the experimental and simulated results is presented in
Figure 7. The exposure times of the two X-ray pictures are 16 μs and 21 μs, corresponding
to the situation when the jet tip reaches 1 CD and 2 CD standoff, respectively. It can be
seen from the X-ray that the jet is constantly elongated in the forming process, and the
morphology shape of the jet is clear when it reaches 1 CD standoff. At the 2 CD standoff
situation, the tip and neck of the jet are not very clear, though the shape and contour of the
jet still exist. That may indicate that some materials react at the tip of the jet though the
overall shape of the jet is relatively stable at a 2 CD standoff.

 
(a)  (b)  

Figure 7. Comparison between experimental and simulated results.

At the same time, the morphologies of the reactive material jet formation process
shown in the X-ray photographs agree well with the numerical simulation results. In the
simulation image, the red part represents Al and the gray part represents the PTFE matrix,
respectively. By comparison, it can be found that when the standoff is 1 CD, the head and
neck of the jet in the X-ray photo are clearer than the slug, while the Al particles in the
jet head and neck are less than the part of the slug in the simulation. It indicates that low
content of Al particles in the jet (low material density) would reduce the clarity of the X-ray
image. When the standoff is 2 CD, the part with more Al particles in the simulation also has
higher definition in the X-ray film. At the same time, compare the two X-ray images, the
1 CD standoff film is brighter than the 2 CD one. That is most likely because the materials
in the jet are more diffuse in the 2 CD situation, which leads to lower density than the
1 CD jet, thus the brightness on the 2 CD picture is darker. On the other hand, in the
2 CD standoff case, some materials may react, thus reducing the brightness of the picture.
However, according to reference [6], the average initiation delay time is about 120 μs, thus
the reaction of the reactive materials at 21 μs is not the main reason for the darker X-ray
image. Therefore, it is necessary to analyze the dispersion characteristics of Al particles in
the jet forming process for further analysis of the penetration and reaction performance of
the reactive material jet.
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3.2. Formation of Reactive Material Jet

Figure 8 shows the formation process of a typical reactive material jet. After explosion
of the main charge, the reactive material liner is integrally accelerated by the shock wave
and detonation products. At 5 μs and 10 μs, the inner wall of the liner collapses and gathers
into the symmetry axis to form the jet due to its relatively higher speed. Because of the
lower density, the PTFE in the liner accelerates faster and becomes the main component of
the jet. With the increase of time, the jet containing both PTFE and Al gradually elongates,
but the content of PTFE in the jet is significantly higher than that of Al.

 
Figure 8. Formation of typical reactive material jet.

To investigate the velocity difference between PTFE and Al during the forming process,
the liner and jet in Figure 8 are divided into six equal-length parts. The curves of the
velocity difference between the two components from part 2 to part 6 over time are shown
in Figure 9a. Since the jet head is composed of PTFE with a higher relative velocity, from
5 μs to 10 μs, there is a period of time during the jet forming process when the jet head
(part 1 when t = 10 μs in Figure 8) has no Al particles. Thus, the velocity difference in
part 1 corresponding to the tip area of the jet is not steady and the data is not included in
Figure 9a. The average velocities of Al and PTFE in the reactive material jet at different
times are shown in Figure 9b.

 
(a) (b) 

Figure 9. Velocity–time curve of the Al and PTFE in the reactive material jet: (a) the velocity difference
between PTFE and Al of each part versus time; (b) the velocity of total Al and PTFE versus time.
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Overall, the velocity of Al and PTFE increases simultaneously at the initial acceleration
process. However, after 5 μs, the PTFE accelerates faster, up to about 2000 m/s, while the
velocity of Al increases more slowly to 1500 m/s. This may be the difference between the
density of the two components that contributes to the different particle velocities under the
same impact load. However, the two components cannot transfer their stress stably due to
the extremely short period of the jet formation process. Therefore, the relative displacement
of the two components appears and finally forms the density gradient along the axis of
the jet.

For the different parts, the velocity difference curves reach the peak in sequence from
part 6 to part 2. It suggests that as the liner collapses, the two components are accelerated
and form relative displacement. For each part, the PTFE component moves faster than Al
particles, and thus flows forward relative to the Al particles. At the same time, the velocity
of the part closer to the jet head is much higher than the backward parts, leading to a larger
velocity difference and relative displacement. Finally, fewer aluminum particles remain in
the part with higher velocity.

In Figure 10, the reactive material jet at a standoff of 2 CD is equidistantly divided
into 10 parts and the Al particle mass fraction of each part is shown in the calculated Al
content curve. The result shows that the Al particle content gradually decreases along the
symmetry axis from the slug to the jet tip, which corresponds with the previous statement
about the gradient density.

Figure 10. Aluminum particles mass distribution along the jet axis at 2 CD standoff.

3.3. Granule Size Difference Induced Particle Dispersion

In order to study the influence of the granule size on the particle distribution charac-
teristics of the reactive material jet, four granule sizes (40 μm, 60 μm, 80 μm, and 100 μm)
are chosen to build the discrete models. At the same time, to distinguish the different parts
of the jet, the threshold velocity is defined as 2000 m/s in this article to divide the jet into
a high-speed section (HSSJ) and a low-speed section (slug). As shown in Figure 11a, the
velocities of all the materials (include Al and PTFE) in HSSJ are over 2000 m/s. Besides,
Figure 11b shows the parts whose velocities are over 2000 m/s and below 2000 m/s in the
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jets of different standoffs, and the region shape of HSSJ in all standoff cases are basically
the same except for stretching over time.

Figure 11. The velocity profile and region division of jets: (a) velocity profile of 2 CD-standoff jet; (b)
the HSSJ and slug of different standoffs.

The aluminum content in the HSSJ is analyzed for different granule sizes, at different
standoff values. The results are shown in Table 3. The data in Table 3 illustrates that the
particle content of the HSSJ is rarely affected by the standoffs when the value is more than
1.25 CD. Therefore, the focus of the following analysis will be mainly on the jet under the
2.0 CD standoff condition.

Table 3. List of computation conditions and results.

Sample Al (wt.%)
Granule Diameter

(μm)

Al Content in HSSJ (wt.%)

1.0 CD 1.25 CD 1.5 CD 1.75 CD 2 CD

1 30 40 20.36 20.33 20.08 20.27 20.38
2 30 60 18.80 18.48 17.95 17.53 17.58
3 30 80 13.57 13.23 15.15 16.21 16.23
4 30 100 8.28 7.99 10.84 10.40 11.64

Geometrical morphology of jets formed by granules of different size at 2 CD standoff
are shown in Figure 12. By comparison, smaller granules are more easily dispersed in the
jet formed by the reactive material liner. When the granule size is 40 μm, the aluminum
particle can enter the tip area of the jet, while the 100 μm situation has no particles entering
the jet tip. Thus, the dispersion of the particles in the jets increases as the granule size
decreases. This effect is related to the different velocities of the granules, as explained in
the next sections.
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Figure 12. Geometrical morphology of jets formed by Al granules of different average size at 2 CD
standoff: (a) ΦAl = 40 μm, (b) ΦAl = 60 μm, (c) ΦAl = 80 μm and (d) ΦAl = 100 μm.

In order to describe the change of aluminum content in each part of the jet, the
following Equation (9) is proposed to calculate the relative aluminum content ΔAL [13]:

ΔAL =
mAL − m0,AL

m0,AL
× 100% (9)

where mAL is the aluminum mass fraction in the corresponding part of jet, m0,AL is the
initial aluminum mass fraction in the reactive material liner.

In Figure 13, the reactive material jets of different granule diameters are equidistantly
divided into 10 parts (the same division method as Figure 10) and the relative aluminum
content ΔAL distribution in each part of the cases is shown for each granule size. The plot
shows that, as a whole, the aluminum content in the reactive material jet increases at first
and then decreases from the head to the tail independently of the granule size. For the four
defined granule sizes, there is a maximum Al content in the middle region (parts 4–6) of
the jet, increasing with the granule size. On the contrary, for the upper region of the jet
(parts 7–10), the Al content decreases and it is lower for the larger granule size condition.

Figure 13. Relative Al content in each part of jet at 2 CD standoff. Note: The parts are defined using
the same division method as Figure 10; the baseline corresponds to the original aluminum content in
the liner.
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The above results indicate that, in the jet formation process, smaller particles are more
likely to enter the front part of the jet (the part with higher velocity), leading to a higher
aluminum content in the head of the jet, which is consistent with the particle distribution
characteristic in HSSJ in the table above. This is due to the fact that under the same loading
condition, larger particles gain lower velocity compared with smaller particles, making
it more easily to generate relative displacement. Assuming that the load on aluminum
particles in the jet formation process is in a single direction and is proportional to the
projection area of the particles, the acceleration of aluminum particles can be calculated by:

agranule =
3q
4ρr

(10)

where q is the stress per unit area, ρ is the granule density, and r is the granule diameter.
The product (ρr) is related to mass, therefore the size and mass of granule have the same
dependence. Meanwhile, the mass and acceleration are related inversely. Accordingly,
the acceleration of the particle is inversely proportional to the granule diameter, and
finally results in a higher velocity of the smaller granule. Figure 14 shows the aluminum
particle velocity and the velocity difference (VPTFE −VAL) profiles over time. The Al particle
velocity curves show that the aluminum particles in all cases first accelerate integrally,
then decelerate for a period of time, and finally accelerate again. At the same time, larger
particles decelerate more than the smaller ones, and finally lead to the increase of the
average velocity difference among the four kinds of particles. It should be noted that,
in order to show the real speed difference, all the average velocities at each moment in
Figure 14 only calculate material with velocities higher than 0 m/s. Additionally, after
8 μs, the material in the middle and bottom of the liner is accelerated and calculated into
the average velocity of aluminum particles, resulting in a decline section in the velocity
curve. Therefore, the deceleration corresponding to the granule size actually reflects its
acceleration ability. The velocity difference curves in the Figure 14 show that, velocity
difference increases with the particle diameter, leading to larger relative displacement
between the two components. Finally, the content of aluminum granules in the HSSJ
decreases while the content of aluminum granules in the slug increases.

 
Figure 14. Velocity–time profiles of Al and PTFE-Al. Note: All the average velocities at each moment
only calculate material with velocities higher than 0 m/s.
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The result suggests that because of its weaker speed-up-ability, larger granules would
have a higher proportion of particles which concentrate in the middle and bottom area
of the jet. On the contrary, smaller particles accelerate faster and can disperse more into
the HSSJ. Therefore, the smaller Al particles could be used in the engineering design
to increase the density of the jet head which leads to a higher penetration performance.
However, a previous study [10] showed that smaller Al particles speed up the reaction of
the reactive material resulting in a weaker penetration performance. Thus, the diameter of
the Al particles should be controlled within a relatively appropriate range to obtain a more
balanced penetration performance and reaction capacity.

3.4. Evolution of Granules from Liner to Jet

The influence of the initial particle distribution in the liner on the particle distribution
characteristics of the jet is studied in this section. A uniform distribution of discrete model
is conducted and the reactive material liner is divided into three parts from top to bottom.
Figure 15 shows the movement of the particles from different parts of the liner. Firstly, the
particles from the top parts of the liner move to the symmetry axis, and the PTFE matrix
accelerates faster than the Al particles due to its lower density. The PTFE then gathers into
the jet ahead of the Al particles at 6 μs. With the collapse of the liner and the elongation
of the jet, the particles from the top part of the liner are distributed to the head and tail of
the jet, and the particles from the middle and bottom section move to the head and neck of
the jet.

Figure 15. Typical uniform-distributed particles movement in the jet formation process.

The mass fraction and velocity charts of the aluminum particles from different parts
of the liner are shown in Figure 16. In Figure 16a, the jet formed by the liner with uniform
distributed particles is divided into 10 parts, and the mass fractions of the particles from
each part are shown as three curves, respectively. As a whole, the particles from three parts
of the liner are distributed in sequence from the head to the slug. The bottom particles are
mainly distributed in the top and middle area of the jet, and the top particles are mainly
distributed in the slug. In HSSJ, most of the aluminum particles are from the bottom and the
middle area of the liner, while the top particles can hardly enter the HSSJ. Figure 16b shows
the velocity–time profile of the Al particles from three parts of the liner. The figure shows
that, in the formation process, the top particles are first accelerated, and then quickly drop
to a relatively low speed. The middle and bottom particles are subsequently accelerated
to a higher speed. At the same time, both the curves of the middle and the top particles
contain a deceleration period. That is because when the wall of the liner collapses and
closes, pressure is transferred from the back forward to the particles closer to the axis, and
forcing them into the area with higher velocity. As a result, the particles from other areas
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slow down. As the jet continues elongating, this energy transfer gradually decreases and
the velocity of the middle and top particles tends to be stable.

Figure 16. Velocity and mass fraction of Al particles from different parts: (a) mass distribution of Al
particles from different parts along the jet axis at 2 CD standoff; (b) average velocity of Al particles
from different parts.

3.5. Granule Distribution Induced Jet Particle Distribution

According to the above result, the particles from the middle and the bottom part of
the liner have a significant impact on the density of the HSSJ. Besides, the powder-pressed
manufacturing process also causes uneven density of each part of the reactive material
liner, which is due to the concentration effect of the particles [22,23]. Figure 17 shows the
liner models of different particle distributions. Four liner models with uneven particle
distribution (Figure 17a,b,d,e) are studied and compared with the uniform density one
(Figure 17c). All the liner models are equally divided by area into three parts, and each part
is filled with different quantities of Al particles until the overall aluminum particle mass in
the liner is m, so that all the cases have the same Al particle mass fraction (wtAl = 30%) in the
liner. Besides, the Al particle diameter in all samples is set as 40 μm. At the same time, the
particle distribution characteristic of each sample is represented by ρliner = mtop/mbottom,
where the middle region of the liners maintains the same concentration in all cases. The
five models correspond to configurations with maximum granulate concentration in the
bottom region (ρliner = 0.5), up to the top region (ρliner = 2).

Figure 17. Liner models of different particle distributions: (a) ρliner = 0.5, (b) ρliner = 0.75,
(c) ρliner = 1, (d) ρliner = 1.5 and (e) ρliner = 2. Note: The material colors are the same as in
Figure 15.
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The aluminum mass ratio in HSSJ for different liner granule distributions are shown
in Table 4. Figure 18 shows the typical images of 2 CD-standoff jet with different initial
particle distribution. In all the cases in Figure 18, the top particles are mainly distributed
in the slug, the middle particles are mainly distributed in the back and middle of the jet,
and the bottom particles are distributed in the front of the jet. The simulations show clearly
that the middle and bottom particles are the main components of aluminum particles in
the HSSJ.

Table 4. Al content in HSSJ for different liner granule distributions according to ρliner.

Sample ρliner
Initial Al Content (wt.%) Al Content in HSSJ (wt.%)

Top Middle Bottom Top Middle Bottom

1 0.5 22.22 33.33 44.44 0 25.17 74.83
2 0.75 28.57 33.33 38.10 0.19 25.99 73.82
3 1 33.33 33.33 33.33 0.33 29.44 70.23
4 1.5 40 33.33 26.67 0.53 35.96 63.51
5 2 44.44 33.33 22.22 3.57 51.70 44.73

 
Figure 18. Typical images of 2 CD-standoff jet with different initial particle distribution:
(a) ρliner = 0.5, (b) ρliner = 0.75, (c) ρliner = 1, (d) ρliner = 1.5 and (e) ρliner = 2. Note: The par-
ticle colors are the same as in Figure 15. The light gray corresponds to HSSJ while the dark gray
corresponds to slug.

Table 4 shows the mass ratio of the particles from different parts of liner to all alu-
minum material in HSSJ. The results show that with the increase of ρliner (top particles
content in liner increases, bottom particles content in liner decreases), the content of bottom
particles in HSSJ decreases while the content of the middle particles increases. However,
there is a small increase of the content of top particles in HSSJ. As shown in Figure 18e,
the top particles are only distributed in the tip of the jet (the red material) in HSSJ. That
is because only a small portion of the top particles which is close to the jet axis can flow
into the tip in the formation process. The increase of the portion of the middle particles is
due to the decrease of the bottom particle content since the top particles can rarely enter
the HSSJ. Besides, the mass ratio of the middle and bottom particles in HSSJ is still above
95%, which means the middle and bottom particles are the key components of the Al in
HSSJ. However, in general, the bottom particle density has the greatest influence on the Al
particle content in HSSJ.

Figure 19 shows the relative Al content in each part of the jet of different samples. The
illustration shows that, with the increase of the ρliner, the position where the maximum
relative Al content appears in each sample moves from the middle area to the tail. In the
tip of the jet (parts 9 and 10), the sample with more initial particles in the top area of the
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liner gains more relative aluminum content. That is because the content of the top particles
in HSSJ rises with the quantity of the initial top particles in the liner. In the middle parts
(parts 4–8), the relative aluminum content in the jet of each sample decreases successively
with the increase of ρliner. This is because the bottom particles are mainly distributed in the
middle part of the jet, therefore more particles are distributed in the middle part of the jet
with the increase of the quantity of the initial bottom particles. On the contrary, the relative
aluminum content in the jet of the samples decreases successively with the increase of ρliner
in the slug (parts 9 and 10). This is because the top particles are mainly distributed in the
slug. As the quantity of particles in the top area of the liner increases, more particles are
distributed in the slug.

Figure 19. Relative Al content in each part of jet.

The change of the Al particle distribution characteristics in the jet with the initial
particle distribution in the liner is qualitatively discussed above. It should be noted that,
on the premise that the overall Al quantity in the liner remains unchanged, the aluminum
content in the HSSJ should be related to the ρliner, which is the ratio of the particle quantity
in the top area to that in the bottom area of the liner. Assuming that the relationship
between the two can be expressed by wtAL = k × ρliner + b. The fitted curve according to
the simulation data is shown in Figure 20, and the constant k and b are fitted as −10.01 and
28.57, respectively. For the fitted curve, it shows a downward trend with the increasing
of ρliner.

Figure 20. Fitted curve of the Al content in HSSJ of different initial particle distribution in liner.
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4. Conclusions

In this paper, a trans-scale discretization method for analyzing the formation of reactive
material shaped charge jet is proposed. Additionally, an X-ray experiment is conducted
to confirm the validity of the trans-scale numerical simulations. Formation process of
PTFE/Al reactive material jet, Al granule size difference induced particle dispersion, and
granule distribution induced jet particle distribution are obtained and discussed. The main
conclusions are as follows:

(a) Due to the difference of densities, the PTFE matrix accelerates faster than the Al
particles under shock loading. The relative displacement results in a density gradient
along the axis of the jet and PTFE becomes the main component of the jet.

(b) Because of the weaker speed-up-ability, larger Al particles would mainly concentrate
in the middle and bottom area of the jet. On the contrary, smaller particles accelerate
faster and mainly disperse in the high-speed section of the jet.

(c) The initial granule distribution in the liner has great influence on the particle distribu-
tion in the jet. The particle quantity in the top area of the liner has little impact on the
Al content in the HSSJ, while the particles from the middle and bottom area of the
liner influence that significantly. Furthermore, the aluminum content in the HSSJ is
inversely proportional to the ratio of the particle quantity in the top area to that in the
bottom area of the liner.
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Abstract: In order to study the morphology characteristics of the PTFE/Al reactive shaped charge jet
and the chemical reaction during the jet formation, PTFE/Al reactive liners with aluminum particle
sizes of 5 μm and 100 μm were prepared. The parameters of the Johnson–Cook constitutive model
of PTFE/Al reactive materials (RMs) were obtained through quasi-static compression experiments
and SHPB (Split Hopkinson Pressure Bar) experiments. X-ray imaging technology was used to
photograph the shape of reactive shaped charges jet at two different time points. The AUTODYN
secondary development technology was used to simulate the jet formation, and the simulation results
are compared with the experimental results. The results show that the simulation results are close
to the experimental results, and the error is in the range of 4–8%. Through analysis, it is observed
that the RMs reacted during the PTFE/Al reactive shaped charge jet formation, and due to the
convergence of the inner layer of the liner during the jet formation, the chemical reaction of the jet
is from inside to outside. Secondly, the particle size of aluminum powder has an influence on the
chemical reaction and morphology of the jet. During the jet formation, there were fewer RMs reacted
when the PTFE/Al reactive liners were prepared with 100 μm aluminum powder. Compared with
5 μm aluminum powder, when the aluminum powder is 100 μm, the morphology of the jet is more
condensed, which is conducive to generating greater penetration depth.

Keywords: PTFE/Al; Johnson-Cook constitutive model; reactive shaped charge jet; numerical simulation

1. Introduction

With ongoing progress in the development of novel materials, protective technologies,
structural designs, and protective devices, target defensive performance and survivability
have been continuously improved [1]. It has become difficult for traditional metal jets to
effectively damage targets. For example, for airstrips, metal jets only cause perforation
damage to the runways and have little impact on fighter takeoffs, so it is necessary to seek
new technologies. Unlike the traditional metal-liner shaped charge that produces penetra-
tion only through kinetic energy (KE) [2,3], when the RMs-liner shaped charge penetrates
the target, the RMs undergo a chemical reaction, thereby increasing the damaging effect of
the combination of KE and chemical energy (CE) of the reaction bounce [4,5], thus making
up for the lack of after-effect damage.

Polytetrafluoroethylene (PTFE) is a common halogen polymer with good thermal
stability and high fluorine content, and the RMs prepared by mixing PTFE with metals
have excellent properties. The popular PTFE-based RMs are the mixture of 73.5 wt% PTFE
and 26.5 wt% Al powders by mass matched ratios. Baker [6], Daniels [7], and Xiao [8]
studied the enhanced damage effect on concrete, and found that PTFE-based reactive
liner shaped charged jets produce dramatically catastrophic structural damage to concrete.
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Zhang [9,10] studied the overpressure behind armor penetration produced by PTFE based
reactive jet, and found that the overpressure decays parabolically with the thickness of
plate, and a model was developed to describe the overpressure behind armor penetration.
Wang [11] studied the PTFE/Al reactive jet formation by Euler algorithm, and found that
compared with metal shaped charge jets, reactive shaped charge jets have a larger diameter
and lower ductility. Guo [12,13] studied the penetration behavior of reactive shaped charge
jets, and found that compared with metal shaped charge jets, the reactive jets produced
larger holes in steel targets, but the penetration depth was lower. The relationship between
the initiation delay time of reactive jets and the penetration depth was analyzed. Zheng [2]
studied the behind-target rupturing effects of sandwich-like plates by reactive liner shaped
charge jets. Then, the interaction mechanism between the reactive jet and target is discussed
in three phases. Li [14] studied the forming cohesion of reactive shaped charge jets of PTFE-
based liners, and found that reactive shaped charge jets would constantly undergo reaction
expansion in the jet formation. With the passage of time, the contour of the jet would
gradually blur and its density would decrease. Liu [15] studied the effect of aluminum
particle size and molding pressure on the impact reaction of Al/PTFE, and found that the
impact ignition of the reactive material is related to the microscopic defects, the propagation
of the stress wave in the SHPB device, the amplitude of the stress pulse, and the destruction
process of the material. Mao [16] studied the effect of aluminum particle size on the impact
behavior of PTFE/Al RMs with a mass ratio of 50:50. The results show that aluminum
particle size has significant effects on the shock-reduced reaction diffusion, reaction speed,
and degree of reaction of the PTFE/Al reactive material.

Judging from the published papers both domestic and international, there are many
works on the enhancement damage effect and mechanical properties of RMs, but few
on the forming characteristics of reactive shaped charge jets, especially the effect of Al
particle size on the forming and the reaction during the jet formation. In this paper, the jet
morphology is obtained by X-ray photography experiment. The jet formation of reactive
liners prepared with different Al particle size was simulated by numerical simulation
method. The simulation results are compared with the experimental results. The research
results have important reference value for the design of reactive liners.

2. X-ray Experiment

2.1. Experimental Composition

In this paper, X-ray imaging method was adopted to photograph the morphology of
reactive shaped charge jets. The layout of the experiment equipment is shown in Figure 1.
In this experiment, the stand-off was calibrated with a paper cylinder. There was an X-ray
opening on each side of the left and right, which can take pictures at two moments of the
same jet. The jet’s morphology of the two moments photographed by X-ray were formed
on two negatives at the rear of the shaped charge. The X-ray inspection system in the
experiment is Sweden Scandiflash A B company 1200 KV.

In this paper, the ratio of PTFE/Al reactive liners used in the experiment was the
mixture of 73.5 wt% PTFE and 26.5 wt% Al powders by mass matched ratios. The PTFE/Al
reactive liners used in the experiment were divided into two kinds, namely the mixture
of 34 μm PTFE and 5 μm aluminum powder and the mixture of 34 μm PTFE and 100 μm
aluminum powder. The 8701 explosives, consisting of RDX, Polyvinyl acetate, DNT and
Calcium stearate, which were used as the main charge in the experiment. The detonator is
LD8 (No. 8 electric detonator). Figure 2 shows a structure sketch of the shaped charge.

2.2. Experimental Results
2.2.1. The Morphology of Reactive Jets

Through X-ray photography technology, two groups of reactive shaped charge jets
were obtained. The measured time of the two groups were (a) 19.1 μs and 29.8 μs,
(b) 18.9 μs and 29.9 μs, respectively. The aluminum particle size used in group (a) is
5 μm, and that used in group (b) is 100 μm.
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(a) (b) 

Figure 1. (a) Composition of experiment (b) schematic diagram of experiment.

(a) (b) 

Figure 2. (a) Structure sketch of the shaped charge; (b) Picture of real products.

As shown in Figure 3, the reactive jet morphologies of the two groups were obtained
by X-ray photography technology. As can be seen from the figure, neither group (a) nor
group (b) can capture the morphology of the jet head. The reason is that during the jet
formation, the RMs of the jet head first initiated the chemical reaction, which leads to the
low density of the jet head and fails to show the morphology of the jet head in the negatives.
Secondly, it can be seen from the figure that, at the same time, the jet morphology of group
(b) is clearer than that of group (a). At the second moment, the morphology of the slug in
group (a) expanded, while the morphology of the slug in group (b) was more condensed.
These conditions are caused by the different sizes of aluminum used in the preparation of
the liners. Under the same conditions, the liner prepared with 5 μm aluminum powder
more quickly and easily undergoes chemical reaction than the liner prepared with 100 μm
aluminum powder, so that the density of the jet in group (a) is lower than that of group (b),
and the morphologies taken are not clear.

In addition to the above results, the contour of the shaped charge appeared in the
second picture of group (a) in Figure 3, because before the explosives had detonated, one of
the X-ray tubes was triggered prematurely so that a contour of the shaped charge appeared
on the negative.

2.2.2. Energy Release Behavior of Reactive Jet

High-speed photographic equipment was used to record the firelight generated during
the experiment. The firelight can reflect the energy release of the PTFE/Al reactive jet during
the jet formation. Figure 4 is the firelight situation obtained by high-speed photography.
They correspond to two groups: (a) and (b) in Figure 3. The high-speed photographic
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system used in the experiment is America Phantom V7.1, the experimental sampling
frequency is 15,037 fps, and the exposure time is 60 μs.

(a) 5 m (b) 100 m 

Figure 3. Graph of X-ray experimental results.

As can be seen from Figure 4, black smoke was found at 627μs and 703μs in group (a) and
(b), respectively. The main reaction equation of PTFE/Al RMs is: 4Al + 3C2F4 = 4AlF3 + 6C.
Throughout the chemical reaction, the polymer first breaks down into a monomer, and
then the monomer decomposes into active small molecules (for example CF3, CF2, CF,
COF2, COF). The metal then progressively strips the F ions in the C-F bond through a redox
reaction to form metal fluoride, and Al deprives F ions to produce AlF3 mainly through the
following five reaction channels [17].

Under oxygen deficient conditions

Al + CF3 → CF2+AlF

Al + CF2 → CF + AlF

Al + CF3 → C + AlF

Under oxygen rich conditions

Al + COF2 → COF + AlF

Al + COF → CO + AlF

Then AlF will continue to deprive F ions to form AlF3.
The production of black smoke can be seen in Figure 4, which may be the deflagration

products. The PTFE/Al liner prepared with 5 μm aluminum powder produced black
smoke earlier than the PTFE/Al liner prepared with 100 μm aluminum powder. This
means that when the aluminum powder particle size is 5 μm, the RMs react earlier during
the jet formation.
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(a) 5 m 

 
(b) 100 m 

Figure 4. Energy release of RMs. (The red box refers to black smoke).

2.2.3. The Damage Effect of Witness Target

In this experiment, a witness target was placed at a height of 4.0 CD away from the
liner. The diameter of the target is 150 mm and the thickness of the target is 50 mm. As
shown in Figure 5, the target damage corresponding to the two groups of (a) and (b) is
shown respectively.

As can be seen from the figure, the surface and both sides of the target are black.
This may be caused by the deflagration products attached to the target surface. Secondly,
observation can find that the witness target under the reactive liners of the two types are
slightly damaged, leaving only small pits on the surface. Because the distance between the
witness target and the liner is 4.0 CD, the damage ability of the jet has been greatly reduced
as a result of expansion by chemical reaction before it arrives at the witness target. As can
be seen from Figure 4, the number of pits on the witness target with the aluminum particle
size of 100 μm is more than the number of pits on the witness target with the aluminum
particle size of 5 μm, and the pits are concentrated in a certain range (damage area). When
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the aluminum particle size is 5 μm, the pit depth is very small, and the distribution is
relatively scattered, almost distributed on the entire surface of the witness target.

(a) 5 m 

 
(b) 100 m 

Figure 5. Damage to the witness target.

According to the damage of the witness target, it is speculated that most of the RMs
have reacted before the reactive jet reaches the witness target, and only a few unreacted
materials hit the witness target, causing slight damage to the witness target. Secondly,
a large amount of RMs inside the slug undergo a chemical reaction before reaching the
witness target, and the remaining unreacted part is weak due to excessive divergence.
This is because if most of the slug reacted after hitting the witness target, the damage
effect will be larger than that shown in Figure 5. As shown in Figure 6, through high-speed
photography, it was found that the final firelight was collected above the witness target, and
there was still a certain distance from the witness target. This phenomenon indicates that
the slug reacts without hitting the witness target plate, and if the slug reacts after hitting
the witness target plate, the final firelight should appear at the witness target plate position.

In summary, the explosive energy is sufficient to cause the RMs reaction during the
jet formation. This issue should be taken into account when studying PTFE/Al reactive
jet formation.
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(a) 5 m 

 
(b) 100 m 

Figure 6. The position of firelight contraction. ( : The target location).

3. The Numerical Simulation

In this paper, ANSYS Autodyn-3D is used to simulate the jet formation. The real-time
reaction of the reactive jet and the energy loss can be clearly seen in the results. The
SPH (Smoothed Particle Hydrodynamics) method was used to simulate the jet formation.
Tunable ignition threshold and relevant material model were developed to recreate the
impact-induced deflagration behavior of RMs in previous work, the details of which can be
found in reference [18].

3.1. Finite Element Model

In order to reduce the computational cost, a three-dimensional 1/2 simulation model
is established in this paper, as shown in Figure 7. The material of the liner is PTFE/Al and
8701 explosive was used as the main charge. The material of the witness target is 45# steel.
SPH was used to fill the liner, explosive, and steel target. The central point initiation mode
is adopted for detonation, and the initiation point is shown as the red dot in Figure 7.
The structure of the liner adopts the conical structure with equal wall thickness; the wall
thickness of the liner is 5 mm. In addition, Gaussian points named 1, 2, 3, and 4 are set on
the liner to examine the history variables, where 1 and 2 are located on the inner layer of
the liner, and 3 and 4 are located on the outer layer of the liner.

3.2. Material Model
3.2.1. Constitutive Model

In this paper, the parameters of the Johnson–Cook constitutive model of PTFE/Al
RM were determined by studying its dynamic and static mechanical properties. The
Johnson–Cook constitutive model expression is as follows

σ = (A + Bεn)
[
1 + C ln

( ·
ε/

·
ε0

)]
(1)
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where A is the yield stress, B and n are the strain hardening rate, C is the coefficient of strain
rate sensitivity, ε is the strain rate,

.
ε is the reference strain rate. Parameter A is obtained

from the quasi-static compression experiment data. The values of A, B, n, and C were
obtained by combining the SHPB experimental data; see References [19,20] for details.
According to the experimental data, the parameters of the Johnson–Cook constitutive
model of RMs prepared with Al particles with different particle sizes can be calculated, as
shown in Table 1.

 

Figure 7. 3D simulation model.

Table 1. The parameters of the Johnson–Cook constitutive model.

Particle Size of Al (μm) P (g/cm3) A (MPa) B (Mpa) n C m

5 2.27 14.9 45.463 0.74415 0.115 1
100 2.27 13.9 49.564 0.60135 0.057 1

According to the Johnson–Cook constitutive model of the RMs obtained, the nonlinear
fitting was performed with the experimental data at different strain rates as variables, and
the fitting curve is high consistent with the experimental curve, this is shown in Figure 8.

 
(a) 5 m (b) 100 m 

Figure 8. Stress–strain curves under different aluminum particle sizes.
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3.2.2. EOS Model

When a material is subjected to a high impact pressure, it can be treated approximately
as a fluid. The famous Rankin–Hugoniot energy equation can be obtained from the three
conservation equations governing fluid motion.

E − E0 =
1
2
(P − P0)(V0 − V) (2)

where the subscript “0” represents the initial state, E, P, and V are the specific internal
energy, pressure, and specific volume of the material, respectively.

The relationship between material energy and pressure can be obtained from thermo-
dynamic identity (

∂E
∂V

)
= T
(

∂P
∂T

)
V
− P (3)

If E = CVT, and the specific heat CV at constant volume is a constant or a function
independent of the specific volume V, it can be obtained

P(V, T) = T
(

∂P
∂T

)
V

(4)

The Grüneisen state equation of the material can be obtained by integrating Equation (4)

P − PC =
γ(V)

V
(E − EC) (5)

Equations (2) and (5) can be used to obtain the equation of state expression of the
compacted material

P(V) =

V
γ(V)

PC(V)− EC(V)

V
γ(V)

− 1
2 (V0 − V)

(6)

where γ(V) is the Grüneisen coefficient, PC is the cold pressing of the materials, and EC is
the cold energy of the materials.

The cold energy and cold pressing of materials are due to the interaction between
crystals, and there are generally three potential functions used to describe them: the Born–
Mayer potential, the Mie potential, and the Morse potential [21,22]. Among them, the
Morse potential can better describe the cold pressing and cold energy curves of the material,
and the equation is

PC = Aδ2/3
[
exp
(

2B
(

1 − δ−1/3
))

− exp
(

B
(

1 − δ−1/3
))]

(7)

EC =
3AV0K

2B

[
exp
(

B
(

1 − δ−1/3
))

− 1
]2

(8)

γ(V) =
B

6δ1/3 ·
4 exp

[
2B
(

1 − δ−1/3
)]

− exp
[

B
(

1 − δ−1/3
)]

2 exp
[
2B
(
1 − δ−1/3

)]− exp
[
B
(
1 − δ−1/3

)] (9)

where A, B are the parameters measured by the test, and δ = V0K/V is the compressibility
of the material at zero temperature.

On the basis of the above equations, the cold energy superposition principle is selected
to calculate the cold pressing line of the mixture, and the Hugoniot relationship of the
mixture is further calculated. The specific volume and specific internal energy of the
mixture are

V(P) =
N

∑
i=1

miVi(P) (10)
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E(V, T) =
N

∑
i=1

miEi(V, T) (11)

N

∑
i=1

mi = 1 (12)

where mi is the percentage of mass of the group i, and Vi and Ei are the specific volume
and specific internal energy of the group i, respectively. Similarly, the initial parameters of
the mixture material can be obtained through the superposition principle

V
γ

=
n

∑
i=1

mi
Vi
γi

(13)

According to the three conservation equations of solid materials, the expressions of
shock wave velocity US and particle velocity UP with respect to P and V can be obtained

Us = V0

(
P

V0 − V

)1/2
(14)

Up = [P(V0 − V)]1/2 (15)

And the relation between the shock wave velocity and the particle velocity is

Us = C0 + SUp (16)

where C0 is the sound velocity of the material and S is the material proportion coefficient.
Firstly, the cold energy value of the mixture is calculated according to the cold energy

superposition method, the material constants A and B are fitted by the relationship curve
of EC—V, and the A and B values of the mixture are substituted into Equations (7)–(9) to
obtain the cold energy EC, cold pressed PC and γ(V) of the mixture. Then, the values of
these three parameters can be substituted into Formula (6) to obtain the mixture material
and the P-V relationship. Finally, the P-V relationship of the material was substituted into
Equations (13)–(15) to obtain the initial material parameters US, UP, and γ0 of the mixture.
By fitting Equation (16), the material sound velocity C0 and the scaling coefficient S can be
obtained. The initial material parameters of the elemental material and the final calculated
equation of state parameters of the PTFE/Al RMs are listed in Table 2.

Table 2. The parameters of elemental materials.

Material
ρ0

(g/cm3)
C0

(km/s)
S γ0

αv

(10−5/K)

Al 2.712 5.332 1.375 2.18 6.93
PTFE 2.152 1.754 1.723 0.59 10.9

PTFE/Al 2.296 3.077 1.743 0.70 -

3.2.3. The Material Models of Explosive and Target Plates

In the paper, the explosive used was 8701 and the JWL EOS model was used in the
numerical model of explosive. The model parameters are shown in Table 3. The target was
made of 45# steel. The shock EOS model and Johnson–Cook strength model were used in
the numerical model of the explosive. The model parameters are shown in Table 4.

Table 3. The material parameters of the explosive.

Material
A

(Mbar)
B

(Mbar)
R1 R2 W ρ

(g/cm3)
PCJ

(Mbar)
D

(m/s)

8701 5.2423 0.7678 4.2 1.1 0.34 1.71 0.286 8315
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Table 4. The material parameters of the target.

Material
ρ

(g/cm3)
C

(m/s)
S γ

A
(Mbar)

B
(Mbar)

n c m Tm
(K)

45# steel 7.83 4569 1.33 1.67 0.0057 0.0032 0.28 0.064 1.06 1811

4. Results and Discussion

4.1. The Morphology Reactive Shaped Charge Jets

Through the simulation, the morphological characteristics of reactive shaped charge
jets of PTFE/Al liner prepared with aluminum powder with two particle sizes were
obtained. Figure 9 shows the formation of two reactive shaped charge jets. The color
isoline on the right of the figure is used to indicate the reaction degree of the RMs during
the jet formation. As can be seen from the figure, during the jet formation, the jet formed
by the liner prepared with 5 μm aluminum powder reacted earlier than 100 μm aluminum
powder, and both jet heads reacted first. Within 0.0 CD~1.5 CD of stand-offs, the jet
head with 5 μm aluminum particle size is more divergent, but the morphology of the
two slugs is similar. At 1.5 CD from stand-offs, the slug with 5 μm aluminum powder has
an obvious reaction. For the 100 μm aluminum powder, the internal reaction of the slug
was obvious only when the jet reached 2.0 CD from stand-offs. The jet morphologies of
the two are obviously different when the stand-offs are 2.0 CD. The expansion rate of the
slug corresponding to 100 μm aluminum powder is smaller than that of 5 μm aluminum
powder, and its jet head is more condensed. Secondly, it can be seen from Figure 9 that the
slug of the reactive shaped charge jet has already started to react before it reaches the target.
The reaction is violent, and the RMs have a high degree of reaction. The phenomenon is
consistent with the firelight captured by high-speed photography, as the firelight finally
collects above the target.

The main reason for the above phenomenon is that the smaller the size of the aluminum
particles, the more easily the RMs react [15,16]. During the jet formation, the liner with
small Al particles has the largest specific surface area. With the same mass, the larger the
specific surface area, the greater the friction area, thus generating more heat. In addition, the
strain rate constant of the RMs prepared with the two kinds of Al particles is significantly
different. The strain rate constant of the RMs prepared with the 5 μm Al particles is
twice that the strain rate constant of the RMs prepared with the 100 μm Al particles. The
higher the strain rate constant is, the more energy is absorbed per unit volume during the
jet formation, and the faster the RMs reach the reaction condition. Secondly, Al particle
size has an influence on the destruction mode of the RMs, and during the reaction of the
RMs, gases were generated. Therefore, the reactive shaped charge jet formed by the 5 μm
aluminum liner reacts earlier, and the jet head and the slug are thicker.

During the jet formation, the top of the liner is first subjected to the blast pressure to
form a jet, so the jet head begins to react first. Due to the convergence of the inner layer of
the liner during the jet formation, the chemical reaction of the jet is from inside to outside.
Figure 10 shows the pressure change at Gauss points during the jet formation. Gauss
points 1 and 2 are located in the inner layer of the liner, and Gauss points 3 and 4 are located
in the outer layer of the liner. It can be seen from Figure 10 that during the jet formation,
the pressure on the inner layer of the liner rose sharply, reached a peak value, and then
began to decline gradually. After reaching the first peak, the inner layer pressure of the
liner decreased rapidly, and then increased rapidly after about 2.5 μs, reaching the second
peak, and the second peak value was higher than the first peak value. The appearance of a
secondary peak indicates that the RMs in the inner layer of the liner have indeed undergone
a secondary collision.

As mentioned above, in this paper, the morphology of reactive shaped charge jet
formed by the liner prepared with two aluminum particle sizes were obtained by X-ray
photography technology, namely, group (a) aluminum particle size was 5 μm, and the
measured time was 19.1 μs and 29.8 μs; group (b) aluminum particle size was 100 μm,
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measured time 18.9 μs and 29.9 μs. Figure 11 shows the comparison between X-ray images
and simulated images of the reactive jet.

(a) 5 m 

(b) 100 m 

Figure 9. The formation of reactive shaped charge jet.

(a) 5 m (b) 100 m 

Figure 10. Gauss point pressure curve.
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t = 19.1 s t = 29.8 s 

(a) 5 m 

 
t = 18.9 s t = 29.9 s 

(b) 100 m 

Figure 11. Shape contrast of shaped charge penetration.

According to the comparison of Figure 11, it can be seen that there is a high degree
of similarity between the simulation results and experimental results. Table 5 shows the
comparison between the simulation jet size and experimental jet size.
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Table 5. The size of reactive jet.

Particle Size of Al
(μm)

Test of Time
(μs)

Diameter of Slug (mm) Diameter of Jet (mm)

Experiment Simulation Error (%) Experiment Simulation Error (%)

5
19.1 27.7 29.5 6.5 13.8 13.1 5.1
29.8 35.0 32.8 6.3 12.5 11.7 6.4

100
18.9 25.4 27.5 7.6 9.2 9.7 5.2
29.9 30.0 31.5 5 11.5 12.0 4.2

As can be seen from the data in Table 5, the errors between the simulation results and
those measured in the experiment are within the range of 4%~8%, and all the errors are
within a reasonable range. This data indicates that the simulation results in this paper are
highly reliable.

4.2. Reaction Degree and Jet Velocity during the Jet Formation

Reaction degree and jet velocity are two important factors affecting the damage ability
of shaped charge jets. In this paper, the energy loss was qualified through the reaction
degree of the RMs during the jet formation. The reaction degree of the RMs prepared with
two aluminum particle sizes was obtained through numerical simulation, as shown in
Figure 12. Points 1~8 in the figure indicate the reaction degree of the jet when the jet head
reached 0.5 CD, 1.0 CD, 1.5 CD, 2.0 CD, 2.5 CD, 3.0 CD, 3.5 CD, and 4.0 CD.

Figure 12. Reaction degree of reactive materials.

In order to obtain the reaction degree of the RMs during the jet formation, a subroutine
that executed at the end of every calculation circulation is compiled. The reaction degree of
RMs is defined as

F =
∑ miαi

∑ mi
(17)

where mi denotes the mass of every particle contained in RMs and αi is the corresponding
reaction ratio of the particles. Then, the reaction degree of the reactive jet can be calculated.

According to Figures 9 and 12, the chemical reaction of the RMs during the jet forma-
tion can be divided into two stages: (1) The local reaction stage induced by shock wave,
in which the reaction is mainly concentrated in the jet head; (2) Overall reaction stage, in
which the reaction is concentrated in the slug. In the local reaction stage, the reaction of the
RMs is relatively mild, but in the overall reaction stage, the deflagration of RMs is violent,
and the reaction degree increases extremely. It can be found that when the aluminum
particle size is 5 μm, the RMs enter the local reaction stage at about 3 μs, while when the
aluminum particle size is 10 0 μm, the RMs enter the local reaction stage at about 8 μs.
Correspondingly, the time for the RMs to enter the overall reaction stage with a particle
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size of 5 μm is also about 10 μs faster than 100 μm. Secondly, in the local reaction stage, the
highest reaction degree of 5 μm aluminum particle size was about 4.5%, while the reaction
degree of 100 μm aluminum particle size was less than 1%.

As shown in the figure, the final reaction degree of 5 μm aluminum particle size is
about 60%, while that of 100 μm aluminum particle size is about 80%. The reason may be
that the rapid reaction of the inner RMs leads to the rapid expansion of the shaped charge
jet volume, which makes the jet too divergent, and the stress on the outside fails to meet
the ignition conditions of the RMs. Secondly, when the aluminum particle size is 5 μm,
more AlF3 is generated in the initial reaction, and the gasification of AlF3 will absorb a lot
of heat, so that the PTFE can’t reach the decomposition temperature. Therefore, the final
reaction degree of the RMs prepared with 5 μm aluminum particle size is less than that the
RMs prepared with 100 μm aluminum particle size.

According to Figure 12, the reaction degree and reaction rate of the two types of
shaped charge jets can be deduced as shown in Table 6.

Table 6. Reaction rate of shaped charge projectiles during molding.

Particle Size of Al
(μm)

Local Reaction Stage Overall Reaction Stage

Reaction Degree (%) Reaction Rate (g/μs) Reaction Degree (%) Reaction Rate (g/μs)

5 4.5 0.362 60 1.67
100 0.8 0.067 80 1.52

Figure 13 shows the velocity contour at 4.0 CD during the jet formation and the velocity
curve of the main part of the jet. The velocity curves of the jet head, the middle of jet, and
slug positions in Figure 13b,d correspond to 1, 2, and 3 in Figure 13a,c, respectively.

As can be seen from the figure, when the jet head reaches 0.5 CD, the jet head velocity
under the two aluminum powder particle sizes reaches about 7800 m/s at about 20 μs.
When the jet head reaches 1.5 CD, the velocity of the middle of jet reaches its maximum
velocity at around 30 μs, about 4800 m/s.

It can be seen from the above that during the jet formation the reaction firstly concen-
trates on the jet head. Therefore, although the jet head has a high penetration speed, the
penetration ability of the head on the target will be greatly weakened due to its excessive
reaction. This is also the reason why the penetration depth of reactive shaped charge jets is
smaller than that of inert shaped charge jets. For reactive shaped charge jet, the penetration
depth mainly depends on the middle of the jet.

Considering the reaction degree and jet velocity, combined with Figures 12 and 13,
it can be concluded that when the aluminum particle size is 5 μm, the optimal stand-off
is between 0.5 CD and 1.0 CD. When the aluminum particle size is 100 μm, the optimal
stand-off is between 1.0 CD and 1.5 CD.
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(a) Velocity contour (b) Velocity curve 

5 m 

 
(c) Velocity contour (d) Velocity curve 

100 m 

Figure 13. Velocity of shaped charge projectiles.

5. Conclusions

In this paper, the X-ray photography experiment of reactive shaped charge jet forma-
tion was performed on PTFE/Al liners prepared with two aluminum particle sizes (5 μm
and 100 μm). The secondary development technology was used to simulate the formation
of PTFE/Al reactive shaped charge jets and compared with the experimental results. By
analyzing the experimental phenomenon and simulation results, the following conclusions
were obtained:

(1) The RMs reacted during the PTFE/Al reactive shaped charge jet formation, which
can be divided into local reaction stage and overall reaction stage. In the local re-
action stage, the reaction is relatively mild and mainly concentrated in the jet head.
In the whole reaction stage, the RMs deflagrate violently, and the reaction mainly
concentrates in the slug.

(2) Secondary collision occurs in the inner layer of the liner during the jet formation, and
the pressure generated by the secondary collision is higher than that given by the
explosive. Therefore, the reaction of PTFE/Al reactive shaped charge jet is from inside
to outside during the jet formation.
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(3) The effect of Al particle size on the mechanical properties and reaction rate of PTFE/Al
RMs are the main reason for the formation of the difference during the jet formation.
Compared with the 5 μm aluminum powder, the PTFE/Al reactive liner prepared
with 100 μm aluminum powder reacted slowly and the morphology of jet is more
condensed, which is conducive to generating greater penetration depth.
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Abstract: In order to study the dynamic response associated with the impact of a kinetic projectile
on the internal structure of an artificial satellite, we propose a kinetic projectile configuration with
non-metallic material wrapping and multiple damage elements. The artificial satellite is simplified as
a honeycomb sandwich panel and multi-layer plates. We carried out a ground damage test and finite
element dynamic simulation, and we determined the lateral effect and penetration performance of
the projectile. Then, we studied the dynamic behavior of the projectile penetrating the honeycomb
sandwich panel using a theoretical model. We found that its ballistic limit velocity was 150 m/s, and
the deformation of the opening had little relationship with the projectile velocity. Finally, we studied
the dynamic response of the kinetic projectile impacting the multi-layer plates under various launch
parameters. We found that the launch velocity required to meet the damage requirements was within
325 ± 25 m/s. Projectiles with a higher initial velocity had a stronger ability to penetrate the plates,
but initial velocities higher than 325 m/s led to a reduced damage area. The kinetic projectile could
adapt to incident angles less than 5◦ when damaging the plates. With the increasing incident angle,
the penetration ability was reduced, and the damage area increased.

Keywords: dynamic modeling; impact; kinetic projectile; honeycomb; multi-layer plates

1. Introduction

With the continuous advancement of the human exploration of space, more than
10,000 spacecrafts have been launched into orbit in the past 60 years. Most of these have
become space junk due to a loss of function [1]. There have been more than 260 explosions
and impact events involving orbiting spacecrafts, resulting in a large amount of space
debris, which substantially reduces the safety of human space activities [2]. According to the
detection and research of the recovered spacecraft, impacts of space debris with spacecraft
are quite common and damage both the surface and internal structure of spacecrafts [3].

In order to enhance the passive protection capability of spacecraft against space debris,
the American astrophysicist Fred Whipple proposed the Whipple shield in 1947. By placing
a shield at a certain distance outside the spacecraft, a debris cloud would be formed when
the shield was impacted by a projectile, dispersing the kinetic energy of the projectile and
further reducing the damage to the spacecraft [4]. Subsequently, researchers conducted
a great deal of research on the high-speed impact of projectiles on Whipple shields [5,6],
which made great contributions to space debris protection technology. Poniaev et al.
conducted an experimental study on the hypervelocity impact of plastic projectiles on thin
aluminum plates and gave a numerical simulation of the process by the SPH (smoothed
particle hydrodynamics) method [7]. Hofmann et al. tested the protective effect of a metallic
glass-stuffed Whipple shield using hypervelocity impacts and explored its potential for
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spacecraft debris shields [8]. Duan, Han and Zhang studied the dynamic behavior of
multiple projectiles, multi-particle fragments and packaged structure projectile impacting
the spacecraft protective structure [9–11]. Many studies have focused on the high-speed
impact of single projectiles on Whipple shields.

A honeycomb sandwich panel can be regarded as an aluminum honeycomb core
bounded by a Whipple shield. Aluminum honeycomb sandwich panels are widely used in
aerospace due to their advantages of light weight, high specific strength, sound insulation,
heat insulation, and vibration resistance. Therefore, they are often used as load-bearing
structures and outer walls of some spacecrafts [12]. Fatt established a theoretical model
of a projectile impacting a honeycomb sandwich panel in three stages and obtained an
analytical solution of its ballistic limit velocity [13]. Yahaya carried out an experimental
study on the impact of metal foam projectiles on aluminum honeycomb sandwich panels
and analyzed the dynamic response of different types of aluminum honeycomb cores under
the impact load [14]. Ebrahimi et al. used a finite element simulation to study the dynamic
response and failure mode of honeycomb sandwich panels under a combined impact load
from an explosion and projectile; they discussed the effect of the incident angle on skin
deformation and honeycomb core crushing [15].

The above studies mainly focused on the dynamics of the impact of projectiles with
spacecraft protective materials or structures. However, the damage to the inner structure of
a spacecraft caused by kinetic projectiles after they pass through the protective structure has
not been thoroughly analyzed in simulation and experimental studies. In addition, there
have been few studies about the dynamic characteristics of the penetration of honeycomb
sandwich panels by projectiles with internal damage elements. Therefore, there is a need
for analytical works that can provide a reference for spacecraft damage assessments and
protective structure designs.

The main structure of this paper is as follows: Section 2 describes the ground damage
test. Section 3 shows the finite element simulation of the damage process based on the
ABAQUS program. Section 4 establishes the theoretical model of the penetration of the
honeycomb sandwich material by the projectile. Section 5 analyzes the dynamic responses
with different velocities and incident angles, and Section 6 concludes the paper. The
purpose of this study was to analyze the characteristics of the damage caused by a kinetic
projectile to a satellite’s internal structure through both simulation and experimentation.
This paper could provide guidance for a design in consideration of the protection and
damage mitigation of satellite structures.

2. Ground Damage Test

2.1. Configuration of the Ground Damage Test

In order to study the characteristics of the damage caused by kinetic projectiles impact-
ing upon a spacecraft, the structure of the spacecraft needs to be simplified. Taking artificial
satellites as an example, many honeycomb sandwich panels are currently used in satellite
structures. Even the main bearing structures of some satellites are composed of honeycomb
sandwich panels, such as the A2100 satellite platform in the United States, as well as small
Chinese satellite platforms [16]. Due to the harsh electromagnetic environment in space,
the shell of electronic equipment in spacecrafts is generally shielded with an aluminum
alloy shell [17,18], which can effectively prevent the intrusion of external interference.

In this study, the outer wall of the spacecraft was simplified as an aluminum hon-
eycomb sandwich panel (A). The outer wall of the electronic device was simplified as
an aluminum alloy plate (B), and the inner wall was plate F. Three circuit boards (C–E)
were arranged between plates B and F to simulate the electronic device. The thickness of
honeycomb panel A was 20 mm and was composed of 2A12 aluminum alloy. Plates B and
F each had a thickness of 2 mm and were composed of 2A12 aluminum alloy. Plates C–E
were three printed circuit boards with thicknesses of 1.6 mm. Three lights were connected
to the printed circuit boards to simulate electronic components.
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To analyze the damage mechanism, we carried out a ground damage effect evaluation
test. The layout of the test device is shown in Figure 1. The shell of the projectile included a
nylon cartridge case and an aluminum bottom. Forty-eight steel balls with 4 mm diameters
and 0.263 g weight filled the projectile. The projectile mass was 21 g, and the diameter was
16.6 mm. The launching speed was 325 m/s. A high-speed camera was used for recording
the experiment.

 

Figure 1. Schematic diagram of the layout of the ground test.

2.2. Experimental Observations

As is shown in Figure 2, the projectile hit the target plates with an initial velocity
of 325 m/s. After penetrating targets A and B, the nylon cartridge case was destroyed,
and the damage elements spread out, causing regional damage to the three circuit boards.
Three lights were connected to the circuit boards to simulate electronic components. The
extinguishment of lights indicated that the electronic components were damaged and
lost their function. The fragments formed by the damage elements and the target were
completely blocked by the last plate, F. The test showed that the kinetic projectile could
cause regional damage to the internal structure after penetrating the outer wall of the
spacecraft without generating additional space debris, demonstrating the good feasibility of
the damage effect. However, the test could only validate the damage effect. It was necessary
to carry out a finite element simulation to further analyze the damage performance of the
kinetic projectile.

   
(a) (b) (c) 

Figure 2. Test configuration. (a) Before the damage, the lights were on. (b) During the penetration,
the damage elements and the plate formed fragments. (c) After the damage, the lights were off.
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2.3. Damage Mechanism

The damage mechanism of the kinetic projectile is shown in Figure 1. The kinetic
projectile needed to meet the damage requirements, which meant that the kinetic projectile
must penetrate the surface of the satellite (target A) and the aluminum shell (target B); then,
the projectile spread the damaged elements and generated regional damage to the internal
electronic components (targets C–E); however, the projectile and the damage elements
could not penetrate the surface of the satellite on the other side (target F), meaning that the
generation of space debris was avoided.

The projectile consisted of a nylon shell and internal metal elements and was launched
by a pyrotechnic launcher. The projectile hit and penetrated the honeycomb sandwich
panel on the surface of the satellite at a speed of 325 m/s, as indicated by 1© in Figure 3.
When the projectile hit the higher-strength aluminum alloy shell of the electronic device,
the nylon shell shattered, and the internal damage elements spread out, as shown in 2© of
Figure 3. In addition, the projectile was axially compressed upon impact, which was further
converted to radial expansion potential energy. The damage elements spread horizontally
and axially, causing regional damage to various electronic components inside the device.

 

Figure 3. Mechanism of kinetic projectile damage to orbiting spacecrafts.

The kinetic projectile generated two kinds of damage effects: a lateral effect and a
minor penetration effect [11]. When the projectile hit target B, it was axially compressed
by the internal damage elements, causing damage and expansion of the top cover. Then,
the internal damage elements spread laterally, resulting in the so-called lateral effect.
Moreover, with the dispersion of the damage elements, the kinetic energy of the projectile
was dispersed. The reduced kinetic energy led to a reduced penetration ability, thus the
minor penetration effect.

3. Finite Element Simulation

3.1. Finite Element Simulation Model

A simulation model of the projectile damaging the multi-layer plates was established
in ABAQUS; the visualization of the model is shown in Figure 4. The case and bottom of
the projectile were solid parts, with element type C3D8R. According to our observations,
the damage elements did not experience visible deformation during the experiment, so,
in the numerical model, they were modeled as rigid bodies, and their element type was
set as R3D4. The layout of the target plates was the same as in the test conditions, and the
area of each target plate was 150 mm × 150 mm. In order to capture the physics of damage
elements penetrating the plate, it was necessary to refine the mesh in the central area of the
target plate. The honeycomb sandwich panel was composed of two skins and a honeycomb
core. The thicknesses of the skin and core were 0.5 mm and 19 mm, respectively, and the
wall thickness of the honeycomb cell was 0.08 mm. Based on [19], the honeycomb core was

184



Crystals 2022, 12, 572

modeled using shell elements with element type S4R due to the extremely low thickness.
The honeycomb skins were modeled as solid elements with element type C3D8R. The
thicknesses of targets B and F were 2 mm, and the thicknesses of targets C, D and E were all
1.6 mm. These target plates were solid elements of type C3D8R. The initial velocity of the
projectile was set as 325 m/s, and the boundaries of the target plates were fixed. General
contact was employed for interactions between different parts.

 

Figure 4. Visualization of the finite element simulation model.

3.2. Material Modeling

The simulation model included three materials: 2A12 aluminum alloy, nylon and
printed circuit boards. In this paper, the material model of 2A12 aluminum alloy used the
Johnson–Cook constitutive model. The material parameters are summarized in Table 1
based on [20]. In the table, ρ is the density, E is Young’s modulus and μ is Poisson’s ratio,
which are the basic mechanical parameters of the material. Additionally, A is the dynamic
yield strength, B is the strain rate hardening coefficient, n is the strain rate hardening
index, C is the strain rate hardening coefficient and m is the temperature rise softening
index, which are the parameters of the Johnson–Cook constitutive model. D1 − D5 are the
Johnson–Cook failure criterion parameters.

Table 1. Material parameters of 2A12 aluminum alloy [20].

ρ/(kg·m−3) E/GPa μ A/MPa B/MPa n C

2770 71.7 0.33 400 424 0.350 0.001

m D1 D2 D3 D4 D5 -

1.426 0.116 0.211 −2.172 0.012 −0.01256 -

The printed circuit boards were mainly composed of glass–fiber-reinforced mate-
rial, which is a kind of anisotropic composite material. The orthotropic material model
and the Hashin damage model were used to describe the composite material [21]. Since
ABAQUS does not provide the Hashin criterion for 3D solid elements, it was necessary to
write a VUMAT subroutine through Fortran language and implement it in the numerical
solver [22]. The thickness of each layer was 0.2 mm, and the layer angles were arranged
as [45/0/–45/90]. The parameters of the orthotropic material model for the circuit boards
are shown in Table 2 [23]. In the table, ρ is the density, E1 − E3 are Young’s moduli in the
three directions, γ12 ∼ γ23 are Poisson’s ratios in the three directions, and G12 ∼ G23 are
the shear moduli in the three directions. The Hashin damage parameters are shown in
Table 3. In the table, XT and XC are the tensile strength and compressive strength of the
single-layer board in the fiber direction, respectively; YT and YC are the tensile strength and
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compressive strength, respectively, perpendicular to the fiber direction and S12∼S23 are the
shear strengths in the three directions.

Table 2. Parameters of the orthotropic material model for the circuit boards [23].

ρ/(kg·m−3) E1/GPa E2/GPa E3/GPa γ12 γ13 γ23 G12/GPa G13/GPa G23/GPa

1570 112 8.2 8.2 0.3 0.3 0.4 4.5 4.5 3

Table 3. Hashin damage parameters of the circuit boards [23].

XT/MPa XC/MPa YT/MPa YC/MPa S12/MPa S13/MPa S23/MPa

2000 1100 85 250 80 60 60

Based on [24], the stress–strain data were used in the plastic deformation stage of the
nylon material. The parameters of nylon are shown in Table 4. A combination of flexible
damage and shear damage was used in the failure model. The element was automatically
deleted when the principal strain of the nylon element was greater than 0.65.

Table 4. Material parameters of nylon [24].

ρ/(kg·m−3) E/GPa μ

1140 3.30 0.40

3.3. Simulation Results

The curve of the total kinetic energy of the model over time is shown in Figure 5.
The stress nephograms at four moments were selected to show the damage process of the
projectile hitting the targets. When the projectile passed through the honeycomb sandwich
plate (target A), it was compressed and deformed slightly, but the cartridge case was
not broken. However, when the projectile hit target B, the cartridge case broke, and the
internal damage elements were scattered both laterally and axially. At this time, the sudden
dissipation of the total kinetic energy was observed. Afterwards, the damage elements hit
the circuit boards regionally before falling to the bottom of projectile. All damage elements
penetrated target C, while four and nine damage elements were unable to penetrate targets
D and E, respectively. After penetrating the three circuit boards, the damage elements and
the target fragments formed a large area fragment group. Then, the fragment group hit
target F but did not penetrate. During the entire process, the fragment group remained
between target A and target F, so target F was not penetrated.

A comparison of the damaged targets between the simulation and test is shown in
Figure 6. The target numbers are A–F from left to right. The damage characteristics of
the targets recovered from the experiment and from the simulation showed numerical
consistency. When the projectile penetrated target A, the shape of the opening was affected
by the honeycomb structure, and it consisted of the sides of the honeycomb cells. When
the projectile hit target B, the damage elements played a key role in the penetration, so the
opening was irregularly circular. Due to the lateral effect, the damage range of target B
was slightly larger than that of target A. At the same time, there was no impact trace of
damage elements around the opening on target B, meaning that the cartridge case had not
been broken before. There was a strong randomness in the damage processes of targets C,
D and E. The lateral damage ranges increased from 49.55 mm to 73.65 mm, and the local
point perforations due to the penetration of individual debris also increased. Their lateral
damage range increased from 49.55 mm to 73.65 mm, and the single-point damage around
the damage center increased in turn. Finally, when the projectile hit target F, damage marks
were produced by the impact of the fragment group; the bottom of the projectile made the
most apparent damage marks but did not penetrate the target.
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Figure 5. Simulation results of the projectile damage.

      

      

Figure 6. The comparison of damaged targets between the simulation and test.

To compare the consistency between the simulation model and the test more intuitively,
we carried out a quantitative analysis on the lateral, longitudinal and oblique damage
ranges, as shown in Table 5.

Table 5. Comparison of the lateral, longitudinal and oblique ranges.

Target Number
Lateral Damage Range (mm) Longitudinal Damage Range (mm) Oblique Damage Range (mm)

Simulation Test Error (%) Simulation Test Error (%) Simulation Test Error (%)

A 18.39 18.54 0.81% 20.08 20.36 1.36% 27.23 27.54 1.11%
B 21.41 22.13 3.25% 21.87 22.36 2.19% 30.60 31.46 2.72%
C 51.73 49.55 4.40% 55.97 54.42 2.86% 76.21 73.60 3.56%
D 67.12 63.75 5.29% 86.76 82.41 5.29% 109.70 104.19 5.29%
E 68.82 73.65 6.56% 93.45 93.16 0.31% 116.06 118.76 2.28%
F 48.76 52.28 6.73% 54.25 59.92 9.46% 72.95 79.52 8.27%

The qualitative analysis of the damage process showed that the damage characteristics
of the test and simulation were similar; the quantitative analysis of the damage ranges of
the targets showed that the deviations were within 10%. Therefore, the simulation results
were consistent with the experimental results, and the simulation model can be used for
further research.
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4. Theoretical Model of Projectile Impact on Honeycomb Sandwich Panel

4.1. Derivation of Theoretical Model

The kinetic projectile must penetrate the outer wall of the satellite—that is, the hon-
eycomb sandwich panel. The most commonly used parameter for describing a target’s
ability to withstand a projectile impact is the ballistic limit. It is defined as the maximum
projectile velocity a target can withstand without being penetrated. By establishing the
theoretical model of the kinetic projectile impacting the honeycomb sandwich panel, the
projectile’s ballistic limit velocity and residual velocity could be obtained, and the damage
characteristics can be further explained.

4.1.1. Structural Model

The schematic diagram of the projectile hitting the honeycomb sandwich panel is
shown in Figure 7a. The honeycomb sandwich panel was composed of a front skin, a back
skin and a honeycomb core, where h is the thickness of the skins, H is the thickness of the
honeycomb core, h1 is the wall thickness of the honeycomb cell and D is the side length
of the honeycomb cell. The projectile has a blunt tip, rp is the projectile radius, dp is the
projectile diameter, M0 is the projectile mass and V0 is the initial velocity of the projectile.
According to the study of Fatt [13], the penetration of the honeycomb sandwich panel could
be decomposed into three stages: the perforation of the front skin, the honeycomb core and
the back skin.

  

  

Figure 7. Theoretical model of the kinetic projectile hitting honeycomb sandwich panel: (a) schematic
diagram; (b) first stage; (c) second stage; (d) third stage.

The theoretical model is based on the following assumptions:

1. The honeycomb thickness is much greater than the skin thickness, H � h. However,
this assumption has some consequences (i.e., that the front skin will deflect and
perforate, while the honeycomb core steadily crushes without compaction). The back
skin is undeformed during the opening of the front skin.

2. The diameter of the projectile is larger than the length of the side of the honeycomb
cell, dP > D. Therefore, honeycomb crushing and shearing will occur under the
projectile. If the projectile diameter is less than the cell side length and the projectile
falls within one cell, the projectile can penetrate the cell without crushing it.

The first stage is shown in Figure 7b; the projectile penetrates the front skin, the honey-
comb core and the back skin support the front skin, the honeycomb core is stably crushed
and the back skin is not deformed. ξ1 is the radial extent of the front skin deformation, wo1
is the transverse deflection of the front skin deformation and Vr1 is the residual velocity
after the projectile penetrates the front skin.
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The second stage is shown in Figure 7c. This stage starts when the projectile completely
penetrates the front skin. The projectile acts on the honeycomb core together with a plug
from the front skin. According to Goldsmith’s experimental research [25], Fatt obtained
the ballistic limit equation of bare honeycomb [13]. In the paper, the failure mechanism of
honeycomb was replaced by this ballistic limit [13]. Considering that part of the honeycomb
core was crushed in the first stage, the reduced ballistic limit of bare honeycomb was
used [13].

The third stage is shown in Figure 7d. It is assumed that the honeycomb core has
been compacted into a plug before this stage; the plug hits the back skin together with the
projectile. The energy lost upon impact with the back skin is predicted using the perforation
equation developed for thin plates by Woodward [26].

4.1.2. First Stage: Perforation of Front Skin

The energy conservation equation when the projectile penetrates the front skin is [13]:

1
2

M0V2
0 = Γ1 + Wf 1 +

1
2
(

M0 + Mp1
)
V2

rl (1)

In the formula, Γ1 is the plastic work dissipated during membrane stretching and
honeycomb deformation under the deformed skin, Wf 1 is the fracture work and Mp1 is the
mass of the plug cut out from the front skin; it is assumed that the plug diameter is equal
to the projectile diameter. Vr1 is the residual velocity of the projectile after penetrating the
front skin.

The plastic work Γ1 is dissipated in the stretching of the front skin and the crushing of
the honeycomb; it is found by considering the equivalent plastic work dissipated in the
static indentation of a membrane bonded to a rigid plastic foundation [13]. According to
the relevant derivation of Fatt [13], the expression of the plastic work consumed by plastic
deformation in the first stage is:
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In the formula, qc is the dynamic crush strength of the aluminum honeycomb core,
qs is the dynamic shear strength of the honeycomb core, σo is the flow stress of the skin
material, rp is the projectile radius, h is the skin thickness and ξ1 is the radial extent of the
front skin deformation at the end of the first stage.

According to [13], when the radial strain reaches a critical value, the front skin experi-
ences tensile necking. The radial extent of the front skin deformation ξ1 is:

ξ1 = rp

√
1 + 2

√
2εcr

σoh
(qc + qs)rp

(3)

In the formula, εcr is the critical fracture strain; Wang obtained εcr= 1.5 from a uniaxial
tensile test [27].

The transverse deflection wo1 of the front skin deformation at the end of the first stage
(see Figure 7b) is:

wo1 =
(qc + qs)ξ2

1
2σoh

ln
ξ1

rp
− (qc + qs)

4σoh

(
ξ2

1 − r2
p

)
(4)

Wf 1 is expressed as:

Wf 1 =
πh2rpσo√

3
(5)

According to the impact test of Goldsmith [25], the dynamic crush strength of the
honeycomb core is about 30% higher than the static crush strength. Therefore, the dynamic
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crush strength qc and dynamic shear strength qs of the honeycomb core are 1.3 times larger
than the static crush strength qcr and static shear strength qsh.

qcr is the static crush strength of the honeycomb core. Wierzbicki [28] established
the relationship between the honeycomb parameters and qcr and applied it in a projectile
impact test. The results showed that the error was within 5% during low-velocity impact
and within 16% during high-velocity impact [28]. The expression for qcr is:

qcr = 16.55σo

(
h1

D

)5/3
(6)

In the formula, σo is the flow stress of the honeycomb core, and h1 is the wall thickness
of the honeycomb cell, as shown in Figure 7a.

When the projectile hits the honeycomb sandwich panel, the honeycomb core under
the front skin is not only crushed but also experiences shear deformation, which means
that the honeycomb core provides shear resistance in the deformation area from rp to
ξ1. qsh is the static shear strength of the honeycomb core obtained by McFarland [29]; its
expression is:

qsh = 1.155
σo√

3
h1

D
(7)

4.1.3. Second Stage: Perforation of Honeycomb Core

The energy conservation equation when the projectile penetrates the honeycomb core
is [13]:

1
2
(

M0 + Mp1
)
V2

0 = Γ2 +
1
2
(

M0 + Mp1 + Mp2
)
V2

r2 (8)

In the formula, Γ2 is the work involved in perforating the honeycomb, Vr2 is the
residual velocity of the projectile after penetrating the honeycomb core, Mp2 is the mass
of the plug cut out from the honeycomb core and Mp2 = πρHr2

m. rm is the radius of the
honeycomb plug; the experiments showed that rm is 1~2 times the radius of the projectile
rp [25], so rm= 1.5rp is used at the end of the second stage.

When the projectile penetrates the honeycomb core, the energy loss is mainly due to
the collapse and shear of the honeycomb core. Although the damage model for honeycomb
penetration is very complex, the honeycomb failure mechanism can be replaced by the
ballistic limit of bare honeycomb [13]. Due to the deformation of the front skin in the first
stage, the honeycomb core is already crushed, and the reduced ballistic limit of the bare
honeycomb is used [13]. The expression of the plastic work Γ2 is:

Γ2 =
1
2
(

M0 + Mp1
)
V′2

b1 (9)

In the formula, V′
b1 is the reduced ballistic limit.

In the second stage, the honeycomb core is crushed from its original thickness H to H1:

H1 = H − wo1 (10)

In the formula, wo1 is the transverse deflection of the front skin (see Figure 7b).
The reduced ballistic limit V′

b1 can also be estimated from the original ballistic
limit (Vb1)H :

V′
b1 =

√
H1

H
(Vb1)H (11)

When the projectile penetrates the bare honeycomb,

1
2

Mo(Vb1)
2
H = (Pc + Ps)H (12)
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In the formula, Pc is the average crushing force of the honeycomb core, Ps is the
average shearing force of the honeycomb core and the experiments in [25] show that Pc and
Ps are constant.

According to [30], Pc and Ps can be obtained from qc and qs:

Pc = qcπr2
m (13)

Ps= 2πrmqsH (14)

Combining the above equations, we get:

Γ2 =
M0 + Mp1

M0

(
qcπr2

m+2πrmqsH
)
(H − wo1) (15)

4.1.4. Third Stage: Perforation of Back Skin

The energy conservation equation when the projectile penetrates the back skin is:

1
2
(

M0 + Mp1 + Mp2
)
V2

r2 = Γ3 + Wf 2 +
1
2
(

M0 + Mp1 + Mp2 + Mp3
)
V2

r (16)

In the formula, Γ3 the plastic work due to membrane stretching, Wf 2 is the frac-
ture work, Mp3 is the mass of the plug cut out from the back skin and Mp3 = πρhr2

m.
The plug radius rm= 1.5rp. Vr is the residual velocity after the projectile penetrates the
sandwich panel.

Woodward [26] presented the expression for the work consumed due to the plastic
deformation of the back skin:

Γ3 =
πrmσoh

4
(2rm + 2πh) (17)

In the formula, σo is the flow stress of the skin material.
The expression for the fracture work consumed Wf 2 is [13]:

Wf 2 =
πh2rmσo√

3
(18)

4.2. Theoretical Calculation
4.2.1. Calculation Parameters

The modeled honeycomb sandwich panel consisted of the skins and honeycomb core.
The skin material was 2A12 aluminum, and the honeycomb core material was 3003H18
aluminum. The material properties are shown in Table 6 [31], where σy is the yield strength,
σu is the ultimate strength and σo =

(
σy + σu

)
/2 is the flow stress.

Table 6. Material properties of the honeycomb sandwich panels [31].

Part Material σy(MPa) σu(MPa) σo(MPa)

Skin 2A12 aluminum 325 427 376
Honeycomb core 3003H18 aluminum 170 190 180

The geometric parameters of the projectile and the honeycomb sandwich panel are
shown in Table 7; these were used as the input parameters.
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Table 7. Geometry parameters of the projectiles and honeycomb sandwich panel.

Name of Parameter Symbol of Parameter Value Unit

Mass of projectile M0 21.17 g
Radius of projectile rp 8 mm
Length of projectile Lp 42 mm
Thickness of skin h 0.5 mm

Thickness of honeycomb core H 19 mm
Wall thickness of honeycomb cell h1 0.08 mm

Side length of honeycomb cell D 6 mm

4.2.2. Results

Theoretical calculations were carried out for different initial projectile velocities. The
residual velocities after each stage are summarized in Table 8.

Table 8. Residual velocity after each perforation stage.

Velocity V0=250 m/s V0=300 m/s V0=325 m/s V0=350 m/s V0=400 m/s

Vr1 (m/s) 216.5 272.1 299.1 325.7 378.3
Vr2 (m/s) 210.6 266.6 293.7 320.4 372.9
Vr3 (m/s) 196.6 254.2 181.7 308.7 361.6

4.2.3. Comparison between Simulation and Theory

Comparing the dynamic simulation with the theoretical analysis, the calculation
results are listed in Table 9. The differences between the residual velocity and residual
kinetic energy between simulation and theory were within 5%.

Table 9. Comparison of the results between the theoretical calculations and numerical simulation.

Initial Velocity (m/s)
Residual Velocity (m/s) Residual Kinetic Energy (m/s)

Simulation Theory Difference Simulation Theory Difference

250 199.3 196.6 1.35% 420.5 409.2 2.69%
300 258.5 254.2 1.66% 707.4 684.1 3.30%
325 286.7 281.7 1.74% 870.2 840.1 3.46%
350 314.6 308.7 1.88% 1047.8 1008.9 3.72%
400 368.5 361.6 1.87% 1437.6 1384.3 3.71%

In order to see the consistency more clearly between the theoretical model and the
simulation model, Figure 8 shows the relationship between the initial velocity and the
residual velocity. It can be seen that the simulation datapoints basically coincide on the
theoretical curve, indicating that the simulation results support the theoretical model.

 

Figure 8. Comparison of the initial and residual velocity between the theory and simulation.
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4.2.4. Ballistic Limit Prediction

Vb1 is the ballistic limit velocity of the honeycomb sandwich panel impacted by the
kinetic projectile. Vb1 is obtained by gaining Vr = 0 using the above theoretical model.
The theoretical model could obtain the residual velocity Vr by inputting the initial velocity
V0. Different values of V0 were attempted through iterations until Vr = 0 was satisfied,
and the ultimate obtained V0 was Vb1. The theoretical calculations found the value of
Vb1 = 146.9 m/s [13], and the simulation results indicated that the projectile penetrated
target A when the initial velocity was 150 m/s. Therefore, we considered that the ballistic
limit velocity was about 150 m/s. Note that the theoretical model can not only be used
to calculate the ballistic limit with the same projectile and targets but can also be used to
predict the ballistic limit under different conditions, which is convenient for application in
both missions and experiments.

4.2.5. Deformation Prediction

According to Equations (3) and (4), it can be calculated that ξ1 = 32.5 mm and
wo1 = 14.5 mm. Since the velocity variable does not appear in the expressions of ξ1 and wo1,
Fatt holds that ξ1 and wo1 are not related to the projectile velocity; this could be observed
in the simulation. Figure 9 shows the simulated deformation of the honeycomb sandwich
panel after being impacted with the projectile at different velocities. The deformation
results are very similar, and the differences between the values of ξ1 and wo1 at different
velocities are not large. This supports the assertion that “the deformation of the front skin
has little relationship with the projectile velocity”, as mentioned the analytical model given
in [13]. The simulation results of ξ1 and wo1 are similar to the calculated results, which
further illustrates the correctness of the analysis.

   
(a) (b) (c) 

Figure 9. Deformation of the honeycomb sandwich panels after penetration, (a) V0 = 250 m/s,
(b) V0 = 325 m/s, (c) V0 = 400 m/s.

5. Influence of Launch Parameters on Damage Characteristics

5.1. Influence of Initial Velocity

Figure 10 shows the damage effects of the kinetic projectile impact under different
initial velocities. When the initial velocity was 250 m/s, the projectile did not penetrate
target B in the simulation. When the initial velocity was 300 m/s, the damage elements
penetrated target B and spread inward, but the projectile bottom did not penetrate. When
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the initial velocity was in the range of 325–350 m/s, the projectile bottom penetrated target
B. When the initial velocity was greater than or equal to 400 m/s, some fragments began
to penetrate target F. The damage requirements for the simulation were that the entire
projectile must penetrate the honeycomb sandwich panel, and the damage elements must
penetrate target panel B and disperse to the inside, and none of the fragments can penetrate
target F. Our results indicate that the initial velocity range that should be applied to meet
these requirements is 325–350 m/s.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 10. Damage effect of the kinetic projectile impact under different initial velocities,
(a) V0 = 250 m/s, (b) V0 = 300 m/s, (c) V0 = 325 m/s, (d) V0 = 350 m/s, (e) V0 = 400 m/s,
(f) V0 = 600 m/s.

The ability of the kinetic projectile to damage the internal structure mainly came from
the lateral effect when the projectile impacted target B. Projectiles with a higher initial
velocity had a more successful lateral effect, but compared to the increase in the lateral
velocity, a higher initial velocity had a greater effect on the increase in the longitudinal
velocity. It can be seen that projectiles with a higher initial velocity had a stronger ability to
penetrate plates, but the damage area was reduced. Therefore, our results suggest that the
most appropriate initial velocity is 325 m/s. At this speed, the most effective damage to the
circuit boards could be achieved without the penetration of target F.

5.2. Influence of Incident Angle

Figure 11 shows the damage effect of the kinetic projectile impact under different
incident angles. Due to the launch conditions, there was generally an incident angle when
the projectile impacted the target—that is, the angle between the projectile axis and the
normal target direction. In order to investigate the influence of the incident angle on the
damage characteristics, simulations were carried out under different incident angles. Two
moments were selected to analyze the damage process, as shown in Figure 11. The first
(images on the left) was the partial display when the damage elements were scattered, and
the second (right side) was the whole picture when the damage process was complete.
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Incident Angle Time to Penetrate Target B Damage Results 

1.5° 

  

3° 

  

5° 

 
 

Figure 11. Damage effect of the kinetic projectile impact under different incident angles.

When the incident angles were 1.5◦, 3◦ and 5◦, the kinetic projectile could complete
the effective damage to the circuit boards, indicating that the projectile could adapt to an
incident angle less than 5◦ when the projectile velocity was 325 m/s. With the increase of
the incident angle, the deflection of the projectile bottom was more significant, and more
damage elements remained in front of each target plate, indicating that the penetration
ability decreased with the increasing incident angle. It is worth noting that, due to the
lateral effect, the front damage elements moved forward in the horizontal direction after
impact, while the rear damage elements deflected with the projectile bottom. This means
that higher incident angles reduced the penetration ability but increased the damage area.

6. Conclusions

In this paper, an artificial satellite was simplified as multi-layer target plates based on
its structural characteristics. The damage process of a kinetic projectile hitting the multi-
layer target plates was analyzed by integrating the experiments and finite element method.
Then, the impact characteristics of the kinetic projectile on the honeycomb sandwich plate
were analyzed. Finally, the influence of the initial velocities and incident angles on the
damage characteristics were studied based on the simulation model.

The damage characteristics between the simulation and the test were consistent in
terms of the damage range of the targets, validating the simulation model. The analytical
results of the kinetic projectile impact on the honeycomb sandwich panel correlated well
with the simulation; the ballistic limit velocity was determined as 150 m/s. We also found
that the opening deformation had little relationship with the projectile velocity.

The projectile velocity necessary to achieve effective damage to the circuit boards
without penetration of target F was between 300 m/s and 350 m/s, and we identified the
most appropriate initial velocity as 325 m/s. Projectiles with a higher initial velocity had
a stronger ability to penetrate the plates, but the damage area was reduced. The kinetic
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projectile could adapt to an incident angle less than 5◦. Due to the lateral effect, the front
damage elements still moved in the vertical direction, increasing the damage area but
reducing the penetration ability.
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Abstract: According to the dynamic characteristics of the adhesion desorption process between
gecko-like polyurethane setae and the contact surface, the microcontact principle of an elastic sphere
and plane is established based on the Johnson–Kendall–Robert model. On this basis, combined with
the cantilever beam model, microscale adhesive contact models in the case of a single and an array
of setae are obtained. The contact process is numerically simulated and verified by the adhesion
desorption test. After that, the effects of external preload, the elastic modulus of setae material, the
surface energy, and the surface roughness on the contact force and depth during the dynamic contact
process of setae are studied. The results show that the error between the simulation and test is 15.9%,
and the simulation model could reflect the real contact procedure. With the increase in preload, the
push-off force of the setae array would grow and remain basically constant after reaching saturation.
Increasing the elastic modulus of setae material would reduce the contact depth, but have little effect
on the maximum push-off force; with the increase in the surface energy of the contact object, both the
push-off force between the objects and the contact depth during desorption would increase. With
the increase in wall roughness, the push-off force curve of the setae array becomes smoother, but the
maximum push-off force would decrease. By exploring the dynamic mechanical characteristics of the
micro angle of setae, the corresponding theoretical basis is provided for the numerical simulation of
the adsorption force of macro materials.

Keywords: Johnson–Kendall–Robert model; polyurethane setae array; surface energy; modeling;
simulation

1. Introduction

In recent years, substantial progress has been achieved in gecko-inspired adhesive
technology since the discovery of the uniquely layered footpad structure of geckos [1,2].
Geckos can climb on almost any surface, or even stand upright or upside down, because
their layered structure is composed of inclined villi, and the end of each villus is composed
of many thin setae [3]. Researchers have been able to understand the adhesion mechanism
of gecko feet and have promoted the development of biomimetic adhesion materials [4–6].
Based on the van der Waals force contact principle, biomimetic adhesive materials may
exhibit stable contact performance in complex environments [7,8]. The van der Waals force
exists in the molecules on the surface of various objects without any requirements regarding
the environment, so it is employed by animals such as geckos to adhere to the surfaces of
various objects [9].

A lot of research has been carried out on the design and production of gecko-like
adhesive materials and structures at home and abroad. In 2000, Autumn et al. [10,11]
studied the adhesion mechanism of gecko setae. In the United States, there has been an
upsurge in research on biomimetic dry adhesive materials and structures. The adhesion
mechanism of gecko setae dominated by the van der Waals force and supplemented by
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the capillary force has been widely accepted. However, the elastic deformation of the
setae was rarely involved, leading to the overestimation of the adhesion to the setae. In
2003, Geim et al. proposed a “gecko tape” material, which is fabricated with an array
of geometrically shaped flexible plastic posts. The structure has a repeatable attachment
function and self-cleaning capability [12]. Persson proposed a simple model to study the
effect of surface roughness on the adhesion of gecko foot setae. This model simplifies
the tongue depressor at the end of the setae and regards the tongue depressor as an
equivalent plane. Assuming that the surface roughness follows a normal distribution, the
simulation results show whether the adhesion depends on the magnitude of the surface
roughness [13,14]. The literature carries out experimental and theoretical analyses on
adhesion to rough surfaces, but does not emphasize the change in the adhesion force of
microscopic setae during adhesion. In 2005, the Max Planck Institute for Metal Research
in Germany simulated setae found on the foot of a gecko, then optimized and simulated
the pulling process of the gecko setae, but lacked research on the adhesion properties of
array materials [15,16]. Dai Liming et al., of the University of Dayton in the United States,
recently used chemical vapor deposition to obtain high-density, large aspect ratio carbon
nanotube-adhered arrays [17]. The literature did not further elaborate on the adhesion
principle of the array material. Guo et al. studied the dry adhesion of VACNTs in different
temperature ranges and explained the phenomenon of adhesion with temperature [18].
The microscopic morphology of the material was optimized by Mark Cutkosky et al. at
Stanford University to develop a millimeter-scale array with sharp ends. The adhesion
strength of the experimentally obtained adhesion array is about 0.24 N/cm2, with obvious
anisotropy, but the connection between the microscopic setae adhesion theory and the
macroscopic adhesion has not been explained further [19,20].

Research on the adhesion characteristics of geckos has good references regarding
the development of bionic adhesion materials. Therefore, we could explore the principle
of the microstructure of gecko feet to study the adhesion characteristic of polyurethane
setae array materials. The traditional Hertz contact theory is mainly used for the contact
between two elastomers. When the research scale is further reduced and the surface energy
is introduced, the Hertz contact theory cannot be explained. Based on the Hertz theory,
the Johnson–Kendall–Robert (JKR) contact theoretical model is established by introduc-
ing surface adhesion. The dynamic mechanical properties of setae in microcontact are
further studied by integrating the JKR contact theory model with the cantilever beam
model. Through the established mathematical model, the influence mechanism of rough-
ness, surface energy, and elastic modulus on the microcontact dynamic characteristics of
polyurethane, the setae array is analyzed.

The structure of this paper is as follows: Section 1 summarizes the relevant research
and the main contributions of this work. In Section 2, the microscale adhesion theory and
cantilever beam theory are studied and integrated to form the setae quasistatic contact
theory. Descriptions of experiments, simulations, and the model analysis are included in
Section 3. Section 4 concludes the whole research.

2. Micro Contact Theory of Setae

2.1. Microscale Adhesive Contact Theory

In the macroscopic theory, when objects are in contact with each other, the elastic
force is much larger than the surface force of the objects. Thus, the surface force is often
ignored. However, when the characteristic scale of the research object is reduced to a
certain range, there can be many phenomena that cannot be explained by the traditional
macroscopic contact theory. The reason is that the role of the surface force and surface
energy between two objects is the key factor in determining the adhesion, contact, and
deformation behavior of solid surfaces. In areas where surface forces are dominated,
traditional continuum mechanics methods are no longer applicable. The concept of surface
force was introduced in classical mechanics; thus, forming the theory of the microscale
adhesive contact.
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In the Hertz contact model, due to the lack of an adhesion force, when the applied
external load is Ph, a contact circular surface with a radius ah would be generated, and its
contact depth δh and pressure distribution Ph(r) in the contact area could be given by the
following formula:

a3
h =

3RPh
4E∗ (1)

a3
h =

3RPh
4E∗ (2)

ph(r) =
3Ph

2πa2
h
(1 − r2

a2
h
)

1/2

(3)

where E∗ is the equivalent elastic modulus, E∗ = (
1−ν2

1
E1

+
1−ν2

2
E2

)
−1

and R are the equivalent
radius 1

R = 1
R1

+ 1
R2

, R1R2 are the radii of two contact spheres, respectively, and r is the
distance between the contact point and the center of the contact area.

Based on the Hertz contact model, the adsorption force Pa between the contact surfaces
is introduced, and its pressure distribution Ph(r) in the contact area could be expressed by
the following formula:

Pa(r) =
Pa

2πa2 (1 −
r2

a2
h
)

− 1/2

(4)

The adsorption term Pa has a crack propagation singularity at the contact boundary,
and the corresponding pressure increase coefficient is KI = Pa

2a
√

πa . Using the Irwin for-
mula, the relationship between the adsorption energy and the adsorption energy could be
obtained as:

G =
K2

I
2E∗ = w (5)

Among them, G is the elastic energy release rate, w is the adhesion energy, and
w = 2

√
γ1γ2, γ1, and γ2 are the surface free energy of the two objects in contact with

each other, respectively. The expression of the adsorption term could be obtained from the
above formula:

Pa =
√

8πwE∗a3 (6)

The final JKR theoretical contact pressure distribution can be obtained:

PJKR = Ph − Pa =
4E∗a3

3R
−
√

8πwE∗a3 (7)

The expression of the contact circle radius aJKR is:

a3
JKR =

3R
4E∗ (P + 3πwR +

√
6πwRP + (3πwR)2) (8)

The corresponding normal displacement is δJKR and could be written as:

δJKR = δh + δa (9)

where δh is the Hertz compression depth, δa is the adsorption compression depth, and

δa =
Pa

2πE∗ =
√

8πE∗wa3

2πE∗ ; finally, the normal displacement could be written as:

δJKR =
a2

JKR

R
−
√

2πwaJKR

E∗ (10)
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To facilitate the analysis of the essence of the JKR contact model, the obtained dimen-
sionless external load P∗, contact circle radius a∗, and contact depth δ∗ are:

P∗ =
PJKR

πRw
(11)

a∗ = aJKR(
4E∗

3πR2w
)

1/3

(12)

δ∗ = δJKR(
9π2Rw2

16E∗2 )

− 1/3

(13)

Then, according to the formula (7), the expression of dimensionless load P∗ could be
obtained as:

P∗ = P∗
h − (6P∗

h )
1/2 = a∗3 − (6a∗3)

1/2
(14)

Based on Equation (10), so that the contact depth δ∗:

δ∗ = a∗2 − 2

⎛
⎝2a∗

/
3

⎞
⎠

1/2

(15)

When the external load is 0, the contact radius generated by the van der Waals

force is a0 = (
6πR2w

/
K)

1/3

, and the following could be seen from Equation (8): the

maximum adhesion force: Fad = −1.5πRw; the separation radius: as = 0.63a0; the normal
displacement during separation: δs = −0.21a0

2R−1.

2.2. Cantilever Beam Theory

Since the JKR theory could only describe the micro-scale adhesion properties and can-
not characterize the elastic deformation of the setae rods, it may lead to the overestimation
of the adhesion strength. When analyzing the microscopic contact of setae, a single seta
rod could be regarded as a large flexible beam, and the end could be simplified as a viscous
elastic sphere. This simplified model could deal with issues related to setae contact.

By applying vertical pressure on the setae, they can gradually achieve close contact
with the surface. The setae would then be in the adsorption state. After that, a push-off
force could be applied on the setae to separate them from the contact surface. Based on
Figure 1, the mechanical analysis of a single polyurethane seta was carried out.

Figure 1. Schematic diagram of the stiffness of a single seta.
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Neglecting the instability, when the setae were compressed in their axial direction,
the ends of the setae were also subjected to a reaction force in the axial direction. Accord-
ing to the deformation theory of large flexible beams in the mechanics of materials, the
deformation of the seta in their axial direction was:

Δl =
Fl

πr2E1
(16)

where l is the length of the setae rod, E1 is the elastic modulus of the setae material, r is
the diameter of the setae rod, and F is the axial load on the setae. The above Equation (16)
could be transformed into a function F = KaΔl, where Ka is the stiffness of the setae along
the axial direction, with the expression:

Ka =
πr2E1

l
(17)

when the end of the setae is subjected to an external force along its radial direction, the
bending deformation of the material would cause a relative displacement Δh in the radial
direction. Therefore:

Δh =
Fl3

3E1 I
(18)

The above formula could be transformed into a function F = KpΔh, where Kp is the
stiffness of the setae along the radial direction, and its expression is:

Kp =
F

Δh
=

3πr4E
4l3 (19)

The longitudinal stiffness Ky of the setae at the inclination angle θ could be expressed as:

Ky =
Fy

δy
=

KP · Ka

KP sin2 θ + Ka cos2 θ
(20)

In the same way, the expression of the lateral stiffness KX of the setae could be
expressed as:

Kx =
Fx

δx
=

KP · Ka

KP cos2 θ + Ka sin2 θ
(21)

To facilitate the study of the plastic deformation of the seta rod, the axial stiffness and
the radial stiffness of the inclined seta rod were converted into the longitudinal stiffness Ky
and the transverse stiffness KX . The comprehensive deformation of the seta rod could be
decomposed into the X-direction deformation and the Y-direction deformation according
to the coordinate system.

2.3. Quasi-Static Contact Theory

When the setae were pressed in or pulled out vertically at a low speed, the contact
state of a single polyurethane seta with the surface could be approximately regarded as the
quasistatic contact. As shown in Figure 2, the distance between the base of the setae and
the contact surface was Z, the length of the setae rod was L, and the radius of the end ball
was R. The seta was displaced as y in the Y direction. The initial distance of the setae from
the contact plane was h0. The distance between the end of the seta and the contact surface
during the movement was h.

h = Z − L sin θ − R − y (22)
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Figure 2. Schematic diagram of single polyurethane setae and surface.

The setae contact state was judged by analyzing the size of h. Since the interaction
force of the setae in the process of contact and desorption was different, it was necessary to
analyze the mechanical state of the pressing and desorption of the polyurethane setae.

2.3.1. Quasistatic Indentation Force Analysis of Setae

The polyurethane setae were pressed vertically in the Y direction. Due to the van
der Waals forces acting at a small distance, the polyurethane setae were just in contact
with the surface without deformation at that time h = 0. The interaction force between the
polyurethane setae and the surface was 0 at this time. When h < 0, the polyurethane setae
were squeezed, and the interaction force between them was expressed as a repulsive force
F > 0.

The displacement of the base of the setae was y, and the contact depth between the
ball at the end of the setae was y1. When the rod of the setae was compressed, its elastic
deformation was y2. As shown in Figure 3a, the relationship between their displacements
could be obtained:

y = y1 + y2 (23)

 

(a) (b) 

Figure 3. Static relationship between seta and contact surface;(a) variation of a single seta press-in
displacement;(b) force analysis of a single seta in contact with the surface.

As the setae moved down, the displacement y1 for the end ball was the JKR theoretical
depth of contact:

y1 = δJKR (24)

Based on the force balance theory, as shown in Figure 3b, we could obtain:

F = PJKR = y2 × Ky (25)

By combining Equations. (7), (10), (20), (23), and (25), the relationship between the
contact force and the displacement of the setae in the Y direction could be obtained.
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During the pressing process, the seta would produce a lateral deformation x, which
could be approximated according to the deformation coordination relationship:

x = (y − y1)× tan θ (26)

The coefficient of friction between the setae and the surface was μ, and the setae
experienced a leftward frictional force Fμ during the press-in process:

Fμ = μ × F (27)

If the force generated by the lateral deformation of the setae was less than the friction
force, that is xKx ≤ μF, then the setae would not produce a lateral displacement. Addition-
ally, the friction force value was equal to the static friction. If the force generated by the
lateral deformation of the setae was greater than the friction force, that is xKx > μF, then
the setae would produce a lateral displacement. Additionally, the friction force value at
this time was equal to the size of the kinetic friction force.

2.3.2. Quasistatic Push-off Force Analysis of Setae

The polyurethane setae were perpendicular to the surface in the Y direction. When
h < 0, the polyurethane setae were squeezed, and the interaction force between them was
expressed as the repulsive force F > 0. In the Y direction, the contact force between the
setae and the surface was the same as that in the pressed state. The friction force was
opposite to that in the pressed state in the X direction.

When δs ≥ h > 0, the polyurethane setae end beads adhered to the surface, and
the interaction force between them was an attractive force F < 0, as shown in Figure 4.
Equation (25) was also applicable to the solution of the contact force in the desorption state,
but the force state was opposite to that in the press-in state.

Figure 4. Schematic diagram of desorption of single polyurethane setae.

When h > δs the polyurethane setae were separated from the surface, and the interac-
tion force between them was F = 0.

3. Results and Discussion

3.1. JKR Model Analysis

By solving the normalized JKR model of the setae contact, the relationship between the
contact circle radius, contact force, and contact depth was obtained. Through the analysis
of the curve characteristics, the dynamic mechanical relationship between the two objects
in the mutual adsorption and desorption process was obtained.

The relationship between the force and the radius when the setae were in contact
with the surface is shown in Figure 5a. It could be seen from the figure that the maximum
adsorption force was at point C. The corresponding adsorption force was −1.5 μN at this
point, and the radius of the contact circle was 1.24 μm. This point was the critical point
where the ball end of the setae and the contact surface were separated from each other.
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When the ball at the end of the setae was 0 from the surface, the adsorption force
changed from point O (0, 0) to point A (0, −1.35 μN) in Figure 5b. The increase in the
contact depth led to a growth in the adsorption force, which changed in the AB direction
from point A. When the ball surface and the contact surface were separated from each other,
the force would gradually decrease along with BA. The positive pressure gradually became
the adsorption force, and then changed from point A to point D (−0.8, −0.75). When it was
further detached from point D, the adsorption force would change suddenly from point
D (−0.8, −0.75) to point E (−0.8, 0), which also meant that the polyurethane setae were
completely detached from the contact surface. Point D was the critical point, where the
polyurethane setae and the contact surface were separated from each other.

 
(a) (b) 

Figure 5. The dynamic mechanical relationship between the sphere and the contact surface: (a) the
relationship between the radius and the force; (b) the relationship between the contact force and the
contact depth.

3.1.1. Influence by Elastic Modulus

Based on the above theory, the effect of the material’s elastic modulus and surface
energy on the interaction force model was further analyzed. The dynamic mechanical
simulation analysis was carried out by selecting real polyurethane seta material parameters.
The sphere and the plane were selected to be in contact with each other, the radius of the
sphere at the end of the polyurethane setae was 4 μm, the elastic modulus was 1.413 Mpa,
the Poisson’s ratio was 0.3 mJ/m2, and the adhesion energy was 40 mJ/m2. The elastic
modulus of the contact plane was 55 Gpa, the Poisson’s ratio was 0.25, and the adhesion
energy was 170 mJ/m2.

Taking the elastic modulus as 0.1 Mpa, 1 Mpa, and 10 Mpa for the dynamic simulation,
we could obtain the relationship curve between the circle radius and the external load, and
the external load and the depth. It could be seen from Figure 6a that with the increase
in the elastic modulus, the contact circle radius under the same contact force decreased
significantly from 3.69 μm at 0.1 Mpa to 0.74 μm at 10 Mpa. An increase in the elastic
modulus resulted in less deformation under the same contact force. Under the same contact
force, the deformation became smaller as the elastic modulus increased. It was also found
that the maximum push-off force of spheres with different elastic moduli experienced little
change during the separation process.
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(a) (b) 

Figure 6. Dynamic analysis results under different elastic moduli of 0.1 Mpa, 1 Mpa, and 10 Mpa:
(a) the relationship between the contact radius and the contact force under different elastic moduli;
(b) the relationship between the contact force and the contact depth under different elastic moduli.

3.1.2. Influence by Material Surface Energy

Taking the sphere adhesion energy as 4 mJ/m2, 40 mJ/m2, and 100 mJ/m2, the
dynamic simulation was carried out. The relationship between the radius of the circle and
the load, and the load and the depth were obtained. It could be seen from Figure 7a that
with the increase in the surface adhesion energy, the maximum adsorption force when the
setae were desorbed increased significantly. The maximum adsorption force increased from
0.71 μN at 4 mJ/m2 to 3.55 μN at 100 mJ/m2. With the increase in the surface adhesion
energy of the contacting object, the corresponding contact depth also increased gradually
during desorption, from 0.23 μm at 4 mJ/m2 to 0.71 μm at 100 mJ/m2.

  
(a) (b) 

Figure 7. Dynamic analysis results under the conditions of different surface energies of 4 mJ/m2,
40 mJ/m2, and 100 mJ/m2: (a) the relationship between the contact radius and force under dif-
ferent surface energies; (b) the relationship between the contact force and depth under different
surface energies.

To sum up, the contact depth would increase with the decrease in the elastic modulus
under the same contact load, but had little effect on the maximum push-off force. The
depth of the contact and maximum push-off force would increase as the surface energy
of the contacting object increased. Therefore, the main factor affecting the setae push-off
force was the surface energy of the material. When the material for creating the setae was
determined, no matter how the morphology and size of the setae changed, the value of the
push-off force was constant.
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3.2. Simulation of the Single Seta

The interaction force between a single seta and the surface adhesion or detachment
had different forms, so the micro-adhesion state of the setae needed to be considered
and analyzed separately. When δ > 0, the seta would be in contact with the surface and
elastically deform. When δ < 0, the polyurethane seta would undergo a plastic deformation
due to the effect of adhesion and remained in contact with the surface. Until the elastic
force overcame the adhesion δ > δ0, the setae detached from the surface.

The dynamic desorption process of a single polyurethane seta was simulated and
analyzed, and the parameters were selected as shown in Table 1. The dynamic desorption
process of setae was solved by Matrix Laboratory (MATLAB) programming.

Table 1. Selection of polyurethane setae parameters.

Material Name Slope Setae Diameter Length Poisson’s Ratio Elastic Modulus Adhesive Energy

Polyurethane 30◦ 3 μm 20 μm 0.3 1.413 Mpa 40 mJ/m2

The relationship curve between the contact force and the contact depth was obtained
through a simulation, as shown in Figure 8. The setae were slowly pulled out at a certain
speed, and the contact force decreased with the contact depth and changes toward BA.
When the setae were pulled apart to −7.2 μm, the contact was suddenly disconnected.
From point D to point E, the adsorption force suddenly changed from 4.1 μN to 0 N. The
EF segment setae were separated from the contact surface, and there was no interaction
force detected.

 

Figure 8. Simulation curve of contact force and contact depth for setae array.

3.3. Setae Array Simulation and Experiment
3.3.1. Rough Surface Model

An important assumption of the classical contact theory is that the contact surface
is geometrically smooth, but the real surface in engineering is rough. Therefore, it was
necessary to establish a roughness model that could approximate the actual surface and
could be easily calculated. As shown in Figure 9, assuming that the base surface of the setae
was parallel to the reference plane of the contact surface, the spacing was Z, the length of
each seta was L, the setae were parallel to each other, and the angle between the setae and
the base surface was θ.
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Figure 9. Roughness model.

It was assumed that the peak height distribution of the contact surface conformed
to a normal distribution, and the reference surface of the rough surface was a plane. The
distance was h between the contact surface profile and the reference plane, and the height
satisfied the following Gaussian distribution:

g(h) =
1√
2πσ

e−
h2

2σ2 (28)

3.3.2. Dynamic Simulation and Experimental Verification

The dynamic adhesion process of polyurethane setae arrays was simulated and an-
alyzed, and the setae were pulled out vertically from the bottom to the top. When the
material area was 1 cm2 and the seta spacing was 4 μm, there was 1 × 107 setae in total,
and the inclination angle of the seta was 60◦. The elastic modulus was taken as 1.413 Mpa,
the Poisson’s ratio was 0.3, the surface adhesion energy was 40 mJ/m2, and the friction
coefficient between the end of the setae and the surfaces was 0.2. The elastic modulus of
the contact surface was taken as 55 Gpa, the Poisson’s ratio was 0.25, and the adhesion
energy was taken as 170 mJ/m2. The mean square error of the surface roughness was 1.
Using MATLAB programming to solve the dynamic desorption process of setae, the results
obtained by dynamic calculation are shown in the following Figure 10.

Figure 10. Simulation curve of the contact force with different contact depths.

The relationship between the push-off force and the depth was obtained through a
simulation, as shown in Figure 10. With the continuous pulling out of the setae array, the
contact force decreased gradually from 8.6 N. When the contact depth was less than 0 μm,
the direction of the contact force changed from pressure to adsorption. The curve had an
extreme point as the adsorption force reached a maximum value of −2.85 N. As the setae
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pulled further apart, the adsorption force gradually decreased to 0 N, and all the setae were
separated from the surface.

Figure 11a shows the relationship between the adsorption force and the preload on
the setae array when the mean square error of the roughness was 1. We could see from the
simulation curve that the adsorption force of the setae array increased rapidly with the
increase in pressure. After the pre-pressure reached 1 N, the adsorption force stabilized
at about 2.3 N. The experimental results matched well and the deviation error of the data
was 7.81%.

As the preload force increased, the number of setae arrays in contact with the surface
increased, so the preload force determined the distribution of adhesion between the array
and the surface. Different adhesion distributions would produce different interaction
force relationship curves during the detachment process. There was an extreme point of
adhesion force in the desorption curve under a certain pre-pressure, as shown in Figure 10.
By collecting the maximum desorption force under different pre-pressures, the relationship
curve between the pre-pressure and the maximum desorption force was obtained. During
dynamic detachment, the maximum adhesion force produced by the setae array increased
with an increasing preload, as shown in Figure 11a. The preload was further increased, and
the maximum adhesion attraction tended to reach a stable value. Because the area of the
material was constant in both experiments and simulations, there was a saturation value for
the number of setae contacts. The mean square error of surface roughness was selected as
0.5, 1, and 1.5, respectively. The experimental and simulation results of setae in contact with
surfaces of different roughness are shown in Figure 11b. The root mean square (RMS) was
used to describe the dispersion between the experimental data and the simulation data, and
the calculation result was 15.9% [21]. The peak adsorption force increased continuously at
different preloads as the root mean square deviation of the surface decreased. The contact
of the polyurethane setae array with the rough surface became better as the root mean
square deviation decreased, so the smooth surface was more favorable to the adsorption of
the setae array.

 

 

(a) (b) 

Figure 11. The relationship curves of the adsorption force between experiment and simulation:
(a) results data with different preloads; (b) results data with different surface roughness.

4. Conclusions

This paper established a complete contact model for polyurethane setae arrays, which
considered the Hertz contact theory, the surface energy theory, the cantilever beam theory,
and the rough surface mode comprehensively. When analyzing the contact of a single seta,
the setae rod was simplified as a cantilever beam, with its axial and radial stiffnesses con-
verted into longitudinal and transverse stiffnesses. Integrating the single setae quasistatic
contact theory and the rough surface model, the setae array contact model was further
obtained. After that, a parameter analysis was conducted and verified by the corresponding
experimental data. The main conclusions were as follows:
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(1) By comparing the simulation with the experiment, the average discrepancy of the
data was 15.9%, which demonstrated the feasibility of the polyurethane setae arrays
contact model.

(2) Through the analysis of the JKR model for the ball end of the setae, it was found that
reducing the elastic modulus of the object would increase the depth of contact under
the same external load. The elastic modulus had little effect on the maximum push-off
force. Increasing the surface energy of the contacting object would grow the distance
between the objects, the push-off force, and the depth of contact during desorption.

(3) When the polyurethane setae array was in contact with the rough surface, it was
found that with the growth of the preload applied to the setae array, the number of
setae in contact rose. Its maximum adsorption force would also increase, but it would
reach saturation.

(4) Different properties of the contact surface material had different effects on adhesion.
The greater the surface energy of the contact surface, the greater the adsorption force
generated when the seta arrays were separated. The elastic modulus and Poisson’s
ratio of the contact surface had little effect on the adsorption force. The roughness of
the contact surface had a negative effect on the adsorption force of the seta array, and
the smoother the surface, the greater the adsorption force.
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Abstract: Aiming at the parachute recovery of fixed-wing unmanned aerial vehicles, a method of
parachute deployment by tractor rocket is proposed. First, the tensile tests were carried out on
high-strength polyethylene and brocade silk-weaved composite materials. The dynamic property
parameters of the materials were obtained, which was the input for the dynamic model of the
parachute deployment phase. Second, the model was verified by the experiment results. Finally,
parachute weight and rocket launch temperature during the deployment phase were studied. The
results showed that the dynamic model has good accuracy; as the parachute weight increases, the
maximum snatch force of the extraction line and the sling decreases as the force on the suspension lines
increases and the deployment effect worsens. With the temperature rise, the maximum snatch force on
the extraction line, sling, and suspension lines increases and the deployment length changes slightly.

Keywords: dynamic model; weaved composite material; unmanned aerial vehicle; parachute recovery;
deployment phase; parameter analysis

1. Introduction

An Unmanned Aerial Vehicle (UAV) is an unmanned aircraft operated by radio remote
control equipment and its program control device [1]. It can be divided into fixed-wing
UAV [2], rotor UAV [3], parawing UAV [4], and flapping-wing UAV [5] according to the
flight platform configuration. The fixed-wing UAV has the advantages of fixed-wing
gliding, stronger “robustness” to control technology errors, enormous carrying capacity,
more extended flight, etc. [6]. It is widely used in various fields, which increases the
requirements for survival and recovery. The takeoff technology of UAVs is relatively
mature, whereas the landing technology is still facing many challenges, especially the more
difficult emergency landings. According to statistics, 60% of UAV accidents are caused
by human operation errors, among which takeoff and landing phases account for 50%,
and landing accidents account for the majority [7]. Therefore, one of the critical problems
currently for UAVs is how they can be recovered safely and accurately [8].

At present, the typical recovery methods of UAVs are net collision recovery [9], cable
hook recovery [10], parachute recovery [11], and vertical takeoff and landing UAV [12].
Parachute recovery has been widely adopted due to its simple overall layout, low level
of technical difficulty, and low dependence on other systems. In the parachute recovery
of UAVs, the deployment model can be divided into deployment by a crown chute or a
moving mechanism [13]. The crown chute will take a long time to open the parachute,
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which is not conducive to emergency release. The moving mechanism can shoot the traction
device quickly to get a fast opening speed. Whether it is a normal or emergency situation,
the parachute can be opened reliably and maintain the safe recovery of the UAV. In respect
of parachutes, the deployment phase and the inflation phase are always research hotspots in
the aviation field. Compared to the research on the parachute inflation phase, the research
on the deployment phase is more complicated, so there is little research literature. However,
the essence of the parachute deployment process is rope dynamics, where the research has
been a hot topic in recent years [14].

Composite materials are widely used in the aviation field because of their excellent
strength-weight ratio [15,16], and the weaved composite materials are widely used in
flexible mechanisms such as parachutes. The parachute deployment phase is short and
complicated, involving several movements. Studies on this process first appeared in
the 1970s. Wolf proposed the continuous deployment model [17], which assumed that
the suspension line was always straight during the deployment phase. The calculated
snatch force was equal to the actual situation. Shen Guanghui et al. [18] established a
6-DOF mathematical model of the Mars deceleration system. Ortega Enrique et al. [19]
accurately calculated the structural load and stress during parachute inflation based on
the filling-time expansion model and Ludtke’s area law. Yu Li et al. [20] analyzed the
deployment phase of the parachute and established a multi-particle dynamics model,
focusing on the rope’s flexible and significant deformation characteristics. Zhang Qingbin,
Wang Haitao, et al. [21,22] systematically studied the spring damping model of rope and
the influence of wake on the trajectory of the parachute; they applied it to the calculation
and analysis of the parachute deployment phase, obtaining good results.

The researchers studied theoretical models of the deployment and inflation phases,
but few studies considered the initial folding of the parachute. In this paper, a method
of deployment of parachutes by tractor rocket is proposed to improve the survivability
of UAVs in emergencies. Based on the explicit dynamics method, the dynamics model of
the parachute deployment phase is established. Experiments were designed and carried
out to verify the accuracy of the dynamic model by comparing the parachute deployment
time and height. The influence of parachute weight and the launch temperature on the
deployment performance was further studied. The above research provides a new idea and
method for the design and simulation of the parachute deployment stage in the parachute
recovery process of unmanned aerial vehicles.

The structure of this paper is as follows: Section 1 summarizes the relevant research
and the main contributions of this paper. In Section 2, the dynamics model of the parachute
deployment phase is established. In Section 3, the accuracy of the simulation model is
verified by comparing it with the experiment. Parametric analysis of parachute weight and
rocket launch temperature are included in Section 4. Section 5 concludes the whole research.

2. Dynamic Model of the Parachute Deployment Phase

2.1. Overview of Parachute Ejecting Tractor Rocket

Parachute recovery has a wide range of applications [23]. The mass of what is recov-
ered ranges from a few kilograms to dozens of tons; the opening speed ranges from low to
supersonic; and the height spans from thousands of meters to dozens of kilometers, which
can safely and effectively slow the recovered UAVs down to the ground or water surface.
In this paper, a typical fixed-wing UAV is selected, which adopts a conventional H-type
double-tail-support layout, with a width of 7020 mm, a length of 4180 mm, a height of
1470 mm, and a weight of about 250 kg. It needs to be recycled within the height range of
150–5000 m. The temperature range is −40 ◦C–+45 ◦C. The carrying platform of the UAV
recovery system cannot be subjected to excessive recoil force. The tractor rocket is used as
the traction device to keep the overload within a reasonable range.

The working process of the tractor rocket is as follows: When the igniter receives
instructions to light a solid propulsive agent to produce a large amount of gas, the gas
blow-out from the rocket nozzle jets makes the rocket accelerate. The rocket’s move drives
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the extraction line, canopy, suspension lines, and sling to keep a straight direction. As the
UAV descends, the parachute inflates until it lands smoothly.

2.2. Model Description

The parachute is the core part of the whole UAV parachute recovery system. The
working process of the parachute includes two stages: parachute deployment, and infla-
tion [24]. The UAV recovery system has strict weight and small swing angle requirements.
It is necessary to select an appropriate parachute with a light weight to meet the specified
swing angle due to its significant drag coefficient, small nominal area, and low volume. So
the extended skirt parachute was chosen as the main parachute, which is shown in Figure 1.

Figure 1. Parachute structure.

There is also an extraction line and sling in the parachute system. The extraction line
connects the tractor rocket to the parachute canopy, and the sling connects the suspension
lines to the UAV. The canopy material is 1056 Anti-burning brocade silk material, the
material of the extraction line and sling are 25–1000 Arlene belt, and the tensile force
measured by the test is 19,860 N. The material of suspension lines is 2–200 high-strength
polyethylene rope. The tensile strength is 2000 N. The main parameters of the parachute
are shown in Table 1.

Table 1. Main parameters of parachute.

Parameter Value

Nominal radius/m 7.78
Nominal area/m2 190

Number of gore section 40
Length of suspension lines/m 14

Drag coefficient 0.83
Length of extraction line/m 1

Length of sling/m 5
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As the first action in the parachute recovery process, the deployment phase requires
the parachute to complete a series of pre-set steps in a short time. As is shown in Figure 2.
There are mainly two parachute deployment procedures: canopy-first deployment and
lines-first deployment [25]. Under the same conditions, the snatch force of the canopy-first
deployment method is larger than the lines-first deployment method, so the lines-first
deployment method is adopted in this paper.

(a) 

(b) 

(c) 

Figure 2. Deployment procedures. (a) The final state of a parachute deployment phase (b) Canopy-
first deployment (c) Lines-first deployment.

A finite element simulation model was needed to simulate the parachute deployment
phase. The parachute uses a “Z” fold in the parachute container. Firstly, a single gore
section model was established according to its size. Then, the individual gore sections
were stacked and placed according to the constraints of each gore section position, with a
certain angle and distance between each gore section. The partially enlarged view of the
gore model is shown in Figure 3.

Figure 3. Gore model.

Then the gore model was divided, and the split length was consistent with the folding
size of the parachute in the parachute container. The geometric parachute folded model
was established by placing the parachute from the bottom to the top. The folded model
was taken as the initial state of the parachute in the deployment phase. On this basis, an
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extractor rocket, suspension lines, and other components were added. The parachute in the
final folded state is shown in Figure 4. The main parameters of the tractor rocket are shown
in Table 2.

Figure 4. Simulation model.

Table 2. Main parameters of parachute.

Parameter Value

Diameter/mm 40
Height/mm 360

Weight/g 806

2.3. Establishment of Suspension Line

The T3d2 element (two-node linear three-dimensional truss element) in ABAQUS was
selected to construct the suspension lines model [26,27]. Element nodes connected the truss
elements in the finite element model. When the truss elements are under compression
loads, they will rotate around the nodes freely, making them unable to bear compression
loads. Therefore, multiple truss elements connected by element nodes can simulate the
dynamics performance of the rope. Each truss element can bear internal and external forces
during the movement. The dynamic model of the suspension lines consists of a set of
dynamic equations for a single truss element [28]. Figure 5 shows the force transmission of
the truss element in the deployment process. The truss element is a double node element
(node i and node j), and the unit axial force Tij of the element can be denoted as [29]:

Tij = kij

(
lij − l0

ij

)
(1)

where lij is the deformed length of the truss element Hij, parameter lij0 is the initial length,
Kij is the equivalent stiffness of the truss element, which depends upon the material of the
rope. The equivalent stiffness Kij is written as:

kij =
EAij

l0
ij

(2)

where E is the elastic modulus of the rope material, Aij is the cross-section area of the rope.
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Figure 5. The stress of the truss element.

The test was carried out on the SANS testing machine [30]. The measurement range
for the force was between 1 KN and 100 KN, and the precision of force indication can
be achieved within ±1%. Before the test, the end of the suspension line was tied with
the upper and lower gripper of the testing machine, and the suspension line was in a
relaxed state. The suspension line was stretched during the test, with the displacement
and force sensor recording the real-time distance and tensile force. The initial length of
the suspension line was 100 mm, and the maximum strain in the test was 0.2. The tensile
stiffness tests for the suspension line are shown in Figure 6.

Figure 6. Tensile stiffness test of suspension line.
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According to Figure 7, the line stiffness increases with the growth of external load.
However, when the external load is under around 10 N, the relationship between the rope
stiffness and the elastic modulus of the material can be simplified as linear:

K =
EA
L

(3)

where K is the stiffness of the rope, and E is the elastic modulus of the rope material. A
is the equivalent area of the rope, which is 0.196 mm2. L is the equal length, which is the
original length of the rope (100 mm) in the tensile test.

 

Figure 7. The flowchart to determine line stiffness.

The procedure to determine the suspension line stiffness is listed as follows. Firstly,
the initial maximum tension of the line segment is given, and the constant tensile stiffness
is determined, based on Figure 6. After that, the dynamic model of suspension line
deployment is executed, and the new maximum tension during deployment is obtained.
Based on this, the new tensile stiffness was reselected, based on Figure 6. The above steps
were repeated until the maximum tension between two iterations was lower than 0.1 N.
Then, the current tensile stiffness was determined as the ultimate rope stiffness for the
following analysis. The iterative flowchart is shown in Figure 7.

The initial maximum tension of the rope was first given as 10 N, in which the stiffness
of the suspension line is 2.72 N/mm. Based on Equation (3), the elastic modulus was
calculated as 1385.3 MPa. Based on Figure 7, the iteration was performed to obtain the
tensile stiffness of the suspension line. After eight iterations, the ending condition was
satisfied, and the whole loop was finished. The final force curve of the suspension line
during deployment is shown in Figure 8.

From Figure 8, it can be seen that the maximum tension suspension line was 4.5 N.
Therefore, the stiffness of the suspension line was 1.47 N/mm. The chosen stiffness was
shown in Figure 9, and the time for maximum tension to appear ranged around 1.57 s. The
suspension line was in full deployment and started straight state. Equation (3) obtains the
elastic modulus of the suspension line, and the value is 748.7 MPa. The elastic moduli
computed are equivalent to the corresponding structure, which can be applied to the
suspension line structure.
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Figure 8. Line segment tension during deployment.

Figure 9. Result of stiffness selection.
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2.4. Establishment of Canopy

The membrane element is a thin plate that can withstand the membrane force without
bending or transverse shear stiffness, so the only non-zero stress components in the mem-
brane were those parallel to the middle surface of the membrane. The membrane was in a
state of plane stress. Discretization and meshing obtains a combination of quadrilateral
elements with four nodes. In the local coordinate system, according to the theoretical hy-
pothesis of the finite element method, the displacement vector of any node of the membrane
element is d [31,32]:

{d} = {u, v, w}T (4)

where u, v, and w are all functions of three coordinate directions in the global coordinate
system. Therefore, the displacement of this membrane element in the local coordinate
system can be expressed as:

{x} =
{

xi, yi, zi, xj, yj, zj, xm, ym, zm, xn, yn, zn
}

(5)

For quadrilateral elements, the form function can be expressed in local coordinates as:

N =
[
INi, INj, INm

]
(6)

where I is the element matrix of size 4 × 4.
According to the finite element theory, the relation between the displacement function

and the node displacement is:
{d} = N · {x}T (7)

Due to the nonlinear characteristics of the membrane material, the green strain tensor
was adopted, and the strain matrix of the membrane element [B] could be expressed in
two parts:

[B] = [B0] + [BN ] (8)

where [B0] is the linear part of the strain matrix; [BN] is the nonlinear part of the strain
matrix, which is a function of the node displacement vector {d}. On this basis, the virtual
displacement principle was used, and the finite element was written in the incremental
form as follows:

[K] · d{d} = d{P} =
∫

V
[B]T · d{σ}dv +

∫
V

d[B]T · {σ}dv (9)

According to mechanical theory, [B0] has nothing to do with node displacement, so
the following formula can be obtained:

d{ε} = d([B] · {d}) = [B] · d{d}+ d[BN ] · {d} (10)

The final finite element incremental equation can be expressed as:

([K] + [Kσ]) · d{d} = d{P} (11)

where [Kσ] is the geometric stiffness matrix.
The tensile test of the canopy was carried out to obtain the weft and warp tensile

modulus of the canopy material. The thickness of the specimen was 0.1 mm, the width
was 10 mm, and the length was 450 mm. As is shown in Figure 10, the weft modulus was
calculated to be 7.29 MPa, and the warp modulus 10.75 MPa.
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Figure 10. Canopy tensile test.

2.5. The Tractor Rocket Thrust Test

In this paper, a tractor rocket is used to deploy the parachute. The rocket thrust tests
are carried out at different temperatures to obtain the thrust parameters. The test system
consists of a testbed, rocket, sensor, data transmission lines, and data collector, as is shown
in Figure 11. The experiment proceeded three times, one at standard temperature (+20 ◦C),
one at low temperature (−40 ◦C), and one at high temperature (+45 ◦C). Before the test, the
rocket was kept in an incubator for more than twelve hours. During the trial, the rocket
was taken out and installed quickly. The ambient temperature was 20 ◦C, and the sampling
frequency was 10 kHz.

 
Figure 11. The tractor rocket thrust test layout.
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The test results are shown in Figure 12 and Table 3. It can be seen that with the
temperature increase, the peak thrust value, average thrust value, and peak time of the
rocket all increase, and the working time of the rocket decreases.

Figure 12. Curves of rocket thrust.

Table 3. Main parameters of parachute.

Temperature/◦C +45 +20 −40

Thrust peak/N 3199.6 1991.0 1318.3
Average thrust/N 1254.1 911.1 831.3

Peak time/s 0.0234 0.0212 0.0198
Work time/s 0.538 0.709 0.834

3. Experimental Validation

3.1. Experiment Design

The parachute deployment experiment was designed to verify the correctness of the
simulation results. The launch temperature of the tractor rocket was 20 ◦C. The test was
carried out on a clear and windless day to facilitate the test record and avoid the impact of
environmental factors. The test layout is shown in Figure 13.

In this test, the parachute weight was 10 kg. Before the test, the rocket was kept at
+20 ◦C for more than twelve hours. Next, test parts were trialed together and placed on the
test site, and the high-speed camera was set up in front of the parachute container to record
time and parachute track. The aerial drone hovered above to record the test process. When
the rest of the preparation work was completed, the rocket was removed from the oven,
installed in the rocket cabin, and fired quickly to ensure that the rocket temperature was
around +20 ◦C.
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Figure 13. Experiment layout.

3.2. Comparison between Simulation and Experiment

The simulation and experiment deployment process configuration at different times is
obtained, as shown in Figure 14.

     

     
T = 0 s T = 0.3 s T = 0.6 s T = 0.9 s T = 1.05 s 

Figure 14. Comparison of deployment configuration between simulation and experiment.
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The displacement of the tractor rocket directly reflected the deployment degree of
canopy and suspension lines. As is shown in Figure 15, the tractor rocket reached its
maximum displacement of 29.91 m in 0.8 s. Observation of the test video shows that the
time for the parachute to be deployed was about 0.93 s, with a time error of 13.97%. The
nominal radius of the canopy was 7.78 m; when it was deployed straight, the measured
length was about 11 m. The length of the suspension lines, extraction line, and sling was
14 m, 1 m, and 5 m, respectively. Finally, the height of the rocket was 0.36 m. Therefore,
the displacement of the rocket under ideal conditions was about 31.36 m, and it can be
seen from the test video that both the canopy and the suspension lines were straight, so the
perfect length can be used as the test length comparison. The total displacement error was
4.62%. The main reason for the error was that the friction between the canopy, suspension
lines, parachute container, and the air resistance was not considered in the simulation.
Figure 16 shows the change in the rocket velocity. It can be seen that the rocket began to
accelerate, and with the parachute weight increase, the rocket speed decreased. Because
the canopy was folded three times, there were three distinct fluctuations in the rocket’s
velocity. With the canopy and suspension lines fully straight, the rocket finished its work,
and the gravity slowed it down until it fell back to the ground.

Figure 15. Displacement of tractor rocket.

Figure 16. Velocity of tractor rocket.
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In general, the simulation results matched the test results in trends and magnitudes,
validating the accuracy and reliability of the dynamic model, which provided a solid
foundation for the following parameter analysis of deploying performance.

4. Parameter Analysis of Parachute Deployment

4.1. Influence of Parachute Weight

This simulation researched the deployment phase of parachutes with different weights
of 10 kg and 20 kg under the launch temperature of +20 ◦C. The simulation process is
shown in Figure 17. It can be concluded that the rocket deployed parachutes successfully
with a relatively smooth phase and a good result.

10 kg 

      

20 kg 

      

Time T = 0 s T = 0.3 s T = 0.6 s T = 0.9 s T = 1.2 s T = 1.5 s 
Figure 17. Different parachute weight deployment process.

The force curves of the extraction line and the sling are shown in Figure 18a,b. The
force of the extraction line and the sling varied in the same way in the two conditions. The
maximum snatch force of the parachute with a weight of 10 kg was greater than 20 kg,
which is because the more weighted parachute could offset more rocket thrust, resulting in
a smaller force acting on the extraction line and the sling. The strength of the extraction
line and of the sling met the design requirements.
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(a) (b) 

(c) (d) 

Figure 18. Deployment performance under different weight. (a) Extraction line force (b) Sling force
(c) Suspension lines force (d) Tractor rocket displacement.

The force curves of the suspension lines are shown in Figure 18c. The maximum snatch
force of the parachute with a weight of 20 kg was greater than 10 kg, and the lower the
weight, the less the cord fluctuated. Meanwhile, the strength of the suspension lines met
the design requirements.

The displacement curves of the rocket are shown in Figure 18d. The maximum
displacement of the 10 kg parachute was 29.91 m at 0.8 s, and that of the 20 kg parachute was
24.58 m at 1.15 s. The error of time and displacement was 23.66% and 21.6%, respectively.
Thus, with the increase in the parachute weight, the degree of deployment reduced.

To sum up, as the parachute weight increased, the maximum snatch force on the
extraction line and the sling decreased, but that on the suspension lines increased, and the
deployment effect reduced. Therefore, the 10 kg parachute is the most effective.

4.2. Influence of Temperature

This simulation studied the deployment phase of a rocket under −40 ◦C, +20 ◦C, and
+45 ◦C, with a parachute weight of 10 kg. The deployment simulation phase is shown in
Figure 19. The canopy and the suspension lines were deployed gradually from the initial
folding state, and the whole process was relatively smooth. After the rocket was fired, a
continuous thrust pulled the parachute and the suspension lines out of the container. As the
rocket rose, the parachute and the suspension lines straightened. When the propellant was
burned out, the parachute and rocket gradually fell to the ground due to gravity. During
the test, the deployment process of the parachute was smooth and orderly, with a good
parachute shape and no strong disturbance. As the temperature rose, the parachute took
less time to become straight.
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+45 °C 

      

40 °C 

      

Time T = 0 s T = 0.3 s T = 0.6 s T = 0.9 s T = 1.2 s T = 1.5 s 
Figure 19. Different temperature parachute deployment process.

The force curves of the extraction line, the sling, and the suspension lines are shown
in Figure 20a–c. The snatch forces varied in the same way at different temperatures. For
the extraction line, at +45 ◦C, the maximum force was 3814.98 N at 0.28 s; at +20 ◦C,
the maximum force was 713.55 N at 0.16 s; and at −40 ◦C, the maximum force was
2857.3 N at 0.18 s. The force at +45 ◦C was the largest and was little different at the other
two temperatures. This is mainly because with the temperature increase, the peak thrust
value of the rocket changed significantly. The peak thrust value was 3199.6 N at +45 ◦C,
and only 1991 N and 1318.3 N at +20 ◦C and −40 ◦C, respectively, leading to a change in
the extraction line.

In the sling and suspension lines, it was evident that as the temperature increased, the
force increased, although the maximum force appeared earlier, with higher requirements
for the strength of the material of the sling and suspension lines. The reason is mainly that
the average thrust of the rocket increased as the temperature rose. The results accord with
the variation trend of thrust peak value and mean value of rocket at different temperatures.
At the same time, the other parameters in the parachute system remained unchanged.
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(a) (b) 

 
(c) (d) 

Figure 20. Deployment performance under different temperatures. (a) Extraction line force (b) Sling
force (c) Suspension lines force (d) Tractor rocket displacement.

The rocket displacement directly reflected the deployment degree of the parachute.
In Figure 20d, at −40 ◦C, the maximum displacement of the rocket reached 28.35 m at
0.91 s, and the error of displacement was 9.6%. At +45 ◦C, the maximum displacement
of the rocket was 29.91 m at 0.79 s, and the error of displacement was 4.6%. It can be
concluded that as the temperature increased, the deployment time became shorter, and the
deployment length did not change by much. The results accord with the rocket’s working
time and thrust variation trend at different temperatures. At these three temperatures,
the difference between the maximum and minimum values of rocket displacement was
only 1.559 m, accounting for 4.97% of the ideal full length. Therefore, it can be found that
temperature has little influence on the degree of parachute straightening, which provides
a theoretical basis for the normal operation of the UAV parachute recovery system at
different temperatures.

It can be seen from the above analysis that with the temperature increase, the de-
ployment time became shorter, and the deployment length of the canopy and suspension
lines only changed slightly. The maximum snatch force on the extraction line, sling, and
suspension lines increased.

5. Conclusions

This paper proposed deploying the parachute by the tractor rocket to make the un-
manned aerial vehicle land safely in an emergency. The deployment process of unmanned
aerial vehicle parachute recovery was analyzed by combining experiment and finite ele-
ment methods. Then, the dynamic characteristics of deployment process were studied and
researched. Finally, the effects of parachute weight and rocket launch temperature on the
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deployment characteristics were discussed, based on the dynamics model. The conclusions
are as follows:

(1) The elastic modulus of the high-strength polyethylene suspension line was 748.7 MPa.
The brocade silk canopy weft modulus was 7.29 MPa, and the warp modulus was
10.75 MPa. The elastic models of weaved composite material could be proved by a
tensile test, and the results could be used for parachute dynamic simulation.

(2) The simulation results agree with the experimental results; the time and displace-
ment error was 13.97% and 4.62%, which verify the accuracy of the dynamic model.
This provides a new idea and method for the design and simulation of parachute
deployment process.

(3) With the parachute weight increase, the maximum snatch force on the extraction line
and the sling decreased, as the snatch force on the suspension lines increased. The
increase in parachute weight reduced the deployment effect, which is not conducive
to the recovery of an unmanned aerial vehicle.

(4) With the temperature increase, the deployment time became shorter, and the deploy-
ment length changed only slightly. The maximum snatch force on the extraction
line, sling, and suspension lines increased. Different launch temperatures have little
influence on the parachute deployment process, ensuring the successful recovery of
unmanned aerial vehicle under various conditions.
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Abstract: To investigate the melt flow field and inclusions movement in the cold hearth for the
Ti-0.3Mo-0.8Ni alloy during electron-beam cold-hearth melting, a three-dimensional numerical model
was established. By using solidification and discrete phase models, the information on the melt flow
field and inclusions movement in the cold hearth were obtained. As the casting velocity increased,
the melt flow velocity increased, the solid–liquid interface moved down. Inclusions with a density
of 4.5 g/cm3 were the most difficult to remove. When the density of the inclusions was 3.5 g/cm3,
the number of inclusions that escaped decreased with an increase in the inclusion diameter; these
inclusions easily floated on the pool surface and remained in the cold hearth. Inclusions with a
density of 5.5 g/cm3 have a similar escaping trend to the inclusions with a density of 3.5 g/cm3; as the
diameter of these inclusions increased, gravity on these inclusions had a larger effect and caused them
to sink more easily. Generally, for high and low density inclusions with a large diameter, the effect
of density can be eliminated; the most effective method to remove inclusions in the metallurgical
industry is to promote the polymerization and growth of the inclusions.

Keywords: movement; inclusions; cold hearth; flow field

1. Introduction

Titanium is the fourth most abundant structural metal on Earth, with a content of
about 0.6 % in the crust [1]. The most common forms found in nature are rutile (TiO2) and
ilmenite (FeTiO3). The density of titanium and its alloys is about 60% of that of nickel or
iron alloys, but their tensile strength is comparable; they also have great corrosion resistance
in different environments [2].

The main problem limiting the wider use of titanium and its alloys is the high cost of
its production. In the metallurgical industry, electron beam cold hearth melting (EBHM) is
often used to produce titanium and titanium alloy ingots; this has an excellent ability to
remove high and low density inclusions [3]. This device uses high-energy electron beams
to scan the feedstock. The feedstock melts and flows into a cold hearth for refining and
then into a crystallizer, where it solidifies and is removed under a high vacuum (Figure 1).
Refining is a very important process. Some of the inclusions floating on the surface of the
molten pool are melted by the high-energy electron beams and evaporated; some flow into
the crystallizer, while others settle on the solidification shell during the cold hearth.

The inclusions with their size, locations, and sources often affect the quality of titanium
and its alloy products. With the development of computer technology, many scholars have
gradually started using numerical simulations to study the behavior of the inclusions in the
mold [4]. Li et al. [5] simulated the fractal profile of two-dimensional and three-dimensional
inclusions by using the diffusion-limited aggregation (DLA) model of inclusion growth.
Yu et al. [6] calculated the heat transfer, flow, solidification, and movement behavior
of the inclusions in molds with different corner structures using mathematical models;
they found that inclusions larger than 100 μm were removed easily. Lei et al. [7] used a
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Crystals 2022, 12, 1471

solidification model and fluid flow coupled with the discrete phase model (DPM) to predict
inclusions trapped in the solidification front of high-speed continuous casting slab and
their distribution in the inner surface layer. Liu et al. [8,9] developed a DPM and used a
Euler–Euler model to predict the quasi-four phases of argon-steel slag-air in a slab mold.

Figure 1. Schematic of electron beam cold hearth melting (EBCHM).

The Ti-0.3Mo-0.8Ni alloy is a near α alloy and has great properties, such as good
welding property, crevice corrosion resistance, and excellent processing plasticity [10]. It
is widely used in the chemical industry; its applications include being a crystallizer for
salt production, plate brine coolers, heaters in the chlor-alkali industry, tubular reactors
for the oxidizing acid tank, a reactor for the treatment of wastewater with high-chlorine
content by using wet oxidation, and heat exchanger in treating strong corrosive and
thermally concentrated chlorides [11]. Li et al. [12] studied the flow field motion and
segregation of the Ti-0.3Mo-0.8Ni alloy in a crystallizer at different casting processes
during EBCHM. Truong et al. [13] studied the effect of the electron beam scanning strategy
in aluminum volatilization of Ti-6Al-4V during the cold hearth. Bellot et al. [14] used
mathematical models to simulate the melting process of titanium in EBCHM and simulated
the behavior of hard α inclusions in the melting process, including the dissolution trajectory
and kinetics. Kroll-Rabotin et al. [15] investigated inclusion interactions in the plane shear
flow, computing the fully resolved hydrodynamics at finite Reynolds numbers, using a
lattice Boltzmann method with an immersed boundary method. In order to determine the
collision efficiency, different initial conditions, different shear values, and different sizes of
inclusions were studied.

The main research focus is the movement of inclusions during the cold hearth; the
removal mechanism of different specifications of inclusions by cold hearth can be theo-
retically modeled and understood. A literature review found that the current study on
the movement of inclusions and melt flow in cold hearth is still not involved for the Ti-
0.3Mo-0.8Ni alloy during EBCHM; this study will systematically research the movement of
inclusions in the cold hearth. The three-dimensional numerical model considers the melt
flow field, solidification process, and inclusions movement of the Ti-0.3Mo-0.8Ni alloy;
the DPM in ANSYS was used to quantitatively analyze the movement of inclusions in the
cold hearth.
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The purpose of this study was to analyze the melt flow field and inclusions movement
in the cold hearth. Two main aspects were studied in detail: (1) the movement of different
inclusions in the cold hearth and (2) the melt flow field of the cold hearth.

2. Mathematical Model

2.1. Assumptions

The conditions of the three-dimensional numerical model are simplified as follows:

(1) All inclusions were treated as spheres.
(2) The density and size of the inclusions were assumed to be constant.
(3) The agglomeration, cracking, chemical reaction, and growth of the inclusions in the

cold hearth were not considered.
(4) Marangoni flow was neglected.
(5) The density of the melt is a constant of 4.5 g/cm3.

2.2. Boundary Conditions and Computational Domain

To improve the calculation efficiency, only a half-symmetrical part of the cold hearth
was selected for calculation [16]. A region of the cold hearth with a width of 200 mm
and a length of 1570 mm was established. The computational domain consisted of
1.1 million hexahedron cells. In the previous work, the cell parameters of different sizes
have been verified and found that the cell parameters in this work have met the require-
ments. For this model, the perfect 90◦ hexahedron cell is achieved, with an aspect ratio
of 0.95, determinant value of 0.97, and cell quality value of 0.98. The boundary conditions
of the model (Figure 2a) were the pool surface, sidewall, symmetry plane, inlet, and outlet.
The type of inlet is “velocity inlet” with different casting velocities, and outlet is “outflow”;
the value is obtained from the actual production experience of the factory and the setting
of incompressible fluid in the model.

The molten Ti-0.3Mo-0.8Ni alloy with inclusions flowed into the cold hearth from
the inlet and flowed out of the calculation domain from the outlet. Due to the different
sizes and densities of the inclusions, they potentially floated on the surface, flowed into the
crystallizer, or were captured by the solidification shell of the cold hearth. The heat transfer
coefficient of the water-cooled copper mold (the cold hearth) attached to the sidewall was
2000 W/(m2K) [12], and other forms of heat transfer are not considered.

Figure 2. Cont.
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Figure 2. (a) Boundary conditions of the numerical model and (b) physical properties of the Ti-0.3Mo-
0.8Ni alloy used in the model.

The solution method in the software includes these components: the SIMPLEC scheme;
the pressure–velocity coupling algorithm; and the discretization model with PRESTO
pressure, third-order MUSCL, and Green-Gaussian cell-based gradients.

The iteration time step was 1 s until the calculation reached the steady state; streamlines
of the inclusions in the cold hearth that tended to be in a stable state were selected for
this study. By default, the software used a residual value to determine the convergence of
the calculations.

2.3. Governing Equations

This model was coupled with the solidification of Ti-0.3Mo-0.8Ni alloy and DPM.
Previous research [17,18] explained the necessity of the governing equations of mass
conservation, energy conservation, and momentum conservation in the model, as shown
by Equations (1)–(6). The mushy zone flow followed the enthalpy–porosity method for
simulation [19]. The exact details regarding the models are found in the literature [20–25].

2.3.1. Mass Conservation

∂ρ

∂t
+

∂(ρ
→
v )

∂Xj
= 0 (1)

where
→
v represents the cell velocity.

2.3.2. Momentum Conservation

∂

∂t
(ρ

→
v ) +

∂(ρ
→
v
→
v )

∂Xj
= −∂p

∂t
+

∂(τ)

∂Xj
+ ρ

→
g +

→
S i,p +

→
S i,m (2)
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Here, τ = μ ∂
→
ui

∂Xj
− ρ ·

→
ui

′uj
′, and −ρ ·

→
ui

′uj
′ = μ

(
∂ui
∂Xj

+
∂uj
∂Xi

)
− 2

3

(
ρK + μ ∂ui

∂Xj

)
δij is the

turbulent Reynolds stress.

Here,
→
S i,p is the thermo-solutal buoyancy, τ represents the stress-tensor, p is the static

pressure, and
→
g is gravity. ui is the velocity components on three axes, Xi is the coordinate

value components on three coordinate axes, and δij is the unit tensor.

→
S i,p = ρ

→
g BT

(
T − Tliq

)
+ ∑ ρ

→
g Cc,i

(
Yi,1iq − Y0

)
(3)

Here, BT represents the thermal-expansion coefficient, T is the temperature, Cc,i is
the solutal-expansion coefficient, Yi,1iq is the locally averaged concentration of the solute

element i in the melt, and
→
S i,m is the momentum sink in the mushy zone, which has the

following form:
→
S i,m =

(1 − β)2

(β3 + 0.01)
Amushy

(→
v −→

v p

)
(4)

where Amushy is the mushy zone constant, and
→
ν p represents the casting velocity.

2.3.3. Energy Equations

∂

∂t
(ρH) +

∂(ρ
→
v H)

∂Xj
=

∂(k ∂T
∂t − ∑

j
hj

→
J i + τ · →v )

∂Xj
+

→
Qr (5)

H = h + ΔH = hre f +
∫ T

Tre f

CpdT + βΔHf (6)

where k ∂T
∂t is the energy of heat conduction, ∑

j
hj

→
J i is the energy of species diffusion, τ · →v is

the energy transport due to viscous dissipation, H is the enthalpy, h represents the sensible
enthalpy, ΔHf is the pure solvent melting heat, Cp represents the specific heat, hre f is the

reference enthalpy, k represents the thermal conductivity, and
→
Qr is the source term.

These are the basic equations of fluid mechanics above. Fluid mechanics studies the
moving and static states of the fluid itself under the action of various forces, along with
the interaction and flow when there is relative movement between the fluid and the solid
boundary wall.

Additionally, a realistic k − ε model of Equations (7 and 8) was adopted, which was
recommended in another study [26]; so far, this model has been widely used in engineering
and accumulated the most experience. It has achieved basic success in many aspects. It is
widely used for viscous simulations, compressible and incompressible fluid problems, and
the external flow of complex geometry.

The turbulence kinetic energy K is given by:

∂

∂t
(ρK) +

∂

∂Xj

(
ρKuj

)
=

∂

∂Xj

[
(μ +

μt

σK
)

∂K
∂xj

]
+ GK + Gb − ρε − YM + SK (7)

The turbulence energy dissipation rate is given by:

∂

∂t
(ρε) +

∂

∂Xj

(
ρεuj
)
=

∂

∂Xj

[
∂ε

∂Xj
(μ +

μt

σε
)

]
+ ρC1Sε − ρC2

ε2

K +
√

vε
+ C1ω

ε

k
C3εGb + Sε (8)
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where GK is the generation of turbulence kinetic energy, ε is the turbulent dissipa-
tion rate, Gb represents the generation of turbulence kinetic energy because of buoyancy,
and YM is the contribution of fluctuating expansion to the total dissipation rate in the
compressible turbulent flow. The turbulence model constants are:

C1ω= 1.44, C2= 1.9, σK= 1.0, σε = 1.2

2.3.4. Equations of Motion for Inclusions

The trajectory of the discrete inclusions was calculated by integrating the force balance;
this is written in a Lagrangian reference frame. This kind of force balance equates the
inclusion inertia with forces acting on the inclusions and is expressed as the following
Equations (9)–(11):

d
→
u p

dt
=

→
v −→

u p

τr
+

→
g (ρp − ρ)

ρp
+

→
F (9)

where
→
F is an additional mass-force,

→
v−→

u p
τr

is the drag force per unit inclusion mass, and

τr =
ρpd2

p

18μ

24
CdRe

(10)

Here, τr is the inclusion relaxation time;
→
u p is the inclusion velocity; μ is the viscosity

of the melt; ρp and ρ represent the densities of the inclusion and melt, respectively; dp is the
inclusion diameter; Cd is the drag coefficient of inclusions; and Re is the inclusion Reynolds
number, which was reported in other studies [27,28].

Re =
ρpdp

∣∣∣→u p −→
v
∣∣∣

μ
(11)

2.4. Physical Properties

The solidus and liquidus temperatures of the Ti-0.3Mo-0.8Ni alloy are 1860 and 1930 K.
Figure 2b shows the thermophysical properties of Ti-0.3Mo-0.8Ni alloy; these include the
thermal conductivity, liquid fraction, and viscosity. Combined with the actual produc-
tion experience in the factory, normal inclusions have a diameter below 100 μm. For a
quantitative analysis, the diameters of 10, 40, 70, and 100 μm and the densities of 3.5, 4.5,
and 5.5 g/cm3 were studied. The casting process parameters used casting velocities of
2×10−4, 2.5 × 10−4, 3 × 10−4, and 3.5 × 10−4 m/s with a pouring temperature of 2273 K.

3. Results and Discussion

To study the movement of the inclusions in the cold hearth, the molten pool morphol-
ogy was calculated. As shown in Figure 3a, the left side is the surface of the molten pool,
and the right side is the internal slice of the molten pool, which shows the solid–liquid
interface and the streamline of the melt. The streamline entered the cold hearth from the
inlet, extended around, and then flowed out of the outlet. The farthest melt from the outlet
had fewer streamlines and poor melt fluidity. Combined with Figure 3b, it can best reflect
the characteristics of a molten pool and can also visually compare the differences of molten
pool morphology under different casting process parameters, as can be seen from the
cross-section of the molten pool, two parts below the inlet were the deepest, and the sym-
metry plane was relatively shallow; this caused the molten pool to appear W-shaped. The
velocity field of the melt is analyzed in detail below. These factors affected the movement of
the inclusions.
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Figure 3. Cont.
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Figure 3. (a) Diagram of cold hearth for the pool surface, solid–liquid interface, and streamlines.
(b) Contours of the solid–liquid interface at casting velocities of (1) 2 × 10−4 m/s, (2) 2.5 × 10−4 m/s,
(3) 3 × 10−4 m/s, and (4) 3.5 × 10−4 m/s with a pouring temperature of 2273 K. Here, (a) is the
deepest location below the inlet, (b) is the deepest location on the symmetry plane, and (c) is the
deepest location on the outlet. (c) Depth of the molten pool at (a) the deepest location below the inlet,
(b) the deepest location on the symmetry plane, and (c) the deepest location on the outlet.

3.1. Effect of Casting Velocities on the Solid–Liquid Interface

The influence of different casting velocities on the profile of the molten pool was
studied. Figure 3b shows the molten pool morphology in four states using casting velocities
of 2 × 10−4, 2.5 × 10−4, 3 × 10−4, and 3.5 × 10−4 m/s with a pouring temperature of
2273 K. The depth values of the three characteristic positions were studied to quantitatively
analyze and determine the influence of casting velocity on the molten pool. These three
characteristic positions are the deepest locations below the inlet, on the symmetry plane,
and on the outlet (Figure 3b). The specific values for these depths are shown in Figure 3c.
The depth of the molten pool increased with an increase in the casting velocity, and the
solid–liquid interface gradually moved down.

3.2. Effect of Casting Velocities on the Flow Field

By studying the influence of casting velocity on the profile of the molten pool, it was
determined that the cold hearth was sensitive to velocity. To study the effect of the flow
field on the cold hearth, the state of the cold hearth’s velocity field was varied using casting
velocities of 2 × 10−4, 2.5 × 10−4, 3 × 10−4, and 3.5 × 10−4 m/s with a pouring temperature
of 2273 K (Figure 4a). With an increase in the casting velocity, the surface velocity and the
velocity inside the molten pool gradually increased. The velocity magnitude near the outlet
was noticeably higher than those of the other positions in the cold hearth. A lower velocity
magnitude with poorer fluidity and stirring effect of the melt was observed as the distance
from the outlet increased; this was more likely to produce defects such as segregation.
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Figure 4. Cont.
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Figure 4. (a) Contours of the velocity magnitude at casting velocities of (a) 2 × 10−4, (b) 2.5 × 10−4,
(c) 3 × 10−4, and (d) 3.5 × 10−4 m/s with a pouring temperature of 2273 K. (b) The sampling points
at the symcenter on the contour of the velocity magnitude. (c) Velocity magnitudes of sampling
points at casting velocities of 2 × 10−4, 2.5 × 10−4, 3 × 10−4, and 3.5 × 10−4 m/s with a pouring
temperature of 2273 K.

To show the trend of the velocity magnitude more intuitively (Figure 4b), an area
with a length of 220 mm was selected on the surface of the cold hearth, and 12 sampling
points were evenly selected. A line chart was created showing the relationship between
the velocity magnitude and the distance of these sampling points (Figure 4c). As the cast
velocity increased, the velocity on the surface of the cold hearth increased. When the
distance was between 0 and 60 mm away from the outlet, the velocity dropped rapidly.
When the distance was between 60 to 120 mm away from the outlet, the velocity decreased
more slowly.

3.3. Influence of Different Casting Velocities and Inclusion Specifications on the Trajectory
of Inclusions

The trajectory of inclusions with densities of 3.5, 4.5, and 5.5 g/cm3, and diameters of
10, 40, 70, and 100 μm at different casting velocities with a pouring temperature of 2273 K
are shown in Figure 5. All these inclusions were enumerated and then classified according
to different statistical methods. To study the movement behavior of the inclusions in the
cold hearth, 20 inclusions were selected and flowed evenly into the cold hearth from the
entrance; the reason why 20 inclusions were selected to be injected into the melt here is
that this number of inclusions can fully reflect the movement law, and the trajectory is
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also clear, which is convenient for statistics. If the number of inclusions is higher, there
will be a large number of trajectory coincidence, which is not conducive to statistics. By
obtaining the flow trajectory of the inclusions, the trends of removing various inclusions in
the cold hearth were shown, providing theoretical guidance for the actual production of
the Ti-0.3Mo-0.8Ni alloy.

Figure 5. Cont.
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Figure 5. Cont.
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Figure 5. Cont.
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Figure 5. (A) The trajectory of inclusions with densities of (1) 3.5, (2) 4.5, and (3) 5.5 g/cm3 and
diameters of (a) 10, (b) 40, (c) 70, and (d) 100 μm at a casting velocity of 2 × 10−4 m/s with a pour-
ing temperature of 2273 K. (B) The trajectory of inclusions with densities of (1) 3.5, (2) 4.5, and
(3) 5.5 g/cm3 and diameters of (a) 10, (b) 40, (c) 70, and (d) 100 μm at a casting velocity of
2.5 × 10−4 m/s with a pouring temperature of 2273 K. (C) The trajectory of inclusions with densities
of (1) 3.5, (2) 4.5, and (3) 5.5 g/cm3 and diameters of (a) 10, (b) 40, (c) 70, and (d) 100 μm at a casting
velocity of 3 × 10−4 m/s with a pouring temperature of 2273 K. (D) The trajectory of inclusions with
densities of (1) 3.5, (2) 4.5, and (3) 5.5 g/cm3 and diameters of (a) 10, (b) 40, (c) 70, and (d) 100 μm at a
casting velocity of 3.5 × 10−4 m/s with a pouring temperature of 2273 K.
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The velocity information of the different types of inclusions is shown in Figure 5. Ex-
cept those floating on the surface or deposited on the cold hearth, almost all other inclusions
will increase their moving velocity with the melt flow. The trajectory of these inclusions was
counted, the number of inclusions escaping from the outlet was quantitatively analyzed
and compared, and the movement trend of inclusions was obtained.

3.4. The Escape Trend of Inclusions under Different Influencing Factors

To study the movement of different types of inclusions in the cold hearth, the escape
quantity of inclusions was quantitatively analyzed. Figure 6A shows the number of inclu-
sions escaping from the outlet with different diameters and densities at casting velocities of
2 × 10−4 m/s, 2.5 × 10−4, 3 × 10−4, and 3.5 × 10−4 m/s with a pouring temperature of
2273 K. The inclusions with a density of 4.5 g/cm3 were very difficult to remove, because
this density was close to that of the Ti-0.3Mo-0.8Ni alloy; therefore, it was easy to suspend
in the melt and drift with the current. As the diameter of the inclusions with a density
of 3.5 g/cm3 increased, the number of escaped inclusions decreased and remained in the
cold hearth; since the density was lower, the larger diameter inclusions tended to float on
the surface of the cold hearth. The inclusions with a density of 5.5 g/cm3 had a similar
escaping trend to those with a density of 3.5 g/cm3. Due to the increase in the diameter
of the inclusions with a density of 5.5 g/cm3, the gravity on these inclusions had a larger
effect and caused them to sink more easily. As the casting velocity increased, the same
trends were shown.

Figure 6. Cont.
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Figure 6. Cont.
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Figure 6. (A) Number of inclusions escaping from the outlet with different diameters and densities at
casting velocities of (a) 2 × 10−4, (b) 2.5 × 10−4, (c) 3 × 10−4, and (d) 3.5 × 10−4 m/s with a pouring
temperature of 2273 K. (B) Number of inclusions escaping from the outlet with different diameters
and casting velocities at densities of (a) 3.5, (b) 4.5, and (c) 5.5 g/cm3 with a pouring temperature
of 2273 K. (C) Number of inclusions escaping from the outlet with different densities and casting
velocities at diameters of (a) 10, (b) 40, (c) 70, and (d) 100 μm with a pouring temperature of 2273 K.

The number of inclusions at a density of 3.5 g/cm3 escaping the outlet with different
casting velocities and diameters is shown in Figure 6B(a). As the diameter of the inclusions
increased, the number of inclusions escaping gradually decreased; since the density was
lower, the larger diameter inclusions tended to float on the surface of the cold hearth.
However, as the casting velocity was increased, the number of escaped inclusions with
diameters of 40, 70, and 100 μm showed a slight increase; as both the diameter of the
inclusion and the casting velocity were increased, the flow force on the inclusion increased
weakly causing this slight increase. The inclusions with a density of 4.5 g/cm3 were difficult
to remove at all diameters and casting velocities (Figure 6B(b)). When the density was
5.5 g/cm3, the removal effect for inclusions with a diameter of 10 μm was typical; the
removal of the inclusions with diameters of 40, 70, and 100 μm was optimal, because as the
diameter increased, the gravity effect was greater, and they tended to sink.

Almost all of the inclusions with a diameter of 10 μm and a density of 3.5 g/cm3

escaped. For inclusions with a density of 3.5 g/cm3 and diameters of 40, 70, and 100 μm, as
the casting velocity increased, the number of inclusions that escaped gradually increased,
and the removal effect gradually became worse. With the increase in the diameter of
the inclusion, the number of inclusions with densities of 3.5 and 5.5 g/cm3 that escaped
continuously decreased. The large diameter inclusions were removed more effectively,
especially for the inclusions with a large diameter and large density.

4. Conclusions

The melt flow field and inclusions movement in the cold hearth for the Ti-0.3Mo-0.8Ni
alloy were investigated by a three-dimensional model. The results of this study have highly
significant outcomes for the production of a high-quality Ti-0.3Mo-0.8Ni alloy.

According to our calculations, the solid–liquid interface of the cold hearth appeared
W-shaped. The depth of the molten pool increased with an increase in casting velocity, and
the solid–liquid interface gradually moved down.

With an increase in the casting velocity, the melt velocity inside and the velocity on
the surface of the cold hearth increased. From the outlet to about 60 mm away from the
outlet, the velocity decreased rapidly, and then, after 60 mm, it decreased more slowly. The
solidification shell collected the inclusions precipitated in the melt.
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The moving trajectories of the various inclusions in the cold hearth were obtained and
used to determine the removal effect of the inclusions. The study found that the inclusions
with densities of 4.5 g/cm3 were exceedingly difficult to remove at all diameters and casting
velocities. As the diameter of the inclusions with a density of 3.5 g/cm3 increased, the
number of inclusions that escaped decreased; they floated on the pool surface and remained
in the cold hearth. Almost all of the inclusions with a diameter of 10 μm and a density of
3.5 g/cm3 escaped. As the casting velocity increased for the inclusions with a density of
3.5 g/cm3 and diameters of 40, 70, and 100 μm, the removal effect gradually became worse.

The inclusions with a density of 5.5 g/cm3 have a similar escaping trend as inclusions
with a density of 3.5 g/cm3; as the diameters increased, the gravity of inclusions became
larger and caused them to sink more easily. For inclusions with a diameter of 10 μm,
the removal effect was typical; the removal effect for inclusions with diameters of 40,
70, and 100 μm was optimal at the various casting velocities. In general, high- and low-
density inclusions with large diameters were easier to remove and improved the removal
efficiency of the inclusions. Suitable measures should be taken to promote the growth and
polymerization of inclusions in metallurgical production.
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