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Sensor Networks: Physical and Social Sensing in the IoT
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Advances made in the Internet of Things (IoT) and other disruptive technological
trends, including big data analytics and edge computing methods, have contributed en-
abling solutions to the numerous challenges affecting modern communities. With Gartner
reporting 14.2 billion IoT devices in 2019 [1] and, according to some reports [2], a projected
30.9 billion devices to be deployed by 2025 in areas like environment monitoring [3], smart
agriculture [4], smart healthcare [5] or smart cities [6], one could be tempted to think that
most related issues are already resolved.

However, there remain practical challenges in large-scale and rapid deployment of
sensors for diverse applications, such as problems affecting siting optimization methods
and participant recruitment and incentive mechanisms. On a higher level, the deluge of
data sources that drive the IoT phenomenon grows every day. With the rise of smartphone-
enabled citizen sensing data via social networks or personal health devices, as well as
with increasing connectedness in transport, logistics, utilities, or manufacturing domains,
this range and complexity of available data calls for even more advanced data processing,
mining and fusion methods than those already applied.

The goal of this Special Issue was to solicit high-quality original papers aimed at
demonstrating effective and efficient deployment of sensor networks in the IoT, encom-
passing both physical and virtual sensor networks (through modelling) as well as social
networks. Related issues of data processing, in addition to challenges of the fusion and
visualisation of the resultant IoT big data, are also reflected in the published papers. This
Special Issue consists of 11 papers. All submissions were strictly and thoroughly peer-
reviewed by experts. These submissions cover many of the relevant research issues. In the
following sections, we summarize these articles and highlight their major contributions.

In the article entitled “egoDetect: Visual Detection and Exploration of Anomaly in
Social Communication Network”, Pu et al [7]. present a visualisation system for the analysis
of anomalies in social graphs. Moreover, the authors design a novel glyph to explore an
ego’s topology and the relationship between egos and alters. The proposed unsupervised
method addresses the lack of labelled data in social networks, and the functionality of the
developed system is demonstrated on a real-world operator’s call record dataset.

The article entitled “Recognizing Context-Aware Human Sociability Patterns Us-
ing Pervasive Monitoring for Supporting Mental Health Professionals”, contributed by
Moura et al. [8], presents a proposal to detect context-aware sociability patterns. This
would enable the identification of patterns in the periods of day in which users socialize,
while also supporting the detection of abnormal behaviour and changes in daily routine.
The solution presented does not detect, classify or predict mental health problems, but aims
to identify situations of interest that can be further explored by mental health professionals.
The work is evaluated using a well-known dataset of StudentLife, with interesting and
logical results, as the identified sociability patterns show a strong positive correlation with
individuals’ social routine. The detection of behavioural changes is important to mental
health professionals and may indicate the occurrence of mental disorders.

Sensors 2023, 23, 1451. https://doi.org/10.3390/s23031451 https://www.mdpi.com/journal/sensors1
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Zurbuchen et al. [9], in their article “A Machine Learning Multi-Class Approach
for Fall Detection Systems Based on Wearable Sensors with a Study on Sampling Rates
Selection”, present a fall detection system (FDS) using an inertial measurement unit worn
at the waist and evaluated with a public dataset. Their work extends the application of
machine learning classification algorithms to a multi-class problem and an investigation
into the effect of the sensors’ sampling rate on the performance of the FDS is performed,
finding that the sampling rate of 50 Hz is generally sufficient for an accurate detection.

The article entitled “IoTCrawler: Challenges and Solutions for Searching the Internet
of Things” by Iggena et al. [10] addresses the issues of the interoperability of IoT solutions
and data fragmentation. The proposed IoT search framework, IoTCrawler, connects existing
solutions and provides solutions for crawling, indexing and searching IoT data sources. A
comprehensive evaluation combined with real-world case studies showcase the validation
of the developed framework.

The paper entitled “Energy Management Expert Assistant, a New Concept” by Linan-
Reyes et al. [11] presents a detailed report on a real-world deployed (2 years of testing,
before full deployment) home energy management system that integrates the emerging
technologies of IoT, AI, big data and expert systems for a home assistant, through a
multi-objective optimization (MOP) problem. The resultant deployed system presents an
interactive platform for optimized energy consumption in the home, which is both efficient
and comfortable, while also improving security.

The topical theme of user device location privacy is explored in the paper “Perturbed-
Location Mechanism for Increased User-Location Privacy in Proximity Detection and
Digital Contact-Tracing Applications” by Lohan et al. [12], which presents perturbation-
based location privacy protection, applied to location-based and proximity-based services
(e.g., COVID-19 contact tracing). The approach is validated with simulation-based results
in multi-floor building scenarios, enabling devices to adjust the accuracy level for location
sharing with service providers.

The predictive maintenance of sensors is addressed in the article entitled “Providing
Fault Detection from Sensor Data in Complex Machines That Build the Smart City” by
Gascón et al. [13] through a case study of the application of a scheme of sensor data pre-
processing and feature extraction to fault identification and classification in a bill-counting
machine. Feature extraction is performed using the Kullback–Liebler divergence measure,
enabling the visualization of the differences between normal and failure operating states,
followed by fault classification using a neural network.

The application of IoT-enabled services to smart tourism scenarios is explored in the
article “An Architecture for Service Integration to Fully Support Novel Personalized Smart
Tourism Offerings” by Sabbioni et al. [14]. The article presents an innovative architecture for
smart tourism services by integrating event and place information with transport ticketing.
It successfully blends a technology-assisted experience with human-centric interaction
and personalization, applying these to the Italian part of a historical pilgrim path, the
“Francigena way”.

The use of short texts from social networks as a data source in the IoT is the focus
of the article entitled “Investigating the Efficient Use of Word Embedding with Neural-
Topic Models for Interpretable Topics from Short Texts”, submitted by Murakami and
Chakraborty [15]. The authors study eight neural topic models, using simulation exper-
iments with several benchmark data sets to assess the effectiveness of fine tuning and
pretrained word embedding in generating interpretable topics. The paper concludes that
the additional fine tuning step improves the performance of the neural topic models, a
measure assessed through the topic coherence and topic diversity metrics, with GloVE [16]
as the pre-trained word embedding.

“A Novel Privacy Preserving Scheme for Smart Grid-Based Home Area Networks”,
submitted by Ali et al. [17], presents a privacy-preserving method for smart grid-based
home area networks (HAN). Using homomorphic Paillier encryption, Chinese remainder
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theorem, and a one-way hash function, the proposed approach enables the detection of
replay and false data injection attacks.

A review article, entitled “Applications of Wireless Sensor Networks and Internet of
Things Frameworks in the Industry Revolution 4.0: A Systematic Literature Review” by
Majid et al. [18], completes this SI. The systematic survey focuses on research solutions and
new techniques to automate industry 4.0. Among the research questions explored in this
paper, prominent are those related to network intruders and network security attacks on
the IoT and wireless sensor network (WSN) layers, with the authors proposing a taxonomy
for these issues. Challenges related to adaptation to 6G, the environment, supply chain
management and limited resources are analysed.

Acknowledgments: Finally: we, the Guest Editors would like to thank the external reviewers for
volunteering their time to review and discuss the submissions. Most importantly, we want to thank
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Abstract: The development of the Internet has made social communication increasingly important
for maintaining relationships between people. However, advertising and fraud are also growing
incredibly fast and seriously affect our daily life, e.g., leading to money and time losses,
trash information, and privacy problems. Therefore, it is very important to detect anomalies in
social networks. However, existing anomaly detection methods cannot guarantee the correct rate.
Besides, due to the lack of labeled data, we also cannot use the detection results directly. In other
words, we still need human analysts in the loop to provide enough judgment for decision making.
To help experts analyze and explore the results of anomaly detection in social networks more
objectively and effectively, we propose a novel visualization system, egoDetect, which can detect
the anomalies in social communication networks efficiently. Based on the unsupervised anomaly
detection method, the system can detect the anomaly without training and get the overview quickly.
Then we explore an ego’s topology and the relationship between egos and alters by designing a
novel glyph based on the egocentric network. Besides, it also provides rich interactions for experts to
quickly navigate to the interested users for further exploration. We use an actual call dataset provided
by an operator to evaluate our system. The result proves that our proposed system is effective in the
anomaly detection of social networks.

Keywords: anomaly detection; visualization; social communication; egocentric network; internet
of things

1. Introduction

Social communication is a necessary part of people’s daily life. However, it seems that we
suffer from all kinds of harassment every day, like sales phone calls, robots, harassment on social
platform and so on. These seriously affect our daily life. Therefore, this has led to the development
of anomaly detection. To best of our knowledge, the majority of the anomaly detection methods
can be divided into two categories: unsupervised [1] and supervised [2] methods. However,
there are still many challenges in anomaly detection. Firstly, the valid and objective tag data
is hard to gain [3]. If we collect them all manually, it will take a long time and make the data
more subjective and likely to lose their meaning. The number of anomalies is usually small and
anomalies come in a variety of forms [3]. Besides, in practical use, we can only infer from the
behavior or some characteristics of a user in the network without knowing exactly whether he
or she is an abnormal user or not, which poses a greater challenge to the accuracy of anomaly detection.

Sensors 2020, 20, 5895; doi:10.3390/s20205895 www.mdpi.com/journal/sensors
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Social network is a durable research topic, and theories for analyzing social networks are also
emerging, such as the structural hole theory [4], egocentric network and Dunbar’s number [5].
Dunbar and Zhou discovered through research that an ordinary person’s social network is
hierarchical [6,7], which means that if a person lacks this hierarchical structure, it is very likely
that he or she is an anomalous user. In addition, the egocentric network allows experts to start by
the topology and have an intuitive understanding of the user’s network, which is very helpful in
identifying anomalies in social networks [8].

Visualization has a huge impact on evaluating data analysis results and mining data, and can
help provide additional evidence to support ideas and conclusions. It also allows users to access the
information and discover hidden connections in the data quickly by mapping the data into recognizable
graphics. Therefore, it has been widely used in various fields, such as anomaly detection [9–11],
social analysis [12–14] and so on. However, to design a general and effective visualization is a difficult
problem, especially for anomaly detection in social networks. As the types of social network data are
diverse, containing text, audio files, and video files, etc, it is hard to design a suitable model to cover
all of them.

Combining the above questions and thoughts, we design a novel visualization system, egoDetect,
which can explore anomalies from both global and local perspectives, and then, combine the time
series to analyze users’ anomalies from multiple perspectives. It can detect anomalies in the data
of social networks without tags. egoDetect based on ego central network provides three views for
exploring and analyzing suspicious users. (1) A macroscopic view using the features of egos, analyzes
all the egos’ degree of anomaly and displays from a group level. (2) Inspired by the solar, we propose
a mesoscopic view to explore the nodes we are interested in. We can learn the topology of egos with
alters and the characteristics of them from an ego central network perspective. (3) We also provide a
microscopic view to reveal the behavior patterns and hobbies of the ego and the detail of the ego with
a specific alter. In summary, our system can analyze users from three levels from multi-perspective.
We also add friendly and intuitive interactions to help experts quickly get the information they want.

Our contributions in this paper as follows:

• We provide a novel visualization system for anomaly detection of social communication data,
especially the unlabeled data. It combines anomaly detection algorithm with sociological theory,
and then uses time sequence together for validation.

• Inspired by the solar system and the social brain hypothesis [5], we design a novel glyph to
explore an ego’s topology and the relationship between egos and alters.

• We use a call record data provided by an operator to demonstrate the effectiveness of our system.

2. Related Work

2.1. Anomaly Detection

Anomaly detection is to identify points which are significantly different from other data [3,15].
For example, in the field of social analysis [16–18], anomalies refer to users with anomalous behaviors
compared to the general public. They may be robots or highly active anomalous users [19]. Its core is
how to identify the real anomalous points and avoid the wrong partition. With the input of data, we can
get the results, like scores or labels. It is a very important issue in various fields, and many methods and
tools are proposed. One of them is supervised machine learning methods [2,20], using tag data training
model to classify the data. Another one is unsupervised machine learning methods [1,21,22], with no
training data and thus has been widely used. H. Shao et al. use multi-modal microblog content features
with analysis of propagation patterns to determine veracity of microblog observations [22]. However,
because of the lack of an objective evaluation system, both of them is hard to evaluate. Therefore,
an increasing number of experts and scholars tend to apply visualization analysis to anomaly detection.
Histogram visualization is the most mature and popular method [23] due to its easy and intuitive
to use. Especially in fraud detection and denning, their behavior is easy to capture and model into
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histogram [24,25]. Thom et al. design a visualization system for detecting anomalies based on label
cloud [10]. N. Cao et al. propose a visualization system detecting anomalous users via Twitter [8].
Our system compares to them, based on ego central network to analyze the relationship between egos
and alters, using a novelty design to explore users’ behavior effectively. The LOF algorithm we use
can quantify the user’s anomalies into scores rather than just a single label, which is very helpful for
the follow-up work. Besides, our system can be used in all social communication records.

2.2. Social Network Visualization and Analysis

With the analysis of social network, we can know individuals, groups or the whole network in a
more effective way [12,26]. There are many kinds of topics in social network research, such as character
recognition [27], information diffusion research [22,28,29], group detection [30], etc. Z. Qin et al.
use homophily to increase the diffusion accuracy in social network [22]. J. Gao et al. find that the
volatility of weak ties is very important for a person to make decisions and information diffusion [29].
Visualization methods are used extensively in social networks to enable intuitive research on abstract
networks [31]. Zbigniew Tarapata et al. consider applying multicriteria weighted graphs similarity
(MWGSP) method to examine some properties of social networks [32]. Vincent D Blondel et al. survey
the contributions made so far on the social networks and explore large-scale anonymized datasets [33].
Jian Zhao et al. incorporate machine learning algorithms to detect anomalies and present an interactive
visual analysis system called FluxFlow, which also offers visualization designs for presenting the
detected threads for deeper analysis [34]. Based on node link network, J.Heer et al. design a system to
explore the large graph structures using visualization [35]. Nardi et al. utilize colors to distinguish
the communities that exist in users’ email contacts [36]. Mutton’s PieSpy gives us the opportunity to
research the real-time dynamic community visualization in Internet-based chat systems [37].

However, all of the above studies are focused on a specific social network, which causes to a result
that one research can only be used for one purpose, and does not have good scalability and generality.
As is stated above, with the development of the Internet, there have been various social communication
platform, which also leads to the complexity and heterogeneity of social data. N. Cao et al. proposed
an initiator-centric model and a responder-centric model to tackle this problem [38]. Based on their
study, we design an ego centric based model to crush this challenge.

2.3. Ego Centric Network Visualization and Analysis

Ego centric network analysis has been widely applied in anthropology and sociology. In the
method, it assumes that one node called ego is in the center, and some nodes around it called alters.
From the ego centric network, we can have a deeper understanding of interested nodes, obtaining
the ego’s behavior and the structure with alters [39,40]. Mesoscopic and microscopic perspectives are
two common starting points in it [4]. On the one hand, many researchers study the network structure
and attributes of one or part of egos from a mesoscopic perspective. It is found that network size has
a large effect on ego’s features and the composition of the network [41]. In Lubbers et al. research,
they summarized that how long a relationship can be maintained depends mainly on the strength
of the relationship, the density of the network [42]. On the other hand, the microscopic level focus
on network properties, alters and their behaviors’ effect to the ego. L. Backstrom et al. found that
the intimacy between couples can be indirectly determined based on the relationship between their
mutual friends [19].

Nowadays, more and more researchers use advanced visualization methods to reveal more
patterns in ego central network [43]. Shi et al. show the time dimension and the ego network’s
structure by a 1.5D form [44]. Node-link model is the most commonly used visualization method
in ego centered networks [4,45,46], where each vertex represents a person and each edge represents
the strength of the relationship between two vertices. However, this method does not directly reflect
the relationship between each alter and ego, and as the number of vertices increases, visual clutter
will become serious. Different from the above studies, our system uses a novel glyph based on the
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solar, and is more intuitive to study the topology of the network and the relationship between egos
and alters.

3. Problem Description

Our goal is to design a visual analytic system that can help detect, analyze and reason about why
this person in the system is considered to be the anomalous user. In this section, we will define the
problems that we need to solve.

Problem Description

Generally, the data of social communication is noisy and huge. Typically we usually need to
analyze on a real-time. Besides, experts with different backgrounds may have different ideas of
whether a user in the network is anomalous or not. For example, Sociologists may judge whether
a user is anomalous by the number of contacts he/she has; researchers of the algorithm may focus
on calculating the similarity between the user and others in the network. Thus, we need to design a
novel visualization system to help experts from different domains. Our goal is to find anomalies in
unlabeled social data, which is difficult to analyze through only one perspective. For the follow-up
study, we define the following questions.

• P1 Rate Ego’s Anomaly. Traditional anomaly detection only draws a conclusion of whether the
point is an anomaly or not. Then here come problems: Are the two anomalous users having the
same degree of anomaly? Is there something in common or in a difference of anomalous users.
Therefore, we need to quantify a user’s degree of an anomaly and rank the users. Then experts
can determine whether the user needs deep analysis.

• P2 Multi-perspectives Analysis. Since we know little about the unlabeled data, it easily leads
to different people owning different results. In order to eliminate the influence of subjective
factors, we need to design some indicators that can help us dissolve from multiple perspectives,
such as the anomaly in the global social network and local topology, the time series of the user
and alters anomalies.

• P3 Identify Anomalies. After we quantify the ego’s anomaly from multi-perspectives, the next
thing we need to do is to identify the anomalies in the social networks. In our work, we mainly
focus on those who have different behaviors from the general public. e.g., the number of contacts
exceeds the Dunbar’s number, the topology of the user is strange, or the time series and behavior
patterns are different from other people. We need to propose a novel visualization system to
reveal the features and patterns of users and validate them, because they are the abstract of all
types of social networks and play an important role in depicting the egos’ portraits.

• P4 Generality and Scalability. With the development of social communication, there are many
kinds of social ways, such as Email, Twitter, Weibo and so on, which makes the data of them more
and more complex and noisy. It is time-consuming and laborious if we design different systems
for each type of social communication. Therefore, we want to design a more general model, which
can be used in each type of social communication.

• P5 Rich Interaction. The main goal of our system is to help experts find out the anomaly in the
social network full of unlabeled data, so it is necessary to have various interactions to help experts
exploit the network by a custom way. For example, we need filtering and zooming for finding the
ego we are interested in and looking for the detail about the network.

4. Detection in Social Networks

Anomaly usually refers to the part of users that behave differently from other users throughout
the social networks. Thus, only by identifying those weird users can we make follow-up analysis and
validation. In this section, we will introduce the egocentral based data model and the metrics used in
detecting anomaly in our system. Then, we combine them into anomaly detection to find out the egos
we need to explore deeply.
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4.1. Data and Model

Communication data records the behaviors of how people communicate with each other and
how they organize their social networks. For example, the Call Detail Records (CDRs) can be used not
only to study the human communication behaviors but also to analyze Ego Networks (ENs). The call
detail records are collected by mobile operators for billing and network traffic monitoring. The basic
information of such data contains the anonymous IDs of callers and callees, time stamps, call durations,
and so on.

In order to design a system using in all social networks, the first thing we need to do is to build
a general model. However, this is not an easy task, because it not only needs to summarize from
a wide variety of data, but also requires to make the features meet the requirements for anomaly
detection. On the basis of existing research, we build a general model based on the egocentric network.
The egocentric network can reveal the topology and features of egos and is useful in understanding
the egos and validating them.

An egocentric network usually consists of a central node and several other nodes surrounding
it, and there is a bond that allows egos and alters to connect with each other. For social networks,
it is called contact. Contact is an important measure of the intimacy between egos and alters, as well
as the structure of the egos’ network. Different social communication has different contact methods.
For example, in the telecommunication or e-mail, it means I have a phone call or email with you, while
in the Tweeter or Weibo, it means I retweet, comment or like under your tweet or vice versa.

It is a common way to use graphs to represent social networks [33]. Both directed and undirected
graphs are used in the research [4,42]. General speaking, bidirectional contact usually shows stronger
intimacy than unidirectional [33] and is full of research value. Thus, in order to preserve the difference
and information between bidirectional contacts and unidirectional contacts, we abstract the social
network into a directed graph G(V, E) , where V and E respectively represent the number of nodes
and the number of links in the graph. lt

i,j is a link from i to j at start time t, and the weight wt
i,j means

the value of contact between i and j from the start time t.While the methods to quantify contact are
different in different social networks, it can be concluded that the contact between two people is
measured by the total counts, the strength of each contact and the direction. Figure 1 shows our data
model using the above concepts, and the longer the arrows are, the less intimate the relationship is.
The dotted border indicates the alter is a bidirectional alter. The square box represents the ego and
the color of the box indicates which group the ego belongs to. The color of nodes means that whether
they have something in common. For telecommunication or email, it means whether they are from the
same operator or service provider, while for Twitter and Weibo, it means whether they have joined in
the same topic. Without special explanation, we will all represent the contact from ego to alter with
contact-out, and from alter to ego with contact-in. The same to alters, we use alter-in and alter-out to
represent alters who have contact-in or contact-out behavior, and we use local alter and alien alter to
show whether the alter and the ego have something in common, such as interests.

4.2. Metrics Abstract

In the last section, we build a general model based on the ego central network for anomaly
detection. In addition to it, abstracting metrics is another important thing. However, since the
different egos may have different behaviors in different social communication methods, it requires us
to deeply abstract the data, and extract the common metrics of the egos. After investigating various
social networks, we designed the following metrics for analysis. For the ego i in the social network,
we can divide its alters into two parts: Si

in and Si
out, representing the alter-in set and the alter-out set

respectively. ki
in =

∣∣Si
in

∣∣ and ki
out =

∣∣Si
out
∣∣mean the in-degree and out-degree. They can characterize

the influence of the ego, which means the role of ego in the whole network. For example, the ego with
more out-degree indicates that he is more willing to maintain relationships, while the one with more
in-degree shows that he is more attractive to alters [47], thus suggesting the ego’s size of the network.
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From the previous subsection, we can infer that the wt
i,j is important for us to measure the importance

of alter j to ego i. Therefore, p
Wi = ∑

j∈Si
out

∑
t

wt
i,j (1)

can quantify how ego i pays attention to his/her community. For normal egos, their total weight should
not in an anomaly range. Contact-in and contact-out can help us judge whether the ego has a strong
attraction and the importance of alters to egos, respectively. So we use the balance of attraction τi:

τi =
ki

in
ki

out
(2)

to measure the relationship between alters and egos. Among them, the closer the ratio is to 1, the
more balanced the ego is, and the more stable the network structure is. The closer to 0, the greater the
attraction of the ego, while the larger than 1, the weaker the ego’s attraction. In the last 2 cases, they all
mean anomalous. From the previous section we know that the direction of contact is of great research
value. Bidirectional alters are more likely to show intimacy than unidirectional alters, and if the
ego’s alters are basically unidirectional, then he is very likely to be an anomalous user. We introduce
relationship balance δi:

δi =

∣∣Si
in ∩ Si

out
∣∣∣∣Si

in ∪ Si
out
∣∣ (3)

to measure the abnormal degree of the ego’s relationship. δ = 1 means all the alters in the network
are bidirectional, while δ = 0 means all the alters are unidirectional. The proportion of bidirectional
and unidirectional alters in the normal user’s network should be maintained within a normal range.
In other words, too big or too small are both anomalous.

alter1

alter4

alter2

alter3

ego

Strength and the 
direction of thecontact

Ego

Bidirectional
alter

Local alter

Alien alter

Figure 1. Data structure for social model based on egocentral network. The square box represents the
ego and the color of the box indicates which group the ego belongs to. The color of the circle indicates
whether they have something in common. The length of arrow tells us the relationship between ego
and the alter. The color of an arrow represent the direction of contact. The dotted border indicates the
alter is a bidirectional alter.

The temporal features of egos, such as posing/calling interval /frequency, can characterize their
behavior habits, patterns and properties. Therefore, we use the time sequence vector Ti:

Ti = {ti
k, k = 0, 1 · · · , 23} (4)
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to show the behavior of the ego i. ti
k means at time k the ego i’s features. As normal egos’ energy is

limited, the reflect on the Ti is that the time sequence of normal egos should be regular and have or
resemble a shape of hump (having meals or break) and there should have none-active place (sleeping),
which means there is no behavior during this period.

Above all, we propose the following metrics:
M1. Ego network’s in-degree ki

in and out-degree ki
out.

M2. Ego network’s weight Wi.
M3. Attractiveness Balance τi.
M4. Relationship Balance δi.
M5. Time sequence vector Ti
These features can help us to make a preliminary classification of egos from a group perspective.

The egos who unlike others can be found out. In order to analyze and judge these suspicious egos
more deeply, we also need sociological methods to help make decisions. We will introduce them in
next section.

4.3. Anomaly Detection

In anomaly detection, there is a dilemma that we have difficulty obtaining or only having a very
small portion of the tag data. This makes it difficult for us to make a clear distinction between anomalies
and normality. Besides, anomaly detection should be quick, but in social networks, the network shape
is changing and growing at any time. These are the problems we need to solve. Finally, after careful
consideration in our mind, we choose the local outlier factor (LOF) [48] model to solve the challenges.
The reason why we choose it is beacuse: (1) Compared with supervised learning methods, it can be
used directly without label dataset training and thus has a wider application range. (2) It can quantify
the anomalies into scores instead of the labels, and let us find users who need to be explored in depth
intuitively and efficiently. (3) It is a density-based detection method. Its detection results can be directly
responded by dimension reduction.

An ego p’s anomalous score LOFk(p) based on his k-distance neighborhood is defined as followed:

LOFk(p) =
∑

o∈Nk(p) lrdk(o)
lrdk(p)

|Nk(p)| =
∑o∈Nk(p) lrdk(o)
|Nk(p)| · lrdk(p)

(5)

reach − distancek(p, o) = max{dk(o), d(p, o)} (6)

dk(p) = d(p, o) (7)

lrdk(p) = 1/
∑o∈Nk(p) reach − distk(p, o)

|Nk(p)| (8)

dk(p) is the k-distance of p. reach− distancek(p, o) is the k-reach-distance from node o to p. It represents
the maximum value between the k-distance of o and the real distance between p and o. Nk(p) is
k-distance neighborhood of node p, which means it is a set include all the nodes that less than or equal
to the k-distance of p. lrdk(p) is the local reach-ability density of node p based on Nk(p). It means the
local density of the current point and its surroundings. From the equation we can know that when
lrdk(p) is higher, the p is more likely to be a normal node. Above all, we can conclude that if a node’s
LOFk(p) is higher, it indicates the node is more different with its local k-neighbor. Generally, an ego i’s
feature vector is shown below:

fi =
[
ki

in, ki
out, Wi, τi, δi, Ti

]
(9)

It can describe the global properties of the ego, which is important in anomaly detection. We use
F = { fi, i ∈ G}, the collect of fi and the LOF to find out a preliminary detection results, and then do
more in-depth research.
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5. System Design and Overview

5.1. System Design

With the development of social communication, the data in it is getting larger and larger, which is
very painful for experts to analyze and thus they want to have a convenient tool to do research.
After our study, we find that multi-level analysis can help them make decisions, especially in
unlabeled data. In addition to these, although there have been many studies aiming at detecting
anomalies in social networks, they only focus on specific types of social networks, such as blogs,
e-mail or telecommunications, and fail to make full use of the common patterns. Based on these
requirements, we design a novel and general visualization system, egoDetect, which can be explored
from macroscopic, mesoscopic and microscopic levels. The design requirements for these three levels
are as follows:

Through the model in the previous chapter, we can select some suspicious users. While displaying
these users, we should also show those users who are suspected to be normal, because the results of
the algorithm cannot guarantee that they are all correct and we need a comparison to find out the
difference between them. Therefore, the macroscopic level view’s aims are to display the whole picture
of the network and help us make a preliminary classification of data.

• T1 Revealing Egos’ Features and Patterns. Since the model we use is multidimensional, we need
a descending dimension to display the whole egos in the network. We should ensure that the
relationship between egos is not lost in dimensionality reduction, which can help us to determine
which points of the network are suspected egos.

• T2 Simple and Intuitive. The view should allow researchers to intuitively understand the inside
of the network by using the anomaly detection’s results and though it, they can determine the
node they want to study in depth is where.

Through the mesoscopic level view, the experts can select the ego they want to study deeply.
Then, they need a more detailed view to help them make decisions. It is found that the relationship
between two persons is important and a person’s relationship with others should be stratified [5–7].
In other words, everyone’s energy is limited, so people choose to spend a lot of time socializing with
a small number of people and a small part of time communicating with others, but the hierarchical
structure of abnormal users is generally vague. For advertisers, they are more likely to show an
outward-spreading structure, that is, they like to contact other people but the relationship is not strong,
while robot accounts show a high degree of intimacy with many people. Therefore, we need to reveal
the relationship between the egos and alters in a mesoscopic level view.

• T3 Showing the Relationship Between Egos and Alters. As discussed above, network topology is
very useful for exploring the ego. Therefore, we need to reveal the connection between egos and
alters. In this way, experts can make a more in-depth analysis from a sociological perspective.

• T4 Drawing Egos’ Portrait. In addition to showing the relationship between egos and alters,
we also need to build a user portrait based on these data to help experts understand the
whole network.

The mesoscopic view is to analyze egos from a holistic perspective, so it does not provide more
detailed information about egos. Anomalous egos not only differ in topology from others, but also
in many other aspects, such as the behavior, patterns, active time and so on. Sometimes abnormal
egos’ topology cannot be judged directly. Above all, the microscopic level view needs to provide the
behavior, patterns and other detailed information.

• T5 Exploring Time Sequence. Normal egos should have a specific active time, which may vary
according to their occupations, but people’s energy is limited, so it should have a hump shape and
0 valued region. Robot accounts and anomalous accounts will show long-term or even full-time
behavior, while others may display local and random behaviors.
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• T6 Analyzing Alters. The alters are those who egos contact-in or contact-out with. They form the
networks of egos. Through the abnormal score of alters, we can judge egos from the other side.
Besides, when we find an interesting alter from a mesoscopic perspective and want to dig deeper,
or when we want to have a deeper understanding of the ego’s behavior with each alter, it can give
us more information.

5.2. Solar Ego Network Model

In order to use the egocentric network to display the relationship between users and alters,
we did a lot of studies and find that the traditional egocentric network view adopts node-link mode,
where each edge represents the strength of the relationship between the ego and alter. However,
this method does not intuitive enough, and with the increase of data, visual clutter is very serious.
Therefore, we believe that a new view should be designed to clearly show the network structure and
relationship with each contact in any situation.

Previous research indicates that all alters of an ego should have a hierarchy [6,7]. However,
we find that anomalous users do not have this feature. Therefore, we decided to use this model
to display the egocentric network and analyze egos by observing its network structure. However,
here comes another question: What method should we use to determine the number of layers? There
are already many researches and mature algorithms, such as Jenks Natural Breaks Classification [49]
and Head/Tail method [50]. The main problem of them is that different people may have different
network structures. Especially, anomaly egos have various structures, so it is hard to use algorithms
to define uniform measurement indicators. Thus, we have come up with a compromise method to
quantify each alter of ego according to the formula, and then map it to different layers in the graph
according to the value. This ensures that different users can be properly displayed. Besides, previous
studies have shown that most users’ alters can be divided into five categories, so our model uses a
five-layer network structure.

Through the above research, and inspired by the solar system, we design a novel view to solve it.
The pipeline of it is shown in Figure 2. It consists of a central node and five layers of tracks, the closer
to the central node, the more intimate with egos. The distance θi,j represents the relationship between
the ego i and the alter j, The equation of θi,j is as follows:

ki,j =
max(Ci,j, Cj,i)

min(Ci,j, Cj,i))
(10)

θi,j = ki,j · 1(
Ci,j + Cj,i

) (11)

Ci,j means the number of contact-out from i to j. From the equation, we can get that it is determined by
the number of bidirectional contacts, so if the alter is unidirectional, the ki,j = −1, which means the
relationship between them is weak. With this glyph, experts can analyze more efficiently. With ki,j,
each alter can be placed on the corresponding layer.

Contact 1

Contact 2

Contact n

...

   ID       Time     Value    Status

72811      4-21      80          0

71945     5-14       90          1

...

71945     5-24       30          0

Raw Data

Relationship
 Analyze Visualization

Alters’ Structure Solar Ego Glyph

Anomaly
Detection

Detection Results

Figure 2. Workflow of the solar ego model.

5.3. System Overview

Motivated by the above requirements, we design the egoDetect to detect and analyze the
anomalous users at three different scales: A group view to show the scatter of all egos through
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their features and anomaly scores, the topology and features in ego network with an ego view, and the
more detail of the ego and between egos and alters showing in the detail view.

The data pipeline of the system is shown in Figure 3. The raw data storage in HDFS (Hadoop
Distributed File System). We use Spark to model graph and compute the metrics of it, and use the
results to build egos’ features. With the features, we can get the anomaly detection score of each ego in
the network. Then, we use multidimensional scaling (MDS) [45] to reveal the scatter of them and use a
novel glyph to show the ego network of them. We design our view through the D3 and Echarts, using
Flask as our framework.

Figure 3. The data processing pipeline.

6. Visualization

The goal of our system is to assist experts in identify and verify anomalies of users in social
networks which are lack of unlabelled data, and provide multiple views to validate. We also offer a lot
of interactions to help researchers. In this section, based on the design tasks and requirements outlined
in the previous sections, we will give a detailed description of the system and each view in the system.

6.1. User Interface

Guided by the above requirements, our system is designed as Figure 4. The interface consists of
six major UI components: (a) a view mapping user’s multi-dimensional features into two-dimensional
space and showing in the feature space; (b) a list of whole users’ detailed features sorted based on
LOF anomaly scores; (c) some statistical information for each segment; (d) a novel ego network glyph
inspired by the solar system for visualizing the structure of the ego’s network and the relationship
between alters and egos; (e) a statistical view representing the active time and habit of the ego;
(f) a detail view to display the contact between ego and each alter and the anomaly of each alters.
In summary, (a), (b), (c) compose our group view, (d) is our ego view, and (e) and (f) are our detail
view. We will introduce the design of them as follows.

6.2. Group View

The group view is aimed at displaying the whole topology of the network and helping us make
a preliminary classification of data. Multidimensional scaling (MDS) reducts based on the distance
between points, so if the points are more similar, the closer they are after dimension reduction.
With the using of it, we can reveal the distribution of each ego by their features and find out whether
the algorithm results are effective (T1). The result is shown in Figure 4a, and in order to distinguish
anomaly scores of each ego, we color code their score into five colors, representing their anomaly
degree (T2). Scatter plot can help experts to have a detailed understanding of the internal situation
of the social network. However, due to dimensionality reduction, on the one hand, it is impossible
for experts to have an understanding of egos through x and y coordinates, so we need to provide the
specific characteristics of each ego to help them make decisions. As shown in Figure 4b, we design a
list based on the ranking of LOF scores to show the detail of each ego. On the other hand, the MDS
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dimension reduction brings similar points together. With the increase of data, visual clutter becomes
more serious and we cannot understand the overall situation of the network, so we provide statistical
data based on the detection results. After experiments, we find that the score of users below 1.5 are
more than 90%, so we take 1.5 as the boundary and classify the users into 6 groups. We select the
maximum, minimum and average values of alters and contact times for each segment. These allow us
to have an intuitive understanding of each fraction. Above all, we design a statistical view to help
experts analyze. (T2). The design is shown in Figure 4c.

6.3. Ego View

Through the analysis of the group view, experts can pick out the points they want to continue
analyze. In this view, we need to display the relationship between the ego and all his/her alters,
so that experts can explore through a sociological perspective. Figure 4d is the ego view of our system.
It consists of two parts: An ego network glyph based on solar system and an ego’s portrait.

Figure 4. The overview of egoDetect based on the call record data. The user interface consists of
six parts: (a) The distribution of users with their features, (b) a list sorted by users’ anomaly scores,
(c) statistical information for each segment, (d) the ego network glyph inspired from solar system,
(e) the statistical view of ego’s active time and behavior, (f) the detail view about the contact between
the ego with each alter.

Ego Network Glyph. As mentioned above, we design a novel glyph to reveal the patterns between
egos and alters. Figure 4d is our solar network glyph. Each alter is a node surrounding by the ego.
The distance between the ego and an alter and the radius of the node represents the relationship
between them. The grey transparent ring in each track tells us the proportion of local alters’ number
to the total number in this track, and the nodes in it mean they are the local alters, while the nodes
not in it mean the alien alters. Above all, it can give us an intuitive and detailed understanding of the
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internal structure and circumstances of an ego network (T3). It is worth noting that how to code alters,
as an important part of the network, is a very important issue. We consider three alternatives to visual
encodings of each alter, showing in Figure 5. In the first design, the inner ring shows the count of
contact-in and the contact-out, like the count of contacts in Twitter, while the outer ring is the value of
the inner ring, such as time spending on calls. We also use the line color to show the anomaly score of
the alter. However, when the circle is too small to see, it is hard to get the color of the line. The second
design uses the inner and outer circle radii to encode the information of alters, and the center circle
represents the anomaly score of them. When the alters become large, we find it is sometimes confused
about the color coding. The third design is based on the bar chart, where each column represents one
information of the alter. It is limited by shape. When the amount of data is large, the data clutter is
serious. While all three designs have some drawbacks, we finally used the first design after careful
consideration. Because there are egos contact with many alters in social networks, we need to make
sure that they are still as clear as possible when they are presented (T3).

Portrait Glyph. Through the contact data of ego, we can conclude the various characteristics of the
ego and they can help us judge whether the ego is abnormal. In addition to some common indicators,
like total count of contact-in and contact-out, we introduce average relationship strength with alters,
average anomaly score of alters ,local alters and alien alters, unidirectional and bidirectional alters
features into the system. The average relationship strength with alters helps us analyze ego’s behavior
patterns. Many anomalous egos are machine users generated by software, so there will be many
similar behavior patterns and like to contact with each other. Besides, for advertisers, they tend to
contact-out more than contact-in and have little bidirectional alters, leading to a low level of average
relationship strength with alters, which can respond from these attributes. The local alters , alien alters
and unidirectional and bidirectional alters properties help us to understand the egos’ alters’ structure.
Normal egos are more likely to contact people who have similar interests and hobbies with them and
the proportion of unidirectional and bidirectional alters should be balanced. The average anomaly
score of alters can tell us how the average anomaly of alters is. As mentioned above, machine users
will contact other machine users. If an ego’s alters’ anomaly is high, the ego can also be considered
an anomalous user. In the solar network layout, the ego’s information is located in the middle of the
whole network (T4). In order to better display ego’s data from multiple dimensions, we choose the
radar map as the center of the whole layout. All features of the user are mapped to each direction
of the radar map, and the center of each direction means the minimum while the outside means the
maximum. The color of the area represents the anomaly score of the ego. As shown in Figure 6, radar
maps can simply and directly highlight important information.

6.4. Detail View

It is often not enough to only provide the overall information of an ego. Sometimes anomalous
egos may have no difference with others in a holistic perspective, or we want to dig deeper about
egos’ behavior with alters, and thus we need more detail. Based on these, the design of a detail view is
shown as Figure 4e,f. Figure 4e is a statistical view showing the time sequence information about the
ego and Figure 4f represents the detail contact between the ego and each alters.

Statistical View. In addition to exploring the topology of alters and egos, time series information
about the ego is also one of the most important means of analysis. It can reflect egos’ social habits
and behavior patterns, and is also a part of the common criterion in anomalous analysis. The active
time of the ego can reflect his habit, and tell us his general lifestyle. The value of his contact-in and
contact-out represents the structure of his contact. Normal users should have a regular or relatively
regular active time, as well as a normal structure and number of contact. In addition, the ego’s daily
contact interval is also very important to measure whether he/she is normal. Experience shows that
there is no regularity in the contact interval of normal people. Thus, the statistical glyph is designed as
Figure 4e. We use a polygon and a histogram to display time sequence data, making it easier for us to
know the ego’s active time and habit (T5).
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Figure 5. Design alternatives of alters.

Figure 6. Ego features radar view with six dimensions.

Detail View. The contact between the egos and alters may occur at any time of the day, if we
display the full time series of every day, it is very difficult to visualize in a small space, so we make a
compromise, using the heat map to display the contact between the ego and each alter. The heat map
shows the size of the data values in a highlighted way and can intuitively show local anomalies. In the
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heat map, the horizontal axis represents the time period, the vertical axis represents the hours during
a day, and the color of each grid represents the number of times that the ego and the alter communicate
with each other during that period. The title of each view consists of alter ID and its anomaly score.
We combine the heat map with the timing information to show the ego’s contact timing diagram with
each alter (T6). Besides, in order to explore the anomalies of the ego from the alters, the detail view can
be sort by the anomaly score from high to low or by the strength with ego and visualize them (T6).
It is shown in Figure 4f. We also experiment with another design, using a circular layout. In Figure 7,
each sector represents a day, and a lattice in the sector shows a period of time. However, we do not
use this because the utilization of circular layout space is not high, and it is difficult to make horizontal
and vertical comparisons.

A week

A day
An hour

Strength
Change

A month

The contacts between 
ego and the alter this week

No contact this week

Figure 7. An alternative design for detail view based on circular layout.

6.5. User Interactions

We add some interactions in the system to help the researchers to use the system more smoothly.
Filter. In order to help the experts have an understanding of the users of different score segments

in the network, we provide filtering interaction through the color bar in the Figure 4a.
Search. The search interaction is provided by the search bar in Figure 4b. The researchers can

search for the ego they find interesting in the Figure 4a.
Highlight. Most of the elements in the system can be highlighted. For example, when the mouse

is over one line in the Figure 4b, the node of this line can be highlighted in the Figure 4a synchronously.
When the mouse is over the alters in the Figure 4d, the location of it can be found and highlighted in
the Figure 4f.

Zoom In and Out. The view in the Figure 4a can be zoomed in and out for the detail.
Click. If we find an ego in the Figure 4a,b or an alter in the Figure 4d we want to know more,

we can click on the line or the circle, then the ego view or the detail view will be drawn.
Tips. Our system can give you some tips when you are confused or forget something.

7. Case Study

In this section, we will apply our system in the task of anomaly detection with a call record data
provided by an operator to demonstrate the effectiveness of our system.

In this study, the dataset is provided by one of the largest mobile operators in China. It covers
7 million people of a Chinese provincial capital city for half a year spanning from January to June 2014.
According to the operator, all the users can be divided into two categories the local users (customers of
the mobile operator who provide this dataset) and the alien users (customers from the other operators).
The reason for such distinction is that the communication behaviors of alien users are not recorded
and cannot be collected by our data provider based on policies. Therefore, we have to put our focus on
the local users whose entire calling behaviors are recorded within the dataset. We won’t show the
alien alters’ details, such as the score of them in the detail view and ego view. In order to protect the
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user’s personal information, we encrypt all telephone numbers and embody the characteristics of local
and alien directly on the user ID. So 728 indicates local user, and 719 indicates alien user. Each user has
his own unique ID. The basic statistics of the mobile communication data are summarized in Table 1.

Table 1. Basic statistics of the mobile communication networks.

Time Nt (Total Users) Nl (Local Users) Lt (Total Links)

Jan. 6520121 751643 32521180
Feb. 6234877 742504 27600221
Mar. 6481767 783751 32720452
Apr. 6526250 777486 32383231
May 6561107 787614 34119390
Jun. 6531076 787156 33461297

Parameter Selection. As described in Chapter 4, for the LOF algorithm, the most important
parameter is its neighbor number n. We find that the n has a great influence on the score of egos in
sparse and dense boundaries. In order to ensure that the points in these areas can be classified more
accurately, we need to compare them with enough points, so we select a larger n, which can ensure
that the points in dense or sparse areas do not have an impact, but can give more full consideration
to the points in the boundary. In feature selection, we find that if we do not consider the time
sequence, some points with anomalous behavior cannot be detected. We found that because their
attributes, such as the number of alters, the number of calls and so on, are not different from normal
people, leading to the failure to detect. However, when we introduce the time sequence, the problem
is improved.

Exploratory Analysis. First of all, we have made a preliminary exploration to get the whole
picture of the entire dataset. From the group view’s MDS map, shown in Figure 4a and containing
all the ego information, we can find that most of the points inside the network are concentrated
together, and only a small number of points are distributed in the periphery with high anomaly scores.
This shows that most users are regarded as normal users when they gather together, while a few users
are regarded as outliers when they are distributed at the edge. When we zoom in on the view for
observation, we find that egos with higher scores also appear in places with lower scores, where is a
place worth studying.

From the list in Figure 4b, we notice that nine egos with more than three points, and from the
Figure 4c, the data of each segment shows a downward trend. We also find that the number of
alters with anomaly scores less than 1 does not exceed 150, but they make up only about 6% of the
population, while the percentage of egos whose anomaly scores are less than 1.5 is about 95%, and
the alters’ number of them is no more than 216, which is larger than the Dunbar’s Number. We think
the reason for this is that communication is bidirectional firstly, which means that you may receive
calls you don’t want to answer, leading to an increase in the number of contacts. Secondly, it may be
affected by the algorithm, and there is the possibility of misclassification. We need a deep analysis
to validate.

Results. In order to further verify the effectiveness of the system, we proceed from the actual
case and demonstrate the system. We have drawn ego views of all users with ratings greater than 3.
As shown in Figure 8, their alters and calls are particularly numerous. They mainly show two kinds
of structure, either focusing on the outer layer, showing the characteristics of advertisement users,
or mainly focusing on the inner layer, showing the characteristics of robots. From their central radar
maps, we can see that they have distinct convex shapes. Figure 4f is the first ego’s detail view. We find
that this one contacts many users with higher anomaly scores and contacts in more than contacts out,
through understanding, we find that this is a customer service of the scam group. For the second ego,
shown in Figure 9, we find that he is a highly active user with average contact interval, so we think he
is a robot account. Those users who scores more than three points can initially identify anomalous
users from the group view, which is further confirmed by the analysis of ego view.
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Figure 8. Top nine users’ ego views. Decrease from left to right and from top to bottom.

Figure 9. Second ego’s statistical view.

At the same time, some egos cannot directly judge whether they are anomalous users through
group view, such as ego: 7285322362, shown in Figure 10a, whose alters and calls are not high, but from
his solar ego glyph we can find that his connection with alters is weak, and from his detail view we can
also find that his active time is different from normal people, so he is an abnormal ego. As mentioned
above, there are some nodes with high anomaly scores in an area full of low scores. We speculate that
they may be normal egos with abnormal behavior or abnormal egos disguised as normal egos. So we
have a detailed analysis of these points. Like ego: 7281468187, shown in Figure 10b, his score is 1.738,
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and can be considered as an anomaly ego. However, after our exploration, we find that although the
behavior pattern is slightly different from that of ordinary people, the network structure of his contacts
is not abnormal, so we think that this is a normal ego who shows abnormal behavior. While the above
ego has high anomaly scores, further analysis shows that he is not really abnormal, just because he
behaves differently from normal egos. In the dense areas, we believe that there are also really anomaly
egos. As shown in Figure 10c, it is an anomalous ego that we have found. While we can’t tell if he’s
abnormal from his solar ego glyph, when we go deep into his behavior patterns, we find that he has
signs of full-time activity, so we conclude that he’s an abnormal user. We think that this kind of nodes
is anomalous egos who want to mix up with normal egos and disguise as normal egos, but they can
still be detected by our system. After communicating with experts, they confirm that our speculate is
correct and show that our research is very helpful for them to mine potential abnormal users.

We have fully investigated the anomaly detection results by our system and many interesting
patterns are found. We also invite several experts from our data provider and telecom data analysis
field to help us understand and check our findings. First, we show them the abnormal users with
high scores, as shown in Figure 8. They share the same idea with us. For example, the first ego,
ID:7282270387, is a customer service of the scam group, while the second user, ID:7283827875, is a
robot account. Next, we verify some controversial nodes, like nodes with high scores in an area full
of low scores, with them. They all feel that our discovery is valuable and prove that our discovery
is useful. They verify that, for example, ego:7285321419, shown in Figure 10c, is indeed a potential
abnormal user. However, the results involve the privacy of users, so they do not disclose more detail
to us.

Figure 10. Some examples; (a) is the ego who cannot be judged directly by ego view, (b) is the ego who
is misclassified, (c) is the ego who intends to disguise as a noraml one, but actually is an anomlous ego.

8. Discussion

The egoDetect, a method proposed in this paper, mainly uses visualization to capture and
analyze the anomalies in online social network from the perspective of ego network. The analysis of
communication data has been verified by experts, which proves the effectiveness and usefulness of
the method. When designing the corresponding visual coding and layout algorithm, scalability is
our special concern. Our method starts from the macroscopic level, looks for suspicious anomalies
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by comparing the status of all nodes in the network. Then, it analyzes suspicious objects by ego
network from the mesoscopic level. Finally, from the microscopic level, it analyzes suspicious objects
using time series data. In other words, through the high-level abstraction and generalization of the
objects, we ensure the scalability of the method. Based on this, we can focus more on the objects
themselves, rather than how many attributes there are and what each attribute means. Therefore,
this method has good scalability and generality, and can perform well in different fields of time series
data. For example, in the field of IOT and cyber-physical social systems, sensors, the basis for data
collection, are the most critical part. If the sensors function abnormally or are attacked maliciously,
the validity of the data cannot be guaranteed, and the processing and analysis cannot be carried out.
Therefore, it is very important to detect abnormal sensors. Just as people can be compared to sensors,
and vice versa. Besides, the data collected by sensors can be compared to the call data of people.
Through anomaly detection and visual analysis of all sensors, we can quickly target dubious sensors.
Then we can analyze dubious sensors based on the visualization of ego network and time series data,
and finally we can find out abnormal sensors to ensure the security of the whole network and systems.
Therefore, our method has strong scalability, and has great value for sensor networks, cyber-physical
social systems and IOT.

9. ConclusionS

In this paper, we propose a novel visualization system, which has novel visual glyphs and uses
multi-view to explore, detect and analyze the anomaly in the social network. The system analyzes
from macroscopic, mesoscopic and microscopic perspectives. We show the abnormal situation in the
online social communication network after anomaly detection from a macroscopic point of view; in the
mesoscopic view, we introduce galaxy maps, combined with the ego central network analysis method,
to display the interested users in multi-dimensional, from the network structure, active time, alters
intimacy and other aspects to judge the abnormal degree of users; and through the microscopic view,
combined with timing, we can evaluate the abnormal degree of users from the point of view of alters.
We also add friendly and intuitive interactions to help researchers quickly get the information they
want. We use a call record data to demonstrate the system is beneficial for detecting abnormal behavior
in online social communication. We also discuss the feasibility of applying the method to other fields,
like IOT and cyber-physical social systems.

However, limited by time and energy, our work still has a lot of room to improve. Through the
case study, we find that although the LOF algorithm can help us to mine latent anomalous egos by
combining time series, it also incorrectly classifies some normal errors. Restricted by datasets, it is
difficult for us to analyze alien alters and egos, which is disadvantageous to our analysis.

In the future, we plan to design better anomaly detection algorithms. This can make our detection
accuracy higher. Besides, the dataset used in this experiment is only provided by a certain operator,
so there are limitations in the analysis of specific contacts. In the follow-up experiments, we hope
to deepen cooperation with other operators, obtain more and more communication data from the
external network, and conduct more in-depth research.
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Abstract: Traditionally, mental health specialists monitor their patients’ social behavior by applying
subjective self-report questionnaires in face-to-face meetings. Usually, the application of the self-
report questionnaire is limited by cognitive biases (e.g., memory bias and social desirability). As an
alternative, we present a solution to detect context-aware sociability patterns and behavioral changes
based on social situations inferred from ubiquitous device data. This solution does not focus on the
diagnosis of mental states, but works on identifying situations of interest to specialized professionals.
The proposed solution consists of an algorithm based on frequent pattern mining and complex
event processing to detect periods of the day in which the individual usually socializes. Social
routine recognition is performed under different context conditions to differentiate abnormal social
behaviors from the variation of usual social habits. The proposed solution also can detect abnormal
behavior and routine changes. This solution uses fuzzy logic to model the knowledge of the mental
health specialist necessary to identify the occurrence of behavioral change. Evaluation results
show that the prediction performance of the identified context-aware sociability patterns has strong
positive relation (Pearson’s correlation coefficient >70%) with individuals’ social routine. Finally, the
evaluation conducted recognized that the proposed solution leading to the identification of abnormal
social behaviors and social routine changes consistently.

Keywords: mental health; pervasive computing; context awareness; sociability; social behavior;
sociability pattern

1. Introduction

Mental health refers to the psychological, social, and emotional well-being, so influ-
encing our behaviors, feelings, and thoughts. Mental well-being contributes to individuals
perceive their skills, work productively, contribute to their community, interact with other
people, and recover from their daily routine stresses [1]. Mental disorder is a term used
to describe mental health problems, such as depression, schizophrenia, and social anxiety.
These disorders are responsible for affecting aspects such as mood, sleep, personality,
thoughts, and social relationships [2]. Mental disorders are a health problem prevalent
in a large part of the world population, affecting about 700 million people worldwide [3].
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Depression is a mental disorder that affects more than 300 million people worldwide,
while around 800,000 people commit suicide each year [4]. Therefore, it is possible to
recognize that the prevalence of mental health problems has reached a significant part of
the world population.

Mental disorders cause behavioral change that represents a relevant indicator of their
onset, presence, or development. These behavioral changes are situations of interest to
mental health professionals since they are used as a basis for performing assessments
and interventions. In particular, social behavior changes can represent relevant indicators
of mental disorders as individuals’ sociability has significant implications for their state
of well-being [5]. Social relationships’ characteristics can represent aspects capable of
protecting or contributing to the development of mental disorders. For example, there
is evidence that social support is a relevant factor for mental health [6,7], since there is
a higher likelihood of depression among people who do not have social support. There
is also evidence that social isolation is associated with mental health problems, such as
depression, anxiety, and suicidal ideation [8]. Moreover, social isolation imposed to reduce
the rate of contagion by the COVID-19 coronavirus may further impact global mental
health [9]. Therefore, symptoms of mental disorders can be externalized through changes
in social behaviors, so characterizing a situation of interest for monitoring mental health.

Traditional methods of evaluating social behavior performed by mental health pro-
fessionals are based on clinical evidence and information self-reported by the patient [10].
These approaches generally use retrospective reports of social experiences lived by indi-
viduals in their daily lives, in which memory time can be days, weeks, and even months.
As a result, cognitive biases limit these methods, hence contributing to an incoherent expo-
sure of the lived experience [11,12]. For example, memory bias can prevent patients from
reporting their feelings and behaviors accurately [11]. Social desirability bias encourages
patients to hide or modify the truth of their reports to achieve socially desirable results [12].
The clinical context in which mental health assessments occur is also a limitation since it
does not represent the patients’ natural environment, implying a low ecological validity of
traditional mental health assessment methods.

Currently, ubiquitous devices (e.g., smartphones, smartwatches, smart bands, and fit-
ness bracelets) represent a promising means of mitigating those limitations [13]. The perva-
sive nature of these devices combined with a large amount of behavioral data from their
sensors make ubiquitous computing a natural option to incorporate new system proposals
for monitoring social behaviors related to mental health. Among the methodologies in
this research area, the approach called Digital Phenotyping stands out. The term Digital
Phenotyping refers to “moment-by-moment quantification of the individual-level human
phenotype in-situ using data from smartphones and other personal digital devices” [14].
The goal of digital phenotyping is to learn and monitor patterns overtime that characterize
behaviors of individuals (e.g., physical activities performed, their social interactions and
mobility), based on context data derived from mobile, wearable, and Internet of Things
(IoT) computing devices [13]. By using this concept, it is possible to create computational
mechanisms able to perform continuous and discrete detection of individuals’ social behav-
iors [15]. These mechanisms can integrate computerized systems of Ecological Momentary
Assessment (EMA) and Ecological Momentary Intervention (EMI), which allow mental
health professionals to collect daily behavioral information from their patients and perform
interventions in their natural environment. These solutions contribute to the effectiveness
of the treatment and provide real-time support to the patients’ daily life.

The current literature presents solutions that use pervasive devices to recognize
social behaviors related to mental health [13,16,17]. These solutions usually aim to make
association, detection, classification, and prediction of mental states through features of the
identified social situations [17]. However, there is still a need to develop solutions capable
of recognizing sociability patterns representing the patients’ social routine, so providing
a valuable tool for assessing social behavior. Consequently, it is also essential to develop
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solutions to monitor changes in a patient’s sociability pattern because these behavioral
changes can mean the manifestation of mental disorders.

Given the need to objectively monitor social behavior, this study proposes a solution
for processing social activity derived from pervasive devices to detect context-aware
sociability patterns and social behavior changes. The proposed approach is able to perform
incremental learning of context-aware sociability patterns through the combination of
Frequent Pattern Mining (FPM) [18] and Complex Event Processing (CEP) [19]. Specifically,
our proposed solution detects the time intervals in which social activities habitually occur.
The recognition of sociability patterns is performed for specific contexts (e.g., weekdays,
rainy days, and weekends), which enables the identification of behavior variability in
different context conditions. The proposed solution is also able to identify changes in
sociability patterns that reflect abnormal social behaviors and variations in social routines.

This article is an extended version of [20], where we outlined our approach to detect
sociability patterns, but we did not present the solution for identifying changes in social
behaviors. This paper has the following contributions: (i) we present an update of the
formalization of the algorithm to detect context-aware sociability patterns; (ii) we introduce
a solution for recognizing abnormal social behaviors and social routine changes; (iii) we
use fuzzy logic to model knowledge of the mental health specialist needed to recognize
social behavior changes; (iv) we evaluate the ability of the sociability patterns identified by
the proposed solution to explain and predict users’ social behaviors; and (v) we present an
extensive analysis to evaluate the social behavior change detection solution.

The remaining of the paper is organized as follows. Section 2 discuss the related works.
Section 3 presents the proposed solution to detect context-aware sociability patterns and
changes in social behavior. Section 4 exposes an experimental evaluation of the proposed
solution using a real-world data stream. In the end, we drive our conclusions and future
works in Section 5.

2. Related Work

Several studies have proposed solutions to identify social situations through mobile
and wearable devices to support mental health professionals [17]. In particular, studies
have developed solutions to transform contextual data into sociability information. We cate-
gorize these studies according to their primary objectives [17]: solutions that aim to classify,
predict, or associate social features to mental state, and solutions that focus on detecting
and quantifying sociability levels. Table 1 presents the related works categorized by their
primary objectives.

Table 1. Categorization of related works.

Type of Study Goal References

Detection Detecting and quantifying sociability. [21–27]
Classification Classifying a mental state through social features. [26,28–33]
Prediction Predicting a mental state through social features. [22,30,32,34]
Association Associating sociability with a mental state. [30,33,35–40]

2.1. Detecting and Quantifying Sociability

Some studies aim to develop solutions to identify social situations through passive
detection to derive high-level information such as behavioral patterns and sociability levels.
Exler et al. [21] designed a classification model capable of recognizing whether a person is
alone or accompanied with an accuracy of 91.1%. This model uses location data, time of
day, and activity information to perform this task. Barnett et al. [22] present a statistical
approach to detect changes in sociability patterns by using phone calls and text messages,
which were used to predict schizophrenic relapses. Harari et al. [23] identify patterns of
stability and changes in social behavior (i.e., daily duration of conversations) of a student
group over ten weeks. Bonilla et al. [24] found a set of patterns related to intensity functions
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of all interactions in which patients were involved by analyzing data from the use of their
phone calls and social applications.

Studies also aimed to explore the passive detection of social situations to quantify
sociability. Eskes et al. [25] propose the use of context data produced by smartphones (e.g., call
logs, GPS locations, and Bluetooth encounters) to capture social communication and social
exploration (e.g., mobility patterns and social density). These social behaviors were used to
develop a statistical approach able to generate a sociability score, in which higher scores
represent greater social engagement. Wahle et al. [26] monitors participants’ involvement
in device-mediated communication (i.e., call logs and text messages) to quantify their
sociability. Additionally, this solution recommends social exercises based on information
on the intensity of social activities, time and location. Lane et al. [27] present a mobile
application called BeWell, which has a classifier able to infer the human voice through
microphone audio. This application calculates a sociability score by applying a linear
regression on the total duration of conversations. In addition, BeWell provides feedback on
the social engagement level of its users.

2.2. Associations between Mental State and Social Features

Researchers also work on correlating social features (e.g., duration of phone calls,
frequency of using social applications) with mental states (e.g., bipolar disorder, anxiety,
depression). Mental states are typically identified using clinically validated self-report
questionnaires. In general, researchers use correlation coefficients, as the Pearson and
Spearman correlation coefficients [41,42], to calculate the degree of association between
these variables.

In a study involving university students, Wang et al. [35] recognize that social routines
(i.e., conversations and Bluetooth co-locations) of students presented correlations with
their depression symptoms and stress levels. Results indicate that students who had lower
frequencies and shorter duration periods in their daily social interactions also had higher
levels of depression and stress. Chow et al. [36] identify temporal associations between
depression, affective state and social anxiety with social isolation (i.e., home stay duration
measured by GPS data). Boukhechba et al. [37] demonstrate that the social roles of visited
places and communication patterns (i.e., phone calls and text messages) of the students
show consistent associations with depressive states and social anxiety.

Some studies focus specifically on investigating association of social features with
participants’ stress levels. Wu et al. [30] found significant correlations between student
stress levels with social features extracted from their social encounters measured through
Bluetooth co-locations. Ono et al. [38] use a wearable device equipped with an infrared
sensor to identify face-to-face interactions. This study found relationships between par-
ticipants’ stress levels with frequency, duration, and number of people involved in the
social interactions. To do so, evaluation and validation methods were used to measure the
performance of social models.

Some studies have as the main topic of social anxiety. Gong et al. [39] performed
an association between participants’ social anxiety levels and their physical behaviors,
which were based on accelerometer-tracked body movement during device-mediated social
interactions such as phone calls and text messages. Also, this study investigates whether the
location where users performed technology-mediated communication influenced the social
anxiety levels. Results indicate that people with higher levels of social anxiety exhibit more
movement variations when making phone calls, especially in unfamiliar environments.

Other studies aim to correlate participants’ social activities with their mood status. Servia-
Rodriguez et al. [33] found associations between sociability patterns measured by analyzing
phone calls and text messages of a large number of participants with their self-reported mood
assessments. Matic et al. [40] found associations between time spent on speech activities
(i.e., participation in verbal social interactions) and changes in positive affects.
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2.3. Classifying and Predicting Mental State

In this study category, researchers design solutions capable of classifying and predict-
ing mental states. Specifically, these approaches train machine learning algorithms from
social features.

Different social models have developed to classify mental states of individuals. Gu
et al. [28] developed a wearable device equipped with a microphone capable of automati-
cally identifying and analyzing paralinguistic features (e.g., Brightness_sp and MFCC5_sp)
contained in the human voice during social interactions. These features were used to
train the K-Means algorithm to classify the participants’ anxiety level, which obtained an
accuracy of 72.73%. Chen et al. [29] use the transfer learning technique [43] to identify
autism symptoms through the analysis of speech features extracted from microphone data
of the wearable device.

Solutions presented by the studies also developed social models to predict mental
states of individuals. For this, Wu et al. [30] use features extracted from physical social
interactions identified by smartphone Bluetooth encounters to train the Random Forest
algorithm, which was able to predict participants’ stress levels. Barnett et al. [22] developed
and applied a statistical approach to recognize changes in patients’ communication patterns.
The proposed method can predict schizophrenic relapses at two weeks in advance.

Some solutions recognize other human behaviors (e.g., sleep, mood, mobility) com-
bined with sociability to design solutions that can identify mental states. Researchers
identified several types of behaviors that have implications for mental health, allowing
them to design more appropriate features to develop mental state classification models and
predictions. For example, these multimodal features are used to design machine learning
models to identify and predict patients with depression [26,31], bipolar disorder [32,34],
and mood states [33]. Therefore, these solutions represent potential tools for supporting
digital phenotyping of mental health as they recognize and utilize various patient behaviors
to perform this task.

2.4. Discussion

Related works aim to make association, detection, classification, and prediction about
mental health. From the analysis of these studies, we identified some open issues about
applying passive detection of social situations to support mental health professionals.
First, it is necessary to develop solutions able to identify sociability patterns that represent
information about social routine of individuals. Second, analyses of such solutions should
consider contextual information to identify social situations. Finally, there is a need for
solutions that can detect social behavior changes to allow specialized professionals to
investigate whether there is a relationship between the identified change and the patient’s
mental state.

Although the related works aim to identify social behaviors to support mental health
monitoring, these studies differ from our solution, so it is a challenge to use objective
comparison metrics. For example, some studies develop machine learning models to
classify and predict mental states, while our solution aims to extract sociability patterns
and detect behavior changes. The works [22–24] also propose solutions capable of detecting
sociability patterns, but they differ from our solution. These works design sociability
patterns to quantify the duration and frequency of social interactions, while our solution
recognizes periods of the day representing individuals’ social routine. Besides, these works
do not recognize sociability patterns based on contextual data (e.g., weekends, holidays,
and rainy days) and do not perform incremental learning, then requiring to execute
batch processing.

In comparison to related works, our research has the following contributions. First,
this study does not focus on the diagnosis of a specific state or mental disorder but works on
identifying situations of interest (i.e., the sociability routine) for mental health professionals.
Second, the proposed solution recognizes context-sensitive sociability patterns, so enabling
to distinguish normal behavioral variation from behaviors that are considered anomalies.
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Third, besides identifying the periods of the day when the individual generally socializes,
the proposed solution can recognize unusual social routines and significant changes in the
patient’s social habit. Finally, the proposed solution uses a data stream mining approach to
learn from social observations continuously.

3. Proposed Solution

In this section, we present the solution proposed to detect context-aware sociability
patterns and behavioral changes. It performs incremental learning of context-sensitive
sociability patterns through the combination of FPM and CEP. FPM is a computational
technique that aims to discover patterns that occur with significant frequency in different
data collection types, such as relational and non-relational databases, text files, and data
streams [18].

The algorithm used in our solution was proposed by Lago et al. [44], which aims to
learn activity patterns in smart homes (e.g., activity sequence). We applied this algorithm
to digital phenotyping of mental health through the recognition of sociability patterns.
First, we present a formalization update of this algorithm through unit step functions to
represent the appropriate logic to identify time intervals in which social events routinely
occur. We used the formalized algorithm to implement an event processing network
capable of incrementally identifying context-sensitive sociability patterns. For this purpose,
we used CEP concepts [19], which provide a set of tools to process data streams efficiently,
so performing tasks such as data aggregation and filtering, context partitions, data window,
high-level information derivation, and pattern recognition.

The proposed solution can also detect abnormal social behaviors and changes in social
routines through the application of concepts of drift identification techniques. Additionally,
we use fuzzy logic to model the knowledge of the mental health specialist to detect behavior
change. Finally, the developed solution provides an Application Programming Interface
(API) to enable the rapid implementation of strategies to identify context-aware sociability
patterns and configure behavioral changes.

Figure 1 presents an overview of the processing flow to identify context-aware socia-
bility patterns and social behavior change. The first layer represents the generation of social
events from data of online social networks and physical and virtual sensors embedded in
ubiquitous devices. As examples of social events, it is possible to cite conversations identi-
fied from microphone data and interactions mediated by technology (e.g., phone calls, text
messages, and social media posts). Next, the layer responsible for detecting context-aware
sociability patterns supports a set of CEP rules designed to implement the algorithm to
identify sociability patterns. The next layer performs tasks of detecting abnormal behaviors
and routine changes. This layer also contains a Fuzzy Inference System (FIS) that models
specialist knowledge needed to recognize social behavior changes. The last layer refers to
client applications that receive notifications of new patterns and behavior changes emitted
by the proposed solution’s components.

Ubiquitous devices (e.g., smartphones, wearable sensors, IoT devices, social networks)
represent valuable social data sources. Computational methods (e.g., data mining, machine
learning) can process context data from physical and virtual sensors embedded in these
devices to identify social situations, such as face-to-face interactions (i.e., socialization
in physical environments) and device-mediated interaction (i.e, socialization in virtual
environments). For example, computational methods can process microphone and wireless
communication interfaces data (e.g., WiFi, Bluetooth, NFC) to identify conversations and
physical proximity [23,35]. Call logs and text messages can represent device-mediated
interactions [31,33].

We emphasize that our proposed solution does not include the generation of events,
but focuses on processing high-level sociability events inferred by other solutions to identify
patterns and behavior changes. Next, we present in detail its components.
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Figure 1. Components of the proposed solution.

3.1. Learning Context-Aware Sociability Patterns

In this section, we present the algorithm for identifying context-sensitive sociability
patterns and its implementation using CEP.

3.1.1. Algorithm for Identifying Sociability Patterns

We consider that, if the social activities are detected frequently at a specific time
interval, this interval composes the sociability pattern of monitored individuals. Thus,
we define sociability patterns as periods of the day in which the individual usually socializes, that
is, the set of time intervals in which social activities habitually occur. The algorithm processes
the data stream to recognize time intervals [Tstart, Tend] in which the number of occurrences
of social activities is higher than φ ∗ |n|. In this regard, |n| is considered as the total number
of processed observations in a defined time window to model social behavior, and φ
is a parameter to be manually set, which is responsible for indicating the sensitivity of
the algorithm.

The algorithm input is a social event stream that has the start time of each social
activity. The first step of the algorithm is to determine, based on the timestamp, which time
frame each social event belongs. For this, the algorithm segments the time in slots with
equal sizes. Each slot represents a slice of the day and has a sequential identifier. To define
the size of the slot (i.e., in how many periods should divide the day), the programmer is
required to specify a value for the t parameter, which is responsible for creating an array
of counters with the total number of slots. For example, if the programmer decides to
divide the day into periods of 30 min, the parameter t is equal to 0.5, since 24

t = 48 slots.
This equation is responsible for creating the storage structure for counting occurrences of
social activities in each slot.

After defining the size of the slots, we now describe the counting phase of the al-
gorithm. At this stage, the algorithm uses the timestamp of each event to define its
slot. By identifying the slot of social event, the algorithm increments the counter value
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that represents this slot in the structure responsible for storing these statistics. Therefore,
when processing the flow of events, the frequency of social activities in each slot is updated.
This approach of saving only the summary (i.e., the count) allows reducing the data volume
since it is not necessary to memorize the full content of the events.

The next phase of the algorithm is the sociability pattern discovery, which uses the
summary of the counting phase to identify frequent intervals of sociability. At this stage,
it is necessary to define which slots have a sufficient number of observations, that is,
a quantity that enables them to be candidate slots to form a frequent period. For this,
the number counting of social observations of the analyzed slot must be greater than or
equal to Sth. The algorithm uses Equation (1) to define the value of Sth. The θ parameter is
entered by the programmer to set up the sensitivity of the equation.

Sth = |n| ∗ θ ∗ 1
24
t

(1)

Equation (2) is responsible for iterating the slot array Cs and verifying which slots are
candidates to form a sociability pattern, so assigning zero to the count of non-candidate
slots. For this, this equation defines the multiplication between the count of each slot
(slot[i]) and the unit step function, which returns zero value in cases of negative arguments
(slot[i]− slot_th < 0) and one for non-negative arguments (slot[i]− slot_th > 0). In the
end, the slot array Cs is sent to the process of identifying frequent sociability intervals.

Cs[i] := slot[i] ∗ unit_step(slot[i]− slot_th) (2)

Finally, after defining the requirement for a slot to be candidate, the next step is to
identify which sets of slots compose an interval at which social activities are routine for
the monitored individual. Equation (3) groups the adjacent non-zero candidate slots in
the array Cs into a sociability pattern. The unit step function verifies whether the sum of
the event counts for the grouped slots (i.e., time intervals) subtracted from ϕ ∗ |n| results
in a positive value. If this condition is satisfied, the time interval formed by these sets
of adjacent slots represents a sociability pattern. In the end, the array Ps will contain
sociability patterns, that is, the time intervals in which social activities routinely occur for
the monitored individual.

Ps[i : i + n] := unit_step((
i+n−1

∑
j=i

Cs[j])− ϕ ∗ |n|) (3)

3.1.2. Context-Aware Sociability Patterns

So far, the algorithm allows identifying the individual’s sociability routine, so mapping
the frequent start time of social activities. However, this context-free analysis may result
in inefficiency when outlining the social habit, since the individual’s behavior may vary
due to specific contexts, such as workdays, weekends, rainy days, among others. For this,
we use a strategy with Context Attributes (CAs), in which several scales can be used to
represent them. For example, a temporal feature may have several scales, as a broad scale,
so differentiating days of week and weekends, or a more specific, so distinguishing each
day of the week (e.g., Monday, Tuesday, Wednesday). We inject these CAs into the stream
of social observations, which can be derived directly from event properties (e.g., timestamp)
or retrieved from external sources (e.g., climate APIs). By enabling this setting, mental
health professionals can define which contexts are considered more suitable for each patient
and treatment.

Each CA is used as a data segmentation dimension to identify behavior change due to
specific context situations. Therefore, the identification of sociability patterns is performed
from a subset of data that has a particular CA. For example, all social events that occurred
over the weekend (i.e., CA = Weekend) are used to identify the individual’s social routine
in this context condition. The algorithm needs to create a structure (e.g., a matrix) to store
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slot counters for each context dimension. During the counting phase, each social event
increments, in the index of its respective slot, values in the structures that store statistics
for each CA of the processed social observation. In summary, we partitioned data flow
based on CAs and performed incremental learning of sociability patterns for each derived
data stream.

3.1.3. CEP Implementation

We have used CEP concepts to implement the algorithm. CEP enables to react in real
time to data stream through a continuous query language [19]. This method processes
data as a sequence of events, in which each event models an observation in a specific
domain. Atomic events, or only events, are immutable records of something in the real
world or a software system. For example, in this study, an event represents a social activity
at a specific time. These social events are generated by ubiquitous devices through the
processing of context data. In the implementation of the algorithm, we use Esper (http:
//www.espertech.com/esper/), which is an engine developed for CEP and continuous
stream analysis. This mechanism provides an Event Processing Language (EPL) that
implements and extends the Structured Query Language (SQL) standard. The processing
workflow (Figure 2) consists of the following steps:

• (a) Enrich Social Event: it injects the slot (extracted from its timestamp) and CAs in
social events. The result of this process is the emission of an enriched event named
SocialUpdate;

• (b) Context Partition EPA: it segments SocialUpdate streams based on CAs. A derived
event called SocialContext that has the slot and its context label is triggered for each
context record of the observation;

• (c) Count Table: it is responsible for maintaining the count of events that occurred in
specific contexts in each slot. This count is updated with each ContextEvent emitted;

• (d) Candidate Slot EPA: it is responsible for verifying which slots have reached an
adequate number of observations to become candidate, so sending these to the pattern
extraction phase;

• (e) Extract Pattern: it identifies which sets of adjacent candidate slots compose a time
interval that the individual habitually socializes.

Figure 2. Processing workflow.
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3.2. Social Behavior Change Detection

Another contribution of this study is an approach to recognize social routine changes
and abnormal social behaviors. This approach aims to continuously detect information
about changes in social habits of the monitored individual, since this information is of vital
importance for treatment and monitoring, so enabling to increase the chances of effective
interventions performed by mental health professionals.

3.2.1. Behavioral Change Detection Strategy

We developed a strategy for detecting social behavior changes by applying the concept
of drift identification techniques [45], which allows recognizing socialization flow changes
of the monitored individual. Specifically, we explore unsupervised techniques to detect
changes in the data stream distribution, since there is no ground truth available in social
event streams to monitor performance indicators (e.g., accuracy, sensitivity, specificity,
recall). Therefore, we combine the processing of data windows with a similarity metric to
verify pattern change of an instant from t1 to t2. It is important to note that the proposed
approach detects social behavior changes for each CA, so differentiating common social
routine variation from abnormal social habits.

We explored data window processing strategy provided by the Esper engine to par-
tition data flow, so extracting sociability patterns at different time intervals. Therefore, it
is possible to detect sociability patterns through current data and, subsequently, compare
them with the pattern identified in a future data window to recognize occurrences of social
routine changes of the monitored individual. We used the Jaccard similarity coefficient
(Equation (4)) to quantify overlaps between intervals of identified sociability patterns
(i.e., proportion between intersection and union of the compared patterns).

J(A, B) =
A ∩ B
A ∪ B

(4)

Based on the strategy described above, we developed a solution to detect two types of
situations of interest for specialized mental health professionals: abnormal social behaviors
and social routine changes. Abnormal social behaviors reflect a low similarity between
the current sociability pattern and the individual’s social habit on a specific day. When ab-
normal behaviors occur with substantial frequency, it is necessary to assess whether the
individual’s sociability routine has changed. Therefore, routine change is recognized when
a sociability pattern extracted from a data window at time t has low similarity to a pattern
identified from the data window t + n. The proposed solution maintains the first identified
sociability pattern (i.e., a reference pattern) until it finds a new pattern significantly differ-
ent from the reference pattern, so allowing to identify changes that happen slowly, over a
long period.

Figure 3 shows the strategy for detecting abnormal social behaviors. To perform
this task, the specialist (e.g., a mental health professional) is required to define the time
window size that models an observation of the individual’s social behavior in a given
context (e.g., Mondays, rainy days, weekends). For example, in Figure 3, an observation
could be composed of a one-week data window, so requiring two observations to extract
a consistent sociability pattern, i.e., to conceive a predictive model of intervals of the day
in which the individual habitually socializes. Therefore, to recognize abnormal behaviors,
our proposed solution uses the Jaccard similarity coefficient (Equation (4)) to compare the
current sociability pattern with the social behavior of the next observations. Hence, if the
similarity between the current pattern and the recognized social habit (i.e., an observation)
has value below a threshold defined by the specialist, the solution sends an event to notify
interested parties about the identification of abnormal social behavior.

Figure 4 presents the strategy for detecting social routine changes. In this scenario,
sociability patterns are extracted through a determined number of observations (e.g., two
observations), which represent the current social routine of the monitored individual.
In principle, the solution persists in memory the first sociability pattern identified, which is
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used as a comparison model with the next patterns to recognize significant social routine
changes. Specifically, when the similarity is below the defined threshold, two tasks are
triggered to: (i) update the current sociability pattern with the most recent routine and;
(ii) notify interested parties by sending a social routine change event.

Figure 3. Strategy for detecting abnormal social behavior.

Figure 4. Strategy for detecting social routine changes.

3.2.2. Expert Knowledge Modeling

As we could see, it is possible to identify the specialist’s need to define a similarity
threshold between patterns. The specification of the change threshold is subjective, as it
depends on the specialist’s knowledge, and has an imprecise essence, since a rigid limit may
not adequately model the change that has occurred. For example, consider that an specialist
has configured the behavior change detection solution with a similarity threshold of
60%. In this scenario, if the similarity between sociability patterns is 59.9%, abnormal social
behavior is detected even though it is very close to the specified threshold. Therefore, it is
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necessary to define strategies that allow modeling the specialist’s knowledge automatically,
so enabling to send behavior change alerts with a judgment of the belief degrees.

We implemented expert knowledge modeling through fuzzy logic concepts to consider
the imprecise nature of this task. Specifically, we used the open-source library jFuzzyLogic
(http://jfuzzylogic.sourceforge.net/) [46,47] to develop fuzzy controllers. This library
uses Fuzzy Control Language (FCL), which is a domain-specific language to facilitate the
development of fuzzy systems. jFuzzyLogic enabled the integration of FIS into the proposed
solution to allow the specialist to specify linguistic variables, fuzzy sets, and rules.

The motivation for using fuzzy logic in this task is the possibility of representing
imprecise and qualitative human knowledge through fuzzy sets instead of using crisp
sets [48]. Fuzzy logic allows computational systems to model human reasoning so that
output variables can vary from false to true gradually, then making it possible to express
partially true or partially false conclusions. Another reason is the notation of defining
fuzzy rules through linguistic variables (i.e., natural language) and logical connectors [49],
which presents semantics that is easy to understand for users. Therefore, we used fuzzy
logic due to its ability to model expert knowledge through fuzzy sets and fuzzy rules and
its notation that is easy to understand. Moreover, fuzzy logic has already been used to
model situations of interest to mental health professionals [50].

First, the specialist is required to determine three fuzzy sets: sensitivity, similarity,
and drift. Sensitivity sets define discrepancy levels between patterns that represent a
change, i.e., it models the sensitivity knowledge to detect changes. Similarity sets define
correspondence levels between evaluated patterns. Finally, drift sets represent the FIS
output (i.e., defuzzifier) responsible for modeling change levels in social behaviors.

After defining fuzzy sets, the next step is to subdivide them to represent specialist’s
knowledge to assign linguistic terms to the intervals of each set. Therefore, the specialist
should use FCL to perform this task. Code 1 shows a configuration example of the
sensitivity sets using FCL, while Figure 5 shows their visual representation. The specialist
divided the sensitivity input variable into three levels: low, moderate, and high. In this
scenario, a certain level of intersection between intervals is observed, so representing a
gradual pertinence transition.

Code 1: Configuration example of the sensitivity sets using FCL.
FUZZIFY sensibility

TERM low:= (0, 1) (25, 1) (50, 0);

TERM moderate := (25, 0) (50 ,1) (75, 0);

TERM high:= (50, 0) (75, 1) (100, 1);

END_FUZZIFY

Figure 5. Fuzzy sets to model behavior change detection sensitivity.
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The specialist is also required to represent his/her knowledge through FCL to define
similarity set partitions and their respective linguistic terms. Code 2 shows a configuration
example of the similarity sets using FCL, while Figure 6 shows their visual representation.
The specialist subdivided the similarity input variable into three levels: low, moderate, and
high. In this scenario, intervals have an intersection level to model uncertainty.

Code 2: Configuration example of the similarity sets using FCL.
FUZZIFY similarity

TERM low:= (0, 1) (40, 1) (60, 0);

TERM moderate := (50, 0) (60 ,1) (70, 0);

TERM high:= (60, 0) (75, 1) (100, 1);

END_FUZZIFY

Figure 6. Fuzzy sets to model the similarity levels between patterns and behaviors.

The third set to be specified is the drift, which is representing the FIS output, i.e., it mod-
els the occurrence of social behavior changes of the monitored individual. Code 3 presents
a configuration example of the drift sets, while Figure 7 shows their visual representation.
The specialist described three linguistic terms: no_change, moderate_change, and change.
In this example, we used the Center of Gravity (COG) defuzzification method to determine
the inference’s final value from activated rules. jFuzzyLogic supports several fuzzification
and defuzzification methods.

Figure 7. Output fuzzy sets defined to assess behavior change.
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Code 3: Configuration example of the drift sets using FCL.
DEFUZZIFY drift

TERM no_change := (0, 1) (50, 1) (65, 0);

TERM moderate_chabge := (50, 0) (65, 1) (80, 0);

TERM change := (65, 0) (80, 1) (100 ,1);

METHOD: COG;

ENDDEFUZZIFY

Next, the specialist is required to specify fuzzy rules that guide the solution’s de-
cision. These fuzzy rules have the primary structure <condition> AND <condition>
THEN <consequence>. The specified fuzzy rules form the knowledge used by the FIS to
determine the final value of the behavior change inference. Therefore, based on fuzzy sets
presented above, the fuzzy rules contained in Code 4 can be specified using FCL.

Code 4: Fuzzy rules for behavior change.
RULEBLOCK No1

RULE 1 : IF sensibility IS low AND similarity IS low THEN drift IS change

;

RULE 2 : IF sensibility IS low AND similarity IS moderate THEN drift IS

no_change;

RULE 3 : IF sensibility IS low AND similarity IS high THEN drift IS

no_change;

RULE 4 : IF sensibility IS moderate AND similarity IS low THEN drift IS

change;

RULE 5 : IF sensibility IS moderate AND similarity IS moderate THEN drift

IS

moderate_change;

RULE 6 : IF sensibility IS moderate AND similarity IS high THEN drift IS

no_change;

RULE 7 : IF sensibility IS high AND similarity IS low THEN drift IS

change;

RULE 8 : IF sensibility IS high AND similarity IS moderate THEN drift IS

change;

RULE 9 : IF sensibility IS high AND similarity IS high THEN drift IS

no_change;

END_RULEBLOCK

At the end of the expert knowledge modeling process, the solution can detect social
behavior changes considering uncertainty in this task. Specifically, the solution sends
a JSON object that contains information such as date, context, similarity index, and the
pertinence degree to each interval of the fuzzy output set. Code 5 presents an example
of social behavior change notification considering the expert knowledge modeled in the
previous cases. In this example, the output variable (i.e., defuzzification value) is ≈74.86,
which is ≈65% contained in the interval that represents change and ≈34% in the partition
that reflects moderate change.

Code 5: Notification of social behavior change.
{

"date": "Sun 1, 2020, 9:17:48 PM",

"context":"Sunday",

"similarity":56.00000000000001 ,

"defuzzification value":74.86688093051647 ,

"change":0.6577920620344315 ,

"no_change":0.0,

"moderate_change":0.3422079379655685 ,

"message":"Social routine change detected"

}

3.3. Application Programming Interface

The solution designed by this study provides an API to its users, which allows them
to quickly implement strategies for detecting sociability patterns and configuring the
recognition of behavioral changes. Development of this API used the Builder design
pattern (Constructor) [51], which enables separation of the construction of a complex object
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from its representation, so dividing this process into parts (i.e., steps). We mitigate the
complexity inherent in the creation and instantiation of the EPLs and solution configuration
using this design pattern.

Next, the user specifies the RootTopic attribute (setRootTopic) with the value ”com/ls-
di/sociability”. The solution uses this attribute to publish new sociability patterns and
behavior change notifications in MQTT broker, allowing interested client applications to
subscribe to this topic to receive updates. Finally, the user set true value to the parameters
AbnormalBehavior and ChangeBehavior (setAbnormalBehavior and setChangeBehavior)
for the solution to activate the detection of abnormal behaviors and social routine changes.

Code 6 presents an example of use of the designed API. Specifically, the developer
create an object called SociabilityPattern, which configures and enables the entire solution
operation. In this example, the developer initializes the constructor with two parameters:
“MONDAY_” and 50.0, so representing the CA considered and the sensitivity level to
detect behavior changes, respectively. Next, the developer specifies the RootTopic attribute
(setRootTopic) with the value “com/lsdi/sociability”. The solution uses this attribute to
publish new sociability patterns and behavior change notifications in an MQTT broker [52],
so allowing interested client applications to subscribe to this topic to receive updates.
Finally, the developer set true value to the parameters AbnormalBehavior and ChangeBehavior
(setAbnormalBehavior and setChangeBehavior) for the solution to activate detection of
abnormal behaviors and social routine changes.

Code 6: Application Programming Interface (API) usage example.
SociabilityPattern sociabilityPattern = new SociabilityPattern

.Builder("MONDAY_", 50.0)

.setRootTopic("com/lsdi/sociability")

.setAbnormalBehavior(true)

.setChangeBehavior(true)

.build();

4. Experimental Evaluation

The proposed solution identifies context-aware sociability patterns using incremental
unsupervised learning. Consequently, applying metrics commonly used to evaluate learn-
ing models is challenging because there is no ground truth available to compare results. By
considering this, we evaluate the proposed solution’s feature to consistently recognize
sociability patterns for modeling social routine and behavior changes.

In [20], we performed the following: (i) a comparison of the similarity between
the sociability patterns identified with the intervals recognized by Gaussian Mixture
Models (GMMs); (ii) an analysis of the contribution of context-aware sociability patterns
to understand the monitored individual’s social routine. Here, we performed a more
in-depth evaluation to recognize the proposed solution ability to identify context-sensitive
sociability patterns that model social behavior and detect behavioral changes.

4.1. Data Description

We evaluated the solution using a public dataset [35], which is referred to as Stu-
dentLife. Wang et al. [35] performed during 66 days a passive sensing of social activities
(i.e., conversations) derived from microphone data gathered from smartphones of 48 Dart-
mouth College undergraduate and graduate students. Conversation samples are composed
of two fields: start and end timestamps of conversations experienced by participants.
All collected data was anonymized to preserve privacy of the monitored individuals.

The used dataset contains conversation samples composed of two features: start
and end timestamps of social interactions. Figure 8 shows the first lines of the dataset
of an individual. For example, the second line in this file records that he/she expe-
rienced a conversation that started at Unix timestamp 1364359600 and ended at Unix
timestamp 1364359812.
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Figure 8. Dataset features used in the solution.

Firstly, we performed a data cleaning process to remove users who had insufficient
data to conduct experiments. Only users who contained at least 52 days of collected data
(≈80% of the study days) are in this experiment. We used data from 24 individuals who
had sufficient data.

We represent each record as a social event to design a proper data flow for the proposed
processing network. For this, we derived the following information from social activity
records: social activity type (i.e., conversation), start time, and a set of CAs. The first
step was to convert the Unix timestamp to a Date Java object to represent the event start
time attribute and extract CAs. We identified the weekday when events occurred using
their timestamps, so enabling to specify temporal context scales. We defined two context
scales: a fine-grained scale composed of weekdays (e.g., Monday, Tuesday, and Wednesday)
and a broad one to distinguish weekends (i.e., Saturdays and Sundays) from midweeks
(i.e., Monday to Friday). In the end, the structure of the generated social event flows was
as follows:

1 event = (activity: Conversation, start: 12:20, contexts: [Saturday, Weekend])
2 event = (activity: Conversation, start: 14:12, contexts: [Saturday, Weekend])
3 event = (activity: Conversation, start: 8:35, contexts: [Monday, Week]))
4 event = (activity: Conversation, start: 16:20, contexts: [Tuesday, Week])

4.2. Experimental Design

The first evaluation consisted of verifying the ability of the context-aware sociability
patterns to model and explain social behaviors, i.e., we verified whether sociability pat-
terns could explain and predict stable social routine (i.e., individuals repeating their social
behaviors over the days) and less able to explain unstable social routine. For this, we used
Pearson correlation coefficient [41] to assess the association between the ability of sociability
patterns to explain social routine and stability of the individual’s social routine. This coeffi-
cient measures linear correlation between two variables, which assumes values between
−1 (perfect negative correlation) and 1 (perfect positive correlation). Therefore, higher
levels of positive associations indicate that the proposed solution recognizes consistent
sociability patterns and capable of modeling monitored people’s social behaviors.

In the end, we evaluated the proposed solution to detect social behavior changes. For
this, we joined data of two users who had different social routine, hence enabling to
identify the moment when the change occurs. We verified whether the proposed solution
can accurately detect this change and its ability to adapt to the new sociability pattern.

4.3. Ability to Model Social Routines

This experiment aimed to assess the ability of the sociability patterns to model so-
cial routine. Specifically, a sociability pattern should explain the social behavior of the
monitored individual, which should be correlated with his/her social habit, because the
more stable the individual’s social behavior, the greater the pattern’s ability to predict it.
We analyzed association between the identified sociability patterns’ prediction level and
the social routine’s stability. For this reason, we used Pearson correlation coefficient for
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quantifying this association. By using this correlation coefficient, patterns’ ability to explain
and predict social routine of the monitored individuals were identified.

We defined that a social observation consisted of a data window of one week (i.e.,
seven days). For example, for the MONDAY context, an observation consisted of data
from 1 day, since a week has only 1 day with that context. Therefore, the first step of this
experiment was to define the number of observations necessary to extract patterns con-
sistent with the monitored individual’s social behavior. For this, we identified sociability
patterns considering each day of the week as a CA (i.e., MONDAY, TUESDAY, WEDNES-
DAY, THURSDAY, FRIDAY, SATURDAY, and SUNDAY), and we checked the predictive
performance of sociability patterns when using different numbers of social observations to
design them. We defined prediction performance as the ability of sociability patterns to
explain and predict individuals’ social routines.

Figure 9 presents an example of scenario for assessing the prediction performance of
sociability patterns using two observations. We performed this evaluation using one, two,
three, and four observations to project sociability patterns, so allowing us to compare the
predictive performance of each configuration. Each execution consisted of the following
steps: (i) recognizing the sociability pattern with the number of specified observations (i.e.,
one, two, three, or four); (ii) measuring the Jaccard similarity index between the pattern
extracted with the next social observations; and (iii) identifying a new social pattern from
the evaluated observations to represent a new reference pattern.

Figure 9. Evaluation of the prediction performance of sociability patterns using two observations.

We performed the experiment for all users considering CAs specified previously
(e.g., MONDAY, TUESDAY, and SUNDAY), so making it possible to recognize the pre-
dictive performance (i.e., the similarity between sociability patterns and observations)
of sociability patterns for these CAs. We calculated the average prediction performance
to identify the number of observations required to extract sociability patterns to explain
social routine.

Figure 10 shows the average predictive performance of the sociability patterns identi-
fied using one, two, three, and four observations. From results, we identified that extracting
the sociability pattern using only one observation resulted in poor predictive performance
compared to other configurations. Extraction of social patterns with two, three, or four
observations showed similar predictions. Therefore, we concluded that the most appro-
priate approach was to use two observations to extract sociability patterns since we could
identify them in less time with predictive performance similar to other configurations.
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Figure 10. Prediction performance of sociability patterns.

After quantifying prediction levels of the extracted sociability patterns, we measured
stability of the social routine of the individuals who participated in this study. We calculated
average similarity between one day and the subsequent day (Figure 11), i.e., similarity of
the individual’s social behavior between consecutive days. CAs considered each day of the
week, similar to the previous experiment. In the end, we calculated average stability of the
individuals’ social routine, so allowing us to correlate this variable with prediction levels
of sociability patterns.

Figure 11. Configuration used to evaluate stability of individuals’ social routines.

We performed a stability analysis of the individuals’ social routines to recognize
essential information to understand their social behaviors. Figure 12 shows the stability
of the individuals’ social routines (i.e., the similarity of social behaviors between days),
so making it possible to identify that most users had social habits with stability below
40%. However, some users had more stable routines, such as u04 and u27. From this
analysis, we expect that sociability patterns could explain and predict more consistently
social behaviors of the more stable users and that present lower levels of predictions when
applied to individuals with more unstable social routines.

So far, we quantified the prediction performance of the extracted sociability patterns
and the stability of the individuals’ social routine. Therefore, we can perform association
analysis between these two variables using Pearson correlation coefficient. Figure 13 shows
this association, in which y-axis represents the average of prediction performance of the
social patterns, and x-axis represents the average of the individuals’ social routine stability.
When analyzing Figure 13, we can identify a clear correlation between these two variables,
so representing a linear relationship. Pearson correlation coefficient resulted in +0.86,
which represents a strong positive association between these variables.
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Figure 12. Stability of the individuals’ social routines.

Figure 13. Correlation between prediction performance of sociability pattern and social routine stability.

Figure 14 shows the relationship between prediction performance of the sociability
patterns and stability of the individuals’ social routines for each CA, so making possible
to identify a linear relationship between these variables. Figure 15 shows the result of
applying the Pearson correlation coefficient between these variables for each specified CA,
so indicating that association levels were higher than 0.7, which represents strong positive
correlations. When analyzing these results, we can recognize that prediction performance
of the extracted sociability patterns remains related to stability of the social routine in all
evaluated CAs.
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Figure 14. Correlation between prediction performance of sociability pattern and social routine for each Context
Attribute (CA).

Figure 15. Average correlation level for each CA.

From this experiment, we can recognize that sociability patterns of the proposed
solution satisfactorily model social routines of individuals. Therefore, sociability patterns
can be used to reliably understand and predict social behavior since they have strong
correlations with users’ social habits.
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4.4. Evaluation of Social Behavior Change Detection

This experiment aimed to verify the performance of the social behavior change detec-
tion solution. In particular, we evaluate its ability to detect social behavior changes and
adaption to the new social behavior of the monitored individual. Therefore, we expect that
the solution to accurately identify observations that represent abnormal social behaviors
and social routine changes.

Firstly, we defined a similarity threshold that represents a change in social behavior.
For this reason, we calculated mean and standard deviation of the stability of social
routines for all users, so defining this threshold as [μ + σ]. Similar to the configuration of
the previous experiment (Figure 11), we calculated mean and standard deviation of the
similarity of social behaviors of individuals between consecutive days considering each
day of the week as CAs. In the end, we identified that users had an average of 35.4% of
stability in their social routines and standard deviation of 10.7%. Therefore, we specified
the threshold for social behavior changes at 46.1%.

We combined data from two users with significantly different social routines to sim-
ulate a change in social behavior. For this, we selected users who had more stable social
habits. We identified that users u27 and u04 presented social routines with satisfactory
stability for this experiment by considering results from the previous experiment.

Figure 16 shows social routines of the individuals u27 and u04, in which each cell
contains the number of social events in a given time slot of 30 min (t = 24

0.5 ). From this
visualization, we can recognize an evident change in social behavior at the limit that
separates the two users’ data. In this scenario, we expect that the proposed solution would
detect abnormal behaviors when starting to process data of the user u04 and recognize the
social routine change. Additionally, the solution adapt to the new pattern, then providing
a new sociability pattern capable of explaining and predicting the new social routine.

Figure 16. Merge of the social routines of the users u27 and u04.

Social event streams for the proposed solution were created from data of the selected
users. After processing data stream, our solution detected social behavior changes pre-
sented in Table 2. These results demonstrate that it identified abnormal behaviors and social
routine changes precisely. Specifically, our solution identified a high similarity between
social patterns and observations (i.e., similarity > 46.1%) while processing user data u27,
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so not representing behavioral changes. From the first observation of the user u04, our solu-
tion started to detect abnormal social behaviors, so recognizing the social routine change by
extracting the first pattern using data from this user (i.e., 5th pattern). This new reference
pattern remained consistent with the next processed social observations, i.e., the solution
can efficiently adapt to data stream changes.

Table 2. The flow of social behavior change detection. Red lines represent the identification of
abnormal behaviors and social routine change.

Observation Uid Similarity Change

03 u27 0.520000 Normal social behavior

04 u27 0.727273 Normal social behavior

2nd Pattern u27 0.680000 Maintained the reference pattern

05 u27 0.652174 Normal social behavior

06 u27 0.520000 Normal social behavior

3rd Pattern u27 0.640000 Maintained the reference pattern

07 u27 0.576923 Normal social behavior

08 u27 0.555556 Normal social behavior

4th Pattern u27 0.666667 Maintained the reference pattern

09 u04 0.411765 Abnormal social behavior

10 u04 0.444444 Abnormal social behavior

5th Pattern u04 0.428571 Social routine change detected

11 u04 0.657143 Normal social behavior

12 u04 0.647143 Normal social behavior

6th Pattern u04 0.647059 Maintained the reference pattern

13 u04 0.540541 Normal social behavior

14 u04 0.575758 Normal social behavior

7th Pattern u04 0.600000 Maintained the reference pattern

15 u04 0.666667 Normal social behavior

16 u04 0.685714 Normal social behavior

8th Pattern u04 0.666667 Maintained the reference pattern

17 u04 0.647059 Normal social behavior

4.5. Discussion and Limitations

This section presented an experimental evaluation of the proposed solution that
significantly extended experimental evaluations reported in [20]. We performed an in-
depth evaluation of the components designed to detect context-aware sociability patterns
and behavior changes. From these experiments, we found that patterns recognized by
the solution can model and predict social routines of individuals considering context
information. Moreover, it can detect significant changes in social habits consistently.

In [20], we compared the similarity between social intervals detected by the proposed
solution with those recognized by a batch processing algorithm. From the evaluation
in [20], we recognized that the compared solutions identified sociability patterns with
86.33% similarity. We also analyzed sociability patterns based on CAs to investigate their
contribution to understand social habits. We identified that context-based recognition
provides insights into sociability patterns hidden in the context-free analysis. Therefore,
the detection of sociability patterns based on CAs improves the understanding of social
habits because it enables to distinguish abnormal behaviors from expected changes due to
the context.

The aims of our experiments differ from the evaluations performed by the related
works, hence it is a challenge to compare their results using specific metrics. For example,
studies that design machine learning models to classify and predict mental states use
metrics such as accuracy, precision, recall, whereas in our unsupervised sociability pattern
learning approach, we use methods to assess the ability to model social routine and detect
behavior changes. The works [22–24] also assess sociability patterns, but they differ from
our experiments. Harari et al. [23] computed test-retest correlations between the observed
behavior durations for adjacent weeks. Barnett et al. [22] analyzed the rate of anomalies in
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behavioral patterns based on a statistical test inspired by Filzmoser’s approach to predict
schizophrenic relapse. Bonilla et al. [24] analyzed the applying of the Poisson mixture
model to obtain the intensity functions of all calls in which patients were involved.

Our experiments evaluated the ability of the proposed solution to identify context-
aware sociability patterns capable of explaining social routine and detecting social behavior
changes. From this analysis, we identified that the prediction performance of social
patterns has a strong positive correlation with the stability of the social routine (i.e., Pearson
correlation coefficient greater than +0.7) in all CAs considered, so enabling to recognize
that the proposed solution detects patterns consistent with the social behaviors of the
monitored individuals. The evaluation of the social behavior change detection solution
analyzed results of the detection processes performed by the solution when processing
data containing changes in social routines. This experiment recognizes that our proposed
solution can accurately detect and report abnormal social behaviors and social routine
changes. Therefore, this is a promising tool for monitoring mental health, since reports of
behavioral changes may indicate the onset, presence, or development of mental disorders.

This study has some limitations. First, the algorithm requires to manually enter two
parameters: ϕ and θ. Therefore, the recognized sociability pattern depends on the prede-
fined values chosen empirically rather than automatically setting the best values based on
processed data. Second, the experimental evaluation was based on only one type of social
activity (i.e., conversations). Other sources of social interactions should be considered, such
as interactions on mobile social networks and telephone call communications. Third, social
routine change does not necessarily imply change in sociability, as individuals can change
their routine and maintain the same sociability level. However, the solution can identify
social routine changes (i.e., whether there is a change in sociability), so allowing mental
health professionals to interpret and investigate changes in the user’s social aspect. Finally,
another aspect is the homogeneous essence of the study participants (i.e., university stu-
dents). Our solution should be validated with a more heterogeneous population, especially
mental health professionals and their patients.

5. Conclusions and Future Work

This work presented an approach for monitoring mental health through awareness of
the social situation. Specifically, we introduced a solution based on FPM and CEP concepts
to recognize intervals of the day when a monitored individual habitually socializes for
each contextual condition. We also presented the solution developed to recognize abnor-
mal behaviors and routine changes. Additionally, we introduced specialized knowledge
modeling through fuzzy logic to allow the solution to send notifications of behavioral
changes considering the imprecision of this task. From the evaluation conducted, we
demonstrate that the predictive performance of context-aware sociability patterns has
a strong correlation with social routine stability and that the solution can detect social
behavior changes. We conclude that our proposed solution can be integrated into mental
health monitoring tools to objectively collect patterns and changes in social behaviors, then
providing support to mental health professionals and contributing to the effectiveness of
the treatment proposed for patients.

As future work, we plan to address some open issues. The first one is to detect
sociability patterns previously specified by mental health professionals, so enabling to
identify situations of interest. We would also like to create dashboards for sociability
patterns in an appropriate way for professionals, so facilitating analysis of social behavior.
Another task is to update the solution to add information about the sociability level
(e.g., social interaction intensity) to extracted patterns and identified behavioral changes.
We also intend to develop an approach capable of automatically defining the best values
for the parameters of the algorithm. Moreover, we plan to extend our solution to detect
patterns related to other behaviors, such as physical activity and mobility. Plans also
include validating our solution with professionals and their patients.
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Abstract: Falls are dangerous for the elderly, often causing serious injuries especially when the fallen
person stays on the ground for a long time without assistance. This paper extends our previous work
on the development of a Fall Detection System (FDS) using an inertial measurement unit worn at the
waist. Data come from SisFall, a publicly available dataset containing records of Activities of Daily
Living and falls. We first applied a preprocessing and a feature extraction stage before using five
Machine Learning algorithms, allowing us to compare them. Ensemble learning algorithms such as
Random Forest and Gradient Boosting have the best performance, with a Sensitivity and Specificity
both close to 99%. Our contribution is: a multi-class classification approach for fall detection combined
with a study of the effect of the sensors’ sampling rate on the performance of the FDS. Our multi-class
classification approach splits the fall into three phases: pre-fall, impact, post-fall. The extension to
a multi-class problem is not trivial and we present a well-performing solution. We experimented
sampling rates between 1 and 200 Hz. The results show that, while high sampling rates tend to
improve performance, a sampling rate of 50 Hz is generally sufficient for an accurate detection.

Keywords: fall detection; wearable sensors; sampling rate; data preprocessing; feature extraction;
Machine Learning

1. Introduction

Falls are one of the leading causes of death among the elderly [1]. Every year, 28% to
35% of the elderly fall at least once and this rate increases with age [2]. Falls can have
severe physical, psychological and even social consequences. They can also heavily affect
the independent quality of living. They can result in bruises and swellings, as well as
fractures and traumas [3]. A significant risk is the long-lie. This happens when an elderly
person remains on the ground for a long duration without being able to call for help. It is
associated with death within the next few months following the accident [4]. It also affects
the elderly’s self-confidence who may develop the fear of falling’ syndrome. It leads to
anxiety when performing Activities of Daily Living (ADLs) and can lead to subsequent
falls [1].

Therefore, the elderly must continuously be monitored to ensure their safety. Families
organize visits but these can be inconvenient and even insufficient. Hiring caregivers or
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moving into nursing homes are sometimes not affordable options. Recent progresses in
technology have enabled the development of Assisted-Living Systems (ALSs) [5]. They can
assist the elderly and provide a safer environment through constant monitoring while
relieving caregivers’ workload. However, ALSs create other challenges such as privacy
concerns and acceptability issues that need to be addressed [6].

Fall Detection Systems (FDSs) are part of ALSs. Their goals are to identify falls and
notify caregivers so that they can intervene as fast as possible. However, fall recognition is
challenging from a computational perspective. Falls can be defined as “the rapid changes
from the upright/sitting position to the reclining or almost lengthened position, but it is not
a controlled movement” [7]. There is a higher acceleration during falls. Another challenge
is that falls can happen in innumerable scenarios. They may occur anywhere at any time [3].
Their starting and ending body posture as well as their direction (e.g., forward, backward)
may vary [1]. Hence, FDSs must cover the whole living area. Their reliability must be high
while minimizing false alarms, all the while respecting the elderly’s privacy.

This paper is an extension of our work accepted at the ICAIIC 2020 [8]. This paper has
three research questions:

RQ1: What is the difference in performance across various types of Machine Learning (ML) algo-
rithms in a FDS?
To answer this, we developed a reliable FDS by the mean of wearable sensors (ac-
celerometer and gyroscope) and ML algorithms. The goal is to compare lazy, eager
and ensemble learning algorithms and assess their results. We implemented five
algorithms and tested them in the same setup.

RQ2: What is the effect of the sensors’ sampling rate on the fall detection?
To study this, we analyzed the influence of the sensors’ sampling rate on the detection.
We filtered the data in order to reduce the number of samples measured per second.
We then experimented on the filtered data with five ML algorithms. This research
question extends our previous work [8].

RQ3: What is the difference in performance across various types of ML algorithms by adopting a
multi-class approach for identifying phases of a fall?
We experimented a different fall detection approach where falls are split into three
phases. These are: the period before the fall happens (pre-fall), the fall itself (impact)
and after the fall happened (post-fall). This research question extends our previous
work [8].

The rest of this paper is organized as follows. In Section 2, we discuss existing
FDSs and highlight their distinctive features. Section 3 covers the employed methodology.
Section 4 presents and discusses the obtained results. Finally, we conclude with a comment
on future work in Section 5.

2. Related Work

Scientists have employed various approaches to implement FDSs over the past years.
They have been classified as presented in Figure 1. Each of them has its strengths and
weaknesses. We focus on wearable technologies since we use this approach. Nevertheless,
several survey studies [9,10] reported the other methods in more depth.

2.1. Choice of Sensors and Sampling Rate

Several types of sensors including accelerometers, gyroscopes, magnetometers and tilt
sensors have been used to detect falls. Based on the fall characteristics, most studies,
such as [11–15], employed only acceleration measurements. From our literature review,
very few studies use a single gyroscope. For example, Bourke and Lyons [16] used a
single biaxial gyroscope and measured changes in angular velocity, angular acceleration
and body angle. Tang and Ou [17] also reported promising results, using a single six-axis
gyroscope. The separate use of these sensors already produced promising results but
their combination is even better [18]. Wang et al. [19] employed a heart rate monitor and
discovered that the heart rate increases by 22% after a fall in people over 40 years old.
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This demonstrates that physiological data can be used in such a system. Across the papers
reviewed (summarized in Table 1), the sensors’ sampling rate varied within a range from 10
to 1000 Hz. This variation is not small, one having 100 times more samples than the other,
seemingly arbitrarily. Fudickar et al. [20] compared the detection results when varying
the sampling rates from 50 to 800 Hz. The results obtained with a sampling rate of 50 Hz
were as good as the ones with 800 Hz. Other studies show that low sampling rates can
offer reasonable results, for example Medrano et al. [21] used data sampled up to 52 Hz.
We further investigate this issue in this paper with similarly low sampling rates.

Figure 1. Classification of Fall Detection System approaches.

Table 1. Reviewed studies that used wearable sensors for fall detection (including acronyms at the end of the table).

Research Authors (Year) Sensors Freq. Algorithm
Reported
Outcomes

Hwang et al. [22] (2004) Accelerometer, gyroscope and tilt
sensor placed at the chest.

Not
reported

Threshold on each sensor
compared sequentially.

Accuracy
96.7%

Bourke et al. [12] (2007) Accelerometer placed at the thigh
and chest. 1 kHz Double acceleration thresholds

applied on both sensors. SP 100%

Bourke et al. [16] (2008) Bi-axial gyroscope placed at the
chest. 1 kHz Treble angular thresholds. SE 100%

SP 100%

Kangas et al. [14] (2008) Accelerometer placed at the waist,
head and wrist. 400 Hz

Several simple algorithms
including thresholds and
posture recognition.

SE 97.5%
SP 100%

Dinh et al. [18] (2009) Accelerometer and gyroscope
placed at the chest. 40 Hz

Supervised ML algorithms
(SVM, Naïve Bayes, C4.5,
Ripple-down rules and RBF.

Accuracy
97%

Choi et al. [23] (2011) Accelerometer and gyroscope
placed at the belt. 10–18 Hz

Naive Bayesian Algorithm to
identify specific falls and
ADLs.

Accuracy
99.4%

Gjoreski et al. [24] (2011) Four accelerometers placed at the
chest, waist, thigh and ankle 6 Hz

Several simple algorithms
including thresholds and
posture recognition.

Accuracy
99%

Aziz et al. [25] (2011) Three accelerometers placed at the
sternum, right ankle and left ankle 120 Hz Linear discriminant analysis to

identify three causes of fall.
SE 96%
SP 98%

Yuwono et al. [15] (2012) Accelerometer placed at the waist. 20 Hz

Unsupervised ML algorithms
(clustering, MLP and
augmented RBF neural
network) with WT.

SE 100%
SP 99.33%

Bagalà et al. [26] (2012) Accelerometer placed at the lower
back. 100 Hz

Comparison of several
threshold-based algorithms
with posture recognition.

SE 83%
SP 94%
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Table 1. Cont.

Research Authors (Year) Sensors Freq. Algorithm
Reported
Outcomes

Abbate et al. [11] (2012) Accelerometer from a belt worn
smartphone. 50 Hz

Neural network with 8
features extracted as input
and a 4 classes classification.

SE 100%
SP 100%

Chan et al. [13] (2013) Three accelerometers placed at the
chest. 62.5 Hz

Combination of thresholds,
posture measurements and
posture recognition.

SE 95.2%
SP 100%

Fudickar et al. [20] (2014) Accelerometer from a smartphone
worn at the hip. 50–800 Hz

Threshold-based with
sequential posture
recognition.

SE 99%

Wang et al. [19] (2014)
Accelerometer and
cardiotachometer placed at the
chest.

Not
reported

Treble thresholds including
impact magnitude, trunk
angle and heart rate.

SE 96.8%
SP 97.5%

Medrano et al. [21] (2014)

Smartphone accelerometer in a
pocket (for 95% of ADL data), a
hand bag (5%), or two
smartphones in separate hand
bags (for falls).

unstable,
16.7–52 Hz

One-class SVM, kNN (k = 1),
kNN-sum (k = 2) and
K-means + 1 NN (k = 800)

SE > 89%
SP > 88%

Özdemir et al. [27] (2014)
Accelerometer, gyroscope and
magnetometer placed at the head,
chest, back, wrist, ankle and thigh.

25 Hz

Features extraction at the total
peak acceleration and use of
ML algorithms (KNN, LSM,
SVM, BDM, DTW and ANN).

SE 100%
SP > 99%

Vilarinho et al. [28] (2015)

Accelerometer and gyroscope from
the smartphone and smartwatch
respectively placed at the thigh
and wrist.

Not
reported

Acceleration threshold and
pattern recognition from both
devices

SE 63%
SP 78%

Casilari et al. [29] (2015)

Accelerometer and gyroscope from
the smartphone and smartwatch
respectively placed at the thigh
and wrist.

Not
reported

Several thresholds compared
to each other with every
combination of sensors.

SE 96.7%
SP 100%

Gibson et al. [30] (2016) Accelerometer placed at the chest. 50 Hz
Combination of several
algorithms (ANN, KNN, RBF,
PPCA, LDA)

SE > 90%
SP > 90%

Sucerquia et al. [31] (2017) Accelerometer placed at the waist. 200 Hz Threshold-based classifier
with feature extraction.

Accuracy
96%

Hsieh et al. [32] (2017) Accelerometer placed at the waist. 128 Hz Threshold-based Classifier
followed by SVM.

Accuracy >
98.74%

Krupitzer et al. [33,34] (2018, 2019) Accelerometers placed at the chest,
waist and thigh. 20–200 Hz

Self-adaptive pervasive fall
detection system combining
multiple datasets.

SE 75%

Tang et al. [17] (2018) Six-axis gyroscope inside a
bracelet worn at the wrist.

Not
reported

Three-feature vector fed into
SVM.

Accuracy
100%

Casilari et al. [35] (2020)
Accelerometry signals from
several datasets mainly placed at
the waist.

10–200 Hz
Deep Learning with
Convolutional Neural
Networks

SE > 98%
SP > 98%

BDM: Bayesian Decision Making; DTW: Dynamic Time Warping; LDA: Linear Discriminant Analysis; LSM: Least Squares Method;
PPCA: Probabilistic Principal Component Analysis; WT: Wavelet Transform; ANN: Artificial Neural Network; MLP: Multilayer Perceptron;
RBF: Radial Basis Function.

2.2. Sensing Position

The sensor placement highly affects the detection performance. Previous
studies [14,33,34] demonstrated that better results are achieved when sensors are placed
along the longitudinal axis of the body (e.g., head, chest, waist) when compared to other
placements (e.g., thigh, wrist). The movement of this axis during a fall is more consistent
and steady. However, this requires to wear a dedicated device on uncommon body parts
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which consequently creates inconveniences. For this reason, other studies [11,28,29] used
commodities (e.g., smartphones carried by the thigh, smartwatches worn on the wrist).
These usually do not disturb the users since they already wear them. However, people tend
to take these devices off when they are at home which makes the FDS useless. Another
method is to combine various sensing positions. Özdemir et al. [27] developed a system
consisting of six wearable devices that are all used together. The problem is that the elderly
already have acceptability issues with one device, let alone six.

2.3. Algorithms

There are two categories of algorithms: threshold-based and ML-based. Threshold
algorithms simply define limit values, outside of which, a fall is detected. They have often
been sufficient but they tend to produce false alarms especially with fall-like activities such
as sitting abruptly [16]. To compensate, these studies [13,22] added simple posture and
pattern recognition algorithms that detect changes in body posture and level of activity.
This improves the detection’s robustness while keeping a low computational complexity.
However, it may still fail during specific falls and ADLs. For example, Sucerquia et al. [31]
used a manual threshold-based classification over their dataset SisFall, achieving 96%
accuracy.

ML algorithms automatically learn patterns based on data, and very commonly in-
clude feature extraction. They require more computational power and are complex to
optimize but produce improved results. Most of the studies such as [11,13] employed a
supervised learning technique. Common algorithms are k-Nearest Neighbor [27], Sup-
port Vector Machine [18,27] and Artificial Neural Network [11,27]. Yuwono et al. [15]
used unsupervised learning which works with clusters. This is a compelling solution
because it does not require labeled data. The state-of-the-art Deep Learning algorithms
are increasing in popularity, achieving promising results in various fields. Musci et al. [36]
employed Recurrent Neural Networks to detect falls. They used a publicly available
dataset (SisFall) [37] and reported outperforming the results of the original paper [31].
Casilari et al. [35] employed a Convolutional Neural Networks on several datasets, in-
cluding SisFall [31]. They reported promising results with a Sensitivity and Specificity
over 98%.

2.4. Classification Strategies

The objective of FDSs is to identify whether a fall happened or not, hence a binary
decision. FDSs previously reported in the literature typically follow a binary classification
approach, following the intuition that the event of interest is whether the participant has
fallen or not. A notable exception to this trend [25] extends this common approach by
aiming to differentiate amongst various causes of falls. The study differentiates three causes
of falls which are trips, slips and others. Another study [23] used a different approach
where the type of fall is identified (amongst the types forward, backward, lateral) as well
as various ADLs. In a different context, which is Fall Prevention System [38], the goal is to
detect if a fall will definitively happen in order to deploy a protection mechanism such as
airbags. In such systems, it is not the fall that needs to be detected but what we could call
the pre-fall, meaning what happens before the actual fall. More recent approaches combine
these two ideas, for example [32] used a multi-phase model. They differentiate phases of a
fall and then classify them into three classes: free fall, impact and rest phases. We further
investigate this, using several ML algorithms as detailed in Section 3.4.

2.5. Strengths and Weaknesses

Wearable technologies have several advantages. They are relatively inexpensive and
can operate anywhere all of it with minimal intrusion compared to other approaches,
such as environmental monitoring [33,34]. In addition, their somewhat limited computa-
tional power can be easily overcome with the use of their telecommunication capabilities,
which allow the transfer of data for processing outside the device. Wearables can also
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identify the wearer and get precise measurements. However, they may create discomfort
due to their size and intrusiveness. The main disadvantage is their human dependency.
These sensors must have enough battery and be worn to work properly. Furthermore,
the elderly may have a cognitive impairment and thus, may forget to wear the sensor.

3. Materials and Methods

Our FDS is based on a common pipeline (Figure 2) which has been seen in the
literature [27]. This pipeline is a common practice when working with ML algorithms.
We first acquire raw data using various sensors and convert them into discrete values.
We then preprocess the raw data to remove measuring errors which can badly affect the
performance. Afterwards, we construct and extract meaningful information in a vector.
Finally, we train and evaluate our ML algorithm to distinguish falls from ADLs.

Figure 2. General architecture of Fall Detection Systems.

The steps presented above for our FDS pipeline are common to most of our research
questions. However, in order to address research question 3, we have a few changes that
will be highlighted. Thus, this section is organised as follows: Sections 3.1 to 3.5 details each
step of the pipeline which are common to all research questions. These five subsections
answers entirely the first two research questions. However, the third research question
requires additional data preparation which is described in Section 3.6.

3.1. Dataset

We decided to use a publicly available dataset rather than creating our own experiment
with diverse subjects, for reproducibilty purposes. Therefore, in order to select such
dataset, we considered those evaluated in a recent meta-review [39]. From those, we pre-
selected those who were freely available, as listed in Table 2 which describes each dataset
characteristics. We decided to use acceleration measures because studies have shown
that interesting performances can be achieved with it. Ultimately, we selected the dataset
named SisFall [31] over others [40,41] because of its high quality. We assessed this quality
with various criteria, namely the size of the dataset and the diversity of subjects in terms of
age, gender, weight and height, as detailed in Table 2.

Table 2. Main characteristics of the considered datasets. Adapted from [39].

Characteristics Casilari et al. [40] (2016) Sucerquia et al. [31] (2017) Micucci et al. [41] (2017)

Dataset name UMAFall SisFall UniMiB SHAR
No. of sensing points 5 1 1
No. of sensors per point 3 3 1
Type of sensors A|G|M A|A|G A
Positions of the points Ch|Wa|Wr|Th|An Wa Th
Sampling rates per sensor [Hz] 20|20|20|100|20 200|200|200 50
No. of types of ADL/Falls 12/3 19/15 9/8
No. of samples ADL/Falls) 746 (538/208) 4505 (2707/1798) 7013 (5314/1699)
No. of subjects (Female/Male) (8/11) 38 (19/19) 30 (24/6)
Subjects’ age range 18–68 19–75 18–60
Subjects’ weight range [kg] 50–93 41.5–102 50–82
Subjects’ height range [cm] 155–195 149–183 160–190

A: Accelerometer; G: Gyroscope; M: Magnetometer; An: Ankle; Ch: Chest; Th: Thigh; Wa: Waist; Wr: Wrist.
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We also took into account the number of falls and ADLs performed by each subject.
An additional factor was the sensors’ sampling rate which needed to be high in order to
experiment using various sampling rates. In the SisFall dataset, two tri-axial accelerometers
(ADXL345 and MMA8451Q) and a tri-axial gyroscope (ITG3200) were used at a sampling
rate of 200 Hz. These sensors were attached to the waist, following the longitudinal axis,
of the subjects in the data collection phase [31]. This location has been proven to be a
reliable one from the literature, as discussed in Section 2.2.

We decided not to use the data of the second accelerometer (MMA8451Q) because
usual setups only have a single accelerometer. Having decided to use only data from
one accelerometer, we chose that with the highest sensing range and the lowest power
consumption which seems adequate for the application. Future work could explore whether
there is a significant difference between these sensors.

Twenty-three young people (19 to 30 years old) performed 15 types of falls and
19 types of ADLs including fall-like activities. Fifteen elderly people (60 to 75 years old)
also performed the same ADLs for more authenticity. There were five trials per activity
except for the walking and jogging activities, each of which had only one trial (See Table 3).
Hence, SisFall contains a total of 4505 records including 2707 ADLs and 1798 falls, making
it unbalanced. A total of 38 people including 19 women and 19 men participated. Table 3
lists the falls and ADLs and their duration.

Table 3. Details of the Activities of Daily Living and falls contained in the SisFall dataset [31].

Activity Duration [s]

Walking slowly 100
Walking quickly 100
Jogging slowly 100
Jogging quickly 100
Walking upstairs and downstairs slowly 25
Walking upstairs and downstairs quickly 25
Slowly sit and get up in a half-height chair 12
Quickly sit and get up in a half-height chair 12
Slowly sit and get up in a low-height chair 12
Quickly sit and get up in a low-height chair 12
Sitting, trying to get up, and collapse into a chair 12
Sitting, lying slowly, wait a moment, and sit again 12
Sitting, lying quickly, wait a moment, and sit again 12
Changing position while lying (back-lateral-back) 12
Standing, slowly bending at knees, and getting up 12
Standing, slowly bending w/o knees, and getting up 12
Standing, get into and get out of a car 25
Stumble while walking 12
Gently jump without falling (to reach a high object) 12

Fall forward while walking, caused by a slip 15
Fall backward while walking, caused by a slip 15
Lateral fall while walking, caused by a slip 15
Fall forward while walking, caused by a trip 15
Fall forward while jogging, caused by a trip 15
Vertical fall while walking, caused by fainting 15
Fall while walking with damping, caused by fainting 15
Fall forward when trying to get up 15
Lateral fall when trying to get up 15
Fall forward when trying to sit down 15
Fall backward when trying to sit down 15
Lateral fall when trying to sit down 15
Fall forward while sitting, caused by fainting 15
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Table 3. Cont.

Activity Duration [s]

Fall backward while sitting, caused by fainting 15
Lateral fall while sitting, caused by fainting 15

3.2. Data Preprocessing

The SisFall dataset required minimal preprocessing. We started by equalizing the
duration of each record, by equally cutting (top and tail in equal measure) reducing the
length to 10 s. We chose 10 s to remove any outliers induced by the fall experiment,
whilst preserving the fall within each record. To generate various sensors’ sampling rates,
we reduced the number of samples in each record. Thus, for a sampling rate of 100 Hz,
we removed 50% of the sample along the record.

Regarding the two walking and two jogging activities, which only have one trial
(Table 3), we extracted 5 times 10 s for each record. We did this to have the same number of
trials per activity. We selected 5 windows with no overlap along each record as follows:

1. From 5 to 15 s.
2. From 25 to 35 s.
3. From 45 to 55 s.
4. From 65 to 75 s.
5. From 85 to 95 s.

The additional data preprocessing required for research question 3 is described sepa-
rately, in Section 3.6.

3.3. Feature Extraction

We then extracted meaningful information from the preprocessed data. This process
helps extracting information that better characterize each activity. A common practice, when
working with time series, is to extract time and frequency domain features [11,27,28].
In addition to the axes’ features, we calculated the magnitude of acceleration and rotation
measures, to improve the robustness of the fall detection (e.g., in case of fall-like activities
involving fast movements). Thus, we also extracted time-domain features such as the vari-
ance, standard deviation, mean, median, maximum, minimum, delta, 25th centile and 75th centile.
Additionally, we extracted frequency-domain features, using a Fast Fourier Transform and
we extracted two features: the power spectral density and the power spectral entropy.

The feature extraction process is as follows. Firstly, various formulae are applied to
each record. In our case, each record has a length of 10 s with a number of samples varying
from 10 to 2000 depending on the sampling rate. We then selected a sensor axis and used
all samples to extract the wanted feature class.

This process was repeated for each of the other sensor axes (3 axes, 2 sensors). We ap-
pended each calculation to a vector to characterize the record (Table 4). We applied this
process also for each sensor magnitude, resulting in a feature vector of 88 features per
record (11 feature classes × 8 axes). The resulting vector uniquely defines each activity.
The algorithm compares and tries to find patterns using these features in order to correctly
classify each activity. For example, a fall would most likely have a large delta on its vertical
sensing axis, since a fall is usually defined by a high vertical acceleration.

Finally, we normalized the extracted features to rescale the data to a common scale.
This gives more influence to data with small values which can be neglected depending on
the employed algorithm. In this work, we used the common min-max normalization which
scales the values between 0 and 1 included.
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Table 4. List of extracted time and frequency domain features.

Feature Classes Domain

Variance Time
Standard deviation Time
Mean Time
Median Time
Maximum Time
Minimum Time
Delta (peak-to-peak) Time
25th Centile Time
75th Centile Time

Power Spectral Density Frequency
Power Spectral Entropy Frequency

3.4. Classification Algorithms

We selected 5 different ML algorithms: k-Nearest Neighbor (KNN), Support Vector
Machine (SVM), Decision Tree (DT), Random Forest (RF) and Gradient Boosting (GB).
These are described in Sections 3.4.1–3.4.5, and implemented in Python using Scikit-Learn.
We used the default parameters value of the different classifiers from the version 0.23.2
of Scikit-Learn. It is a tool with a simple interface, built on scientific libraries such as
NumPy, SciPy, and matplotlib. The library code is open source and is under the BSD license.
Moreover, its documentation is very complete and includes many sample codes. We used
the default parameters of each classifier of the version

Pedregosa et al. [42] introduced Scikit-Learn and presented its features, comparing
the efficiency of its algorithms to other similar libraries. The results show that it is often
faster and has the advantage of supporting many available algorithms. This led to its wide
adoption in the ML community. In particular, Scikit-Learn provides several classification and
regression algorithms for supervised learning. Moreover, it implements model selection
and evaluation functions that allow to perform cross-validations, searches and comparisons
with various metrics.

3.4.1. k-Nearest Neighbor (KNN)

KNN is a well-known algorithm with a very simple operating principle. Data are
classified, by a majority vote, with the class most represented among its k-closest neighbors.
This algorithm belongs to the lazy learning class because it defers the work as long as
possible. During the training, it simply organizes data. However, during a prediction,
it browses the recorded data to count the classes of its k-nearest neighbors. Therefore,
all calculation costs are during a prediction [43].

This algorithm has two main parameters. The first one is the number of neighbors to
consider. A big value allows to have a probabilistic information but the estimation locality
may be destroyed. Therefore, compromises have to be made and the value of 5 is used
typically in the literature. The optimal number of neighbors depends strongly on the type
of data. The second parameter is the method to calculate the distance between two data
and defines their closeness. The choice of this metric is complicated and the notion of
distance depends on the data characteristics [43]. There are several distance formulae but
the most commonly used ones are Euclidean, Manhattan and Minkowski.

Throughout our experiments, we confirmed the following characteristics. The ad-
vantages of this algorithm are simplicity, efficacy and ease of tuning to find the best
hyper-parameters. In addition, the greater the number of training data, the better the
performance, which is however still sensitive to noise. Data normalization can then solve
this problem. As a disadvantage, this algorithm is sensitive to the curse of dimensional-
ity. The increase in the number of features tends to improve the results but only up to a
certain threshold. When this one is reached, the addition of new features degrades the
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results. This is because irrelevant features influence negatively in the calculation of the
distance. Finally, KNN is expensive in memory and in computation in comparison to other
algorithms, as corroborated by the literature [27,30].

3.4.2. Support Vector Machines (SVM)

SVM is also a well-known algorithm. It can be employed in supervised and unsuper-
vised learning. It tries to find the best hyperplane which maximizes the margins between
each class. When a linear classification is not feasible, SVM can use a technique named
kernel trick that maps inputs into a higher dimension [43]. It is an eager learning algorithm
because it creates a classification model based on the data during the training. When a
prediction is asked, it uses the model to determine the class.

SVM has several hyper-parameters affecting the classification results. The most rele-
vant ones are:

• C makes a compromise between the number of misclassified instances and the margins
width of the hyperplane. The lower the value, the larger the margins but potentially in-
creasing the number of errors. When the margins are thin, the number of misclassified
samples is low, but this can lead to overfitting.

• Kernel changes the employed mathematical function which creates the hyperplane.
A typically used kernel is the Radial Basis Function.

• Gamma defines the influence that one data has compared to the other ones. The higher
the value, the bigger its influence range, but this can lead to overfitting. With a low
value, the model is at risk of underfitting.

SVM has the advantage of being able to find a unique and global solution which
comes from the fact that the optimization problem is convex [43]. Thanks to the kernel
trick, it can produce good results even with a high features space. However, SVM requires
greater processing power during the training to find the best hyperplane and also during
the predictions to calculate the support vector for each new data, as corroborated by the
literature [18,24,27,30].

3.4.3. Decision Tree (DT)

Trees are well known data structures which are used in many different problems.
They are applicable in ML and their objective is to create a DT based on the features of each
data. Every node of the tree is divided to satisfy the most data until there are only leaves at
the end. Therefore, it is an eager learning algorithm because it tries to build the best DT
during the training phase [43].

Most of the hyper-parameters are useful to decide when a node must be divided and
when the DT must stop. The most relevant ones are:

• Criterion is the function allowing to measure the quality of the split of a node. A com-
monly used criterion is Gini impurity.

• Splitter is the split selection method of each node because there may be several split
solutions. A commonly used splitter is the best split.

• Max depth defines the maximum depth that a tree can reach during its creation. A big
depth complicates the structure and tends to create overfitting on the data. But on the
contrary, a low depth tends to create underfitting.

• Min samples split is the minimum number of data required to enable the split of a node.
This value is usually low because the higher it is, the more constrained the model
becomes, which creates underfitting.

• Min samples leaf is the minimum number of data required to consider a node as a
leaf. Its effect is similar to the previous parameter because a high value would create
underfitting.

• Max features corresponds to the maximum number of features to take into account
when the algorithm searches for the best split. This hyper-parameter depends on the
employed data but also tends to produce overfitting when its value is high.
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Advantages of DTs are their ease of understanding and interpretation for humans,
as it can be visualized [43]. It also requires few data preparations and has a low cost
during a prediction because its complexity is logarithmic. However, a tree can become very
complex and not generalize enough the data which then produces overfitting. In the same
way, an unbalanced dataset will create biased trees. Despite this shortcoming, DTs (J48 in
particular) are commonly used in the literature [24].

3.4.4. Random Forest (RF)

RF is an improvement to DTs because it includes many of them as its name forest
suggests. Its principle is to create multiple trees and train them on random subsets of
data. During a prediction, every tree processes the data and the obtained results are then
merged to determine the most likely class by a vote [43]. This method is called bagging.
This algorithm allows to remove the overfitting problem created by DTs. It is part of
ensemble learning algorithms whose concept is to combine several ML algorithms to
achieve better performance.

The available hyper-parameters are the same as the ones in DTs in addition to one
which allows to define the number of trees to use in the forest. A value of 1 is equivalent to
the DT algorithm. A high value will usually give better results. However, this creates a
high cost in computational power and memory because each tree has to be stored.

One of the strongest advantages of RF is that it can automatically create a list with the
most discriminative features. It has also the ability to create confidence intervals which
indicate the certainty rate of a predicted class for each data. Its disadvantage is that the
ease of interpretation of DTs is lost. This algorithm has also been used in the fall detection
literature [24].

3.4.5. Gradient Boosting (GB)

GB is very similar to RF because it also employs multiple trees but in a different
manner. The trees do not work in parallel as in RF but sequentially. The output of each tree
is used as input of the following one. The idea is that each tree learns iteratively on the
errors made by its predecessor. This is called boosting [43]. Because GB is composed of DTs,
most of the parameters are the same. However, it has additional ones which are:

• Loss defines the loss function which must be optimized.
• Learning rate slows the learning speed of the algorithm by reducing the contribution

that each tree produces. This avoids to rapidly create overfitting.
• Estimator corresponds to the number of sequential DTs. A high number would produce

good results but a number too high may create an overfitting issue and use more
computational power and memory. The idea is to make a compromise between the
number of estimators and the learning rate.

• Subsample defines the data fraction used to train each tree. When the fraction is smaller
than 1, the model becomes a Stochastic GB algorithm which reduces the variance but
increases the bias.

An advantage of this algorithm is that it can produce better results than RF but
it potentially has overfitting issues. It also allows to reduce the variance and the bias.
However, the model is more complex to create and as a result the training phase is much
longer than in other algorithms. Despite this shortcoming, GB is commonly used in the
literature [33,34].

3.5. Evaluation

The performance evaluation of our FDS under the selected classifiers was done using
k-fold cross-validation. This required splitting the dataset into k sets. k − 1 sets are used as
training and 1 as testing. The process is repeated k times with a different set as the test one.
Given that FDSs must be able to detect falls for new people (e.g., unseen data), the test set
should not contain people data that the algorithm has been trained on.
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We chose a value of k = 5. This creates a training set of 80% and a test set of 20%.
We filtered the SisFall to only keep subjects that performed all activities. Thus, despite being
our motivation to develop a FDS for the elderly, we found it necessary to remove the data
related to the elderly subjects, as these had not performed simulated falls. Similarly, we
removed three young people’s data due to missing records. This leaves us with data from
20 subjects. This number turned out to be ideal as it allowed us to guarantee that no data
from a given subject is used for both training and testing (in an 80/20 split). In other words,
the trained models would always be tested with data from new subjects. Consequently,
we have 1900 ADLs (19 ADLs × 5 trials × 20 subjects) and 1500 falls (15 falls × 5 trials ×
20 subjects), resulting in a more balanced dataset of 3400 records.

During the evaluation of ML algorithms, each prediction falls in one of the follow-
ing categories:

• True negative (TN): Correct classification of a negative condition, meaning a reject.
• False positive (FP): Incorrect classification of a negative condition, meaning a false alarm.
• False negative (FN): Incorrect classification of a positive condition, meaning a missed.
• True positive (TP): Correct classification of a positive condition, meaning a hit.

Each prediction is added to the count of its category which allows then to calculate
various metrics such as the accuracy. A usual representation of these categories is a confu-
sion matrix.

In fall detection, two metrics are especially important: Sensitivity (SE) (Equation (1))
and the Specificity (SP) (Equation (2)) [7]. The SE (or recall) corresponds to how many
relevant elements are actually selected. This is basically the detection probability meaning
how many falls have actually been detected. The SP corresponds to how many non-relevant
elements are selected, i.e., how many events classified as non-falls are actually non-falls.

Sensitivity =
TP

TP + FN
(1)

Speci f icity =
TN

TN + FP
(2)

We also calculated the accuracy (Equation (3)) and the F1-score (Equation (4)). Ad-
ditionally, we calculated the Area Under the Receiver Operating Characteristics Curve
(AUROC) as provided in scikit-learn. The AUROC is used to evaluate classifiers’ perfor-
mance which is used in pattern recognition and ML [44]. In simple terms, an AUROC close
to the value of one is indicative of a well-performing algorithm, with high true-positive
and true-negative rates consistently.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

F1-score =
2 × TP

2 × TP + FP + FN
(4)

3.6. Multi-Class Approach Considerations

To answer our third research question, i.e., “What is the difference in performance
across various types of ML algorithms by adopting a multi-class approach for identifying
phases of a fall?”, we needed to do one more step to prepare the data for the ML algorithms.
The goal of this additional step was to divide the fall sample into three parts which are:
pre-fall, impact and post-fall. In doing so, two related questions arise: Where should we
split the fall sample and what duration should each part have. Given that a fall has been
defined as an uncontrolled, high acceleration [7], especially around the impact point, we
defined that the latter would be our reference point to split the fall data sample. Based on
this definition, we calculated the magnitude of each accelerometer axis along the sample
and selected the highest magnitude as the impact point for each sample. The average time
between the moment of loss of balance and the impact point is 0.715 s with a standard
deviation of 0.1 s [25]. Consequently, we defined the impact part of the fall as a 2 s interval
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in the sample which includes the impact point, with 1.5 s leading to it, and the remaining
0.5 s after it. This interval is labeled as impact. The remaining part of the sample before
the impact interval is labeled as pre-fall and the remaining, final part is labeled as post-fall
(note that based on the result of RQ2, we selected a sample frequency of 50 Hz.). Thus,
each 10 s fall sample creates three features vector, one for each phase. The impact phase
always represents a 2 s window. The remaining 8 s represents the pre- and post-fall phases.
Since the magnitude of the fall is not always at the same timestamp, the pre- and post-fall
phase duration varies. If the fall happens early in the sample, the pre-fall phase will be
much shorter than the post-fall phase. The opposite if the fall happens late in the sample.

To illustrate the above process, we present Figure 3a, a fall sample of the SisFall
dataset [31]. Each line represents one of the accelerometer’s axis. In it, a peak in the middle
is highlighted which is the impact point (shown as a dotted line) (Figure 3b). The dashed
lines limit the three parts of the fall, including the 2 s window of the impact interval. The left-
hand part is the pre-fall and the right-hand part is the post-fall. The feature extraction step
is applied to each phase of the fall as well as the ADLs.

(a) Complete fall sample.

(b) Zoom on the impact phase.

Figure 3. Division of a fall sample into pre-fall, impact and post-fall phases.
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By identifying the three different phases of the fall in the manner described above,
the FDS becomes a multi-class problem. More specifically, when ADLs are taken into
consideration, it becomes a four-class classification problem. The motivation behind it lies
on the importance in differentiating between ADLs and any phases of a fall, as labeled in
the SisFall dataset. In order to do that, we apply the same ML algorithms as in Section 3.4.
As the SVM classifier is a binary classifier, we extended it by choosing a one-vs.-one scheme.

In order to evaluate the performance of such classification, it is possible to use metrics
such as SE, SP F1-score and AUROC, presented in Section 3.5. However, these are typically
defined for two-class classification and it is important to show how we have extended
them for multi-class problems. We evaluated the performance with the same metrics, using
the calculation of the macro score for SE, SP, F1-score and AUROC. This is the average
metric per class which gives the same importance for each class. The other solution is
the micro score which average the metric by giving more importance to the amount of
data per class. As falls happen rarely, it creates unbalanced dataset but it is crucial to
detect them correctly, thus the need to give importance to this class. In our multi-class
problem, we calculated the SE for a specific class against all the others together as if they
were one class. Matches for this specific class represent the positive cases and matches for
the combined class represent the negative cases. Applying this step for each class offers
four different Sensitivities, which then are averaged using the previously explained macro
score, as per Equation (5). A similar process is applied for SP and F1-score, as shown in
Equations (6) and (7).

SEmacro =
1

|Class| ×
|Class|
∑
i=1

TPi
TPi + FNi

(5)

SPmacro =
1

|Class| ×
|Class|
∑
i=1

TNi
TNi + FPi

(6)

F1-scoremacro =
1

|Class| ×
|Class|
∑
i=1

2 × TPi
2 × TPi + FPi + FNi

(7)

4. Results and Discussion

This section presents and discusses the results for each of the research questions listed
in Section 1, namely: Section 4.1 presents the comparison of various Machine Learning (ML)
algorithms; Section 4.2 talks about the effect of the sensors’ sampling rates on the detection
performance, and Section 4.3 presents the results by splitting each fall into its phases.

4.1. Fall Detection System (FDS) Performance

Tables 5–9 present the results of the evaluation of our FDS under the selected five
ML algorithms, showing that we successfully developed a reliable FDS. The Sensitivity
(SE) reached 98.4% and the Specificity (SP), 99.68%, respectively with Gradient Boost-
ing (GB) and k-Nearest Neighbor (KNN). These results outperformed those reported by
Sucerquia et al. [31]. From our review of classification algorithms (Section 3.4), we expected
ensemble learning algorithms to achieve better performance than the others. In practice,
this trend has been confirmed even though there are some exceptions (see Table 6). This
is because they use multiple ML algorithms, though the improvement in performance
is at the expense of more resources. Support Vector Machine (SVM) had more difficul-
ties to distinguish the activities. However, by tuning some hyper-parameters, its results
may improve.

The high quality of these results was unexpected especially without any optimization
such as hyper-parameters tuning. We infer that Activities of Daily Living and falls in
the SisFall dataset are discriminating by default, similar to [16]. Thus, any algorithm can
perform very well. However, in real-life conditions, the SE and SP would very likely drop
because of the falls heterogeneity as highlighted by Krupitzer et al. [33,34]. The difficulty
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of obtaining real falls data is the main shortcoming in FDS studies, given that it is chal-
lenging to capture them in realistic settings with the elderly, as noted by Bagalà et al. [26],
who compiled a database of only 29 real-world falls.

Table 5. Comparison of the Sensitivity across the ML algorithms, with the highest values in bold.

Frequency [Hz] KNN [%] SVM [%] DT [%] RF [%] GB [%]

1 85.66 74.13 91.26 93.60 95.33
2 91.46 77.93 91.33 95.53 96.86
5 95.33 84.86 94.73 95.66 98.06

10 96.53 88.80 94.73 97.26 98.40
20 97.20 91.80 95.80 97.66 98.26
50 97.40 91.80 96.26 98.20 98.13

100 97.40 93.89 96.40 97.73 98.20
200 97.26 93.78 96.60 98.00 98.06

Table 6. Comparison of the Specificity across the ML algorithms, with the highest values in bold.

Frequency [Hz] KNN [%] SVM [%] DT [%] RF [%] GB [%]

1 94.68 80.21 93.00 96.21 96.21
2 97.05 83.73 94.26 97.42 97.57
5 98.78 88.68 96.32 98.68 98.47

10 99.57 90.89 96.73 99.42 98.47
20 99.68 92.15 97.52 99.21 99.10
50 99.42 93.26 96.63 99.15 98.73

100 99.42 93.89 97.26 99.15 98.94
200 99.31 93.78 97.26 98.94 99.21

Table 7. Comparison of the accuracy across the ML algorithms, with the highest values in bold.

Frequency [Hz] KNN [%] SVM [%] DT [%] RF [%] GB [%]

1 90.70 77.52 92.23 95.05 95.82
2 94.58 81.17 92.97 96.58 97.26
5 97.26 87.00 95.61 97.35 98.29

10 98.23 89.97 95.85 98.47 98.44
20 98.58 92.00 96.76 98.52 98.73
50 98.52 92.61 96.47 98.73 98.47

100 98.52 92.05 96.88 98.52 98.61
200 98.41 91.20 96.97 98.52 98.70

Table 8. Comparison of the F1-score across the ML algorithms, with the highest values in bold.

Frequency [Hz] KNN [%] SVM [%] DT [%] RF [%] GB [%]

1 88.98 74.35 91.18 94.28 95.24
2 93.68 78.47 91.97 96.08 96.88
5 96.81 85.17 94.99 96.94 98.06

10 97.93 88.56 95.25 98.23 98.23
20 98.36 90.93 96.29 98.30 98.55
50 98.30 91.55 95.99 98.55 98.25

100 98.30 90.76 96.45 98.31 98.42
200 98.17 89.70 96.55 98.31 98.52
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Table 9. Comparison of the AUROC across the ML algorithms, with the highest values in bold.

Frequency [Hz] KNN [%] SVM [%] DT [%] RF [%] GB [%]

1 95.97 86.02 92.13 98.72 99.12
2 97.73 90.17 92.79 99.26 99.61
5 99.03 93.83 95.52 99.60 99.87

10 99.49 96.14 95.73 99.85 99.93
20 99.50 97.35 96.66 99.85 99.92
50 99.44 97.66 96.44 99.87 99.93

100 99.36 97.13 96.83 99.86 99.93
200 99.45 96.43 96.93 99.90 99.93

4.2. Sensors’ Sampling Rate Effect

Regarding the sensors’ sampling rate, the trend is that the higher the rate the better
the results, which is intuitive since more data are considered when creating the feature
vector. However, SVM has a different behavior than the other three, as shown in Figure 4.
This shows the variation of the different metrics of each algorithm over the sensors’ sam-
pling rate. It peaks with a sensors’ sampling rate of 20 Hz, indicating that the higher
sampling rate does not necessarily improve performance. Especially since a high sam-
pling rate comes with disadvantages such as more computational costs and higher battery
consumption. Moreover, the results do not suggest that increasing the sampling rate any
further would make a meaningful improvement. In our case, the performance no longer
increases significantly after reaching 50 Hz. This sampling rate is in fact the typical one
used in the reviewed literature, offering the best reported results (Table 1).

4.3. Multi-Class Approach Performance

The multi-class approach to identify different phases of falls achieved promising
results with an accuracy close to 99% as shown by Figure 5 for two algorithms. The figure
presents also the variability of the results over each fold of the cross-validation for each
algorithm. The RF and GB algorithms consistently produced good results over the different
metrics except for a single fold, which is seen as an outlier in Figure 5a–d. One explanation
might be that it is related to data of a subject who performed the ADLs and falls differently
to other subjects. The DT algorithm has a the biggest variability across the algorithms
followed by KNN. The variability is low, close to 5% from which a high confidence on
the algorithms can be inferred. This is the desired behavior for the type of application,
where consistency in minimizing both SE and SP is important to facilitate adoption and
usefulness of the FDS. Furthermore, the results of this experiment also confirm the expecta-
tion about ensemble learning algorithms performance, which had been observed in the
results presented in Section 4.1.

Figure 6 presents a deeper insight of the classification results with the confusion
matrices of each split of the k-fold cross-validation for the KNN algorithm. The accuracy
of this algorithm is the median amongst all algorithms’ accuracies, therefore it is useful
to discuss in depth. We can see that the pre-fall and post-fall phases were consistently
correctly classified. The main source of misclassifications comes from the other two classes,
i.e., ADL and impact. This negative tendency is stronger in the SVM and DT algorithms
but lessened in the RF and GB ones. These confusion matrices are interesting because the
patterns of misclassifications are consistent to that expected in a binary detection (i.e., ADL
vs. fall). Therefore, an approach could involve removing data associated to the correctly-
identified phases of pre-fall and post-fall and treat the problem as a binary classification.
However, having correctly isolated and identified these phases, these could be used as a
supplementary input to confirm the prediction. Suppose for a given sample, a pre-fall and
a post-fall are correctly identified, but the impact is predicted as an ADL. Then, by the
mean of a threshold on a confidence interval, the misclassified impact could be overridden
and corrected. Another solution could simply consider the fact of identifying a pre-fall and
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a post-fall phase to always raise an alarm for an impact, given the high confidence of the
prediction of both phases.

This novel approach usefulness lies on its provision of an added guarantee that the
fall is correctly detected, by offering a mechanism to “fix” a potential misclassification.
For a given fall sample, the algorithm should identify once each part of a fall, otherwise,
it is identified that one or several classifications are incorrect. Additionally, the ability
to recognize the pre-fall stage has many useful applications for fall prevention systems,
including airbags for example. This could reduce the likelihood of injuries caused by falls.

(a) Sensitivity variation. (b) Specificity variation.

(c) Accuracy variation. (d) F1-score variation.

(e) AUROC variation.

Figure 4. Metrics variation over the sampling rates of five algorithms. The highest average metrics
across all algorithms is obtained with a sampling of 50 Hz.
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(a) Sensitivity score. (b) Specificity score.

(c) Accuracy score. (d) F1 score.

(e) AUROC score.

Figure 5. Comparison of various metrics including Sensitivity, Specificity, accuracy, F1 and AUROC
of each k-fold split across the ML algorithms.

The obtained results are of high quality in terms of their accuracy, SE, SP, F-1 and
AUROC. This may not be the case when applying the system on data collected on the wild,
as we identified during the first experiment. As many other datasets in the FDS community,
the SisFall dataset is highly discriminating between ADLs and falls. Because their samples
lack realism, the studies under laboratory conditions will always outperform those in the
real world. In particular, from inspecting SisFall data, subjects remained still after a fall,
but it is unclear if an older person would act in this way during a real fall, particularly if
there was no loss of consciousness.

In our experiment, the pre-fall part was very often correctly classified. However,
under real conditions, misclassifications may have arisen (for example, as an ADL). This is
due to the fact that, in reality, falls are unexpected events occurring perhaps in the middle of
an ADL. Therefore, the pre-fall phase may be very short, following immediately from the
ADL part of the sample. Whereas in the SisFall dataset (as shown in Figure 3) the pre-fall
part is not an ADL, instead, the subject is “preparing” to fall (i.e., the fall is not unexpected).
In addition, the setup of the experiment in the wild will not be the same as in the lab.
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It would lack the annotation, and therefore the behavior of the algorithm may not be the
same (in particular, with regards to dividing samples). With real-life non-annotated data, it
is unknown whether the received data is a fall, and hence a sample associated to an ADL
would also be divided into various parts. This would require further investigation.

(a) K-split 1 (b) K-split 2

(c) K-split 3 (d) K-split 4

(e) K-split 5

Figure 6. Confusion matrices of the k-Nearest Neighbor Machine Learning algorithm whose accuracy
is the median amongst all other algorithms’ accuracies.

5. Conclusions and Future Work

In this paper, we present our development of a Fall Detection System (FDS) using
wearable technologies, to investigate and answer the following three research questions:

RQ1 What is the difference in performance across various types of Machine Learning (ML) algo-
rithms in a FDS?
Our FDS implemented several ML algorithms for comparison: k-Nearest Neigh-
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bors, Support Vector Machine, Decision Trees, Random Forest and Gradient Boost-
ing. Our results are an improvement over those reported by Musci et al. [36] and
Sucerquia et al. [31], with a final Sensitivity and Specificity over 98%. The system
is reliable as we were able to test it on a large dataset containing several thousands
of Activities of Daily Living (ADLs) and falls. We obtained these results using var-
ious ML algorithms which we were able to compare. We observed that ensemble
learning algorithms perform better than lazy or eager learning ones. We also further
investigated the effect of the sensors’ sampling rate on the detection rate.

RQ2 What is the effect of the sensors’ sampling rate on the fall detection?
We discovered a tendency that a high sampling rate usually produces better results
than a lower one. However, it is not necessary to have an extremely high sampling
rate (i.e., in the several hundreds). We recommend using a sampling rate of 50 Hz
because it produces improved results with any algorithm while keeping a rather low
computational cost.

RQ3 What is the difference in performance across various types of ML algorithms by adopting a
multi-class approach for identifying phases of a fall?
We found that the multi-class approach to identify the phases of a fall showed promis-
ing results with an accuracy close to 99%. In addition, it includes key features which
are the possibility for improved performance by adding subsequent logic to the ML
algorithm to address possible misclassifications. Given this performance, we would
advocate this multi-class approach as being useful in a different contexts such as fall
prevention systems.

There is scope for future work. With the high computation resources available nowa-
days, it would be interesting to explore Deep Learning (DL) algorithms. In our case
however, the size of the cleaned dataset is insufficient for this method to be appropriate
given the requirements of DL. The much larger OPPORTUNITY dataset [45] for ADLs has
been shown as appropriate for the use of the DL methods [46]. There is a study [36] using
Recurrent Neural Networks but there are other algorithms available such as Convolutional
Neural Networks with the advantage of automatic feature extraction from time series [46].
This reduces the number of steps to implement and removes the question of how many
and which features are needed to be extracted. Additionally, it would be very interesting
to reproduce the experiment on the sensors’ sampling rate but with DL algorithms. The re-
sults may be different from traditional ML algorithms. The SisFall dataset allows plenty of
experiments. However, the lack of falls data availability in realistic settings is a common
challenge in FDS studies, which also affected our study. In particular currently available
datasets with falls in realistic settings (such as in [26]) are far too small for ML approaches
to be successful, most particularly, for the state-of-the-art DLs.

Further work would benefit from exploring the use of a multi-class approach for FDS
using realistic datasets in order to compare against the performance in the lab and further
address any misclassification issues arising in that context. The results presented in this
work suggest this is worthwhile doing, and the use of such a system shows promise to
make a difference in assisting people sustaining falls.
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The following abbreviations are used in this manuscript:

ADL Activity of Daily Living
ALS Assisted-Living System
AUROC Area Under the Receiver Operating Characteristics Curve
BDM Bayesian Decision Making
DL Deep Learning
DT Decision Tree
FDS Fall Detection System
FN False Negative
FP False Positive
GB Gradient Boosting
KNN K-Nearest Neighbor
ML Machine Learning
RF Random Forest
SE Sensitivity
SP Specificity
SVM Support Vector Machine
TN True Negative
TP True Positive
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Abstract: Due to the rapid development of the Internet of Things (IoT) and consequently, the
availability of more and more IoT data sources, mechanisms for searching and integrating IoT data
sources become essential to leverage all relevant data for improving processes and services. This
paper presents the IoT search framework IoTCrawler. The IoTCrawler framework is not only another
IoT framework, it is a system of systems which connects existing solutions to offer interoperability
and to overcome data fragmentation. In addition to its domain-independent design, IoTCrawler
features a layered approach, offering solutions for crawling, indexing and searching IoT data sources,
while ensuring privacy and security, adaptivity and reliability. The concept is proven by addressing
a list of requirements defined for searching the IoT and an extensive evaluation. In addition, real
world use cases showcase the applicability of the framework and provide examples of how it can be
instantiated for new scenarios.

Keywords: Internet of Things; search; security; privacy; reliability; IoT search framework; IoT data
sources

1. Introduction

During the last years, the Internet of Things (IoT) has grown massively and is still
growing because of the availability of cheap sensor devices and more and more widespread
IoT frameworks, increasing the number of devices and services. This leads to new possibil-
ities for use cases and scenarios in the IoT (e.g., http://www.ict-citypulse.eu/scenarios/
accessed on 24 February 2021). These scenarios range from agriculture, Industry 4.0, to
smart cities and many others. A quite common problem for all of these domains is the
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search and discovery of available IoT devices, which is the main purpose of the IoTCrawler
framework.

To realize the envisaged IoT search framework, a two-layered approach is foreseen,
containing the Discovery and Processing Layer and the Search and Orchestration Layer. The
term Discovery refers to the process of connecting new data sources to the framework. This
may require a step to extract additional information from other databases named Crawling.
The Processing refers to actions to ease up and enhance the later search. Processing includes
the Indexing, i.e., preparing ordered references to discovered data sources for faster access;
the Semantic Enrichment (SE), i.e., the deduction of new data, either describing higher-
level context or the data stream itself. The Search and Orchestration Layer becomes
active when a search process is started. Search refers to the act of finding suitable data
sources in the system by an application and includes a ranking mechanism to sort out
the results to fit best the specific use case. Creating the ability for an application to
receive live observations from a data stream is done during the orchestration step. When
designing an IoT search framework, there are several issues to be considered: volume (the
amount of data), heterogeneity (different kinds of data sources), dynamics (changes in
data sources/environments) and security and privacy (e.g., IoT data sources measuring
sensitive data). By analysing these issues, a number of general requirements for an IoT
search platform can be derived:

R-1 Scalability: Coming from the issue of Volume, a requirement for scalability arises
when designing products for the IoT. The huge amount of available, and often
heterogeneous, data sources, which have to be considered for the process of search,
leads to a challenge of scalability. All components and solutions in this environment
have to be designed to work with large scale data. As a result, the machine initiated
search shall be answered within a reasonable time.

R-2 Semantics and Context for Machine Initiated Search: Newly emerging search
models require to tackle the search problems based on the human- and machine
originated users’ contexts and requirements such as location, time, activity, previous
records and profile. The search results are targeted to be based on emerging IoT
application models, where search can be initiated without human involvement. The
generation of higher-level context, such as traffic conditions, e.g., from low-level
observations, can enhance the search functionality for applications that require
information on trends and profiles about sensory data. Generated data from IoT
deployments are largely multivariate, and therefore require aggregation methods
that can preserve and represent its key characteristics, while reducing the processing
time and storage necessities.

R-3 Discovery and Search: To provide a well performing and responsive IoT search
framework, the entire process needs to be considered as a two stages approach,
namely Discovery and Search. In the first stage, knowledge about available IoT
devices and the data streams they provide has to be crawled. The goal is to build
up a data repository containing available information about the data streams. In
the second stage, while processing a search request, the potential data streams,
satisfying the search query, are then extracted from the repository. Before being
returned to the requester, the list of candidates needs to be ranked, to allow the
application to use the best fitting data streams.

R-4 Security and Privacy by Design: It is vital that Privacy and Security are addressed
from the beginning in a design phase and through all the development of a project. It
requires authentication, access control and privacy mechanisms in order to provide
a controlled environment where providers can specify the access policy attached
to their data, and even broadcast it in a privacy preserving manner, so that only
legitimate consumers are able to access the information.

While traditional IoT middleware platforms allow users to search for particular IoT
devices, they still require manual interaction to integrate data sources into a use case. As
the number of IoT devices has increased profoundly in last couple of years, many middle-
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wares have also surfaced to introduce more flexibility and functionality to IoT solution
providers. Middlewares like Kaa (https://www.kaaproject.org/ accessed on 24 February
2021) and SiteWhere (https://sitewhere.io/ accessed on 24 February 2021) provide fea-
tures like data storage, data analysis, device management along with the tools to analyse
infrastructure and optimise computation or provide additional functionality like digital
twins in Kaa. MainFlux (https://www.mainflux.com/ accessed on 24 February 2021) and
OpenRemote (https://openremote.io/ accessed on 24 February 2021) employ protocol and
device agnostic strategies to ease the connectivity of devices. Distributed Services Architec-
ture (DSA) (http://iot-dsa.org/ accessed on 24 February 2021) provide solutions for the
devices to communicate in a decentralised manner. With all these different middlewares,
there is still a lack of searching mechanisms that facilitates both Machine-to-Machine (M2M)
and Machine-to-Human (M2H) communication. The main goal of IoTCrawler is to provide
tools that answer search queries according to user’s preferences such as sensor types, loca-
tion, data quality. For better M2M communication, automated context dependent access is
provided based on a machine initiated semantic search. IoTCrawler also monitors these
IoT devices and informs the users about changes in data quality and the availability of new
relevant sensors to provide flexibility and additional information. Moreover, IoTCrawler
envisions a platform which can provide any user an easy access to open data while also
facilitating private users such as industries and businesses. For this, research has been
conducted to implement strategies which ensure that private data stays protected and is
only provided to the authenticated user.

This paper provides an overview of the IoT search framework IoTCrawler, which is
able to crawl IoT data sources and provides an interface to allow for human- as well as
machine-initiated search requests. The IoTCrawler framework consists of a series of loosely
coupled components and is thoroughly designed to address the identified requirements.
The components are designed to be used individually or as a whole framework to allow
the search for IoT data sources in a fast, stable and secure way.

The remainder of this paper is organised as follows. Section 2 presents related work
in regarding the solutions and components of the IoTCrawler framework. Section 3
describes the idea of IoTCrawler as a search framework for data sources in the IoT, while
Sections 4 and 5 depict the two layered approach and present the enablers for the discovery
and the enablers for the search layer in detail, including solutions to address the presented
requirements. Section 6 provides an overall evaluation of several IoTCrawler framework
instances running for certain use cases in real-world environments. Finally, Section 7
concludes the paper.

2. Related Work

The question of search and discovery in the internet is not new. The developed
techniques range from the well-known and widely deployed Domain Name System (DNS),
the Lightweight Directory Access Protocol (LDAP), to decentralised Distributed Hash Table
(DHT). However, none of them address all the challenges in the IoT domain introduced in
Section 1. This section highlights the current technical state of topics relevant for a search
engine in the IoT.

2.1. Search over Discovered Metadata

A number of approaches for managing IoT metadata and performing a search over
it can be found in literature. In the Dyser search engine [1], a query-based search mech-
anism is used for tracking the states of physical entities in real-time. Using a typical
link-traversing approach, it performs crawling and maintains the actual state of dynami-
cally changing metadata. Another service for semantic search and sensor discovery among
the Web of Things (WoT) is DiscoWoT [2]. Using a RESTful approach, it enables the in-
tegration of WoT entities. The service is based on extensible discovery strategies. Along
with that, it allows publishers to semantically annotate WoT sources. The Thingful engine
(https://www.thingful.net/ accessed on 24 February 2021) uses a ranking algorithm over
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geographical indexed resources. A map-based Web UI is provided for verified sensors with
locations. A contextual search allows to query sensors based on their type and location
and nearby surroundings. A wrapping approach for integrating real-time data sources
is applied in a platform called Linked Stream Middleware (LSM) [3], which uses Seman-
tic Web technology for integrating real-time physical sensory data. For annotating and
visualising data, the platform exposes a web UI with a SPARQL endpoint for querying.
A predefined taxonomy includes location, physical context, accuracy and other metadata
used for displaying types of sensing devices. SPARQL 1.1 with federation extension is used
for federating queries from distributed endpoints [4]. WOTS2E [5]—a search engine for
a Semantic WoT proposes a novel method for discovering WoT devices and services and
semantically annotated data related to IoT/WoT. The engine relies on results of traditional
search engines (e.g., Google), where it crawls Linked Data endpoints (SPARQL), which are
semantically analysed. For the relevant endpoints, metadata will be extracted and stored
in the service description repository, used later by IoT applications such as WoT index.
In [6], authors analyse the state-of-art literature about IoT search engines and conclude
that the most influencing (citing) contributions were done around 2010. This explains the
fact that major references might look obsolete in 2021. Along with that, authors outlined
two major functionalities performed by IoT search engines (content discovery and search
over it), proposed a so-called meta-path methodology, identified 8 types of meta-paths and
classified search mechanisms of existing IoT search engines. According to their classifica-
tion (combinations of R, D, S, F), search mechanisms of IoTCrawler are able to consider the
following assets: aspects of streams representatives (R) and stream observations (Dynamic
Content, D), semantics of sensors and sensing devices (Representatives of IoT things pos-
sessing streams, again R). Due to the use of ontologies (IoTStream, Sosa) and extensible
GraphQL-based querying mechanism [7], a submission of new information models is not a
problem for the IoTCrawler metadata storage. For example, one of the crawling mecha-
nisms [8] uses the DogOnt ontology [9] and enriches the Metadata Repository (MDR) and
searches over it by the following assets: (a) types of sensors and sensing devices; (b) types
of electrical appliances connected to energy-metering smart home sensors. Submission
of new ontologies and extension of search mechanism with their facets share the same
principles and would easily let IoTCrawler for cover functionality aspects (F) of IoT things.
Considering that, we can conclude that the search mechanism of IoTCrawler covers the
most of the proposed meta-path categories (except of microsensors level, S) and competes
the search capabilities of engines belonging to them. Together with other capabilities (such
as security and publish-subscribe, virtual sensors) IoTCrawler framework outperforms
capabilities of pure search IoT search engines.

2.2. Semantics, Ontologies and Information Models for Interoperability

Over the past decade, a number of efforts have been made to define information
models for IoT using ontologies and semantic annotations, although since these ontologies
are developed by different entities, they are bound to be a diverge in semantics, since the
IoT domain is quite broad in general. An important focus of IoTCrawler is the description
of sensors and IoT data streams. Regarding sensors, one of the main initiatives made in
this field is the W3C SSN ontology [10]. It defines an ontology for describing Sensors

and Observations, but also expands to Systems, Deployments and Processes. SOSA [11]
was created as an extension to SSN to simplify the ontology and to separate Sensors and
Observations from other concepts that are deemed relevant for Sensor and Observations

management. IoT-lite [12] was an effort to bind the core concepts of SSN with IoT concepts
that were not covered by it, such as the concept of Service, but to support the scalability
of annotations to IoT resources in a minimalist manner. The Stream Annotation Ontology
(SAO) [13] is another effort which extends SSN to address sensor data streams. It employs a
class taxonomy for stream analysis techniques, which is useful for high granularity. For this
reason, the IoT-Stream [14] ontology was developed to serve the framework by carrying
the principles that were adopted for IoT-lite to data streams, in the sense that stream
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annotations should be annotated as minimally as possible to support scale in the context
of IoT data, but also to be flexible to increase the granularity of annotation as needed by
the system.

2.3. Security and Privacy in IoT

Security and privacy cover different areas such as authentication, authorisation, in-
tegrity, as well as confidentiality to name a few. In the scope of IoT, Abomhara and
Køien [15] identified three different core aspects: privacy for humans, confidentiality of
business processes and third-party dependability. They also classified different attacks
related to eavesdropping communications, which together with traffic analysis techniques
allow attackers to identify information with special roles and activities in IoT devices and
data. Nevertheless, they state that there are still open issues related to privacy in data
collection, sharing and management, as described by Riahi et al. [16]. Another security
aspect which has gained a lot of attention in both academia and industry, is the combi-
nation of authentication and identity management. This is widely acknowledged in the
literature, such as the works of Mahalle et al. [17] or Bernal et al. [18], the latter associates
the term privacy-preserving to identity management with the objective of representing
not only users, but also devices or services. These aspects, together with the access con-
trol, have been also dealt in different EU research projects, such as Smartie, SocIoTal or
CPaaS.io, where the integration of these technologies are also proved as an appropriate
solution for different domains such as smart buildings or smart cities. These projects
also propose the use of access control mechanisms based on eXtendible Access Control
Markup Language (XACML) [19], even in a decentralised manner by using Attriute-Based
Access Control (ABAC) [20], and to deal with privacy over the data by using encryption
techniques based on attributes, such as Perez et al. [21] which composes an identity.

Hwang [22] also raises the well-known concern regarding the security threats related
to IoT, for example the possibility to overwhelm a system by means of a few IoT attackers
using Denial-of-Service (DoS)-based attacks [23]. The most remarkable point from this
paper’s perspective is that, as Hwang states, a demand exists for security solutions capable
of supporting multi-profile platforms with different security levels. On the other hand,
Hernandez-Ramos et al. [24] address the issue of security and privacy from the point of
view of the smart city. In this work, the necessity of having a mechanism for empowering
citizens to manage their security and privacy by tools such as access control management,
as well as decentralised data sharing, are addressed. This idea is endorsed also in another
research work [25] where they describe a future data-driven society requiring a harmonised
vision of cybersecurity.

2.4. Reliability in IoT

In the past, reliability in IoT has been handled by diverse techniques and solutions,
from quality analysis to algorithms for fault detection and recovery, or replacement of
faulty data sources. The term Quality of Information (QoI) determines the “fitness for
use” of an information that is being processed [26]. It has been originally described as a
quality indicator in the context of database systems [27], but has also been used in several
frameworks for information processing. The authors of [28] proposed a framework for
data translation and identity resolution for heterogeneous data sources including QoI. In
comparison to other frameworks, their framework relies on linked data sets instead of
real-time data. Other frameworks using QoI are shown in [29] for dealing with security
in the context of healthcare including QoI or [30], which deals with streaming data that
are stored into a database. For later analysis, they also store calculated QoI bundled
to the data. A subscription system for data streams, which are selected on their data
quality, is proposed in [31]. Puiu et al. [32] focused on real-time information processing
with integrated semantic annotation [33] and QoI calculation for fault-recovery and event
processing. Whereas all of these solutions integrate QoI and some of them provide real-time
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capabilities and semantics, they are bound to specific domains and none of these solutions
are flexible enough to work as a decoupled solution supporting different IoT sensors.

As a result of the recent popularity of IoT, different platforms are trying to integrate
large numbers of IoT devices in their systems. For this reason, there is already some
research done for fault detection in IoT systems. IoTRepair [34] is a fault diagnosis system
for IoT systems. Its diagnosis is facilitated by developer configuration files along with
user preferences and works by monitoring the states of each sensor and how they correlate
with the states of their neighbours. Power and Kotonya [35] provide an architecture with
micro-services for fault diagnosis, through event handling and online machine learning,
as a two-step approach. To provide a reasonable sensor value in case of faults, different
imputation techniques are defined in the literature. Izonin et al. [36] developed a missing
data recovery method by using Adaboost regression on transformed sensor data through
Itô decomposition and compared the results with other algorithms like Support Vector
Regression (SVR), Stochastic Gradient Descent (SGD) regressor, etc. Liu et al. [37] defined
a procedure to deal with large patches of faulty data in uni-variate time-series data. Al-
Milli and Almobaideen [38] proposed a recurrent Jordan neural network with weight
optimisation through genetic algorithms. Most of the techniques that are used for the
detection and recovery of faults are computationally expensive techniques that would
evidently become a burden on the processing units with the increase of devices in IoT
systems. In contrast to the aforementioned approaches for a search engine for the IoT that
can be used in cross-domain scenarios, an objective approach to calculate the quality of
received information is presented in this work.

2.5. Indexing of Discovered Resources

The large volumes of heterogeneous and dynamic IoT data sources that are available
nowadays should be indexed in a distributed and scalable way in order to provide fast
retrieval to user queries [39]. Depending on the attributes to be indexed, different tech-
niques are required. For location attributes, the work in [40] proposed a framework that
supports spatial indexing of the geographic values of data collected from sensing devices
based on geohash (Z-order curve). Barnaghi et al. [41] combines the use of geohashing
and the semantic annotation of sensor data for creating a spatio-temporal indexing. Before
applying the k-means clustering algorithm to distribute data in the repository and allow
data query, dimensionality reduction is performed to the geohash vectors by means of
Singular Value Decomposition (SVD). An index structure is proposed in [42]. The process
starts by clustering the resources based on their spatial characteristics and creating a tree
structure in each cluster, where each branch represents a type of resource (e.g., humidity
or CO2 sensors). The most notable works that are used for indexing time series are Sym-
bolic Aggregate Approximation (SAX) and its variants (e.g., iSAX 2.0 [43] and adaptive
iSAX [44]). A great deal of IoT data can be considered as a time-series, since by nature each
observation will have a timestamp associated to it. These methods consider that the data
follow a Gaussian distribution and use z normalisation processing, by which the magnitude
of data vanishes. Since IoT data do not necessarily follow the Gaussian distribution and/or
due to concept drift, the data distribution may change over time, SensorSAX [45] adapts the
window size of the data according to its standard deviation in a online manner. Another
work that is relevant in this sense is Blocks of Eigenvalues Algorithm for Time Series
Segmentation (BEATS) [46], since it uses a non-normalized algorithm for constructing the
segment representation of the time-series raw data. The mentioned methods, derived from
SAX, are used to convert raw sensor data into symbolic representations and to infer higher
level abstractions (for example, dark rooms or warm environments).

2.6. Ranking of Search Results

While the index cares for fast retrieval of search results, users and applications might
still face the problem of sorting through a potentially large number of search results.
Ranking mechanisms can help to sort and prioritise resources and services by selecting
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the most suitable one. In the Web domain, Google’s PageRank [47] is probably one of the
most notable ranking algorithms. PageRank explores the links among Web pages to assign
scores to documents, which are used in combination with text similarity metrics in the
context of Web document search. In the IoT domain, on the other hand, the definition of
similarity varies and resources can relate to each other based on a number of different
features such as their type or their location. Not only the number of features for IoT
resources can vary, but also the notion of similarity itself. Therefore, IoT ranking requires a
multi-objective decision-making process in which the criteria to be considered are heavily
dependent on the application and the domain. There exists work that already explores the
multi-criteria nature of IoT domains for assigning ranking scores [39]. Guinard et al. [48]
propose a ranking method for IoT resources which takes into account the resources’ type
(e.g., temperature), their multi-dimensional attributes (e.g., location) and/or the Quality
of Service (QoS) (e.g., latency), and applies different ranking strategies for multi-criteria
evaluation with different criteria weights which are determined by the query (e.g., 40% for
location, 40% for resource type and 20% for network latency). The work in [49] ranks sensor
services based on two different QoS categories in Wireless Sensor Network (WSN), namely
network-based (bandwidth, delay, latency, reliability and throughput) and sensor-based
(accuracy, cost and trust). Other works incorporate user feedback/rating into their ranking
mechanisms [50,51]. In IoTCrawler, we have devised a ranking method which can be
tailored to the different applications.

3. Search Framework for IoT

In contrast to web search engines, a search engine for the IoT is used mainly by other
machines or applications that need information to work properly. While a human user has
the ability to assess the usability of a search result to his needs, a machine is not able to
do so. It is expected that all search results returned satisfy the search query, as there is no
objective way to decide between them. Therefore, an IoT search engine should rank the
results beforehand, even without specifically stated requirements within the search query.
For this, it should use all available information about the IoT device, such as long-term
availability and reliability. Search results for a human can be presented in different ways.
Not only text-based results, but also images, tables and videos are popular ways to transfer
knowledge. A machine, in contrast, requires not only a fixed endpoint, but also predefined
data formats. It needs to know beforehand how to interpret a received search result as well
as the IoT data stream.

Like with any conventional search engine, looking for available resources at the time
a search request was issued is not feasible. To provide search results in a timely manner, a
data repository or database about the data sources needs to be built in advance. To further
decrease the search time, the data within the database needs to be setup with appropriate
indices. For example, as the location of a device is an important factor when searching the
IoT device, providing indices related to the location can significantly improve the search.
Before all of that, the search engine needs to be aware of IoT devices. This is probably the
most challenging task since there exists a variety of different IoT devices and configuration
possibilities. In addition, the IoT domain is more dynamic than the World Wide Web.
While web servers usually remain online and stationary over a long period of time, the IoT
devices may appear and disappear frequently. Thus, once an IoT device has been identified
and integrated into the search engine’s database, it needs to be monitored for availability
and stream quality. At the same time, the environmental context of the IoT device can
change, which needs to be captured to provide additional search criteria.

For the IoTCrawler framework we adopted the search concept for IoT into the follow-
ing two steps: (a) by presenting the Crawling and Processing Layer and (b) by presenting
an incoming search request into the Search and Orchestration Layer. The parts labelled
with a number (1–5) belong to the former layer and the ones labelled with an alphabetical
character (A–D) belong to the later layer.
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The Crawling and Processing Layer is the “online” part of the framework. It is
constantly running and responsible for integrating new data sources into the framework.
In this first step (1), data sources of different kinds are found and integrated in the MDR
level. The federated MDR is the anchor point of the IoTCrawler framework (cf. Section 4.2) ,
and holds metadata information for all data streams available in the framework. In step (2),
the IoTCrawler information model is applied. IoTCrawler features an extensive Information
Model based on the Next Generation Service Interface for Linked Data (NGSI-LD) standard
and centred around the concept of IoTStreams [14]. The model provides the basis for the
information stored in the MDRs and the integration of heterogeneous data sources. Both
steps enable other parts of the framework to handle heterogeneous data sources. After the
integration of new data sources, the SE comes into play (3) to further add new information
to the data sources. The SE component enriches known data sources with new information
extracted from the received data. The SE includes a quality analysis component that adds
QoI (cf. Section 4.4.1) as well as a Pattern Extractor (PE) (cf. Section 4.4.2), which analyses
data and provides higher level information.

In parallel, the enriched data (streams) are monitored (4) to enable the Fault Detection
(FD) and Fault Recovery (FR) solutions of the framework. The Monitoring component
ensures a constant user experience by detecting faulty streams and providing data recovery
mechanisms (cf. Section 4.3). In addition, it features a virtual sensor creator to replace
faulty data streams by an ML-based virtual copy. In the last step (5), within this layer, the
search indices are created, allowing data sources to be found in the search process in a
fast manner. The Indexing component is directly supporting the search of data streams by
building indexes for the stream types and their attributes, such as locations (cf. Section 4.5).

The Search and Orchestration Layer contains components for handling search and
subscription requests coming from IoT applications or individual users (A). The Orches-
trator (B) is the main entry point for any user or application that wants to search for IoT
devices (cf. Section 5.4). It organises the search process and orchestrates the needed data
streams. The Orchestrator utilises the Search Enabler component (C), to resolve context-
aware GraphQL requests to NGSI-LD requests and thus providing an easy-to-use interface
hiding the complex NGSI-LD query mechanisms. For subscription requests coming from
IoT applications, the Orchestrator can process the information gathered from the Search
Enabler and is able to provide an endpoint to receive notifications about the stream proper-
ties, e.g., detected faults. NGSI-LD requests are redirected to the Ranking (D) component,
which uses the built indices, given (user) constraints, and enriched information to rank the
found data sources before they are sent back to the user or application.

All steps, in both upper and lower layers, are constantly supported by IoTCrawler’s
Privacy and Security components (cf. Section 5.1) to continuously ensure restricted access
to IoT data sources for legitimate users (indicated with a * in Figure 1).

IoTCrawler enables users and applications to search for data sources, while addressing
the challenges mentioned before. Due to the loose coupling of components via publish
and subscribe APIs and the design of the single components, the framework is designed to
reach high scalability (R-1).
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Figure 1. IoTCrawler addressing search in Internet of Things (IoT).

4. Enablers for Discovery and Processing Layer

This section addresses enablers for the discovery in the IoTCrawler framework, intro-
duced in Section 3. A detailed description for each enabler is provided and complemented
by an evaluation on the enabler’s performance.

4.1. Information Model

The IoTCrawler information model is built upon standards. It follows the NGSI-LD
standard and combines it with well-known ontologies, to reflect IoT use cases in the con-
text of IoTCrawler and to address the requirement of semantics (R-2) to provide machine
readable results. The choice of NGSI-LD is justified by several factors: being based on an
standard makes it easier to inter-operate with, to integrate with other technologies and to
maintain and evolve. Added to that, NGSI-LD supports semantics from the ground-up,
which is one of the core strengths of IoTCrawler and an enabler for some of the functionali-
ties that it provides. NGSI-LD provides not only the incorporation of semantic information
to the data, but also a core information model and a common API to interact with that
information (commonly called context). It was chosen as the main anchor point for the
interactions between the components in IoTCrawler, greatly reducing and simplifying
the number of different APIs to implement and keep track of, as well as data formats
and models. This “common language” not only serves an internal purpose to simplify
and optimise, but also makes IoTCrawler components easier to be integrated outside
of IoTCrawler itself, and has already allowed to integrate existing components (like the
MDR) seamlessly into IoTCrawler. The model has been designed to capture a domain
that focuses primarily on sensors and stream observations. To achieve this and following
best practises [52], concepts were reused from the SOSA ontology [11]. To enable search
based on phenomena, the ObservableProperty is also reused. The Platform class is used
to capture where the Sensor is hosted on. In addition to SOSA, the SSN ontology is used
to capture what Systems sensors belong to and where they are deployed. Although SOSA
captures concepts for sensors and observations, the concept of streams is missing, which is
a fundamental aspect for IoTCrawler as it involves stream processing. For this, the IoT-
Stream ontology provides the concept by defining an IotStream [14]. The IotStream class
represents the data stream that is generatedBy the sensor as an entity. It also extends the
SOSA ontology by defining a subclass of the Observation class, StreamObservation. This
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has been done to extend the temporal properties of an Observation to include windows as
well as time points. For accessing the Service exposing the IotStream, the Service class
from the IoT-lite ontology is used, and this enables direct invocation of the data source. The
IoT-Stream ontology also provides concepts for Analytics and Events, which represent
aspects of the semantic enrichment process. Moreover, with regard to the semantic enrich-
ment process, IoT-Streams link to external concepts that capture QoI information about
the streams. The QoI ontology provides this, which captures aspects of quality such as
Age, Artificiality, Completeness, Concordance, Frequency and Plausibility [53]. An
important aspect to any entity is location. Here, the NGSI-LD meta-model which defines
a GeoProperty is used. The main classes and relationships of the IoTCrawler model are
illustrated in Figure 2.

Figure 2. IoTCrawler information model.

4.2. Federation of Metadata Repositories

A key enabler in the IoTCrawler framework is the federation of multiple MDRs.
The MDRs stores all available metadata information gathered by the discovery process.
Considering the requirements from Section 1, the MDR has not only to support the IoT
search as a whole, but also to address the requirements for scalability (R-1) and semantics
to allow machines and applications to use available IoT data sources (R-2).

In addition to other technologies, e.g., triple stores or relational databases, IoTCrawler
has chosen to use the NGSI-LD standard, which not only defines a data model for con-
text information forming the basis for IoTCrawler’s data model (see Section 4.1), but
also defines an API, which will be used by consumers and providers alike, to access
information. Among the API functionalities offered by the MDR are: the direct query
and publish/subscribe mechanisms, which allow context consumers to receive notifica-
tions whenever new information is made available in the system. This publish/subscribe
mechanism is extensively used in IoTCrawler for communication and synchronisation
between different components, which will subscribe to context information relevant for
their purpose, and will publish the processed information to make it available to other
components.

NGSI-LD brokers can be interconnected in different ways to achieve scalability. The
most best performing deployment configuration of NGSI-LD brokers, which is used in
the IoTCrawler framework, is the federated one as shown in Figure 3. It consists of
a federation of brokers, in which all information of the different federated brokers is
accessible automatically through the federation broker. This last broker acts as the central
point of IoTCrawler’s architecture and is the key in making IoTCrawler horizontally
scalable and well performing. This allows all other components in IoTCrawler to use the
MDR in a scalable and standardised way and, being based on the NGSI-LD standard, not
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only makes the MDR inter-operable and compliant to standards, but also allows for the
use of different already existing implementations.

For our current deployment, we have used Scorpio (https://github.com/ScorpioBroker/
ScorpioBroker accessed on 24 February 2021) because it is the only implementation which
considers a federated scenario. Nevertheless, in the frame of this paper we have focused our
metrics on a single instance of this broker, obtaining both latency and scalability metrics. To
do so, we have deployed a virtual machine with the following features: 8 CPU cores and 28
GB of RAM inside a Google cloud. Latency has been evaluated over the different operations
provided by the MDR, specifically: entity management, publication/subscription and
context provisioning.

Figure 3. Federated broker architecture [54].

Measurements show that the most time consuming operation is the process of getting
entities specified by their ID, which takes around 800 ms. This operation should not be
so cumbersome and we think that the low performance associated with this task could be
due to the maturity of this software. Apart from this operation, the rest of the operations
take from 17 to 37 ms to perform, which is a more affordable processing time. Regarding
subscription management, the creation of subscriptions is a heavier task taking up to 270 ms,
whereas the other operations take only about 17 ms. Finally, context provisioning tasks,
which comprise the registration of the information coming from context providers pointing
at the end-point services provided by them, take more time compared to the previous tasks.
Nevertheless, the registration and deletion of context providers are operations which are
usually executed once per context provider. By contrast, the operations to obtain context
providers take about 100 ms.

Finally, regarding the scalability metric, we have focused on the CPU and memory
resources consumed by the instance of the NGSI-LD broker according to a specific range of
simultaneous connections (2, 4, 8, 16, 32, 64, 128, 256, 512 and finally 1024). In addition, we
have repeated this process four times. The results of these tests are presented in Figure 4,
depicting that the CPU resources’ consumption follows a logarithmic curve where the
steepness of the slope is lowered from 8 simultaneous communications on. On the other
hand, we can see that the increase in simultaneous communication does not impair the
memory resources notably.
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(a) Use of CPU Resources (b) Use of Memory Resources

Figure 4. Metadata Repository (MDR) scalability assessment.

4.3. Monitoring

IoTCrawler allows aforementioned participants to connect their sensors to the system,
to make them available for a broader audience. As sensors are often deployed in environ-
ments where their operation cannot be controlled or even guaranteed, and given that many
of them are battery powered and have a limited life span, it is to be expected that their
reliability might fluctuate over time. It is therefore important to observe the performance
of the sensors. For this, IoTCrawler has developed the Monitoring component, which is
responsible for observing the incoming data streams of different sensors, detecting possible
faults in the data, and, if possible, providing counter measures to mitigate them. The
proposed monitoring concept with its different subcomponents provides an extensive set
of features for addressing issues of dynamics in IoT environments.

4.3.1. Fault Detection and Fault Recovery

The Fault Detection (FD) component monitors the data streams that are available to
the IoTCrawler framework and follows a two-layered approach. In the first layer, the com-
ponent categorises faults as definite faults (due to hardware issues) or as anomalies, which
could occur because of brief environmental factors, an unexpected behaviour detected
through learned patterns. These anomalies can be categorised as faults, if they persist
for a longer period of time. To cater to the needs of most of the sensor streams, the FD
component uses different algorithms, e.g., the Prophet algorithm [55] for time series analy-
sis and stochastic algorithms which determines the likelihood for a value to occur based
on the previous observations of the sensor. The FD component subscribes to new data
streams that become available through the MDR. Through the metadata, the FD determines
which approach should be used. This is differentiated based on how much information is
provided in metadata. The MDR is then notified in case of faults and trigger the recovery
mechanism. To deal with faulty sensors, IoTCrawler has developed a two-stage counter
measure. The Fault Recovery (FR) mechanism is a first response to handle missing sensor
observations by imputing artificially generated sensor readings. The goal here is to have
a quick solution to provide uninterrupted data streams for the applications using them.
For long-lasting faults, the FD can issue the deployment of a virtual sensor to replace the
broken one.

In the case of multiple sensors, we employ a knowledge-based Bayesian Maximum
Estimation (BME) for imputing an identified faulty value [56]. BME is a mapping method
for spatiotemporal estimation that allows various knowledge bases to be incorporated
in a logical manner—definite rules for prior information, hard (high precision) and soft
(low precision) data into modelling [57]. More details about this algorithm can be checked
in [56].

To evaluate the working of FD and FR, an instance of FD is presented in the example
below. Sensors deployed in three different parking areas in the city of Murcia are integrated
into the IoTCrawler framework. These sensors record the information about the number
of free parking spots in their respective parking lots with an update interval of 2 min. A
model was trained on the data of several days from the parking areas to learn the normal
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behaviour. As an instance of the results, Figure 5 shows the original data for one day from
each sensor, each along with one injected anomaly.

Figure 5. Data with injected anomalies at different instances.

The algorithm detected two anomalous patches in each instance. The first detected
patch consists of the initial samples where the values do not change and the second
anomalous patch is the actual anomalies. The first fault in each instance, caused by the
sensor, is considered to be in stuck-at fault condition as this behaviour was not observed in
the training set. The stuck-at condition is fulfilled when a sensor repeats an observation
more times than was observed in the training set.

For the stuck-at fault, an estimated value cannot be interpolated by the neighbouring
sensors, as all of the sensors show the same faulty behaviour at the same instance. The
second anomalous patch in each sensor occurs when the data from another sensor is normal
at those time instances. A recovery value is then generated using data from sensors with
normal behaviour and BME as the interpolation technique (explained above). Results can
be seen in Figure 6.

Figure 6. Comparison of actual and recovery values at the anomalous patch.

4.3.2. Virtual Sensor

To replace a faulty sensor in the longer term, IoTCrawler provides the virtual sensor
component. A virtual sensor is capable of providing artificial sensor observations for a
longer time as it is trained on larger data sets with different algorithms. As a result of the
FR mechanisms as a first response, virtual sensors are allowed to train for a longer period of
time, hence allowing the algorithms to learn more patterns which also make them capable
of learning data drift. The concept of virtual sensors is that it takes historical data from
a broken sensor and its correlating sensors and use the relationship to predict the values
in place of the broken sensor. For instance, in the case of a broken temperature sensor,
a virtual sensor can be trained to project the temperature at the failed sensor’s location
using nearby temperature sensors as predictors. To achieve this, the component searches
for neighbouring sensors that can be used as predictors in the ML model. The correlation
between the broken sensor and each candidate is calculated to train only with the most
promising data sets. Via a grid search approach, the most promising ML model is selected.

To test the component, different scenarios are considered and the results are docu-
mented in [58]. The viability of virtual sensors has been shown in different environments
by considering neighbouring sensors with the same and different sensor types than the
faulty one. Models selected through grid searching along with models created through
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ensembling were used to make the predictions, both of which showed promising solutions.
The results show that a fully autonomous deployment of virtual sensors is possible, al-
though it should be mentioned that their effectiveness highly depends on the availability
of correlating surrounding sensors.

4.4. Semantic Enrichment

The IoTCrawler framework is capable of adding new meta-information to known data
and data sources. For this purpose, the Semantic Enrichment (SE) is being used. Currently,
the component contains two parts, but can be extended further: the QoI Analyser and the
Pattern Extractor, where the first one is responsible to add information about QoI to a data
stream and the second one to extract patterns and therefore learn additional information
from a stream.

4.4.1. QoI Analyser

The QoI Analyser is responsible to annotate data streams within the MDR with
additional QoI metadata. By combining metadata and predefined QoI metrics, it is possible
to rate incoming data from data streams and therefore to annotate these streams with QoI.
This additional information about quality enables other components of the framework
to provide (better) results, especially the Monitoring (cf. Section 4.3) and the Ranking
(cf. Section 5.2) components.

An important step is the definition of QoI metrics that are available within the
IoTCrawler framework. Currently, the QoI Analyser supports five QoI metrics that have
been defined: Completeness, Age, Frequency, Plausibility, Concordance and Artificiality.
For details and calculation of the QoI metrics, we refer to [59–61]. To integrate the results
of the QoI calculation an ontology has been created and integrated into the information
model as shown in Section 4.1.

A main anchor point for the integration is the publish/subscribe interface provided
by the MDR. Figure 7 provides an overview of the interactions of the QoI Analyser and
the IoTCrawler framework. When a data source is registered or updated at the MDR, the
registration contains additional metadata, e.g., a detailed description of the data sources
properties and its characteristics. This allows to adopt the QoI calculation to changes in
the metadata or to connect to a new data endpoint description to access data. Finally, the
QoI Analyser calculates the QoI for each known data source and adds the results to the
metadata. This allows other IoTCrawler components as well as third-party users to access
the additional information.

Figure 7. Semantic Enrichment (SE)–MDR communication.

For the following experiment, data from the city of Aarhus, Denmark are used. The
data set named “CityProbe” is a real-time data source, which consists of 24 sensors that
are mounted on light poles. The devices are solar powered and provide different sensor
values, e.g., humidity, temperature, rain or CO. These data are analysed and it is shown
how the QoI Analyser detects increasing or decreasing quality of the incoming data. For
the experiment, the metadata annotation has been set to the following values: The range
for the measured temperature has been set to −30 ◦C to 40 ◦C, which depicts a common
temperature range for a northern country, whereas the humidity ranges from 0% to 100%.
These ranges are used for the calculation of the Plausibility metric by checking if the
observations remain in the defined ranges. Figure 8 shows an analysis of two sensor
devices for temperature and humidity data for a time span of one week. The first graph
depicts the measured values, whereas the second one shows the calculated Plausibility
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values. Figure 8a shows some suspicious temperature and/or humidity peaks in the
minus area. From a human point of view, they can assumed to be wrong. In addition, the
Plausibility metric decreases as it can be seen in Figure 8b. This example shows a use case
of a decreasing QoI metric. A possible subscriber of the QoI, e.g., the Monitoring, can now
react to the dropping information quality. In case of the Monitoring, it is now possible to
initialise a more complex FD or FR algorithm or to create a new virtual sensor instance.

With the QoI Analyser, it is possible to identify data streams with decreasing quality.
As an example, the Frequency metric is able to detect if a data stream does not provide data
in the annotated time interval. Of course, it is not possible to directly detect the reason for
a decreasing Frequency as IoTCrawler has no access to the sensor devices, but it provides
the results of the QoI calculation to other components, which can then react to a changing
QoI, e.g., by selecting an alternative data source. With that, the QoI Analyser enhances the
Reliability in IoT environments. The QoI annotations also give objective criteria to choose
between data streams, especially when the search is performed by a non-human system
(Requirement R-2).

(a) Humidity and Temperature (b) Plausibility for Humidity and Temperature

Figure 8. Aarhus CityProbe sensor’s data and Plausibility.

4.4.2. Pattern Extractor

To allow context-based search (Requirement R-2), the Pattern Extractor (PE) module
enables the generation of higher-level context The context itself would be defined by the
domain(s) of interest of the deployment, e.g., traffic congestion levels or personal health
activity monitoring. The PE relies on a pre-training process in which it creates a set of
clusters, each corresponding to a state or event. The PE analyses annotated IoT data streams
that are pushed to the Metadata Repository to detect Events, by employing a data analysis
technique. A subscription to the MDR is made for StreamObservations that have a certain
property, and can also include spatial and temporal filters. iot-stream:StreamObservations

of iot-stream:IotStreams that meet the requirements are then pushed as notifications the
PE component. The PE temporarily stores a certain number of observations that correspond
to the time window pre-defined by the deployer. The output of the analysis is a textual label
that interprets the pattern of data. The label is then encapsulated in an iot-stream:Event

instance, along with the start and end times of the window in question, and published to
the MDR.

The algorithm for pattern extraction is based on aggregating observations from a
time window for pattern representation. Observations are grouped in time windows of
predetermined size. On each window, Lagrangian Pattern Representation (LPR) [62,63] is
applied to determine the patterns. Patterns are then clustered and grouped using Gaussian
Mixture Models (GMM). The number of clusters depends on the number of expected
events for a specific scenario. A label representing the pattern is given to each cluster. Label
nomenclature is defined by the topical domain ontology for the specific use case.
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In the PE component, there are two models that represent patterns [63]. K-means
clustering was used for the first approach of representing patterns and our model applied
to some data sets from UCR Time-series Classification Archive [64], which is known as a
benchmark data set for clustering and classification methods. The data sets Arrowhead,
Lightning7, Coffee, Ford A and Proximal Phalanx Outline Age Group from the time-series
archive were used. The Arrowhead data set contains shapes of projectile points in time
series. Lightning7 has data of time-domain electromagnetic from lightnings. The Coffee
data set contains data from measurements of infrared radiation interaction with coffee
beans, which is used to verify the coffee species. Ford A has measurements of car engine
noise and Proximal Phalanx Outline Age Group has observations from radiography images
from hands and bones. Silhouette coefficient was used to evaluate the model. Silhouette is
a measure of how separated the constructed clusters are from each other. To evaluate the
clustering technique in the real-world scenario, we need to use a measurement to evaluate
the separation of the clusters as we do not have the true classes. The results were compared
by using K-means on raw data without Lagrangian representation. Table 1 proves that our
method improves the clustering results of these data sets.

Table 1. Silhouette evaluation of Lagrangian representation using k-means.

Model/Data Set Arrow Head Lightning 7 Coffee Ford A Proximal

Raw Data k-means 0.47 0.12 0.33 0.05 0.46
Lagrangian k-means 0.67 0.57 0.69 0.56 0.62

The measurements for the above data sets were conducted using a machine with a
4.00 GHz 4-core CPU and 32 GB of RAM. In the case of the time series in the Ford A data set,
the averaging processing time for applying LPR on it was between 400–500 milliseconds.
Figure 9 shows the relative comparison of the clustering algorithm processing time applied
to each data set.

Figure 9. Processing time of the clustering algorithm for different data sets.

For the evaluation of Principal Component Analysis (PCA)-Lagrangian representation,
the method was applied to both synthetic and real-world data. GMM was then used for
clustering. We generated a synthetic data set using a multivariate Gaussian distribution
and generated a time series including 2400 samples with four dimensions with three
different Gaussian distributions which have the same covariance matrix and different mean
vectors. Each distribution had 800 samples. In addition, another data set was generated by
adding white noise with Signal-to-Noise Ratio (SNR) of 0.01. The results of the Silhouette
coefficient are 0.87 for data w/o noise and 0.47 for data with noise.

For a real-world scenario, we used air quality data from Aarhus’ open data. We used
air quality data from a period of two months with a sampling frequency of every five
minutes. The data have two dimensions; Nitrogen-dioxide (NO2) and Particulate Matter
(PM). There are three different clusters: low risk, medium risk and high risk. We evaluated
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the results using Silhouette coefficient and compared the results. The results are shown in
Table 2.

Table 2. Results of Silhouette coefficient for the Aarhus data set.

Method Silhouette Coefficient

PCA-Lagrangian + GMM 0.69
Raw data + GMM 0.46

Lagrangian scaling + GMM 0.45
PCA + GMM 0.39

The proposed algorithms for pattern extraction allow to extract high level events
directly from the IoTCrawler framework (R-2). They also reduce the need for external ap-
plications to subscribe to raw data and decrease the amount of transferred data, improving
scalability (R-1).

4.5. Indexing

Indexing provides a means for clients to search for IoT entities efficiently. It focuses
on IoT streams and sensors, where queries can be based on sensor type and absolute or
relative location. To initiate the process of indexing, a platform manager needs to register a
MDR with the Indexing component. In turn, this will trigger the subscription to sensors
and streams at the registered MDR. As the metadata descriptions are updated at the MDR,
the Indexing component will be notified and then index the sensors and streams based on
location. For scalability, the Indexing component can be configured so that the persistence
it relies on (MongoDB) can be shared (see Figure 10).

Indexing exposes a query interface which complies with the NGSI-LD specification.
Upon querying by a client, entities that relate specifically to sensors, IoT streams, location
points or QoI will be responded to directly. Else the query is the forwarded to the MDR
for complete query resolution. The approach enhances the query resolution performance
significantly, as co-located entities and common types are indexed and grouped, allowing
reduced latency in query processing.

The indexing technique applied is based on a geospatial approach defined by Janeiko
et al. [65]. The index is a tripartite whereby two of the indices link iot-stream:IoTStream

and sosa:Sensor entities to a geo-partition key. The other index contains the actual
data and is also geo-partitioned. The partition key is determined by intersecting the
location of the sensor represented as GeoJSON objects with predefined GeoJSON polygons
representing geographical regions. The index contains the entities in the form of a graph,
whereby linked entities are stored as a single entry. Here, the IoTStream entity is the root
entity with all other indexed entities are nested within it, hence any query for any entity
must be linked to an IoTStream entity. The structure defined allows to construct compound
indices, which accelerates nested queries. By providing its indices for search, the Indexing
component addresses scalability R-1.

Figure 10. Indexing sensors and IoTStreams.
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The Indexing component is responsible for creating and updating the metadata indices
to allow fast search and retrieval of the metadata stored in the MDR, using geospatial
indexing. The initial approach for geospatial indexing IoT Streams and Sensors was to use
geohash, whereby the location is represented by a string of characters with a predefined
length reflecting the granularity of the bounding box the entity will be associated with.
A new approach has been taken to maintain the exact location of the entity by using a
Quad Search Tree. The main KPI that is applicable is the latency and retrieval time. The
Indexer partitions the notifications from MDR broker notifications for stream or sensor
data location by country. Latency and retrieval time can be measured based on: a data set’s
size or number of entities, i.e., streams and sensors, a number of countries or a number of
concurrent requests.

Therefore, the approach to evaluation will be applied to a data set with different sizes,
multiple countries. Data sets were randomly generated which covered entities located
within 6 countries. In terms of hardware, the experiment was conducted on a computer
with an Intel CORE i7 CPU of 6 cores, 1.9 GHz and 32 GB RAM. Concurrency tests were
performed using the Apache Bench tool. Two sets of tests were performed. Each set had a
number of entities stored in the indexer. For each set, two sets of concurrency tests were
performed: one with 100 requests (the graphs show the total time for all requests) with a
concurrency of 10; and 10,000 requests with a concurrency of 1000. Regarding the query
response time, two factors are measured, the total time for the response, the wait time and
the time the indexer receives the requests and responds, irrespective of the connection time.

Between the 3 sets of tests, the wait- and total response times show a gradual increase
with respect to the number of stored entities. What is also noted is that for the last set of
concurrency requests, a significant change in delay is observed, especially in the case of
requests with a concurrency of 1000. Figure 11a,b show the response times for requests
with increasing concurrency. The plots have been smoothed out with a moving average of
10 and 20, respectively.

(a) 100 Requests and Concurrency of 10 (b) 10000 Requests and Concurrency of 1000

Figure 11. Indexing response times.

5. Enablers for Search and Orchestration Layer

This section addresses the enablers for search in the IoTCrawler framework. Based on
the description in Section 3, all enablers will be shown in detail, including experimental
results and evaluations.

5.1. Privacy and Security

The IoTCrawler framework places security and privacy as a traversal pillar interacting
with the different layers of its architecture (cf. Figure 1). This pillar comprises: Identity
Management (idM), access control management, for both intra-domain and inter-domain
and finally privacy from a data point of view. Starting with idM, this component is
responsible for handling the different identities that are registered in the IoTCrawler
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framework. An identity, which can be a user, device or service comprises different attributes
such as: name, email, role and organisation, to name a few. They are quite important for the
definition of access control and privacy encryption policies as we will see below. Another
important function carried out by the idM is that of authentication. Any entity registered
in the system must perform the login operation due to the exposed API. In our case, we
have selected the FIWARE KeyRock GE (https://fiware-idm.readthedocs.io/en/latest/
accessed on 24 February 2021), which exposes an OAuth2 API.

To deal with this heterogeneous landscape, we have designed a comprehensive ap-
proach where we are combining a distributed authorisation solution called Distributed
Capability-Based Access Control (DCapBAC) with Distributed Ledger Technology (DLT),
specifically Hyper Ledger Fabric (https://www.hyperledger.org/use/fabric accessed on 24
February 2021) and the use of smart contracts. DCapBAC decouples traditional authorisa-
tion solutions, such as XACML framework, in two different phases: authorisation request
and access. For that, a new component, called Capability Manager (CM), is introduced.
It is the end-point for the authorisation requests and it also issues an authorisation token
called Capability Token (CT) after validating the authorisation request by communicating
with the XACML framework. Regarding the access phase, the XACML Policy Enforcement
Point (PEP) is moved as a Proxy located close to the server where resources are stored. In
this case, CT acts as a proof of possession which allows the PEP Proxy to validate it easily
without querying any other third party. This CT contains all details regarding the resources
to be accessed, the access mode among others.

DLT provides numerous advantages in term of resilience, and traceability because
of its consensus approach where all nodes of the network must agree on global policies.
For this reason, in IoTCrawler, an additional step is taken as showcased in Figure 12, by
introducing the Blockchain as an added element in the security process; by storing policies
in the Blockchain, as well as CTs that can later be revoked; and thus need to be checked by
the PEP Proxy in the Blockchain for validity.

Figure 12. Policy Enforcement Point (PEP) Proxy interaction diagram.

Access control components are integrated into the Blockchain to enhance security and
scalability. By leveraging Blockchain, several issues of current access control systems can
be overcome.

• Untrustworthy entities: First, Policy Administration Point (PAP) might be subject to
an attack and perform malicious actions such as updating a policy against the resource
owner’s will. Having a Blockchain helps avoid misbehaviour of PAP. The access
control policy’s integrity is checked by registering and checking its meta-data, such as
the hash value managed by the Blockchain network. Second, policy evaluation done
by Policy Decision Point (PDP), which could be manipulated by an untrusted PAP.
The Blockchain ensures this misbehaviour to be detectable.
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• Auditability: The verifiable property of Blockchain allows detecting if an access control
service falsely denied access to a subject that the policy would grant or if the access
control service granted a permission while the policy was not satisfied.

• Revocability: The attribute-based access control model that we have in this framework
assumes, once a subject has granted an access permission, that the subject will receive
an access token. It is challenging to revoke the token once it has been misused or
stolen. Blockchain resolves this issue by executing a token smart contract to invalidate
the vulnerable token.

• Fault tolerance: Access control components are distributed among peers over the
Blockchain network. Such components are PAP, PDP and CM, among others. By
having functions executed as smart contracts and invoked by a peer of the network, it
avoids becoming a single point of failure as it would be the case with traditional PAP,
PDP or CM.

• Integrity: New changes may cause disruption of such services and therefore they
should be done cautiously. No single individual can introduce changes. This property
is essential in the network where the participants often do not trust each other.

To address the scalability requirements R-1, we carefully design the security compo-
nents so that only critical parts are executed on-chain and other parts can be done off-chain.
Policy and capability managing operations are on-chain with policy enforcement and
identity management can be done off-chain or access to another service. In addition, we
carefully select the consensus algorithm, which is one of the core parts of the Blockchain,
so that it provides efficient throughput and latency performance. As a result, security
and privacy enablers provide by-design secure access to IoT data thanks to the DCapBAC
access control model in privacy-preserving using attribute-based encryption. DCapBAC is
coupled with Blockchain to provide distributed trust among untrusted domains by agree-
ing on common policies and ensuring policies’ integrity. In addition, Blockchain offers
transparency, auditability and fault tolerance to access control. Our chosen Blockchain
deployment with sufficient consensus algorithm ensures low overhead, in another word,
high scalability.

For the evaluation of these components we have measured the latency associated to
each of the operations that these components perform to grant authentication and authori-
sation, as well as the performance metrics linked to the CPU and memory consumption of
these operations by increasing the number of simultaneous requests up to 2048 connections.
We ran the benchmark experiment on a server with Intel Xeon E-2146G CPU, 32GB RAM,
in a local network environment.

5.1.1. Identity Management and Authentication Evaluation

Starting with Keyrock, we have evaluated the latency on two different sets of oper-
ations, the first one is related to the generation, information retrieval and deletion of the
Identity Management Token, while the second set is focused on the user point of view,
providing information about common operations related to user management. For the
evaluation of this metric, we have launched 100 executions of these operations to provide
the average latency value and 95% confidence intervals as presented in the following
graphs and tables. As we can see in Figure 13a, the delay obtained for the difference
is really low, reaching up to 30 ms for the generation of the idM token. This operation,
compared to the others, is the heaviest one because it comprises the different mathematical
operations required to generate the token. The most common authentication operations
usually triggered via web interface or REST API are shown in Figure 13b. In light of these
results, we can also state that user operations last about 30 ms, which is reasonable in terms
of latency.
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Figure 13. Delay of Identity Management Operations (units in milliseconds).

Regarding the scalability aspect, we have assessed the performance of the idM in terms
of CPU and memory consumption resources. The objective was to provide a trend as the
number of requests increases, so that we can provide an estimation for a higher number of
simultaneous requests. Therefore, to achieve this goal we have launched different number
of simultaneous connections: 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024 and 2048. Additionally,
we have repeated the experiments 4 times. More specifically, we have employed a query
for authenticating a user. According to Figure 14a,b, we can state that the CPU resources
managed by the idM remain stable as the simultaneous requests increase. Regarding the
memory resources, we can see that up to 256 simultaneous connections, the increase is
less than 1.5%. From that number on, the memory resources increase again about 1.5%.
Therefore, we can state that it is able to handle a large number of communications.
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Figure 14. Identity Management Resources consumption.

5.1.2. Authorisation Evaluation

Authorisation addresses two different scenarios, intra-domain and inter-domain sce-
narios. Regarding the former, DCapBAC has been implemented. From this point of view,
we have assessed different metrics with the objective of measuring the time to grant ac-
cess to a user to a specific resource, and also to measure the performance in terms of
simultaneous connections.

Consider thePDP request, which is the XACML validation process that is performed
by the PDP after receiving the authorisation request coming from the CM. This takes
around 200 ms. The CT generation considers the previous task, and includes also the
processing time required by the CM to issue a CT, which takes about 1.6 s. Finally, the
overall authorisation process from the point of view of the clients from the moment
they issue an authorisation request, to the moment they receive the authorisation answer
together with the CT was measured with around 1.65 s. Since the token includes a validity
period to the resources to be accessed, issuing a CT is not required for every access.

The DLT operates using Hyperledger Fabric framework with the Kafka consensus
algorithm. The most essential and critical factor that affects the overall performance of a
Blockchain network is the ordering service. Ordering service is a part of the consensus
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protocol. It generates a unique ordered sequence of transactions in a block and the block is
delivered to nodes. We measured the Blockchain latency and throughput as the primary
performance metrics for Blockchain, with various parameter settings of network size
(number of ordering nodes) and block size (blocks committed to the Blockchain of each
transaction). Ordering latency is the time a transaction needs to wait for the ordering
service until its order in a block is assigned. Ordering throughput is the capacity the service
can handle a certain number of transactions per second. Figure 15a,b show benchmark
results of our Blockchain network. With small size network (7 ordering nodes), latency
is very low (less than 0.5 s for 1000 concurrent clients). When the size of the network
increases, the latency also increases (at size of 151 nodes, the latency at 1000 concurrent
clients is 3 s). The same pattern for throughput performance. Throughput drops when
network size grows (at size of 151 nodes, throughput at 1000 concurrent clients goes
below 500 transaction/second). These benchmark results show the tradeoff between
latency/throughput performance and network resilience against faulty requests. When the
network size is larger it is more resilient to tolerate faulty nodes, however, it bears higher
latency and lower throughput.

(a) Latency for Blockchain Transactions (b) Throughput for Blockchain Transactions

Figure 15. Latency and throughput performance for Blockchain transactions.

We have excluded the cost for the execution of transactions in the benchmark. In-
stead, we vary the block sizes which simulate various application scenarios in practice.
Figure 15a,b show results at a typical block size of 100 bytes. For other block sizes, the
patterns of latency and throughput hold the same. The overall performance of Blockchain
network needs to consider also the transaction execution time, smart contract invocation
time and transaction validation cost, which are application dependent.

5.2. Ranking

The Ranking component implements ranking mechanisms for IoT resources. Its
purpose is to aid users and applications to not only find a set of resources relevant to
their needs, but also to select the best or most appropriate one(s) from that set. There
are multiple criteria for ranking IoT resources such as data type, proximity, latency and
availability. Therefore, IoTCrawler’s Ranking component supports application-dependent,
multi-criteria ranking. Within the IoTCrawler framework, the Ranking component is
available to the Search Enabler component to facilitate entity discovery. The Ranking
component relies on an NGSI-LD compliant endpoint as a backend, which is often times
the Indexing component but could also be any NGSI-LD broker. Upon receiving a query
request and its ranking criteria, the Ranking component initially forwards the query to
the underlying index or broker to get the set of IoTStreams entities matching the query. A
ranking function then computes, for each result, a ranking score, according to the ranking
criteria. The score is then attached to each IoTStream result as an additional property.
The ranking criteria specifies the relevance of different properties to the application. The
current ranking function computes a weighted average of the QoI values of a IoTStream
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entity, where the weight values are specified in the ranking criteria, but it can be easily
adapted to other ranking criteria. In this way, the ranking is addressing the requirement
for search R-3 by successfully ordering the search results.

The Ranking component offers an extended NGSI-LD interface, where ranking criteria
can be specified in addition to the query. To avoid any influence of indexing strategies
implemented by the Indexing component and be able to focus on the performance of the
Ranking component itself, we have evaluated the Ranking component in a simplified
architecture consisting only of the Ranking component and an NGSI-LD broker. Although
the Ranking component supports horizontal scaling (adding more instances behind a load
balancer for better scalability) due to its stateless implementation, in this evaluation we
have only tested on a single instance. To assess the scalability of the component, multiple
queries have been sent, both directly to the broker and to the ranking + broker combination.
For the ranking + broker combination, we used a single ranking weight as the ranking
criterium, that means that results were sorted based on the value of a single property.
We have varied the number of concurrent query requests and measured the latency in
retrieving the results. Each request returned 1000 entities, where the entities’ size was
approximately 7 kB.

The results shown in Figure 16 indicate that the Ranking component introduces a
small latency in retrieving the results, but it can nevertheless scale with the volume of
query requests.

Figure 16. Ranking latency.

5.3. Search Enabler

The Search Enabler component is responsible for providing functionally rich query
language and the search interface for seeking over metadata of discovered sensors and
streams. Using GraphQL technology, the IoTCrawler search component offers end-to-end
functionality for performing complex queries, allowing users to access data coming from
distributed large-scale IoT deployments. Any complex GraphQL query is decomposed
and resolved via a corresponding number of atomic NGSI-LD queries, as it is prescribed
by the NGSI-LD standard. The schema-based approach of GraphQL allows to describe key
entities (see IoTStream Ontology [14]) and the relationships between them. A compiled
schema becomes a basis for query parser/validator engine and for a GUI, where users
can design their queries. To comply with the linked data approach, all types and their
properties in the schema are annotated with type URIs according to the IoTCrawler data
model. Annotations describe hierarchical relations (equal to the subclassOf) between
types, which are considered during query resolution process. This allows to be fully
compliant with ontologies used for data modelling. For example, to describe a set of
sensors hosted by a platform, a correct definition in terms of SOSA ontology would be:
“system hosted by a platform”, which means that sensors, actuators and others subtypes
belong to the more generic type used in this statement. Use of types and subtypes and
considering their relations during query resolution process is an exclusive feature of the
Search Enabler component developed for the IoTCrawler platform. Another exclusive
feature developed for IoTCrawler is the resolution of nested filters made on top of NGSI-LD.
Nested filters are equivalent to join clauses in traditional query languages (e.g., SPARQL),
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where multiple entity types can be returned or used as filters in a query. The recursive
query resolution processor carefully passes through all the types used as filters or output
fields and initiates the corresponding number of NGSI-LD requests. GraphQL queries
designed and tested via GraphiQL (GUI) might be integrated into IoT applications and
executed programmatically. Results are returned in machine-interpretable JSON format.
Alongside the GraphQL-based search, the IoTCrawler is equipped with a rule-/pattern-
based generator and mapping mechanism for generating filter conditions [7]. As a result,
a state-based context model empowers GraphQL queries with context-based reasoning.
The described Search Enabler’s search functionality is performed on top of the federated
metadata infrastructure, which employs security and privacy-aware mechanisms.

The Search Enabler component offers a GraphQL interface, where search queries
expressed in GraphQL are resolved via HTTP-requests over NGSI-LD interface. Since
NGSI-LD allows to query only one type of entities per request, complex GraphQL queries
(requesting more than one data type) require a corresponding number of NGSI-LD requests
to be performed. The number and order of subsequent requests are prescribed by Search
Enabler according to a structure of a GraphQL query. For example, a simple query of
stream identifiers (streams{ id }) would be resolved by a single NGSI-LD request for
entities with type iot-stream:IotStream (query #1). The extension of the query by the
names of sensors (query #2) requires an additional resolution step: one NGSI-LD request
for each sensor ID associated with the stream from the list of query #1. Further extension
of query #2, e.g., by the names of properties observed by sensors, requires an additional
resolution step: one NGSI-LD request for each property IDs associated with sensors. In
case different sensors observe the same property, the Search Enabler avoids duplicating
NGSI-LD requests.

For performance benchmarking, four different GraphQL queries have been selected.
The difference between queries is in their complexity (requesting from 1 to 4 different entity
types), which would require a different number of NGSI-LD requests to be performed. The
expected number of NGSI-LD requests N depends on (1) a number of requested types T
and if T > 1, then on (2) a number of unique entities R of subsequent types referenced in
the results set. More formally, it is described as follows:

N = (T − 1) ∗ R + 1 (1)

The caching mechanism avoids duplicating requests, so a real number of them might
be significantly lower than was expected. During the experiments, we have measured
the average GrahpQL query execution times and summarised the execution time of the
corresponding NGSI-LD queries. Dependency on a number of results is demonstrated
via limiting them within the range 1–500 with step size 100. Each experiment was re-
peated 10 times and the average times were calculated. In Figure 17, an average query
execution time depending on number of results is demonstrated. Figure 18 represents a
GraphQL query execution time against the summarised execution time of the correspond-
ing NGSI-LD requests. From Figure 18d, it can be seen that GraphQL query execution goes
faster than execution of the corresponding NGSI-LD requests. This can be explained by a
particular query’s structure, where two types (observable properties and platforms) can be
resolved in parallel. In the case of no parallel type resolutions (Figure 18a–c), the overhead
of GraphQL engine is not higher than 0.2 s (1% of the overall query execution time). For
complex queries with parallel type resolution, the overhead is mitigated at all. Experiments
have been done using the NGSI-LD broker (Scorpio) running on Intel NUC i5-5250U with
8 GB of RAM. The Search Enabler and GraphQL client were running on a laptop Intel Core
i7-5600U with 16GB of RAM, both were connected to a 1 GB/s local network.

The Search Enabler solves the machine-initiated search challenge (R-2) by providing
programmatic interfaces (APIs), to which remote IoT applications can send search requests
and get results back in an automated way.

100



Sensors 2021, 21, 1559

Figure 17. GraphQL query execution times.

(a) 1 Type (Streams) (b) 2 Types (+Sensors)

(c) 3 Types (+Observable Properties) (d) 4 Types (+Platforms)

Figure 18. Requests execution time (Next Generation Service Interface for Linked Data (NGSI-LD))
vs. query execution time (GraphQL).

5.4. Orchestrator

The Orchestrator component is targeted to be the mediating component for IoT ap-
plications, which are expected to be running outside the IoTCrawler platform, interacting
with it via interfaces of the Orchestrator. The Orchestrator is an endpoint, which forwards
all metadata requests to a Ranking component and subscription requests are forwarded
directly to the MDR. At the same time, the Orchestrator provides its endpoint for receiv-
ing notifications coming from the MDR. Without it, applications would have to expose
their own REST endpoint, which is often not possible (e.g., for apps running on mobile
devices or in private networks). The Orchestrator mitigates that by providing its own end-
point (not exposed to the public) and redirecting all incoming notifications to a dedicated
queue in a publicly available publish-subscribe service (Advanced Messaging and Queuing
Protocol (AMQP)). It is enough for an IoT application to subscribe to a queue in the mes-
saging service to get notified immediately. The described publish-subscribe mechanism
also allows the setup to notify the IoT applications about stream failures detected by the
monitoring component.

The Orchestrator implements the NGSI-LD interface and redirects incoming NGSI-LD
requests to two components: MDR and Ranking. Entity subscription requests are analysed,
modified (if required) and forwarded to MDR. The metadata/discovery requests are
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forwarded directly to the Ranking component, which allows it to rank the results of
metadata requests according to a specified ranking criteria. As a result, the Orchestrator
hides two IoTCrawler components under a single NGSI-LD interface—one of the interfaces
used by IoTCrawler applications.

The evaluation of the Orchestrator component consists of measuring a dependency of
performance characteristics (throughput and latency) on the number of parallel connections—
IoT applications, running remotely. In this experiment, the Orchestrator component is
working on top of Djane Broker—a lightweight NGSI-LD broker, which is less functional
than Scorpio. The benchmarking process has been conducted using a single Intel Xeon
machine (4 cores, 16 GB Ram). Each value was obtained by averaging the values of
10 repetitive experiments. Results can be seen in Figure 19. The number of parallel clients
varied within the range 64–1024, where each client performed intensive and non-intensive
workloads. For the non-intensive workload (1 request by each of 64–1024 parallel clients),
the maximal average throughput is around 400 requests per second when the latency is less
than 0.2 s. For intensive workloads (100 consecutive requests by each of 64–1024 clients),
the maximal average throughput increases up to 1200 requests per second with the average
latency increased to 1 s.

(a) Throughput (requests per second) (b) Average Latency (ms)

Figure 19. Orchestrator performance.

6. Application Domain Instantiation

This section presents two application examples of how IoTCrawler is being instanti-
ated in real-world scenarios. Other scenarios for different domains are under development
and will be part of a future publication.

6.1. Smart Home—Semantic Integration Focus

The target of the smart home use case was to understand the challenges which smart-
home owners are facing when deploying and using their smart home devices. We have
implemented an energy insight dashboard and tested it in a longitudinal study with
end users in an early stage of the project. The energy insight dashboard was built with
the objective to provide smart home users insights about their energy consumption and
thereby to reduce their energy costs and carbon footprint. This was achieved by collecting
energy measurements from smart plugs and other smart energy meters. The web-based
application includes various aggregated and real-time views of the energy data as well as
information about the usage frequencies of appliances attached to the smart plugs.

Evaluation: As part of IoTCrawler, we extended the dashboard to a public test bed
running 24 h a week for almost a year. More than 60 homes and 3400 devices were
connected during that period. Power users have more than two hundred devices connected
to a smart home. Thus, we realised that managing these devices, which include knowing
their locations, and for smart plugs, what kind of appliances are connected to which, created
a considerable challenge for smart home owners. More importantly, the heterogeneity
of devices with respect to their communication technologies, APIs and the gateways to
which they are connected, makes it hard to develop smart home applications that run
seamlessly with different vendors. As a response to tackling this challenge, we integrated
an early version of an IoTCrawler feature for semantic annotation in which we used
machine learning to detect device types, their locations and connected appliances in real-
time [8]. We conducted a survey to validate the benefits of IoTCrawler features. Most of
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the respondents indicated that comparing and analysing energy usage is a benefit of the
Energy Insights Dashboard (77%). On the second rank, respondents indicated that the
automatic device detection feature is a benefit of the Energy Insights Dashboard (41%).

Further conversations with smart home owners and application developers have
shown that IoTCrawler has the potential to be an effective IoT platform. For example,
smart home users will be able to keep their data on their own hardware (located in private
networks) and federate it into the IoTCrawler for processing by third-party analytical
services. A Blockchain-based security mechanism (part of IoTCrawler) enables data owners
to grant access to certain analytical services the similar way as a smart phone user grants
access to certain mobile apps. Analytical service developers are considered responsible
for managing their processing infrastructure and federating the processing results back
to IoTCrawler. The core of IoTCrawler consists of the NGSI-LD standard together with a
number of semantic ontologies, which makes data and metadata models more structured
and understandable by independent service developers, which opens a potential for service
compositions. As a result, raw data owners (smart-home users) will be authorised to access
the intermediate (if needed) and final processing results calculated out of their data.

Encouraged by these findings, we further developed crawling and semantic annota-
tion mechanisms to reduce time and effort when integrating smart home and other IoT and
stream data into IoTCrawler. As IoTCrawler provides a common, semantic abstraction for
finding and accessing the respective data streams, it becomes much easier to develop smart
home applications. Consequently, we developed the “What’s happening at home” proto-
type that is fully implemented on top of the IoTCrawler infrastructure and interacts with the
Orchestrator, Search Enabler, Ranking and Security components. The application detects
users’ activities based on the energy consumption of appliances attached to smart plugs.
Activities are modelled in terms of Home Activity ontology (http://sensormeasurement.
appspot.com/ont/home/homeActivity accessed on 24 February 2021), which is partly de-
scribed in one of the GraphQL schemas (https://github.com/IoTCrawler/Search-Enabler/
blob/master/src/resources/schemas/homeActivity.graphqls accessed on 24 February
2021) used by the Search Enabler. The schema allows applications to filter households
by type or location of detected activities (considering privacy policies). The developed
application prototype demonstrates the separation between functionality and benefits from
the granularity of the IoTCrawler data model by dealing with sensors and their streams.

6.2. Smart Parking—Security and Privacy Focus

Finding a free parking spot can be very cumbersome in populated cities with the
collateral effects of having more vehicles circulating in the city, such as the increase in noise
and pollution. In IoTCrawler, we provide a solution to alleviate this problem by offering a
parking recommendation service, which allows the user to define the destination, time of
arrival and the affordable walking distance. This solution takes advantage of IoTCrawler
by gaining a way of representing the information homogeneously, allowing the new
information to be introduced without any modification to our solution. More specifically,
this solution uses Indexing and Ranking components to retrieve an ordered list of parking
sites and parking meter information. Additionally, we allowed the data providers to
specify different access policies, as an exercise for proving the security capabilities of our
IoTCrawler platform, which the latter will affect the consumers in terms of the visibility of
the information depending on the consumer’s attributes.

Evaluation: The SmartParking Most Valuable Product (MVP) is being tested in the
City of Murcia, in the south-east of Spain. Previous to this solution, the City of Murcia had
devoted efforts in research and development based on IoTCrawler, in order to incorporate
and integrate promising solutions that would undertake the different challenges with
respect to working with data from competing parking providers and regulated parking
zones. The previous system was inspired by the participation in the CPAAS.IO project
by the University of Murcia, where a solution for parking was devised, using technology
derived from the FIWARE ecosystem: FogFlow. The parking solution based on FogFlow,
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utilised small “edge” devices that were to be installed in different parking locations,
charged with the task of gathering data and performing local computations (such as
aggregation or availability evaluation). This way, the system leveraged edge computing
to enable quick and efficient data transfer, while relying on cloud resources for the heavy-
lifting and edge workload-management centralisation. This solution already involved
the use of NGSI interfaces for data access, which later on eased the transition to the next
iteration, based on IoTCrawler. Some of the difficulties faced by the FogFlow approach
were caused by some locations that already had online systems in place. They had special
interfaces and connectors, which had to be developed in order to adapt the information and
make it available to the rest of the system. In some cases, security and privacy were an issue,
as providers wanted to be in control of what and was shared when with the system, and
furthermore, how that information was to be accessed later by different parking solutions.

Those gaps have been successfully addressed by the IoTCrawler architecture, which
provides a better and broader fit to the parking scenario, by introducing security through
fine-detail policies that allow us to define how and whom is allowed to access or produce
data. It also considers different ways of which data are to be incorporated into the system,
be it directly from NGSI-LD enabled devices connecting to the parking system, through
adaptation of other devices or even integrating entire existing systems through connectors
and gateways. SmartParking leverages this security, providing a way to discriminate which
end-users can access certain information. This way, a user could have permission to access
specific parking alternatives. Although in our current implementation this functionality
is only utilised by two fictitious users “Juan”, who has access to private parking, and
“Pedro”, who has access to both parking and regulated parking zones. This functionality
will allow us to introduce special user roles, such as medical professionals, who would
have additional access to parking information for special private parking lots close to their
hospital, or city officials that would have access to parking in official buildings, students
having access to parking information in the city campus, etc. Furthermore, the security
components of the platform would easily allow to define other flows of information coming
from the end-users themselves, beyond the classical star ratings. This could mean the
ability of claiming parking spaces, updating parking availability in zones with no (or poor)
sensory information and it even opens up for future social/collaborative parking solutions,
in which end-users can temporarily offer others their domestic parking lot while at work.

SmartParking, through IoTCrawler, copes with the diversity of data existing in the
system, by using semantic technologies, such as those found in the semantic web. The
extended usage in IoTCrawler of the NGSI-LD standard both for APIs and data modelling,
allows the precise representation of information coming from different parking providers
and allows for successful searches over highly diverse data. In a similar way to the previous
FogFlow solution, which had a local scalability strategy based on the usage of edge devices
as part of a distributed system, the IoTCrawler solution allows for the distribution of
information through distributed MDRs, but it also provides a federation strategy that
allows for broader and more diverse architectures, in which existing parking platforms can
be integrated into IoTCrawler’s framework, enabling the federation with other parking
systems. This federation capability, paired with the Indexing and Ranking components
of IoTCrawler, as well as security components, allows for scaling beyond the local city to
upper tiers, such as regional or national levels.

Finally, IoTCrawler integrates monitoring, fault-detection and fault-recovery mech-
anisms, providing useful data regarding the availability and reliability of the parking
information contained in the system that can be directly used as part of the parking recom-
mendation system with no further development needed. In short, the IoTCrawler approach
for the SmartParking solution in Murcia, by far outperforms (feature-wise) the previous
solution based in FogFlow, by accounting for the security aspect of data access, the diversity
of data and the integration of existing solutions while allowing for greater scalability and
flexibility to adapt and adopt new strategies and ideas, making it, in a way, future-proof.
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7. Conclusions and Future Work

This paper presents the IoT search framework IoTCrawler, which allows for the search
of data sources in the IoT. It features a domain-independent and layered design and
provides solutions for crawling, indexing and searching of IoT data sources. Key enablers
supporting the search process ensure privacy and security, scalability and reliability.

We started out the paper by presenting, several issues regarding an IoT search frame-
work listed and analysed to build the basis for our requirements. These requirements have
been successfully addressed by the IoTCrawler framework and its components. The loosely
coupled components allow for different instantiations of the framework without blocking
the search process. The scalability of the discovery and search enablers has also been
evaluated to fulfil requirement R-1. With the adaptation of well-known ontologies and
standards, an information model has been created to ensure a reliable basis for semantic
annotation and context provision. This and the integration of standardised query interfaces
enables the framework to be used for machine-initiated search queries R-2.

Requirement R-3 is addressed by designing the framework in a layered approach,
which allows the discovery layer to work independently from the search layer. This enables
crawling and discovery of new data sources, constantly semantically enriching and moni-
toring the data sources as well as building indices to speed up incoming search requests.
In addition, it makes it possible to include existing solutions, it offers interoperability and
overcomes data fragmentation and heterogeneity. As data sources in the IoT are often of
private or restricted nature, security and privacy have to be considered R-4. Through the
integration of an extensive security and privacy component, from design time on into the
architecture of the framework, this requirement is successfully addressed.

To showcase the capabilities and applicability of IoTCrawler, two real-world instanta-
tions in different domains have been realised, featuring the search process in a smart home
environment and the search in a Smart City use case. In future work, it is planned to enrol
the IoTCrawler framework to further use cases covering other domains. This will bring
“real” results and present how the framework could increase the benefits gained by the IoT.
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Abstract: In recent years, interest in home energy management systems (HEMS) has grown signifi-
cantly, as well as the development of Voice Assistants that substantially increase home comfort. This
paper presents a novel merging of HEMS with the Assistant paradigm. The combination of both
concepts has allowed the creation of a high-performance and easy-to-manage expert system (ES). It
has been developed in a framework that includes, on the one hand, the efficient energy management
functionality boosted with an Internet of Things (IoT) platform, where artificial intelligence (AI) and
big data treatment are blended, and on the other hand, an assistant that interacts both with the user
and with the HEMS itself. The creation of this ES has made it possible to optimize consumption
levels, improve security, efficiency, comfort, and user experience, as well as home security (presence
simulation or security against intruders), automate processes, optimize resources, and provide rele-
vant information to the user facilitating decision making, all based on a multi-objective optimization
(MOP) problem model. This paper presents both the scheme and the results obtained, the synergies
generated, and the conclusions that can be drawn after 24 months of operation.

Keywords: home energy management systems (HEMS); Internet of Things (IoT); artificial intelligence
(AI); Voice Assistant; machine learning (ML); big data

1. Introduction

The constant advancement of ICT opens up great opportunities to improve systems’
functionality, performance, and efficiency. Technologies such as IoT, Big Data, AI, WIFI
6, or 5G could come together to enhance the capabilities of equally emerging systems,
oriented for use in the home, such as HEMS and Voice Assistants.

The residential sector is a key element in the context of both energy savings and
people’s well-being. The restructuring of the energy sector through Smart Grids and
Microgrids [1], as well as the arrival of the 5G network [2–4] and WIFI 6, will allow an
exponential development of connected devices and appliances, opening the doors of the
network to the IoT both in the industrial sector and in the home [5].

Bringing all these elements together in the home environment can be challenging, but
they form the fundamental structure of the Home Energy Management Expert Assistant
(HERMES) system. However, it can offer us a revolution that can positively impact climate
change, energy efficiency, or quality of life. Each of these elements separately already offers
solutions to specific problems. The literature shows considerable evidence of this use and
its benefits, as shown below, focusing on the most relevant, emphasizing the latest efforts
and advances in applying the methodologies.

Home Energy Management Systems (HEMS)

HEMS are hardware and software systems that enable advanced control of energy-
using systems and devices in the home, continuously analyzing data to provide real-time
information on the energy performance of the home [6], creating data streams (both
external and internal such as weather, electricity price, or sensors) and making decisions
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for energy efficiency improvement [7], peak demand management and demand response,
so their specifications include the necessary integration (monitoring and control) and
communication with all smart home devices, sensors, relays, and appliances regardless of
their communication protocols [8]. A proper implementation would allow a reduction of
about 35% of the total electricity bill, prioritizing load consumption based on the cost of
energy [9]. Other studies, such as the ACEEE study not focused exclusively on energy cost,
set this saving at a maximum of 17% [7].

Nevertheless, in practice, these systems have some limitations, mainly including
interoperability between devices, lack of training of the users themselves, doubts about
security or limitations of commitment to the customer, as well as the lack of studies showing
the real possibilities of savings [5,7,10,11], as well as lacking true intelligence and the ability
to manage demand peaks and demand response. To develop an efficient HEMS, it is
necessary to know the characteristics and requirements of each of the technologies that will
allow a complete communication and configuration of all the devices [12–15]. One solution
to interoperability would be implementing a widely consolidated Building Management
System (BMS) [16]. However, they are very closed systems, mostly proprietary solutions
that can only be upgraded by the system manufacturer with relatively high costs, ranging
from $25 to $70 per square meter of housing [17]. On the market, we can find a wide offer
of both Open-Source and Proprietary HEMS [8,18]: Open-Source Home Assistant [19] and
OpenHAB (based on Eclipse SmartHome™) [20,21] that have a large number of protocols
and configurable devices, BEMOSS [22] built-in Python on VOLTTRON [23], ioBroker [24],
Open Energy Management (OGEMA) [25,26], and Open remote [27], among others.

In this paper, we will consider the following architecture of an advanced HEMS system
(Figure 1):

 

Figure 1. The generic architecture of a HEMS system.

We continue in the next section by detailing the main elements that will make up our
HERMES system.
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2. Materials and Methods

In addition to the energy management system described in the introduction, the
HERMES system is developed integrating the following elements:

2.1. IoT: Smart Devices

Depending on the context, there have been many definitions of IoT [28–31]. A good
approximation to its current definition could be: “System of devices, machines, or ev-
eryday objects provided with unique identifiers (UID) with the ability to transfer data
through a network without the need for interaction between people or between people and
computers”.

In recent years the number of Internet-connected devices has exploded, to such an
extent that forecasts have become outdated [32]. There is currently no consensus on their
number, offering figures that range from CISCO’s 50 billion [33] to Intel’s 200 billion [34].
In parallel to this growth, their price has been reduced by more than 90%, coining the
concept of “democracy of devices” [35].

Not only devices or things but also household appliances are beginning to join the
world of elements connected to the network, and its growth will be almost total in the
coming years with the arrival of 5G and the IPv6 protocol without address exhaustion
problems (2128 addresses).

Therefore, IoT is a significant challenge for HEMS as it has to interact with a large
number of “smart devices” with a wide variety of protocols, in addition to the large amount
of data they will generate. In this regard, some emerging technologies can help address
this challenge: big data, cloud computing, and AI, as also postulated in [17,36].

2.2. Big Data

Traditionally big data refers to the concept of an amount of data that exceeds the
capacity of conventional software to be captured, managed, and processed in a reasonable
amount of time. Nowadays, the concept extends to analyzing user behavior, extracting
value from stored data, and formulating predictions through the patterns observed. A first
approximation to this definition was given in 2012 by [37].

Big data uses the following characteristics described by the three V’s: volume, va-
riety, and velocity, and several other characteristics including veracity, value, and the
identification of nonlinear systems (from large data sets) to reveal relationships or to make
predictions of outcomes and behaviors [38–40].

From the large amount of data generated in a smart home, whether internal (through
the IoT network integrated into the home) or external (such as weather or electricity prices),
it would be interesting to improve energy efficiency, to analyze these data and extract
all the relevant information they can provide to the system, so the use of big data can
be an essential tool, providing great value for the optimization of home resources and
user comfort. However, the storage, processing, and analysis of this large volume of
continuously generated data, while maintaining their security and privacy, is a significant
challenge for HEMS.

To this end, HERMES uses various strategies to process volumes of data, store the
information periodically and in real-time, and process it to obtain an analysis and projec-
tion of the data to trigger specific automated actions without user intervention. It also
offers information that is provided to the user through the Expert Assistant to guide de-
cision making or as information on predictions or patterns detected through machine
learning (ML).

2.3. Cloud Computing

Cloud computing is the resources and services of the computer system accessed
through a network without direct active management by the user. Initially, the services
were focused on data storage and computing power, but, today, the user’s services and
systems cover virtually any need.
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Cloud computing offers advantages and disadvantages that must be assessed by the
user when implementing or not implementing these systems. From the point of view of
HEMS, we can highlight the following advantages:

• Reduction of costs and implementation times;
• Reduction of scalability problems in cases where the system must grow;
• The user can focus on the system’s functionality and not on the technical aspects of

the infrastructure;
• Access to services from anywhere;
• System portability and protection against data loss. If the local system suffers damage

or failure, the data or services in the cloud remain secure and loss-free;
• Transparent updates for the user, as long as the vendor maintains this commitment

and the local system is not affected by version incompatibilities;
• Software installation is avoided or reduced;
• Local system requirements in terms of computational capacity are reduced. By de-

riving computing services and processes to the cloud, a lighter hardware system
is required. This, in turn, leads to a benefit due to reducing local consumption by
requiring equipment with lower performance;

• Security is often a critical factor in these services as providers can equip their systems
with the latest technologies in the face of the limitations faced by a single user, both in
terms of technological capacity and knowledge.

On the contrary, some drawbacks can be very critical to the viability of the system:

• Absolute dependence on the commitment or continuity of the service provider: dis-
continuity or modification of services may critically affect the HEMS system;

• Fixed fee for the use of the services;
• Lifetime dependence on external suppliers;
• Small systems are more vulnerable than more extensive infrastructures, especially

concerning:

� Downtime;
� Technical interruptions from suppliers, which are unavoidable and can occur

at critical moments;
� More limited bargaining power, leading to limited customization;

• Dependence on external network access versus a HEMS system based on a local
network isolated from the Internet;

• Aspects such as security, privacy, or confidentiality may be exposed or compromised.

Although a priori cloud computing is possibly an inevitable tool if we want to develop
a truly competitive HEMS, we must be very aware of some of the limitations and implica-
tions that its use may entail, so we must adopt hybrid strategies between functional HEMS
through local networks isolated from the Internet and HEMS based on cloud computing.
Therefore, we are committed to systems that take full advantage of the functionality of the
isolated network and to ensuring that the contracted services, which are based on or use
the Internet, do not pose a risk or functional disruption to the system.

In this regard, the design of the HERMES system presents a dual functionality with
communicating vessels between the own network (partially isolated) and the contracted
cloud computing services. In addition, to protect the system’s security, various levels
of protection have been planned according to its exposure to the Internet. HERMES can
maintain operational functionality if, for security reasons, it is decided or required to isolate
the system from the Internet.

2.4. Artificial Intelligence (AI), Expert System (ES), and Machine Learning (ML)

AI is the ability of a man-made system to interpret and analyze data, learn from
that data, and use that new knowledge to perform actions or tasks. This definition is
an evolution of the one given by Andreas Kaplan and Michael Haenlein [41]. Another
agent-based approach defines it as: “Computational intelligence is the study of the design
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of intelligent agents. An intelligent agent is a system that acts intelligently: What it does
is appropriate for its circumstances and its goal, it is flexible to changing environments
and changing goals, it learns from experience, and it makes appropriate choices given
perceptual limitations and finite computation” [42]. The definition is not trivial and has
evolved over the years to encompass very diverse disciplines with applications in virtually
all scientific fields [41–46], such as expert systems that emulate the behavior or responses
that a human expert in an area of knowledge would give.

There is no doubt that IA is a fundamental tool in the present and future development of
HEMS. IA encompasses a multitude of technologies, some of which are shown in Figure 2:

Figure 2. AI Technologies.

The HERMES system has been developed integrating ML, natural language processing,
expert systems, and speech, without ruling out other technologies in the future such as
image recognition (vision) for more advanced analysis of presence [47–49] with a higher
level of personalization of interactions.

2.5. Virtual Assistant

A Virtual Assistant [50] or Voice Assistant is a software agent that can interpret human
speech and certain commands and respond with synthesized voice, tasks, or services. Other
definitions can be found in M. B. Hoy [51]. The development of natural dialogues between
humans and machines is one of the goals of AI [50,52]. Voice assistants are here to stay [53],
not only because of their benefits for people with specific needs or older adults [54–57] but
also because they have been shown to bring benefits such as social cohesion [58] or improve
comfort and allow the user to interact in a very natural way with machines, since speech
is the main mode of communication for humans [59]. In our case, the last of the pillars
that make up the HERMES system is precisely the assistant but endowed with greater
intelligence, as we will indicate below.

From a HEMS perspective, voice assistants have several notable handicaps. First, their
intelligence is limited in terms of energy efficiency, as verbal commands and functionality
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are focused on activating or deactivating devices. However, our HERMES system integrates
a bidirectional communication channel to the virtual assistant (Figure 3) both with the
system as a whole and with the residents, connecting the intelligence of the system with
the user, becoming an “intelligent assistant” beyond the function and intelligence of these
systems, complementing the functionality of the HEMS. This dual bidirectional channel
represents a qualitative leap in the functionality and interaction of the HEMS system with
the users.

 

Figure 3. HERMES: Bi-directional dual-channel formed between HEMS-Voice Assistant-Residents.
Background: © 123fr.com.

Secondly, another important handicap is the vulnerability presented by these devices;
for example, any user can issue verbal commands: “Open the door” or “buy this and send it
to such address”) [60–62]. In this case, the integration of the voice assistant in the HERMES
system is done keeping in mind that this type of vulnerability cannot be fraudulently
passed on, the system itself is the one that filters them. In this regard, HERMES detects the
presence at the home of all the usual residents and identifies them so that certain commands
can only be executed if at least one of them is at home or if the presence simulator has
been activated, which can be activated remotely by the residents for a limited time. Other
avenues that could be explored to avoid vulnerabilities could be the identification of users
by smart cameras or by their voice profile [63,64]. In this way, all commands, or those that
we consider critical to the system, can be filtered to prevent a local or network intruder
from exploiting them.

2.6. Results from Knowledge

The benefit of applying advanced and complex systems must be realized from the
knowledge acquired from the collection of data and the application to balanced models,
not forced, that allow the creation of precise and effective forms counting at all times on
the users. Otherwise, the system will lack practical application, falling into the dynamics
of a good theoretical study without a practical route. Therefore, the system has been
developed in different phases, data collection being the first of them, from which practical
solutions have been channeled. For this reason, the system has been developed in different
phases, the first of which is data collection. Based on the data, practical solutions have been
proposed, focusing on economics but adapting to the users, which allows long-term habits
to be established, quality of life to be maintained, and ensures that the system is applied as
it is beneficial.

From this dynamic of results from knowledge, the integration of all these systems
in one (HEMS + IoT + Big Data + Cloud Computing + AI + Voice Assistant = HERMES)
has led us to an ES with a multitude of possibilities in the field of energy efficiency and
well-being of residents. This work shows the development of a new system with the
following objective: “developing a comprehensive model for smart home consumption
management assisted by an ES (HERMES)”.
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The development of this objective was based on the following pillars: results from
knowledge, energy savings, usability, user assistance, comfort, privacy, and security. The
following lines of analysis and development were proposed:

• Obtaining data to develop the best possible system for the objectives pursued;
• Cloud integration provides the system with scalable computational capacity, access

and management of information flows, extension to big data analysis, AI, and ML;
• Usability: “Home” system of interaction with the user that allows triggering complex

services from a simple and accessible functionality:

� Actions: Programming household appliances and devices. Presence detection
and habit analysis;

� Warnings: Advice and recommendations for savings based on detected habits
or pre-established patterns;

� Alerts and maintenance of equipment and appliances;
� Integration with voice technology.

• Measures to ensure user privacy and system security;
• Interoperability of electronic systems that allow the implementation of the inte-

gral model;
• System specifications to enhance efficient energy consumption management under

IoT architecture;
• Estimated energy savings and user benefits. Differences between HERMES, HEMS

systems, and a non-connected home.

3. Materials and Methods

It is not easy to make accurate predictions of electricity demand, microgeneration,
or appliance usage in domestic environments. Factors such as the type of billing (five
main energy billing approaches can be found in the literature [65–67]), weather conditions,
or assumed habits and routines of users involve in themselves elements of uncertainty
that are difficult to predict, so that deviations on forecasts of electricity consumption,
microgeneration, or the operational needs of household appliances, can compromise the
planning of HEMS. These uncertainties may result in situations where contracted power
limits are required to be exceeded with consequent limitations or penalties, or the comfort
level of residents may be affected. Therefore, in decision making, the value of past and
present data must be prioritized over future data, with dynamic (stochastic) programming
approaches [65,68,69].

If we add to this uncertainty the diversity of load types and their different scheduling
possibilities, HEMS design strategies can be approached from multiple perspectives [65,68–71].
Before focusing in more depth on our development, we will review some of the discussed
aspects to settle and show the fundamentals of the HERMES system presented in this paper.

3.1. Classification of Load Types

There is no consensus on the classification of load types, so we propose a new model
that will be useful for our work and is based on several classifications that focus on the
characteristics of the loads [65,67], but to which we add the user’s decision capability
through the wizard or by programming so that some devices can change category based
on the user’s decision.

Classification of devices or systems according to their load scheduling (Figure 4):

1. Non-controllable loads. Their operation cannot be programmed, changed, or repro-
grammed by a HEMS. They usually provide added value, and users control some of
them. Televisions, stereos, computers, or appliances such as refrigerators or lighting
without control systems fall into this category. Appliance standby would be included
in this class;

2. Controllable loads. The HEMS system has some control over them or through the
user in a given time horizon. A traditional HEMS system could not control the loads
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through the user; in this regard, control is one of the contributions of the HERMES
system. In turn, within this category, we can divide the loads into elastic or inelastic;

a. Inelastic. Once initiated or required to operate, it must complete a full cycle;

i. Uninterruptible loads. Once started, they must run a complete cycle
continuously; only the corresponding start time can be programmed.
In this category, we can find dishwashers, washing machines, or dryers,
among other appliances;

ii. Interruptible loads. Once started, they can be interrupted but must be
reconnected to complete the full cycle. These are usually constant-drain
devices. Examples include plug-in hybrid electric vehicles and other
rechargeable devices or external batteries, and the electric boiler;

b. Elastic. Loads with the capacity to be able to adjust power consumption in the
middle of an operation;

i. Variable loads with alteration of comfort. Energy consumption can
be adjusted in the middle of an operation but leads to loss of comfort
and may require subsequent compensation. These are usually systems
whose operation is maintained according to a reference defined by
the residents, so their temporary variation by the HEMS may affect
comfort. Ventilation, heating, or cooling are examples of this category;

ii. Variable loads without alteration of comfort. Energy consumption
can be adjusted in the middle of an operation without significant loss
of comfort or subsequent compensation. For example, dimming of
artificial lighting by compensating with daylight.

 

Figure 4. Classification of equipment or systems based on the programming of their load.

In the HERMES system, the above examples of appliances could change category
(temporarily or permanently) depending on the user’s decision-making. An extreme
example could be the refrigerator defined a priori as an uncontrollable load. The user
can instruct the HEMS assistant to turn it off for a short period that does not jeopardize
food preservation, making it controllable, inelastic, and interruptible. This example can be
used to avoid a peak demand as long as there is no other controllable load to bridge the
peak demand.

Based on the above structure, Table 1 is a classification of the main household appliances.
This classification is flexible and dynamic since the system can adjust specific parame-

ters according to the characteristics of the residents or according to different scenarios. The
system has general and appliance-specific parameters that it can readjust (see Table 2) to
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adapt to a dynamic classification of appliances. In certain cases, this adjustment is shared
by the system and the users, as could be the case for the air conditioning temperature. This
behavior thus allows the system to adapt to the characteristics of different user groups and
different scenarios (seasons of the year, vacation absences). Users can adjust these parame-
ters within a range and even set the air-conditioning switch-on temperature by voice. The
system acts accordingly to maintain comfort but reduce consumption, for example, after a
period of operation, raising or lowering the cooling/heating temperature.

3.2. The Preamble of the HERMES System

HERMES system scheduling is performed to manage a present and future time horizon
based on past and present data. Both a continuous representation of time and a discretiza-
tion into the minute, hourly, daily, weekly, and monthly intervals are used. For example,
once a month, a heating cycle above 60 ◦C is completed in the electric boiler to eliminate
possible Legionella outbreaks. This scheduling pursues the reduction of the consumption
of household appliances and the shifting of loads (shifting to optimize expenditure and
their optimal time of operation) to reduce electricity billing [72–74] and maintain or increase
the comfort of residents [73,75]. Regarding billing optimization, the appliance scheduling
technique based on mathematical optimization is suitable for small-sized problems such as
individual dwellings instead of other less demanding techniques for larger problems, as
we will discuss later. By contrast, in terms of comfort, the evaluation of resident comfort is
a very complex task from a scheduling point of view due to how personal the perception
and subjectivity of comfort can be, as well as the inconveniences of having to schedule
appliances outside the preferred time window, maintain a certain order (washing machine
before dryer) or accept unwanted elastic load modulations. As a step before implementing
the HERMES system (as of 27 October 2019), daily usage profiles were recorded over an
extended period (from 16 February 2019 to 26 October 2019) to characterize and minimize
potential drawbacks that could affect comfort.

Table 1. Classification of the main household appliances according to their load.

Uncontrollable Loads
Controllable Loads

Inelastic Elastic

Uninterruptible Loads Interruptible Loads
Variable Loads with

Alteration of Comfort
Variable Loads without

Altering Comfort

Television Washing Machine Electric Vehicle Air Conditioning Natural + artificial light

Sound equipment Dishwasher Phone Charger Heating System Automatic opening
of windows

Computer Dryer Machine Battery/Energy Storage Fan
Fridge-freezer Oven Water Heater Stove

Lighting Water Pump (Well, Pool)
Standby Vacuum Cleaner (robot)

Microwave
Vacuum Cleaner

Iron
Cooker pot

Cooker Hood
Hair dryer

Toaster, Blender, Kettle

In addition, given that household demand cannot be predicted with complete accuracy,
we rely on a consumption profile characterized by minimizing the elements that introduce
a certain degree of uncertainty, reinforced by two-way communication with residents
to whom, on the one hand, electricity prices are provided a day in advance, as well as
other statistics, and on the other, the system analyzes the use of household appliances
and recommends their use based on history, coordination, and the use of appliances. This
minimizes the problems of stochastic optimization, and although not all the elements that
are a source of uncertainty and their derived problems (consumption peaks with penalties
or loss of comfort) are avoided, they are reduced, and with experience, the residents
themselves and the system learn and converge towards an increasingly optimal situation
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in terms of billing and comfort. However, deviations of one from the other are allowed,
although both are the ultimate goal, so that the system is constantly evolving around the
optimal balance at all times, maintaining an MOP [76,77] that is very competitive with
other techniques [65] of setting a single objective and the rest as constraints. MOP has
allowed us to satisfy both consumer and system objectives [78].

Table 2. Programmable parameters associated with loads of each appliance. System managed control: “•” or “�”.
Resident-managed control: “�” or “�”.

Appliance Parameters Description

Variable loads without altering comfort

Automatic opening of roller
shutters—Automatic opening of
roller shutters

•� % of shutter opening.
� Activate or deactivate the automatic
shutter opening control.

•� Normally residents will control the %
opening of the blinds, but if automatic
opening control is active, the system will
open the blinds based on outside natural
light and whether or not residents are
present in the room.

Variable loads with alteration of comfort

�� Climate control-Air Conditioning +
Heating System

�� On and off.
� Initial temperature
� Time in minutes until the system
automatically applies a second regulation.
� Adjustment of the degree variation (+1,
−1, +2, −2) for the second regulation.
� Order of execution of the
second regulation.
� Annulment of the Order of execution
of the second regulation.
� Automatic shutdown in the absence of
residents for more than a specified time.

Residents set the temperature. The
system resets the temperature (��) after
a few minutes to reduce consumption
without affecting comfort.
� Automatic shutdown in case there is
no resident in the house (thanks to the
GPS tracking controlled by the System) or
the presence detector in the room does
not detect movement for more than 1 h.

•� Fan-Fan •� On and off.
•� Power.

•� Usually, users will control its on, off,
and power, but the system can turn it off
or lower its power if the contracted
consumption limit in the electricity tariff
is exceeded.

�� Stove-Stove �� On and off.
� Power

�� Normally users will control its on,
off, and power, but the system can turn it
off if the contracted consumption limit in
the electricity tariff is exceeded.

Interruptible loads

•� Electric boiler

•� On and off.
•� 6 + 1 operating time slots.
� Temperature targets for each
activation band.
•� Adjusting the water heating curve.
• Observation of
permanent consumption.
• Long-term disconnection

•� Absolute management of thermos
operation by both residents and
the system.
• Switched off during prolonged periods
of absence of residents (vacations).
Switched back on several days
before return.

�� Vacuum cleaner (robot)-Vacuum
Cleaner (robot)

� Switching on and off
� Recharge control

�� Normally users will control its power
on and off, but a power-on time and
recharge time can be programmed.

•� Electric Vehicle
•� Battery-Energy Storage
•� Water Pump (Well, Pool)

•� Recharge time (on/off).

•� Recharging would take place at the
cheapest hours. Note: Not applied or
scheduled to the study dwelling in
the article.
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Table 2. Cont.

Appliance Parameters Description

Uninterruptible loads

�� Washing Machine �� Power-on time.
�� Permanent consumption observation.

�� Manual or system-programmed
ignition at the cheapest time between 7:00
and 11:00 AM.

•� Dishwasher-Dishwasher. •� Power-on time.
•� Permanent consumption observation.

•� Manual or system-programmed
ignition at the cheapest time for the next
12 h (24 h).

�� Dryer Machine �� Power-on time.

�� Manual or system-programmed
ignition. Note: Not applied or
programmed to the study dwelling in
the article.

�� Oven �� Power-on time.

•� Manual or system-programmed
ignition Note: Not applied or
programmed to the article
study dwelling.

Uncontrollable loads

•� Television
•� Sound equipment
•� Computer.
•� Refrigerator/Fridge-freezer.
•� Light Spots/lighting.
•� Microwave
•� Vacuum Cleaner
•� Iron
•� Cooker pot
•� Cooker Hood
•� Hair dryer
•� Toaster
•� Kettle
•� Blender

� On and off
Observation of general consumption.
Notification by the Assistant.
• Rate information to residents on an
hourly, strip, and daily basis.

� Manual switching on and off
by residents.
• Warning of excessive consumption (via
Assistant and Telegram) in the absence of
residents or exceeding the contracted
power limit.
• Notification (via Wizard, Telegram, and
control panel) of the electricity tariff.

Using this bidirectional technique, which not only brings benefits but has also al-
lowed us to limit uncertainties, it has been possible to implement stochastic dynamic
programming with at most two levels of estimation: the target variable plus an additional
level with stochastic variables, which greatly increases the accuracy of the predictions
as will be seen in the results section. The following references show up to six different
strategies for stochastic optimization: stochastic optimization, robust optimization, chance-
constrained optimization, stochastic dynamic programming, stochastic fuzzy optimization,
and stochastic model, which generates synthetic consumption profiles [65,68,79–85]. For
example, in [79] a stochastic energy consumption scheduling algorithm based on time-
varying prices known in advance (similar to the one used in the HERMES system) is
described as achieving a 24% to 41% reduction in simulations in billing costs. However,
in HERMES, we have opted for a mixed model (with some elements with deterministic
programming and others with stochastic programming), which has allowed us to obtain
very similar reductions but with real data, not simulated, of up to 42% in absolute values
(see Table 8) and 24% with counterbalanced data (see Table 6). Other techniques achieve
reductions from 8% to 35% of the electricity bill [9], the optimization-based residential
energy management (OREM) technique being the most efficient [86] based on dividing the
days into time slots, very similar to the time of use (ToU) scheme and the one proposed in
this article, scheduling the operating time of the appliances in the minimum tariff time slot,
but in our case minimizing the delays of the OREM technique by shifting the loads in a
very efficient way combining the strategy with other techniques.

119



Sensors 2021, 21, 5915

The various techniques employed in HEMS scheduling to find the optimal operating
time of household appliances can be grouped into five categories [65,87]: mathematical op-
timization; heuristic and metaheuristic methods; model-based predictive control; ML; and
game theory approaches. Each of these techniques has strengths for certain types of loads
versus weaknesses for all other loads, and in almost all cases, the benefits provided drop
drastically when uncertainties manifest themselves in a practical or worst-case form. The
main source of uncertainty comes from the residents themselves, who are often influenced
by external factors that are difficult to predict (changes in routines, illness, cancellation of a
meeting) or varying perceptions and subjectivity. Based on this, HERMES decided to use a
mixed model of techniques that would allow the residents to make their own decisions or
let the system decide independently under MOP, using techniques such as mathematical
optimization, heuristics, or ML.

The subsection “Equations” shows mathematical elements used and developed under
a tree structure for decision making and resident assistance. Further on, the mutual learning
process between the system and the residents will become evident by adapting the system
to the residents’ habits and the residents’ system, which makes it possible to achieve the
percentages of reductions indicated above. This feedback has allowed very significant
improvements in the first year, which were further improved in the second year and again
in the third year. This continuous improvement highlights the bidirectional interaction of
the system with the residents, which would be difficult to achieve by applying a single
technique and without the expert assistant to interact with and guide the residents.

As indicated, to highlight the potential of the wizard, HEMS has been developed
on a mixed model of techniques [87] to improve energy use through load scheduling, in
which uncertainties have been minimized so that these models must be able to admit the
interaction of several agents that would become the elements of uncertainty as well as load
scheduling. The objective of all HEMS is to optimize consumption, so they require schedul-
ing over a future time horizon, for which household demands and electricity generation
cannot be accurately predicted, requiring adequate consumption profiles, representative,
and incorporating a certain degree of uncertainty management. For all these reasons, their
efforts are focused precisely on optimizing consumption profile predictions. In our case, to
highlight the assistant’s potential, we have reduced the uncertainties to a scenario in which
the development of HEMS is already considered sufficiently mature, with the assistant
being a differentiating element and allowing us to show its potential. In this regard, to
optimize consumption profile predictions, we will adopt a dark box model (modeling
and forecasting frameworks based on data analysis schemes) as opposed to white-box
models (classical and transparent modeling tools based on solving physical equations) and
gray box models as a combination of white box and dark box [87,88]. We have limited
the uncertainties to the demand area without incorporating electricity microgeneration
and setting variable but known day-ahead prices. To obtain the prediction of household
consumption, the element used for data analysis was based on ML techniques. Other
data analysis techniques could have been applied (see [87]). A very accurate and robust
model has been obtained using stochastic data of only two levels: The target or output
variable plus an additional level on certain input variables of the ML itself. Since the
HERMES system combines different techniques, e.g., deterministic programming for MOP
or stochastic programming for consumption estimation, we have tried to simplify it, while
trying not to harm the pursued objectives, as we will see in the next section.

3.3. Deployment of the HERMES System and Involved Instruments

The basis for developing the HERMES system to optimize savings and comfort is
collecting past and present data and forecasting certain elements to create a robust and
elastic energy use model. The only essential future data are the hourly kW price (€/kWh)
24 h in advance; thus, the chosen tariffs allow us to predict their value quickly; however, if
they were not known, they could be obtained from prediction models with very accurate
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approximations. The weather forecast and the presence of the residents in the home are
also necessary but not essential future data.

Given the complexity of our system, and the need to obtain data, its implementation
has been gradual, following “natural growth” towards the proposed objectives. Figure 5
shows the principal elements and services of the HERMES system.

 

Figure 5. The general framework of HERMES system elements and services.

Each of the elements shown in Figure 5 has been developed considering analysis,
characterization, development of operating models, improvements achieved, deployment
of the models and implementation, review of results, and return to the previous phase
as necessary.

3.4. Programming and Multi-Objective Optimization (MOP) of the HERMES System

As discussed above, the HERMES system is based on MOP scheduling in order to
(1) reduce electricity bills by reducing appliance consumption and shifting loads and
(2) ‘maintain or increase residents’ comfort. The system sends the residents the next day’s
hourly rate by instant messaging; they can also consult it at any time through the HERMES
user panel or consult it through the wizard. In Figures 6 and 7 we can see different data
of the 2.0DHA electricity tariff. Although there are two well-defined time slots, there are
significant daily variations in prices for each hour, so the system uses the daily prices in
its programming, using any tariff as long as the prices are known or estimated with daily
anticipation. For each day, the system selects the optimal time zone.
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Figure 6. Average hourly prices with the range of fluctuations during 2020.

 

Figure 7. Example graph sent daily to the user with the next day’s prices (example of 11 December 2020).

3.4.1. Equations

HERMES optimal scheduling is modelled as an MOP problem [89]). In this model, the
first objective ( f1) is related to the minimization of the monthly bill, so the scheduling can
shift loads either on time scales of minutes, hours, or even between days, with a monthly
horizon for the optimization, instead of a daily horizon as most HEMS schedules usually
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present. Therefore, the shifting of loads is allowed even between days, as long as it does
not impair the comfort of the residents, so that the first objective can be formulated as:

f1 =
PT

∑
d=1

HD

∑
h=1

[
pTari f f

d,h Ed,h

]
(1)

where:

• Ed,h = Energy consumed by the household in kWh during the hour of the day h of the
day d of the tariff period PT;

• pTari f f
d,h = Price in €/kWh of the hourly cost of energy term in each hour of the day h of

the day d of the tariff period PT for the contracted tariff (Tari f f );

Equation (1) excludes fixed costs and taxes not associated with consumption. The
choice of the tariff is important because it determines both the variable costs and part of the
fixed costs, so, initially, a study was made to determine which tariff was the most suitable
for the habits of the residents and the potential of the HERMES system. This choice led to a
first saving in the monthly bill without affecting comfort, as reflected in the results (see the
first part of Table 6).

To minimize the value of the function f1 several resources and constraints must
be considered:

Pa = PUNC
a + PCon,Ine

a + PCon,Ela
a ≤

{
PTari f f

aMax
PTari f f

aMax, penalty
(2)

Equation (2) establishes that the active power at any instant of time Pa expressed in
kW cannot exceed the maximum contracted power PTari f f

aMax nor the one higher than this

one of penalty PTari f f
aMax, penalty (in the case under study, this limit is set at 105% [90] of the

maximum contracted power PTari f f
aMax ). The Pa is the sum of all household loads, consisting of

uncontrollable loads PUNC
a and controllable inelastic PCon,Ine

a and elastic PCon,Ela
a loads. This

constraint affects the HEMS scheduling, which is oriented to avoid reaching the maximum
allowed and the penalty level. However, due to the freedom of the residents, in case of
reaching the first level (5.5 kW), the assistant warns the residents, and in case of exceeding
the penalty level (5.775 kW) the system can act by disconnecting elastic loads, and the
warning of the assistant to the residents is of greater emphasis.

One relevant aspect is the ability of the system to schedule shiftable loads within
the entire known price period PTKnown guaranteeing the comfort of the residents and,
extending the scheduling horizon beyond the 24 h with which HEMS normally work:

PTKnown ≥ 24 hours (3)

This condition allows the system to increase consumption on days whose prices are
lower than adjacent days, i.e., the system reschedules the loads when it obtains the prices
for each hour of the following day, also taking into account the prices for the rest of the
current day. After obtaining the prices, the system performs sorting by prioritizing the
cheapest hours:

Array
(

pTari f f
d,d + 1,h

)
:
[

Min
(

pTari f f
d,d + 1,h

)
. . . Max

(
pTari f f

d,d+1,h

) ]
=
[

p1 · · · pm
]

(4)

where p1 ≤ · · · ≤ pm; and assigning specific controllable loads (such as the electric boiler
PE.Boiler

a , dishwasher PDishwasher
a or batteries PBaterias

a ) to the cheapest hours according to the
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energy required by each load (for example EE.Boiler > Ed,h > EBatteries) while maintaining
the constraint (2) and comfort:

p1
d,h→ α11PE.Boiler

a + α12PDishwasher
a + . . . + α1nPBatteries

a ≤ PTari f f
aMax

p2
d,h→ α21PE.Boiler

a + α22PDishwasher
a + . . . + α2nPBatteries

a ≤ PTari f f
aMax

pm
d,h→ αm1PE.Boiler

a + αm2PDishwasher
a + . . . + αmnPBatteries

a ≤ PTari f f
aMax

(5)

where αij form a matrix m × n of binary coefficients associated with each controllable load
as a function of the energy required by each load (α11 is associated with a load whose energy
is greater than the equivalent for α12 and so on until the α1n; the next row corresponding to
p2 represents loads whose work duration extends beyond the hour h associated with the
minimum price p1. The constraint is given by PTari f f

aMax forcing the HEMS scheduling to set
to zero those loads whose energy is lower, i.e., to those coefficients αij of higher columns,

so that if the power PTari f f
aMax is exceeded, they would not be activated until the next cheapest

hour or once the appliances with higher loads have finished their operation (or the sum of
the loads already allows incorporating a new lower load). An example matrix for three
controllable appliances might look like the following:

α =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0
1 0 1
0 0 1
0 0 0
...

...
...

0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(6)

The operation of the loads is not limited to whole hours, and they can be longer or
shorter periods, so the coefficient α21 set to 1 in this example does not imply that the
associated appliance is the second full hour working; it only indicates that it requires
more than one hour to complete its cycle. In some cases, the order of the hours is not
relevant, whereas in others it is, so the system also takes into account this limitation for
each appliance. The matrix also shows that for the first cheapest hour, the system can only
activate two controllable appliances to ensure that condition (2) is not violated or that the
third appliance requires two consecutive hours to run its program, and that any other
sum of consecutive hours would offer a higher sum price. px + py > p2 + p3. Similarly, if
during that period residents activate any other loads (uncontrollable, controllable inelastic,
or elastic) that compromise condition (2), the system will warn the residents and ultimately
displace the elastic loads that can be displaced at that time. In the following results section,
Figures 16–18 show how loads of the appliances are concentrated in the least cost hours.
Three zones are distinguished corresponding to (1) the zone where the system works
without interference from residents, usually night hours; (2) another optimal zone where
both the system and the residents activate loads; (3) and a third one associated with
residents’ comfort where the system tries not to schedule loads because they correspond to
the highest prices and informs the residents through the wizard.

One last remarkable resource to achieve condition (1) has been the development of
a cumulative hourly consumption forecast for the next day f Forecast

1,d,h , understood as the
expected consumption based on past consumption under similar conditions. It is based on
the use of ML linear regression, offering a forecast based on historical consumption data of
residents over a long period comprising a total of 9946 h (over 20,000 h for a second version).
It uses data such as weather (both historical and forecast data), as well as the percentage
of presence of residents in the house, the day of the week and month, and the price of
the kWh. The project is developed in the subsection Consumption estimation (Machine
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Learning), more information is provided in the Data Availability Statement. Based on this
forecast, the following can be established:(

f1,d,h ≤ 0.75 f Forecast
1,d,h

)
; f1,d,h ≤ 0.95 f Forecast

1,d,h

0.95 f Prevision
1,d,h ≤ f1,d,h ≤ 1.05 f Prevision

1,d,h
f1,d,h ≥ 1.05 f Forecast

1,d,h ; ( f1,d,h ≥ 1.25 f Forecast
1,d,h )

(7)

For each hour of the day, three levels are established that compare the actual accu-
mulated consumption of the day f1,d,h and the accumulated forecast for that same hour
f Forecast
1,d,h so that the user can consult through the wizard if their consumption is lower,

higher, or close to the forecast. Lower and upper limits are also established in which the
system informs the residents through the Wizard without waiting for the consultation; this
would be in cases where the deviation is significant, set by default at a deviation of 25% of
the expected amount. The residents can modify the margins established in Equation (7). In
this way, a reinforcement message is established when consumption is lower than expected
and a “warning” in cases where consumption is higher than expected.

The information provided by the ML could also be beneficial in cases where alternative
or complementary energy sources or systems to the public power grid are used. We are
referring to microgrids in which energy management would be based on a different
dynamic and in which generation and consumption forecasting through the ML would
become much more important for the objective stated in (1).

3.4.2. Strategy for Comfort and f1 Optimization

If the first objective is related to the minimization of the monthly bill f1, the second
objective of the MOP programming of the HERMES system is associated with the residents’
comfort, trying to maintain a balance between both objectives because, on many occasions,
they are opposed to each other. Since the HEMS does not have direct access to the uncon-
trollable loads, both the optimization of function f1 and comfort is usually focused on the
controllable loads. However, in our case, thanks to the work of the Assistant, residents are
more aware of the costs associated with the loads, so there is bi-directional feedback, and
the system gains some influence over the uncontrollable loads, allowing optimization of
both objectives, f1 and comfort more efficiently.

Comfort has a significant amount of resident subjectivity, and its programming can
compromise the hardware resources of the system, so to avoid or alleviate these draw-
backs, we chose to change the comfort penalty (discomfort) function typically used in
HEMS [65,73,91,92] to a parameter approach adjustable by both residents and the system so
that residents could vary these parameters to fit their conception of comfort and the system
would balance them to optimize the f1 function within ranges that do not compromise
comfort. However, this concept would only be practical if the parameters were associated
with each appliance; it would not make sense if they were global, as we would return to the
concept of a global comfort penalty function. At the same time, it would not be necessary
to define individual comfort functions for each appliance because the residents are part
of their programming through the parameter settings, so the programming must be very
well calibrated, which requires more extended testing periods in the implementation of
the system and a certain flexibility. This strategy avoids the two problems associated with
comfort: subjectivity, as users can adjust the parameters within a range, and program-
ming is simplified as it is customized for each appliance; however, it requires a longer
testing period.

The following two examples (responsible for a large part of the electricity bill [9]) show
the potential of this approach to comfort: The electric boiler and the air conditioning system:

• The two main problems of the electric water heater are that it runs out of hot water
or that it consumes at very high or non-optimal cost hours. In a traditional HEMS,
this situation should penalize the overall comfort function, although it might not
anticipate the problem or optimize consumption to the maximum. In our case, three
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groups of parameters have been created to optimize consumption and comfort, solving
both problems. The first group selects the time slots in which the thermos flask is
allowed to be turned on. The second group sets the temperature targets for each
activation band. Finally, the third group adjusts the water heating curve. This third
group is continuously adjusted thanks to the temperature sensor inside the tank and
determines exactly how long it takes for the boiler to heat the water to the desired
values. In this way, if very low temperatures are reached after use, the system responds
by increasing the heating time and raising the maximum temperature of each range.
The system adjusts these parameters automatically, ensuring the hot water supply
and shifting the load to the optimal time slots (see Figure 8). However, residents can
readjust the parameters to suit their comfort (maximum heating temperature and the
number of heating hours). This set of parameters covers the complete characterization
of the water heater, making it possible to cater for particular scenarios such as, for
example, completely switching off the electric water heater during prolonged absences
by disabling all operating slots, or from time to time run a heating cycle to 60–65 ◦C to
eliminate possible Legionella outbreaks.

 

Figure 8. Heating of the water in the electric boiler during the most economical hours. The heating cycle of the boiler is
displayed, and the heating hours are marked. Data from 21 June 2020 00:00:00 to 23 June 2020 23:59:59.

• For air conditioning, the HERMES system controls several parameters and employs
the following strategy to optimize consumption and maintain comfort: after a certain
time after switching on the climate, the system automatically lowers or raises the
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temperature to reduce consumption while maintaining comfort. The parameters used
in this strategy are again three: initial temperature when the heating or cooling is
turned on, the time in minutes until the system automatically applies the second
temperature regulation (to reduce consumption and which could depend secondarily
on other parameters such as outdoor temperature, indoor temperature or whether or
not the residents come from outside), and finally, the third parameter would be the
difference in degrees of the new temperature. The adjustment of the parameters is
again dynamic depending on what the system requires and the residents’ preferences.

In the programming of this strategy for the optimization of the comfort and f1 the
following parameters associated with loads of each appliance have been used (Table 2):

In the previous paragraphs, the strategies and scheduling of the two main objectives of
the HERMES system have been detailed. However, in this multi-objective structure, others
could have been added, such as the reduction of CO2 emissions in tune with the reduction
of the bill, demand response, and others. However, in terms of CO2 emissions, any system
that minimizes consumption already contributes to reducing emissions, and if it also
concentrates consumption in off-peak hours where renewable and less polluting energies
tend to prevail, the reduction is even more significant. HERMES provides both benefits.

Therefore, this section can be concluded by indicating that the residents set the comfort
levels they desire, and the system optimizes the objectives of minimizing the monthly bill
and maximizing comfort, keeping the balance between the two.

4. Results

This section shows, evaluates, and interprets the results of the HERMES system. It is
developed under the proposed MO model integrating the Assistant.

4.1. HERMES System Deployment and Infrastructure

The system has been deployed in a single-family house with four residents with an
average annual pre-installation consumption of 6346 kWh and powered exclusively by the
electricity grid. The deployment of the HERMES system was carried out in several phases
taking into account the characteristics of the house, which has a kitchen, living room, three
bedrooms, attic, and three bathrooms.

In the first phase, the passive elements of the house that could affect comfort and
thermal insulation were analyzed, something basic but usually a factor that is not taken
into account in most installations with HEMS [5]. Some thermal leaks were detected that
could be easily solved, such as installing a weather strip (see Figure 9) on the access door
to the house, improving the thermal insulation from the outside.

 

Figure 9. Weatherstripping to improve the thermal insulation of the house.

Several groups of sensors, actuators, and various smart home hubs were deployed
to achieve efficient control of consumption and comfort in the home. While one group
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of sensors collected environmental data such as temperature, humidity, or lighting, the
second group of sensors collected data on the presence or door opening, and a third
group collected data on loads such as power or energy. As for actuators, there were smart
switches and sockets for load control. In addition, some appliances already incorporated
IoT management. Finally, the various Smart home hubs allowed communication with all
sensors and actuators covering various protocols: WIFI, Z-Wave, Zigbee, BLE, and Infrared.

Following the architectural model given in Figure 1, Figure 3, and Figure 5, a compre-
hensive infrastructure of devices and systems was deployed for the physical implementa-
tion of the HERMES system, as shown in Table 3 and Figure 10:

Table 3. IoT sensors and actuators in the main loads of the home.

Appliance Sensors/Actuators Description

Variable loads without altering comfort

Automatic opening of roller
shutters-Automatic opening of
roller shutters

WiFi shutter switch
Allows raising and lowering of blinds
with percentage function
by programming

Variable loads with alteration of comfort

Air Conditioning-Air Conditioning +
Heating System

Universal Remote Control with WiFi and
IR. Programmable.
Temperature sensor in the room
Presence sensor in the room
System consumption sensor

Thanks to the controller, the System
controls all the functions of the Air
Conditioning and Heating System.
The temperature, presence, and
consumption sensor allows the system to
perform a secondary adjustment.

Fan-Fan IoT built-in from the factory It is linked to the Assistant and the
system for voice control and automation.

Stove-Stove WiFi Smart Plug On/off control.

Interruptible loads

Electric water heater

WiFi Smart Plug with consumption and
power measurement.
Wifi temperature sensor inside the
water tank.

The system controls the on, off, and
actual temperature of the water in
the tank.

Vacuum Cleaner (robot)-Vacuum
Cleaner (robot)

Factory-integrated IoT.
WiFi Smart Plug.

The system (or residents) can activate and
deactivate it.
The optimal recharging time is
programmed via the smart plug.

Uninterruptible loads

Washing Machine WiFi Smart Plug with consumption and
power measurement.

After being manually programmed, the
System (or the residents) decides the
switch-on time.

Dishwasher-Dishwasher
WiFi Smart Plug with consumption and
power measurement.
Door opening sensor.

After being manually programmed, the
System (or the residents) decides the
switch-on time.

Uncontrollable loads

Television
Sound equipment
Computer
Refrigerator/Fridge-freezer
Light Spots/lighting
Microwave
Vacuum Cleaner
Iron
Cooker pot
Cooker Hood
Hair dryer
Toaster
Kettle
Blender

-

Manual turn-on and turn-off by residents.
-Warning of excessive consumption (via
Assistant and Telegram) in case of
absence of residents or exceeding the
contracted power limit.
-Notification (via Wizard, Telegram, and
control panel) of the electricity tariff.
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Figure 10. HERMES system infrastructure.

In addition to the sensors and actuators indicated in the table above, the system
has sensors for presence, temperature, humidity, twilight, outdoor weather station, door
opening in certain rooms and windows, and general consumption meters (energy and
power) in the house, as well as consumption meters in certain appliances and meters in
two additional areas of the house (lighting + plugs and kitchen).

The deployed infrastructure enables interoperability between devices, event synchro-
nization, real-time (and historical) data logging, analysis and visualization, and present
and long-horizon decision making by both the system and the residents, maintaining or
improving comfort and cost reduction.

4.2. Voice Assistant and Control Panel

The Voice Assistant provides relevant information to residents to safeguard the balance
between both objectives ( f1 and comfort) and accepts voice commands to inform or act on
specific subsystems. It is the central core of communication with the residents, although
they also have a control panel that offers both information (current and historical data) and
the possibility of configuring most of the system parameters. The main interactions of the
Wizard (Table 4), an extract of the Control Panel with options for setting some parameters
(Figure 11), and several data access interfaces (Figures 11–13) are detailed below.

4.3. Phases of Incorporation of HERMES System Functionalities and Change in Residents’ Habits

Finally, we present a series of data to conclude with the achievements in terms of con-
sumption reduction (cost evolution graphs, load shifting, prices, consumptions, invoices)
and comfort improvement (process automation, commands, automated actions).

As we will see later in the subsection “Net load shifting”, residents have a wide
margin of improvement for consumption reduction based on shifting controllable (and
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some uncontrollable) loads to hours with lower prices. The system will try to approach
the state of minimum consumption while maintaining comfort. Residents are provided
with more information to make decisions they might not have considered before, allowing
them to achieve an optimal balance between comfort and electricity bills by adjusting
the parameters to their preferences at any time. The information provided by the system
through the information panels, or the Voice Assistant keeps users constantly informed of
the influence of their consumption habits on their electricity bills.

Table 4. Main voice interactions with the Assistant.

Command

Type
(Residents Request

Information/System Informs
about Triggering Events)

Description

“turn on/off/regulate device” Residents/System

Residents control more than 80 functions (turn on, turn
off, raise the temperature by one degree) of the different
devices connected in the home. In some cases, the
system detects that a device has been switched on so
that under certain conditions, it acts automatically to
reduce consumption while maintaining comfort (e.g., it
raises the cooling temperature by one degree after a few
minutes of operation).

“price”, “power”, “consumption”,
“daily consumption”, “cheapest
washing machine/hour”...

Residents

Residents can ask at any time for data related to
consumption and expenditure: Price or active power
being consumed at that moment to know the impact of
connected appliances, the next cheapest hours, the
accumulated consumption per hour, daily or monthly.

“room temperature”, “outside
temperature”, “thermos
temperature”, “probability of
rain”....

Residents can know the data from the sensors connected
in the house through the voice assistant or the
probability of rain to make decisions based on these
conditions and the electricity tariff to reduce
consumption and maintain comfort.

“Departure or arrival home”
(GPS + ping Wifi + door sensor). System

The system detects if a Resident arrives or leaves the
house by issuing a welcome message or checking if
there are devices or unwanted presences.

“Power warnings” System
The System monitors the active power level, informing
Residents if the contracted power limit is reached or
exceeds 105%, which would incur penalties.

“Price and
consumption/expense notices” System

The System reports at each start of a time slot with a
different energy price, except during night hours (peak,
flat or off-peak). In the event of higher or lower than
expected consumption, the reports and responses to
automatic warnings and queries made by the Residents
to the Assistant are modified.

“Notices on ways to save” Residents/System

A compendium of tips with saving techniques. The
advice offered is random unless an inappropriate use of
an appliance is detected (e.g., forced turning on of the
electric boiler or continued use of the washing machine
during peak rate hours). The system has a calendar, so
some responses and warnings change depending on
whether it is a national holiday or a weekend, or if
adverse weather conditions are expected, or a very high
consumption prediction estimated by ML.

“Text-to-speech and
social networks” Residents/System

Residents can send any command to the Assistant
through their mobile application by voice commands or
by text through social networks that the Assistant
receives and executes. The System uses social networks
to send text and text-to-speech messages to Residents
with the help of the Assistant.
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Figure 11. Control Panel excerpt (OpenHAB).

 

Figure 12. Data dashboard extract (Grafana + InfluxDB + MariaDB).

 

Figure 13. Example of text messages and images sent by the system to residents (Telegram).

The following figures (Figures 14–18) show how the daily distribution of loads has
changed in line with prices and the impact these changes have had on bills. Both the
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system and the residents have been adapting to each other to achieve the above-mentioned
optimal balance. The data have been divided into four periods (see Table 5): (0) P0 or
previous. (1) P1 or first period where the system was still being implemented, and the
optimal tariff was determined according to the residents’ habits and HERMES’ potential.
In this period, the system did not yet allow load shifting, but it did offer information on
their consumption. It was determined that it was necessary to move from the 2.0A tariff
without time discrimination to the 2.0DHA tariff, distinguishing two price bands. (2) P2
or the second period starts with the new tariff, consumption management and allows
the displacement of some loads. (3) P3 or third period where the system is implemented
with the total operational capacity to displace all dispatchable loads and is ready to read-
just the cooling/heating temperature to optimize consumption and comfort managed by
the Wizard.

  
(a) (b) 

Figure 14. P0 and P1. (a) Average consumption (Wh) and (b) average prices (€ cents per kWh) during P0 and P1 (tariff 2.0A).

  

(a) (b) 

Figure 15. P1. (a) Average consumption (Wh) and (b) average prices (€ cents per kWh) during the first period (tariff 2.0A).

During P1 (first period), the HERMES system infrastructure was developed and
started to work effectively from P2 (second period), with full development in P3 (third
period). During P1, the residents already have information on their consumption, but the
system cannot shift loads. The maximum consumption coincides with the most expensive
hours. The pattern of P2 and P3 is very different from that of P1 (see Figures 14–18), mainly
due to the shifting of loads to the cheapest price hours, optimizing the monthly electricity
bills as shown below (see Figure 24). Consumption has shifted from being centered from
17 h to 20 h, coinciding with the most expensive hours, to being divided into two and
three bands of specially reduced prices, centered from 02 h to 04 h, from 10 h to 12 h,
and 23 h, coinciding with the average of the lowest prices. Above all, this adjustment
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stands out in the third period, where the load shifting is optimized to reduce the bill while
maintaining comfort, being very significant to see how the consumption needs are reduced
in the most expensive hours (from 19 h to 21 h) and concentrated in the cheapest ones
while maintaining a certain balance due to the maintenance of the residents’ comfort.

  

(a) (b) 

Figure 16. P2. (a) Average consumption (Wh) and (b) average prices (€ cents per kWh) during the second period (tariff
2.0DHA).

  
(a) (b) 

Figure 17. P3. (a) Average consumption (Wh) and (b) average prices (€ cents per kWh) during the third period from 29
March 2020 to 24 October 2020 (tariff 2.0DHA).

  
(a) (b) 

Figure 18. P3. (a) Average consumption (Wh) and (b) average prices (€ cents per kWh) during the third period from 25
October 2020 to 06 February 2021 (tariff 2.0DHA).
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Table 5. Phases of incorporation of HERMES system functionalities.

Periods
Validity

(Day-Month-Year)
Incorporation of HERMES System Functionalities

P0 Previous <31-03-2019 None
P1 First 31-03-2019 to 26-10-2019 Consumption information wizard

P2 Second 04-11-2019 to 28-03-2020 Consumption management and load shifting (electric boiler and washing
machine). Change of optimal electricity tariff for the HERMES system.

P3 Third 29-03-2020 to 06-02-2021 Load shifting (dishwasher) and cooling temperature control

4.4. Net Load Displacement

It would be necessary to compare the real load distribution with respect to a scenario
with no load shifting and no change inhabits to quantify the savings provided by the
Hermes system. From the recorded data, two scenarios can be distinguished, one formed
by periods P0 and P1 in which there were no load shifts or changes in habits, and another
scenario formed by periods P2 and P3 in which HERMES has carried out load shifts, and
there is some adaptation of the residents’ habits to the time slots with lower prices.

From the first scenario (no-load shifting and no change in habits), an “average load
distribution” has been obtained for each hour of the day so that the load shifting for any
given day can be calculated by obtaining the difference of loads to the average distribution.
A distinction is made between shifts that produce savings (above average loads at economic
hours or below average at expensive hours) and those that do not produce savings (below
average loads at economic hours or above average at expensive hours). The difference
between the displacements that produce savings minus those that do not produce savings
gives us the measure of the net displacement of loads, this being positive when savings are
produced and negative when cost overruns are produced, and the greater the displacement,
the greater the savings, balanced by the price per kWh and total consumption, so although
it offers a measure of displacement, it does not offer a direct measure of the savings that
will be calculated as will be explained later. Figure 19 shows the “average load distribution”
for the scenario without load shifting, and the load distribution for the day 23 October 2020
has been added as an example to obtain the net displacement for that day:

 

Figure 19. Average load distribution for each hour of the day and the scenario without load shifting or habit adaptation
(P0P1 series). The load distribution for day 23 October 2020 has been added as an example to obtain the net load shifting.
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The calculation of the “net load shifting” (shifts that produce savings: Add; shifts that
produce cost overruns: Subtract) for that day, following the procedure indicated in the
previous paragraph, the net balance is positive and has a value of 10.69 kWh:

• Savings-producing displacements: Above-average loads at economical hours or below-
average loads at expensive hours;

• Commuting that does not produce savings: Below-average loads at inexpensive hours
or above-average loads at expensive hours;

• Economic hours for the day 23 October 2020: 0 h–12 h and 23 h;
• Expensive hours for day 23 October 2020: 13 h–22 h.

Suppose we extend this calculation to all the days of the different billing periods
(periods indicated in the first column of Table 6). In that case, we obtain the following
graph with the net load shifts per billing month, obtaining an average daily net shift of
5.61 kWh for the billing range 23–37, which is equivalent to 35.8% of the average daily
consumption established at 15.68 kWh (481.88 kWh for each billing month). In Figure 20,
two zones can be distinguished, one with negative shifts where there were no savings and
covers from invoice 15 to 21, and the other from 23 to 37 where all net shifts are positive,
which indicates the correct operation of the HERMES system. Even invoice 22 already has a
positive shift, although it was not enough to obtain significant savings; that month was the
one in which HERMES started operating. It is also shown how during the summer months
of July and August (invoices 31 and 32), the system is less efficient since the most intense
use of refrigeration coincides with the most expensive hours and represents a significant
part of the total consumption.

 

Figure 20. Net load shifting (kWh) per billing month. A positive net balance is obtained from billing 22 due to the
performance of the HERMES system.

4.5. Calculation of Balanced Savings Obtained by HERMES

Once the net load shifting has been obtained, the savings calculation will partly follow
the data obtained previously, but taking into account the total consumption of each day
and the prices for each hour of that day. We started from the scenario with no load shifting
or change of habits, in which electricity tariffs did not influence residents’ habits since the
behavior pattern was based on comfort. Based on this pattern, the actual daily consumption,
and the two most favorable tariffs (2.0A and 2.0DHA), an expense model is obtained for
P0 and P1, as shown in Table 6. The first model, P0P1 2.0A, during billing 15 to 22 only
has a mean deviation of ±0.32 € to the actual monthly billed behavior, validating its use
as an estimate for subsequent billings. If we modify the model for the 2.0DHA tariff, we
obtain the third column of Table 6 (P0 and P1 2.0DHA) that offers lower costs simulating
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a scenario in which residents prioritize comfort but would have contracted the 2.0DHA
tariff. Next, we will compare both models for actual consumption to determine the savings
generated by the HERMES system after its implementation.

Table 6. Cost of energy consumed (€) by billing months for the scenario without load shifting or behavioral adaptation
(P0P1 series) and actual billed cost. The data are divided into modeled and real data.

Billing Periods (Day-Month-Year)

Modeling Real
P0 and P1

2.0A
P0 and P1
2.0DHA

Invoiced 1

(Energy)
Contracted Rate

Invoice 15: 09-03-2019 to 07-04-2019 44.22 40.52 44.26 2.0A

Invoice 16: 07-04-2019 to 07-05-2019 41.18 37.70 40.38 2.0A

Invoice 17: 08-05-2019 to 07-06-2019 41.08 37.57 40.78 2.0A

Invoice 18: 08-06-2019 to 06-07-2019 37.03 33.85 36.91 2.0A

Invoice 19: 07-07-2019 to 05-08-2019 35.71 32.75 35.05 2.0A

Invoice 20: 06-08-2019 to 06-09-2019 60.18 54.78 60.19 2.0A

Invoice 21: 07-09-2019 to 06-10-2019 37.91 34.53 37.67 2.0A

Invoice 22: 07-10-2019 to 03-11-2019 31.15 28.44 30.78 2.0A

Subtotal before Hermes (€) 328.46 300.14 326.02

HERMES system implementation

Invoice 23: 04-11-2019 to 09-12-2019 50.77 46.41 38.54 2.0DHA

Invoice 24: 10-12-2019 to 09-01-2020 49.25 44.50 36.99 2.0DHA

Invoice 25: 10-01-2020 to 07-02-2020 55.93 50.82 43.51 2.0DHA

Invoice 26: 08-02-2020 to 07-03-2020 39.82 35.86 28.50 2.0DHA

Invoice 27: 08-03-2020 to 10-04-2020 42.40 37.92 30.76 2.0DHA

Invoice 28: 11-04-2020 to 09-05-2020 27.74 24.36 18.38 2.0DHA

Invoice 29: 10-05-2020 to 06-06-2020 30.37 26.99 22.54 2.0DHA

Invoice 30: 07-06-2020 to 06-07-2020 35.95 32.25 30.56 2.0DHA

Invoice 31: 07-07-2020 to 08-08-2020 61.84 55.78 50.49 2.0DHA

Invoice 32: 09-08-2020 to 06-09-2020 45.00 40.73 39.57 2.0DHA

Invoice 33: 07-09-2020 to 06-10-2020 42.19 38.33 32.53 2.0DHA

Invoice 34: 07-10-2020 to 08-11-2020 40.75 36.91 29.62 2.0DHA

Invoice 35: 09-11-2020 to 07-12-2020 50.53 46.15 30.89 2.0DHA

Invoice 36: 08-12-2020 to 11-01-2021 89.31 82.04 74.02 2.0DHA

Invoice 37: 12-01-2021 to 06-02-2021 59.28 54.56 40.56 2.0DHA

Data from 04-11-2019 to 06-02-2021:
Total (€) 721.13 653.61 547.46

Average energy billed per month (€) 48.08 43.57 36.50
Average monthly savings (%) 24.08% 16.24%
Average monthly savings (€) 11.58 7.08

Monthly savings with taxes (€) 14.73 9.00
Average daily savings (€) 0.3859 0.2359

Daily with taxes (€) 0.4909 0.3000
1 Actual data provided by the electric company.

From billing period 23 to 37, the average monthly savings in energy billed would
be from 7.08 € to 11.58 €, i.e., a reduction of between 16.24% to 24.08% in energy billed
compared to models without load shifting (see Table 6). If we consider taxes (excise tax
of 5.11269632% for VAT of 21%: *1.0511269632*1.21), the average saving in each invoice
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would be from 9.00 € to 14.73 € (from 0.3 to 0.5 € per day) since the implementation of the
HERMES system.

If we represent these data graphically, we obtain Figure 21:

 

Figure 21. Cost of energy consumed (€) by billing months for the scenario without load shifting or habit adaptation (P0P1
series) and the actual cost billed since implementing the HERMES system.

Finally, in Figure 22, we compare the cost of energy consumed daily for the two
regulated price tariffs, tariff 2.0A and 2.0DHA, from the first period to the third period.

 

Figure 22. Comparison of the cost of energy consumed daily between the 2.0A (blue) and 2.0DHA (orange) tariffs from
17 February 2019 to 31 August 2020.

We can see how graphically the cost in both tariffs is very similar during the first
period. From the second period onwards, the 2.0DHA tariff was contracted, which implied

137



Sensors 2021, 21, 5915

a change in certain habits of the residents to adapt to the new tariff. In addition, from
this second period onwards, the system already managed consumption and load shifting,
which made it possible to optimize the time slots with lower prices, achieving a very
significant reduction in the daily cost compared to the 2.0A tariff.

4.6. Billing Expenses in Absolute Values without Balancing

Independently of the studies and models discussed above, we can conclude the sav-
ings analysis by detailing the bills issued by the electricity company, although in this case,
the results are not balanced against price variations (tariff 2.0DHA: 2018: 0.1025 €/kWh;
2019: 0.0898 €/kWh; 2020: 0.0739 €/kWh), different annual temperature cycles (average
Tmean: 2018: 18.2 ◦C; 2019: 18.8 ◦C; 2020: 19.2 ◦C) or different annual consumptions (total
per year: 2018: 6346 kWh; 2019: 5211 kWh; 2020: 5644 kWh). However, it is of interest to
show them given that the variations in conditions between 2019 and 2020 have not been
very significant and yet show a remarkable reduction in bills even though the reduction in
consumption has not been so significant (see Tables 7 and 8, Figures 23 and 24), mainly due
to comfort requirements (higher consumption). Despite these demands, all months from
the first period (31 March 2019 to 26 October 2019) present lower bills than the previous
period (from 1 January 2018 to 31 March 2019), with a reduction of 18.3% where residents
were unaware of their consumption details; as the first period progresses, the reduction
in the bill is increasingly significant. This reduction is very striking with the entry of the
second period (from 4 November 2019 to 28 March 2020). During this phase, the sum of
the bills amounts to 357.1 € compared to 639.8 € during the same period a year earlier; the
saving is 282.7 €, reducing 44.2% in the electricity bill. Finally, the bills from the third period
(from 29 March 2020 to 31 August 2020) add up to 327.5 € compared to 427.7 € in the first
period (reduction of 23.4%) or 515.3 € in the previous period (reduction of 36.5%) during
those same months (from April to July), which shows the efficiency of the system able
to continue optimizing periods when the system was partially implemented and already
showing good performances as it was the first period. Table 7 (energy consumed) and
Table 8 (monthly billing) also show the annual variations, including all periods.

Table 7. Monthly energy billed: previous period P0; first period P1 (yellow); second period P2 (green);
third period P3 (blue).

Month
Billed Monthly Energy (kWh)

2018 2019 2020

January 760 784 538
February 635 468 422
March 518 383 482
April 449 356 367
May 353 369 365
June 398 337 419
July 358 309 625
August 690 583 473
September 420 362 406
October 399 296 418
November 625 457 369
December 741 507 760
Total per year (kWh) 6346 5211 5644
Variation compared to 2018 0 −1135 −702
Variation compared to 2018 (%) 0% −17.88% −11.06%
Annual invoice (€) 1387.16 1082.32 801.19
Variation € compared to 2018 (%) 0% −21.98% −42.24%
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Table 8. Monthly bill: previous period P0; first period P1 (yellow); second period P2 (green); third
period P3 (blue).

Month
Monthly Amount (€)

2018 2019 2020

January 150.02 160.92 79.09
February 128.21 99.51 59.99
March 99.83 85.92 66.96
April 95.66 83.04 47.13
May 87.46 83.55 51.59
June 91.94 76.57 63.43
July 89.00 75.24 91.23
August 151.23 109.25 74.08
September 101.68 78.57 65.93
October 98.72 78.70 64.70
November 137.92 78.58 63.04
December 155.49 72.47 74.02 1

Total per year (€) 1387.16 1082.32 801.19
Variation compared to 2018 0 −304.84 −585.97
Variation compared to 2018 (%) 0% −21.98% −42.24%
Annual energy billed (kWh) 6346 5211 5644
Variation kWh/year compared to 2018 (%) 0% −17.88% −11.06%

1 HERMES System upgrades from 20 December 2020 to 11 January 2021 for system maintenance (change from
Raspberry Pi3B+ to 4B, upgrade to Raspbian Buster, Java 11, OpenHAB 3, fixed and removed security bugs,
update of certain parts of the programming due to version changes and new syntax...).

  

(a) (b) 

Figure 23. (a) For each month, the comparison of electricity consumed (kWh) is sorted by year. (b) For each year, a
comparison of electrical energy consumed (kWh) is sorted by month.

The following figure shows a comparison of the data in Table 7:
The following figure shows a comparison of the data in Table 8:
Since the implementation of the system (a process developed during the first pe-

riod), there has been practically no reduction in energy consumption in the home (see
Figure 23), so comfort has not been sacrificed. However, the electricity bill has been re-
duced (see Figure 24); that is, the comfort of the residents has been maintained (and even
improved) (thanks to the Wizard), and the loads have been shifted to reduce the monthly
bill significantly.

The Assistant has significantly improved the residents’ sense of comfort by allowing
them to voice-control most of the charges. Thanks to this positive impact, the additional
(and primary) function of the Assistant of being able to transfer information to the residents
(and to the system) to reduce the amount of the bills has been easily assimilated by the
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users, so the impact has been very positive and relevant, favoring the feeling of comfort
and the reduction of the electric bill of up to 42%.

  

(a) (b) 

Figure 24. (a) For each month, a comparison of the amount of the electricity bill (€) is sorted by year. (b) For each year, a
comparison of the amount of the electricity bill (€) is sorted by month.

4.7. Consumption Estimation (Machine Learning)

Finally, we show a comparison between what was consumed and the consumption
estimate in Figure 25, which allows residents to detect habits that may increase spending
when actual consumption consistently exceeds the estimate or beneficial habits when actual
consumption is lower than the prediction.

For ML development, several regression algorithms were used to train the model.
Given the characteristics of the data and the desired outcome, the algorithms offering the
most accurate predictions were boosted decision tree regression (BDTR) and decision forest
regression (FDR), as opposed to linear regression or neural network regression [93–95].
In our case, after multiple pieces of training with different data structures, the BDTR
algorithm has provided excellent accuracy (coefficient of determination: 0.9842; relative
absolute error: 0.1085; mean absolute error: 452.399) at the cost of moderate training times.
The BDTR algorithm is very sensitive to overfitting, so care must be taken in setting up
the algorithm.

The consumption forecast obtained by ML is very accurate because it handles a large
number of variables, so if the same conditions are repeated, the consumption should
be similar. Although there may be discrepancies, the long-term trend should show a
high correlation between the forecast and the actual consumption, which made the BDTR
algorithm an optimal candidate because it is based on the creation of a set of regression trees
through boosting, which means that each tree depends on previous trees. The algorithm
learns by adjusting the residual value of the trees preceding it, so boosting tends to improve
accuracy by creating series of trees incrementally and selects the optimal tree by an arbitrary
differentiable loss function.

The study data in this paper cover periods extending before, during, and after the
confinement period due to COVID’19. Residents remained during the first confinement
period (15 March 2020 to 20 June 2020) in the home and through mid-August 2020, with
consumption increasing significantly during July due to high-temperature weather. In
general, it was expected that consumers would be much higher than normal during the
confinement period because the residents remain in the home all the time, which should
translate into higher consumption. Figure 23 shows that the consumption from March
to July 2020 is higher than the previous two years; however, the bills during that period
(see Figure 24) were lower than the previous years (except July 2020). This highlights two
relevant aspects, on the one hand, consumption should have increased significantly, but the
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system as a whole has been able to control these unfavorable conditions, and on the other
hand, bills should have been much higher than in the same period of previous years, but
again, the system has been able to manage the loads by reducing the energy impact to bills
with lower amounts than in the previous two years. The system’s efficiency is very relevant,
as, without it, we could have expected these bills to have increased very significantly.

 
(a) 

 
(b) 

Figure 25. Comparison between estimated consumption and actual consumption in Wh. (a) ML
Table (17 February 2019 to 5 April 2020) and test period (6 April 2020 to 9 September 2020). (b) Test
period (6 April 2020 to 9 September 2020).

5. Discussion

Intelligent energy management is a recurring and widely discussed topic in the scien-
tific community. The continuous incorporation of new hardware and software elements is
achieving increasingly complex and efficient goals. In this paper, we have presented a novel
approach at the crossroads between energy management systems and Voice Assistants. The
research is focused on residential environment but could be extended to energy communi-
ties, commercial buildings, or microgrids benefiting both customers (energy savings and
comfort) and utilities (support of demand side management role in enhancing the flexibility
of local energy systems). It combines energy management system, Voice Assistant, IoT, AI,
and big data in a single ecosystem to create a novel Energy Management Expert Assistant
that learns and adapts to users while improving system efficiency without sacrificing
comfort. The system has been developed and implemented in a real pilot, allowing it to
evaluate and optimize the decisions taken and improve during its implementation. This
practical implementation has required a development that has been spread over two years.
It integrates numerous IoT sensors and actuators, thus a large amount of data have been
collected and stored in time series and relational databases. The implementation has been
developed in three phases (P0–P1, P2, and P3) to optimize the development of the system.
In the first period (P1), the habits of the residents were monitored, which made it possible
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to create a base model to optimize the decisions made by the system within acceptable
comfort ranges for the users. The incorporation of the Virtual Assistant has maximized
the results obtained. In this phase, we also optimized the best location and type of sensors
and actuators to improve comfort and incentivize the participants. Two more phases were
developed, being the third one where the system is already in full performance, and the
best results are obtained. In this paper, we have presented the data up to this third period.

The work provides new developments in several lines of interest with real experimen-
tal results (not simulated) for which a measured deployment of sensors, actuators, as well
as the development of IoT applications, recording of large amounts of data, visualization
and processing of the data generated, modelling, ML, IoT intelligent environments, ES,
and obtaining patterns has been required. It has been developed to obtain energy savings,
cost reduction, comfort improvement, and social projection.

In addition to the above benefits, if this energy management system were widely
adopted, it could provide interesting value-added elements for both users and utilities.
Some of these elements could be: (1) adaptation of residents to routines suggested by the
Wizard that allow to modify consumption habits and reduce the amount of bills, (2) load-
shifting to the valley times, therefore (3) reducing consumption at peak times, (4) allowing
the reduction of total peak demand for distribution grid congestion alleviation, (5) a more
flexible response to demand from two levels of action: a first level that would be managed
by our system (local) without significantly affecting the comfort of users, and a second
level in which it is the aggregator or the utility (external system) which, through a demand
response policy, act on the consumption of household appliances, potentially affecting the
comfort of users, and (6) social work by reducing consumption and therefore emissions of
greenhouse gases or assistance to specific groups with special needs served by the Assistant:
elimination of barriers in the home, a sense of companionship, natural connection with the
outdoors, information and advice on consumption, etc.

Finally, it should be noted that the ML data and its model have been published (see
Data Availability Statement), and given the information it can generate, we believe it
will be a fundamental tool for optimizing energy consumption and comfort as a future
continuation of this work. Future research directions would focus on adding new elements
of power generation, storage, demand response, power quality, greater flexibility of the
system to shorten adaptation times for users and vice versa, and consumption prediction
to optimize the use of these energy sources, minimize expenditure and maximize comfort.
The Wizard will continue to be a fundamental element after the good results achieved
during its use in the present work.
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Abstract: Future social networks will rely heavily on sensing data collected from users’ mobile and
wearable devices. A crucial component of such sensing will be the full or partial access to user’s
location data, in order to enable various location-based and proximity-detection-based services. A
timely example of such applications is the digital contact tracing in the context of infectious-disease
control and management. Other proximity-detection-based applications include social networking,
finding nearby friends, optimized shopping, or finding fast a point-of-interest in a commuting hall.
Location information can enable a myriad of new services, among which we have proximity-detection
services. Addressing efficiently the location privacy threats remains a major challenge in proximity-
detection architectures. In this paper, we propose a location-perturbation mechanism in multi-floor
buildings which highly protects the user location, while preserving very good proximity-detection
capabilities. The proposed mechanism relies on the assumption that the users have full control of
their location information and are able to get some floor-map information when entering a building of
interest from a remote service provider. In addition, we assume that the devices own the functionality
to adjust to the desired level of accuracy at which the users disclose their location to the service
provider. Detailed simulation-based results are provided, based on multi-floor building scenarios
with hotspot regions, and the tradeoff between privacy and utility is thoroughly investigated.

Keywords: location privacy; perturbation mechanism; proximity detection; digital contact tracing;
multi-floor areas

1. Introduction and Problem Statement

People are increasingly interconnected through their wireless devices, such as smart-
phones, smartwatches, and other wearable devices. Most of such devices are already
capable of localization and sensing, either through Global Navigation Satellite Systems
(GNSS) chipsets in outdoor scenarios or through IEEE802.11* (e.g., WiFi), Ultra-Wide Band
(UWB), or Bluetooth Low Energy (BLE) chipsets in indoor scenarios. Many future wireless
standards will also make localization and sensing as a part of the system design, such as
emerging Sixth generation of cellular communications (6G) cellular communications [1],
IEEE802.11bf WiFi upcoming standard [2], and UWB chipsets incorporated in modern
smartphones [3].

Proximity-detection services based on wireless signals, and in particular based on
BLE, have gained a significant interest in the past two years as they are enabling digital
contract-tracing techniques [4] shown to be relevant in the context of COVID-19 disease
management [5,6]. Magnetic-field proximity detection solutions have also been recently
proposed in the context of digital contact tracing, for example, in [7].

Digital contact tracing is an approach that has been built according to the privacy-by-
design concept to augment the manual ways of tracing the COVID-19-disease spread. By
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design, mobile and wireless gadgets equipped with BLE chipsets can transmit and receive
anonymized signals with timestamps from nearby devices. This concept has become
handy for digital contact-tracing purposes in the past year, since the BLE is a short-range
technology that is particularly suitable for estimating close-range distances (e.g., less than
2 m) of the mobile phone users who crossed their paths. The BLE data with temporary
identifiers, Received Signal Strength (RSS) values, and the timestamps of the encountered
phones are therefore converted into the distance and time spent in proximity. Furthermore,
there is a taxonomy [6,8] of centralized and decentralized decision-making approaches to
handle data processing and inform the users about the risk of being exposed to the virus.

In the centralized approach [6,9], the logs from the mobile phone (or wearable bracelet)
are encrypted and transferred to the cloud with a certain periodicity (e.g., once a day).
Therefore in cases where the users opt-in to the protocol, the centralized server estimates
the risk of being exposed and conveys this risk to the users. The majority of centralized
approaches follow the data minimization principle and request to upload only relevant
data, such as the temporary or ephemeral identities of the users who stayed within certain
proximity for the time exceeding the set threshold. As an outcome, all computations for the
risk scoring are made on the server-side, and the users only receive the notifications.

A different approach, known as decentralized or federated, delegates the risk scoring to
own mobile devices or user edge devices, considering the logs are stored locally. Google and
Apple adopted the consequent framework in their jointly designed Exposure Notifications
protocol described in [10]. Here, only infected users, once confirmed being tested positive,
upload the data to the cloud, whereas the rest of the users’ devices download the data
from the server and perform the risk estimates locally on their devices. The latter approach
assumes that all data shared with the centralized server is subject to the user’s consent.

As subjectively deemed in [6], based on end-user surveys, the users are more likely
to perceive the decentralized decision-making approach as a better fit to preserve their
location privacy due to the fact that the data is stored locally (typically for up to 21 days,
unlike the server-side storage which can be much longer). However, there is no significant
threat to the users’ sensitive information in the centralized approach where the logs are
encrypted and securely saved on a trusted server. The above-mentioned digital contact-
tracing example demonstrates that the location privacy concerns take place in the context
of sensitive information, such as one’s whereabouts and identities of encountered contacts.

Location Privacy-Preserving Mechanisms (LPPM) intend to preserve the individual
location privacy in scenarios where services request access to the users’ spatial location [11].
Location-Based Services (LBS) that collect sensitive information of the users’ locations, as
described in the classification framework in [12], can benefit from implementing LPPM.

Other examples of proximity-based services are ’find-a-friend’ applications [13] or
other social-networking applications [14].

In all these proximity-based services, the utility of the services comes from a good
detection probability (i.e., the probability to correctly detect two users in the vicinity of
each other when they are neighbours, also known as sensitivity measure) as well as a low
false-alarm probability (i.e., the probability of incorrectly detecting two users in the vicinity
of each other when in fact they are far away). This utility is inherently in a tradeoff with
the amount of location privacy that a user can have when disclosing his location.

In order to protect users’ location privacy, many approaches have been proposed so
far in the literature. For example, a comprehensive survey of location-privacy mechanisms
has been recently provided in [15]. The authors in [15] divided the location-privacy mecha-
nisms into three classes: the Geo-indistinguishability (GeoInd) class, the Local Differential
Privacy (LDP) class, and private spatial-decomposition class. They also pointed out that
the LDP mechanism is not directly applicable to location data, while the private spatial
decomposition requires the presence of a trusted server.

Once LPPM have been implemented, it is necessary to evaluate their behavior and
compare it with the initial state of the system. GeoInd refers to a privacy notion that
preserves the user’s precise location while revealing approximate geospatial area [16].
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Furthermore, when a user disclose its location with a certain perturbation mechanism, this
perturbation mechanism can yield GeoInd [17] if the traces of the user are disclosed with
a certain radius and certain statistical distributions, such as when Laplacian or Gaussian
random perturbations are applied to modify the true user location. The reported location
will not reveal information to an adversary for distinguishing the ground truth location
among neighboring devices [18].

The authors in [17], presented GeoInd as a possible notion to quantify privacy. They
introduced the radius r, which corresponds to the level of privacy and showed that such
radius is proportional to the location radius, i.e., the Euclidean distance between the true
and perturbed locations. Consequently, the radius is increasing by adding controlled ran-
domized (e.g., Laplacian) noise. The authors have encountered problems of discretization
and truncation. In our paper we directly use the Euclidian distance between the true and
perturbed locations as a measure of user location privacy and we study its tradeoff with
the service utility.

Another location privacy-preserving approach in the literature, which is an adherent
of Differential Privacy (DP), is the concept of the Private Spatial Decomposition presented
in [19]. Private Spatial Decomposition refers to a gradient privacy-budget allocation
scheme. The approach assumes a two-dimensional space and different privacy levels, and
it is proved to achieve ε-differential privacy.

An additional aspect related to the location privacy is the choice of the privacy metric,
which is still not unified in the current literature. Such a privacy metric serves to quantify
the efficiency of a localization algorithm by exploring the privacy versus accuracy [20] or
the privacy versus utility [21] tradeoffs. As above-mentioned, in this paper we measure the
location privacy via the Root Mean Square Error (RMSE) between the perturbed location
and the true user location.

The authors in [22] proposed a location-aware perturbation scheme for mobile envi-
ronments, where the goal was to decrease the adversary’s knowledge with added Laplacian
noise. Using the Hilbert curve, each second location is projected on a map, thus reducing
the overhead caused by the precision of the location estimates. To evaluate the performance
and accuracy of the proposed algorithm, the authors in [22] used nearness, resemblance,
and displacement metrics. As a common rule, lower levels of ε correspond to a higher
privacy budget and effectively lower accuracy. For example, in [22], when the ε value
reached 1.0, the number of points located within 1000 m of the actual positions were a high
as 99.04 percent.

Albeit obfuscation mechanisms are growing in their popularity, they introduce errors
to the localization system by altering the ground truth locations of the devices. Obfuscation
mechanisms result in losing some of the performance, or in other words, the utility of the
system. In [18], the authors designed a location obfuscation mechanism, where the GeoInd
was satisfied. This work in [18] focused on achieving GeoInd for any pair of neighboring
pairs of locations and they showed good results for privacy and utility in 2D spaces. Our
work focuses on 3D spaced with multi-floor buildings.

To the best of our knowledge, studies investigating the optimal tradeoff between
obfuscating or perturbing the user location (i.e., decreasing the granularity of the reported
location) versus utility for proximity-detection applications are still not well explored in
the current literature, especially when such a proximity-detection application is a digital
contact-tracing solution. Moreover, multidimensional approaches, such as 3D scenarios,
provide more freedom for the user to protect their location from an adversary and have not
been studied a lot so far.

This paper proposes a new perturbation metric suitable for proximity-detection-based
services and applications relying strictly on the relative distance between two users, but
not needing absolute location information, offers a theoretical analysis of its properties,
and demonstrates via extensive simulation-based results a very good tradeoff between
privacy preservation and service utility. The proposed metric is based on a combination
of mapping based on the argmax operator and Gaussian or Laplacian perturbations. For
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comparative purposes, the argmax-based metric is also compared with another metric,
based on an argmin operator and Gaussian or Laplacian perturbations, and we show that it
has a much better utility-privacy tradeoff than the argmin-based metric. It is to be noticed
that the proposed argmax-based metric is only useful in the context of proximity-based
services, when only the relative distance between users is needed, but not their absolute
location. By contrast, the argmin-based metric would preserve its utility also for other
location-based services (in addition to the proximity-based ones), at the expense of lower
privacy protection compared to the argmax-based metric.

The remainder of the paper is organized as follows: Section 2 overviews various
mechanisms for preserving location privacy in the literature and offers a classification
of these mechanisms. Section 3 introduces the two proposed perturbation mechanisms,
one based on argmax operator, suitable only for proximity-based services and another
one based on argmin operator, suitable for all kinds of location-based services, but with
lower privacy preservation levels than the one based on argmax operator. Section 4 offers
a mathematical analysis of the proposed argmax operator and proves that it is able to
offer GeoInd between users. Section 5 presents detailed simulation results in a 4-floor
building with users located both within certain hotspot areas and outside hotspot areas.
The presented results are easily scalable to any number of floors. Various configurations, in
terms of building size, hotspot density, etc., are analyzed, and detailed results are presented
in terms of user privacy and service utility. Finally, Section 6 summarizes the main findings
and presents the conclusions.

2. Classification of Location-Privacy Mechanisms

A classification of location-privacy mechanisms from current literature is provided in
Figure 1. The location privacy can be ensured by the server side, by the user side or can be
applicable at both sides. A more elaborate explanation of each technique can be found in
Table 1 and it is based also on the literature review provided in Section 1.

User-side location privacy mechanisms can be found for example in [23]. Privacy-
preserving mappings solutions are born from optimal mappings to preserve privacy against
statistical inference [24,25]. Noise perturbation mechanisms based on various noise types,
such as Laplace and Gaussian noises are discussed for example in [26,27]. Dummy-location
generation has been applied, for example, in [28].

Server-side location privacy mechanisms relying on spatial cloaking and k-anonymity
mechanisms are described, for example, in [29–32]. Unlike in our paper, the assumptions
in [32] are that the users communicate their location to the server with high accuracy; in
our paper we assume that the users have full control to their location and choose to disclose
it to the server with moderate-to-low accuracy, according to the chosen perturbation
mechanisms, as explained later, in Section 3.

Private spatial decomposition solutions are discussed for example in [19]. Mix-zones
solutions are addressed for example in [33,34]. Secure transformations are conceptually
close to the privacy-preserving mappings done at the user/client side and they are ad-
dressed for example in [35]. Server-side solutions involve the trust in the service provider
and they are susceptible to attacks of the server databases.

A privacy-preserving method that can be applied both at server and user sides is the
encryption of location data, via various encryption mechanisms [36–38]. Even if encryp-
tion/decryption costs are quite affordable by nowadays mobile devices and smartphones,
the encryption/decryption studies for location privacy available in the current literature
point out that a main drawback of this approach is the relatively high delay [37] introduced
in the data encryption/decryption processes, delay which may be not tolerable for many
proximity-based services.
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Figure 1. Three-fold classification of location-privacy mechanisms: starting from the edge device,
a.k.a. user side (including two parts of the proposed privacy-preserving technique), communication
part used for transferring data packets, and server-side perspective including the cases where the
users’ data is aggregated on the server.

Our proposed solutions, described in the next section, is a combination of a privacy-
preserving mapping (two mappings provided) and a noisy perturbation (two noise distri-
butions studied).

Table 1. Overview of LPPM in the literature.

Location-Preservation Area Mechanism Main Features Refs.

User-side
Privacy-
preserving
mapping

Multiple initialization and data collection steps are required to
build the initial map for further feature extraction and matching. [24,25]

User-side Noise Perturba-
tion

The concept of adding noise from a sample distribution and
modifying the reported locations of the users. This approach is
easy to break in cases where the adversary has prior knowledge
about the noise model in use.

[26,27,39]

User-side Dummy locations The mechanism is susceptible to inference attacks, easy to break
with an application of heterogeneous location correlations. [28,40,41]

User-side Partially hidden
(incomplete) data

This method assumes ditching or deliberately hiding non-
essential pieces of data, which could reveal sensitive infor-
mation of the users’ whereabouts. This method is easy to break
with an application of heterogeneous correlations.

[39]

Communication Encryption
For security reasons, all data should be encrypted, conse-
quently, this might cause insignificant delays in transferring
the packets within a communication scheme [42].

[36–38]

Server-side k-anonymity/
Spatial cloaking

Minimizes risks of re-identification of anonymized data; how-
ever, this approach is susceptible to privacy breaches, such
as de-anonymization, in cases where the adversary has prior
knowledge about individuals. To tackle the issue, such ap-
proaches as t-closeness and l-diversity were developed to aug-
ment the k-anonymity privacy protection [43,44].

[29,45]

Server-side Private spatial de-
composition

Via applications of the hierarchical decomposition, the location
data is stored in clusters, being decomposed into small pieces. [19,46]

Server-side Mixed zones

This method aggregates the user data with common attributes
and generalizes the location to set areas, having bigger radii than
the ground truth location. Therefore, it is not providing a solid
basis for preserving privacy as some data are still revealed.

[33,34]

151



Sensors 2022, 22, 687

3. Proposed Perturbed Location Mechanism

3.1. Scenario Definition, Hypotheses, and Preliminary Notations

We adopt a scenario when user devices are equipped with some form of an indoor
localization engine, e.g., a combination of cellular-based positioning, WiFi/BLE-positioning,
and other smartphone sensors-based positioning (barometers, gyroscopes, accelerometers),
etc., which is already the state-of-the-art of indoor positioning. We also assume that each
user u can have full control of his/her location data, modeled here via a 3D-location vector
xu ∈ B. It is also assumed that the used can choose the perturbation level with which
he/she disclose own location data to a service provider. Thus, the user devices are able
to apply a local perturbation mechanism M(xu), before broadcasting the user location
data to a service provider. Such service provider can be, for example, a centralized digital
contact-tracing server which computes, based on the available perturbed locations M(xu)
the relative distances between any two users in the building and compares them to a safety
threshold γ (e.g., γ = 2 m). The server stores such information in a database, together
with timestamps and hashed users identities and when a user v informs the server that
he or she has been detected with COVID-19, the server is able to find the information
about all other users u that were in the vicinity of user v in a certain time window. For
simplicity, we drop the time index in our model and look at snapshot decisions. Thus, if
||M(xu)− M(xv)|| ≤ γ, user u is informed by the contact-tracing server that he or she has
been a ’close contact’. Above, || · || is the square root of the Euclidean norm (or the distance
between two vectors).

Another example of a service provider relying on such proximity detection is a
provider of a ’find a friend’ service. Again, users can install an application which trans-
mits to the service provider the hashed identities of themselves and their friends, and the
server is keeping track of the ||M(xu)− M(xv)|| distances, based on the perturbed location
information transmitted by each user. If ||M(xu)− M(xv)|| ≤ γ, then the users u and v
are informed that their friend is nearby, at a distance γ. Again, the threshold parameter γ
can be user defined or server defined; most likely, for ’find-a-friend’ application, γ can be
higher (e.g., 5–10 m) than for a digital contact-tracing application.

Let us denote the perturbed 3D-location values via yu, with yu = M(uu) ∈ B, with
B ∈ R3 being the building space, defined via a cube space with edges [xmin xmax] ×
[ymin ymax] × [zmin zmax], where xmin, xmax, ymin, ymax, zmin, zmax are the building edges
(minimum and maximum, respectively) in the 3D space. It is assumed that the centralized
digital contact-tracing server (which can be trusted or untrusted) has access to the building
floor plans. It is also assumed that the server is dividing the whole building space into grid
points b = [bx, by, bz] ∈ B3, for example as shown in Figure 2 and that the set of grid points
{b|b ∈ B } is transmitted to all users in the building, e.g., via cellular or WiFi connectivity.
The grid step Δs is a parameter of the centralized server providing proximity-detection
services or user digital contact tracing. With a Δs step it means that bx for example can only
take values in the interval [xmin : Δs : xmax].

3.2. Perturbation Metrics

Two perturbation metrics are proposed and investigated, as defined in Equations (1)
and (2).

Margmin(uu) = argminb∈B||b − xu||+ ξ (1)

where || · || is the distance between b and xu vectors and ξ is a multivariate (3D) noise
vector of zero mean (to be explained later in this section). Also,

Margmax(uu) = argmaxb∈B||b − xu||+ ξ (2)

While the argmin operator is rather intuitive, stating that the user location is only
slightly perturbed by mapping it to the nearest grid point and then adding a random noise
to it, the argmax operator may seem less intuitive at a first glance. Indeed, with argmax
operator, all users located, for example, at the extreme north-west of the building, will be
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mapped, after argmax operator, as being close to the extreme south-east of the building.
As we are only focusing here on the proximity-detection type of application relying on
the relative distance between users, such as digital contact tracing or find a friend, this
mapping does not decrease the service utility, as nearby users (which were, for example, at
the extreme north-west of the building) will still appear as nearby users after the mapping
to the other side of the building.

Figure 2. Example of mapping the whole building space B into grid points b, Δs = 5 m for a
100 × 200 m2 building with 4 floors and 4 m floor height .

In order for Margmin(uu) and Margmax(uu) metrics to remain inside the building space
B and to offer plausible perturbed locations, an additional correction is done after the
mappings in Equations (1) and (2), in such a way that the points that would fall outside
the building edges, are re-mapped to the nearest point inside the building. In addition, if
the perturbed z coordinate does not match any of the floor heights in the building, then
the perturbed z-coordinate is mapped to the nearest floor level. Examples will be provided
in Section 5.

The argmin metric in Equation (1) is mapping the true position to the nearest grid
point in the building and it then applies a noise factor to it, while the argmax metric in
Equation (2) is mapping the true position to the furthest grid point in the building and it
then applies a noise factor to it. Clearly, on one hand, Equation (1) mapping preserves a
minimum distance between the perturbed location and the true location, enabling various
location-based services that require absolute user-location knowledge, but it acts quite
poorly in terms of privacy preservation, as an attacker could still identify the approximate
location of an user with an accuracy depending on the inverse of the standard deviation
1/ε of the added multivariate noise ξ. On the other hand, the second proposed metric
from Equation (2) is able to protect the user location privacy to a great extent (as the
privacy increases when the distance between the perturbed location and original location
increases), with an increased privacy level for larger/wider buildings, and, as we will show
in Section 5, without destroying the usefulness of the services, meaning that an accurate
contact tracing can be also achieved under a heavy protection of user’s location privacy.

Regarding the added noise vector ξ, two multivariate noise distributions are consid-
ered, namely a Gaussian distribution of equal standard deviation in x, y, z dimensions of
1/ε, see Equation (3), and a Laplacian distribution of equal scale factor in x, y, z dimensions
of 1/ε, see Equation (4). The zero-mean multivariate (3D) Gaussian noise is:

fGauss(ξ) =
1

(2π)1.5|Σ|0.5 exp(−0.5ξTΣ−1ξ) (3)

with Σ = diag([ 1
ε

1
ε

1
ε ]) =

1
ε I3 being a diagonal covariance matrix and I3 a unit matrix of

dimension 3 × 3, and |Σ| = ε−3 being the determinant of Σ.
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The zero-mean multivariate (3D) Laplacian noise is:

fLaplace(ξ) =
2

(2π)1.5|Σ|0.5 (0.5ξTΣ−1ξ)−0.5Kv(
√

2ξTΣ−1ξ) (4)

where Kv is the modified Bessel function of second kind.

3.3. Private Proximity-Detection Architecture with the Proposed Mechanism

The wireless communication process between user/edge devices and the proximity-
detection service is depicted in Figure 3. Users are assumed to be spread across a multi-floor
space of commercial or commuting interest (e.g., shopping mall, commuting hall/airport/
train station, etc.). Users’ devices are supposed to be equipped with a localization engine,
such as GNSS, WiFi, BLE or a combination of several localization methods. A proximity
service provider is operating in the building of interest, with access to the building floor
plans and able to send the floor-map coordinates b to all users interested in the proximity-
based service or application. The coordinates can be provided as Earth Centered Earth
Fixed (ECEF) coordinates, as (latitude, longitude, and altitude)-coordinates, or as local
coordinates (x, y, z) and the mapping between any of these coordinate systems is assumed
known both at the user side and at the server side. The user devices performs the location
perturbation locally and sends the perturbed location to the server; the server processes
in an aggregate form all the data based on the perturbed locations of the users inside the
building and offers the proximity-based service to the users.

Figure 3. An illustration of the considered scenario: a building (e.g., a shopping mall) with users
willing to use the digital contact-tracing and/or ‘find-a-friend’ applications. The ’Adversary’ entity
refers to any third party which aims to access the information about devices’ whereabouts.

4. Theoretical Analysis of the Proposed Argmax Perturbed Location Mechanism

For simplicity, in this section we focus on the argmax metric from Equation (2) and
we denote via M(·) = Margmax(·), with the observation that similar derivations can be
obtained in a straightforward manner for argmin metric. Let denote by pu the probability
that an adversary finds out xu by listening to yu = M(xu). Then

pu = proba(M(xu) = xu) = proba(argmaxb∈B||b − xu||+ ξ = xu)

= proba(ξ = xu − argmaxb∈B||b − xu||) (5)
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If we denote via au � argmaxb∈B||b − xu||, under Gaussian-noise assumption, the
above formula is determined by the Gaussian noise probability distribution function (PDF)
from Equation (3) and it becomes equal to

pu =
ε3

(2π)1.5 exp(−0.5ε||xu − au||2) (6)

Similarly, if pv is the probability that an adversary intercepts the perturbed location
of user v, namely Margmax(xv) and maps it to the location of user u, after straightforward
derivations (as above) and following the Gaussian noise assumption, we get

pv =
ε3

(2π)1.5 exp(−0.5ε||xu − av||2) (7)

with av � argmaxb∈B||b − xv||.
By dividing Equation (6) to Equation (7) and using Cauchy-Schwarz inequality,

one gets

pu

pv
= exp

(
0.5ε
(||xu − au||2 − ||xu − au||2

))

≤ exp
(

0.5ε||au − av||2
)

≤ exp
(

0.5ε||xu − xv||2
)

(8)

Thus, the proposed mechanism M(·) offers GeoInd type of user location privacy.

5. Simulation-Based Results

5.1. Simulation Scenarios and Performance Metrics

A 4-floor scenario with Nu users spread within the building, with most of them within
couple of pre-defined hotspot areas was considered. Table 2 shows the main parameters
used in the simulation model (additional parameters were investigated in some scenarios
and they are specified in the figures’ captions when different from those in Table 2). The
users are assumed to transmit their perturbed location M(xu) to a server provider offering
a proximity-based service with a proximity threshold γ (i.e, the service is offered if the
users are determined to be at a distance less than γ, based on their perturbed location
transmitted to the server).

At each Monte Carlo run, another realization of users’ random positions within the
building is implemented. Two examples of the users distribution in the building during
two Monte Carlo runs is shown in Figure 4.

Examples of perturbed locations during one Monte Carlo run with argmin metric (left
plot) and argmax metric (right plot) are shown in Figure 5, for ε = 0.1 and Laplacian noise.

A zoomed version of perturbed locations for one floor and with only 4 users is
illustrated in Figure 6, this time showing both the scenario with no hotspots (left plot) and
with hotspots (right plot). The squares show the perturbed location via argmin metric and
the circles show the perturbed location via argmax metric.

The utility functions are defined as the probability of correctly detecting two users
to be in close proximity to each other Pd, as well as the complement of the false alarm
probability Pf a, meaning the probability to detect that two users are in close proximity to
each other, when in fact they are not. Mathematically, Pd and Pf a are defined via

155



Sensors 2022, 22, 687

Pd =
| {(u, v) ∈ Nu × Nu, u �= v | ‖M(xu)− M(xv)‖ ≤ γ and ‖xu − xv‖ ≤ γ} |

| {(u, v) ∈ Nu × Nu, u �= v | ‖xu − xv‖ ≤ γ} | (9)

and, respectively,

Pf a =
| {(u, v) ∈ Nu × Nu, u �= v | ‖M(xu)− M(xv)‖ ≤ γ and ‖xu − xv‖ ≥ γ} |

| {(u, v) ∈ Nu × Nu, u �= v | ‖xu − xv‖ ≥ γ} | (10)

where | · | is the cardinal operator, Nu is the number of users inside the building, and Pd
and Pf a correspond to detection probability (here also the sensitivity) and false positive
rate in confusion-matrix terminology, respectively. Clearly, the proximity-based service
utility increases when Pd increases and when Pf a decreases.

Table 2. Main simulation parameters (unless otherwise specified in plots’ titles).

Parameter Value [Unit]

Number of floors Nf 4 [-]

Building grid Δs 1 [m]

Building size 100 × 200 [m2] horizontally
12 m vertically (4 m floor heights)

Number of users Nu Variable, 100 or 1000 [-]

Privacy budget ε Variable, between 103 and 102 [1/m]

Proximity threshold γ Variable, 2 or 10 [m]

Number of hotspots per floor Variable, between 2 and 4 [-]

Hotspot radius Variable, between 4 and 10 [m]

Percentage of users within hotspot areas 80 [%]

Number of Monte Carlo runs 1000 [-]

(a) (b)

Figure 4. Two examples of users distribution within a 4-floor building during two Monte Carlo runs.
(a) Monte Carlo run 1; (b) Monte Carlo run 2. In these runs, we allocated 80% of users are in hotspot
areas and 20% of users are outside hotspot areas, uniformly distributed within the building.
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(a) (b)

Figure 5. Examples of perturbed locations based on (a) Margmin(·) and (b) Margmax(·) metrics.
ε = 0.1 m, Laplace perturbation.

The ensured privacy level is proportional to the distance between the perturbed
location and the true location, or the RMSE between M(xu) and xu, namely

RMSE =

√√√√ 1
Nu

Nu

∑
u=1

||M(xu)− xu||2 (11)

Clearly, the ensured privacy level is better when RMSE from Equation (11) is higher.
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Figure 6. Two examples of perturbed location via argmin + Laplacian noise and via argmax +
Laplacian noise. (a) users uniformly distributed over one floor; (b) users uniformly distributed within
a circular hotspot of radius 5 m.

5.2. Comparison with State-of-the-Art Perturbation Mechanisms

Several obfuscation models have been proposed so far in the literature to protect the
location information, as described in Section 2. Three of the most common ones, selected
here as benchmarks are the uniform obfuscation [31], the Laplacian perturbation [47], and
the Gaussian perturbation [48]. The uniform perturbation model from [31] was given
for 2D case and it was based on the idea that a random vector shift is applied to the user
location with a certain radius. The model from [31] extended to 3D scenarios can be
written as

Muni f orm(uu) = xu + ξu (12)

where ξu is a 3D vector with elements [ξu,x, ξu,y, ξu,z] given by

ξu,x = μcos(θ) (13)

ξu,y = μsin(θ) (14)

ξu,z = μtan(α) (15)
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and μ, θ, and α are the random radius, azimuth, and elevation angles, respectively, drawn
from the following three uniform distributions: μ U(0, 1/ε), θ U(0, 2π), and α U(0, 2π),
where U(a, b) stands for a uniform distribution in the interval [a, b].

The Laplacian [47] and Gaussian [48] perturbations can be modeled as

MLaplace,Gaussian(uu) = xu + ξ (16)

where ξ is a Laplacian or a Gaussian noise, as given in Equations (4) and (3), respectively.
The comparison with the three state-of-the-art algorithms described above, namely uniform
obfuscation [31], Laplacian perturbation [47], and Gaussian perturbation [48] is shown in
Figure 7.
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Figure 7. Comparison with state-of-the-art algorithms: (a) Pd versus the noise perturbation level;
(b) Pf a versus the noise perturbation level; (c) RMSE between the perturbed location and original
location versus the noise perturbation level; (d) utility versus privacy.

As seen in Figure 7, the argmax-based metric offers the best detection probability
(upper left plot) and the best privacy level (lower left plot), but slightly worse false alarm
probabilities (upper right plot) than the other four investigated algorithms, namely argmin-
based and three bench,ark ones. The most important plot is however the one depicted in
the lower right part of Figure 7, where the utility-privacy tradeoff is illustrated. For a fairer
comparison, the utility here comprises the average between the Pd and 1− Pf a; the closest to
100% this value is, the higher utility we have; ideally, a best service would have Pd = 1 and
Pf a = 0. The privacy level is given by RMSE; the higher the RMSE between the perturbed
and true location is, the higher the privacy. Clearly, the argmax-based perturbation is a
clear winner among all considered algorithms, as it can reach simultaneously high levels
of privacy and high levels of utility of a proximity service relying in inter-users distance.
It is to be emphasized that such utility pertains only to such proximity-based services
relying on inter-user distances; other location-based services needing absolute location
information would have a different utility, where our argmax-based algorithm would most
likely perform poorer than the other approaches. In terms of argmin-based approach versus
the three considered benchmark, there is very little difference in the utility-privacy tradeoff.
For this reason and in order to keep clarity in the subsequent plots, we will focus from now
on only on the comparisons between argmin- and argmax-based perturbations and on the
deeper analysis of the argmax-based operator.

5.3. Privacy Level as a Function of ε Parameter

The RMSE between the transmitted perturbed location and the original location, as
defined in Equation (11), is shown in Figure 8. A higher RMSE value means a higher
user privacy level. There is no significant difference between the noise type ξ used in the
perturbation mechanism, with the Laplacian noise giving slightly better results than the
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Gaussian one in terms of privacy for the argmax metric, and the Gaussian noise giving
slightly better results in terms of privacy for the argmin metric.

A very interesting finding is that by using an argmax metric, not only one achieves
significantly higher privacy level than by using argmin metric (i.e., higher RMSE values),
but also the noise level 1/ε acts in an opposite manner on the argmax metric than on the
argmin metric, meaning that a higher ε ensures more obfuscation in the argmin-based
approach, but less obfuscation in the argmax-based approach. This points out that high
levels of ε (or, equivalently low levels of the noise standard deviation) are giving better
results in terms of privacy with the argmax metric than lower levels of ε. This is observed
due to the fact that the users’ location is already mapped far away from its initial location
through the argmax operator, and it is enough to add only a small additional random
perturbation in order to make difficult the ’guessing’ of true user location xu based on the
disclosed perturbed location M(xu) in case an attacker or eavesdropper gets access to the
perturbed location.
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Figure 8. RMSE between the perturbed location and original location versus the noise perturbation
level for two noise types (Laplacian and Gaussian) and two mapping metrics (argmin and argmax).

5.4. Utility Level as a Function of ε Parameter

Figure 9 shows the utility (i.e., the detection probability) as well as the false alarm
probabilities in the presence of various perturbations (argmin versus argmax and Gaussian
versus Laplacian noises).

Clearly, the argmax metric has higher utility at the expense of a moderately higher false
alarm than the argmin metric. The differences between Gaussian and Laplacian noises are
minor and therefore Gaussian perturbation is recommended to be used for simplicity. The
best detection probabilities for a proximity-based application are achieved with ε values
above 1 (or equivalently, standard deviation of the noise below 1 m). We can see from
the left plot in Figure 9 that detection probabilities close to 100% are achievable with the
proposed argmax metric, with moderate false alarms of about 16%. As the user privacy is
highly preserved with an argmax metric and high enough ε values (see also Figure 8), the
price to pay in terms of false alarm probabilities of up to 16% may seem reasonable for users
desiring high location privacy. Indeed, the cost of a false alarm may be quite low to the
user (e.g., user is incorrectly informed that a friend is nearby or user is incorrectly informed
that he or she might have been close contact of a person confirmed with COVID-19 and
thus he/she would take unnecessary, but also not-hurtful additional protection measures).
However, the utility of a correct proximity detection in a proximity-based service is high
and, as shown in the left plot of Figure 9, it is preserved with the Margmax metric and an ε
value above 1.
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Figure 9. (a) Detection and (b) false-alarm probabilities versus the noise perturbation level for two
noise types (Laplacian and Gaussian) and two mapping metrics (argmin and argmax). The proximity
threshold γ was set to 2 m (e.g., for a digital contract-tracing application). A 4-floor building with
1000 users and 80% of them placed in hotspot areas.

5.5. Privacy-versus-Utility Tradeoffs

An illustration of the privacy-versus-utility tradeoff is shown in Figure 10, where the
utility is defined as the correct detection probability Pd (see Equation (9)).
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Figure 10. Privacy versus utility tradeoff. Proximity threshold γ = 2. The plots illustrate the behavior
of the argmin vs argmax metrics against RMSE. (a) Pd as utility; (b) Pf a as utility

Figure 11 shows also the impact of the proximity threshold γ on the utility (detec-
tion probability) and false alarm probability. Two proximity thresholds were considered:
γ = 2 m, useful for example for a digital contact-tracing service provider and γ = 10 m,
useful for example for a ’find a friend’ application in a shopping center. The proximity
threshold choice does not change the main conclusions that argmax metric with an ε below 1
(i.e., a noise standard deviation above 1 m) offers the best tradeoff between utility and
privacy. This threshold provides decent detection probabilities (higher than 90%) and mod-
erately low false alarm probabilities (below 16%). The best tradeoff utility region is also
illustrated in Figure 12, this time only for the argmax metric and two proximity thresholds.

Figure 13 shows that also the hotspot distribution of users has little bearing on the
privacy-utility tradeoff, with best tradeoffs obtained again for argmax metric and a low
ε value, mapping to high perturbed levels due to argmax operator. As in the Margmax(·)
metric, the user perturbed location is mapped to points far away from true user location, it
is intuitive that higher RMSE values between the perturbed and true locations are obtained
in the case with less users within the building hotspots, as seen in Figure 13 by comparing
the 20% and 80% hotspot distributions.
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Figure 11. Impact of the proximity threshold on (a) detection Pd and (b) false-alarm rates Pf a.
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Figure 12. Privacy versus utility tradeoff. Argmax metric. Proximity thresholds γ = 2 m and γ = 10 m.
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Figure 13. Privacy versus utility tradeoff in the presence of different hotspot distribution of users
(80% of users within hostpots versus only 20% of users within the building hotspots). Argmax metric
and γ = 2 m.

The impact of the grid step on the utility and the privacy level is shown in Figure 14.
As mentioned above, the grid step influences the matrix b ∈ B transmitted to the users
within a building. For clarity purpose and because the noise type (Laplace versus Gaussian)
has low impact, only the Gaussian noise perturbations are shown. Clearly, the impact
of the step size is minimal on both the service utility (computed as the correct detection
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probability of close-by users within a threshold γ) and on the user privacy (computed as the
RMSE between the disclosed perturbed location and the true user location). This fact eases
the amount of data needed to be transferred from the service provider to the user, as the size
of the building grid matrix b is decreasing when the grid step Δs is increasing. Nevertheless,
the choice of the grid step Δs should take into account the building size (e.g., steps lower
than 10% of maximum building length in a certain direction are recommended).
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Figure 14. The impact of the grid step on the (a) utility and (b) privacy. A proximity service with
γ = 2 m.

In Figure 15, the different building sizes are compared for a fixed number of users
Nu. Here, the added noise in the perturbation yields similar results independent of its
type. However, Pd levels are high up, as close to 100% for the largest building size,
namely 20 × 20 m. Whereas the smallest building considered in the simulation, with the
dimensions of 100 × 200 m, shows moderate Pd and Pf a levels, accordingly. One could
translate the situation with a fixed number of users and varying building sizes into the
density of the users, where a little space is offered to each user per se.
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Figure 15. The impact of the building size on the application’s utility. A proximity service with
γ = 2 m, fixed Nu = 1000. (a) Pd and (b) Pf a.

Last but not least, Figure 16 shows that the number of users in the building has no
impact on the utility-privacy tradeoff and the argmax metric with any of the two noise types
(Gaussian or Laplacian) is able to attain very good tradeoff levels.
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Figure 16. Privacy versus utility tradeoff in the presence of different number of users. Argmax metric
and γ = 2 m.

6. Conclusions

This paper has proposed a local perturbation mechanism for preserving user-location
privacy, while maintaining a high utility of proximity-detection-based services such as
digital contact tracing or find-a-friend application. We would like to emphasize that the
proposed argmax-based mechanism is useful only for applications relying strictly on the
relative distance between any two users, such as digital contact tracing. However, the
system loses its utility in the context of location-based services requiring absolute user
location, such as finding the nearest shop or searching for a specific route in a mall.

The proposed mechanism is able to offer GeoInd and a very good privacy-utility
tradeoff. It relies on the assumption that users have full control of the disclosure level of
their location accuracy. Moreover, it is assumed that the service provider has access to the
floor plans of the buildings of interests (e.g., a commuting hall, a shopping mall, etc.) and
is transmitting the discretized grid map (in terms of x, y, z coordinates) of the building. to
all users in the building.

We have provided detailed simulation-based results in a multi-floor building scenario,
under different assumptions of user location distributions, grid map step size, hotspot
distributions, and number of users in the building. We have also compared the proposed
argmax-based metric with an argmin-based metric and other state-of-the-art metrics which
would be useful in location-based services requiring absolute location information, not only
relative location information as needed in proximity-based services. We have shown that
argmax-based approach with a perturbation level 1/ε between 1 and 10 cm offers the best
tradeoff utility-privacy for proximity-based services, while argmin-based metric is more
suitable for services requiring absolute location information. We have also shown that the
number and distribution of users in a building, the random distribution type (Gaussian
or Laplacian), as well as the building grid steps have little impact on the results. We were
able to reach, via the argmax-based mechanisms, very good privacy levels (RMSE in the
orders of the building sizes) with detection probabilities of the order of 90% and false alarm
probabilities below 15%. The simulations have also shown that the service utility, measured
as detection probability, which is slightly better for large buildings and low γ threshold than
for small buildings and high γ threshold. At the same time, the false alarm probabilities
are slightly better for small buildings and high γ threshold than for large buildings and
low γ threshold. The γ threshold is highly dependent of the target proximity-based service
(e.g., we considered γ = 2 m for digital contact-tracing applications and γ = 10 m for
’find-a-friend’ type of applications).

Open challenges are related to mechanisms for ensuring full user control on local
devices about his/her/their location information, the impact of the imperfect knowledge
of the user location information (or true position), as well as the impact of imperfect floor-
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map knowledge (e.g., incorrect floor heights) from the proximity service provider’s point
of view.
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Abstract: Household appliances, climate control machines, vehicles, elevators, cash counting ma-
chines, etc., are complex machines with key contributions to the smart city. Those devices have
limited memory and processing power, but they are not just actuators; they embed tens of sensors
and actuators managed by several microcontrollers and microprocessors communicated by control
buses. On the other hand, predictive maintenance and the capability of identifying failures to avoid
greater damage of machines is becoming a topic of great relevance in Industry 4.0, and the large
amount of data to be processed is a concern. This article proposes a layered methodology to enable
complex machines with automatic fault detection or predictive maintenance. It presents a layered
structure to perform the collection, filtering and extraction of indicators, along with their processing.
The aim is to reduce the amount of data to work with, and to optimize them by generating indicators
that concentrate the information provided by data. To test its applicability, a prototype of a cash
counting machine has been used. With this prototype, different failure cases have been simulated
by introducing defective elements. After the extraction of the indicators, using the Kullback–Liebler
divergence, it has been possible to visualize the differences between the data associated with normal
and failure operation. Subsequently, using a neural network, good results have been obtained, being
able to correctly classify the failure in 90% of the cases. The result of this application demonstrates
the proper functioning of the proposed approach in complex machines.

Keywords: fault detection; sensor data; industry 4.0; data reduction; feature analysis; feature selection;
indicators; artificial neural network

1. Introduction

Predictive maintenance is a recent technique, the result of the evolution of maintenance
techniques over the years. Initially, the most commonly used maintenance systems were
corrective. These systems carry out the relevant actions once the failure has occurred. With
this approach, it may happen that the repair has to be postponed instead of being repaired
on the spot due to a lack of readiness. Preventive maintenance, where maintenance activities
are scheduled at periodic intervals to prevent component degradation, was introduced in
the 1950s. However, as in the previous case, costs remain very high.

Given the growing demand for more reliable, safe and efficient industrial systems, the
need to optimize these maintenance processes becomes evident. In the 1980s, some factories
began to apply predictive maintenance techniques. They used sensors that continuously
monitored the machines and sent alerts when predefined limits were exceeded. This
significantly reduced scheduled maintenance activities and their associated costs. Currently,
the use of large databases combined with machine learning techniques makes it possible
to predict what is going to happen, when it is going to happen, and to alert the person in
charge (Industrial Internet of Things, IIoT) [1,2]. In this way, a “just-in-time” maintenance
that allows maximizing economic and productive performance is achieved. For this reason, as
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shown in Figure 1, predictive maintenance applications are having a great boom in the market,
expecting, according to a PWC survey, a 3.6% reduction of the annual costs during 2020.

 

Figure 1. Annual cost reduction due to the incorporation of predictive maintenance techniques [1].

Predictive maintenance requires a great deal of dedication prior to installation. The
problems and their causes must be identified in order to subsequently define and develop the
monitoring system. This preliminary process could be structured in the following phases:

1. Detection of machines that suffer critical breakdowns for the production process.
2. Location of the machine element that produces the faults.
3. Identification of the causes that provoke the breakdowns (physical reasons why

it breaks).
4. Definition of the variables to be monitored.
5. Selection of the sensors.
6. Data acquisition.
7. Data curation and extraction of indicators (features).
8. Data processing so that the system learns to detect failures.

In industrial environments, the most relevant machines that can be found most fre-
quently are electric motors [3,4]. Within them, the elements that concentrate the highest
number of failures are the rotating elements and the transmission mechanisms due to their
fatigue wear. Figure 2 shows the result of an ABB study on the critical elements and the
most common causes of failure in induction electric motors.

Once the critical machines, the elements that fail most frequently and the possible
causes have been identified, the subsequent phases are carried out.
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Figure 2. Representation of the critical elements of induction motors and their main causes of failure [3].

In contrast to the simple sensors and actuators that make up a large part of the common
Internet of Things (IoT) scenarios in the smart city [5], there is an increasing number of
applications that are made up of what we may call complex machines.

As illustrated in Figure 3, we define complex machine as a device that:

- Has a 24/7 operation operated by users without detailed knowledge of the operation
of all the constituent parts of the machine.

- Integrates tens of sensors and actuators managed by several microcontrollers and
microprocessors communicated by control buses.

- Requires energy from the mains to work, sometimes has a battery, but as a short-time
backup.

- Has IP (Internet Protocols) connectivity.

Some examples of complex machines in the smart city are: household appliances,
climate control machines, vehicles, elevators, cash counting machines, etc.

Technically both production lines and complex machines are made up by a network
of controllers that integrate sensors and actuators. There are many works proposing
predictive maintenance strategies in production lines [6] or industrial equipment [7,8].
These approaches gather all the data together in edge/fog devices [9] or in the cloud [10]
and centrally analyzes them. In complex machines, this is not possible due to memory and
computation restrictions of controllers and also to industrial bus bandwidth limitations.

Currently, there are different predictive maintenance strategies depending on whether
they focus on physical aspects (physical model-based), on aspects of knowledge of the
machine itself (knowledge-based), or if they are based on the use of large quantities data,
pattern recognition, statistics, etc. (data-driven). This article proposes a fault detection
methodology applicable to complex machines, trying to apply hybrid methodologies that
combine the advantages of each strategy, adjusting them to the needs of complex machines.
For this reason, special attention needs to be paid to preprocessing, seeking to minimize
the number of data to be sent, so that malfunctions can be detected with the least amount
of data possible. In this way, this strategy can be applied to machines with limited memory
capacities, data transmission, etc.
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Figure 3. Block diagram of an example of a complex machine, green lines indicate energy flow, and
blue lines indicate the data transmission to the cloud.

This paper is organized as follows. Section 2 presents the data processing method-
ology and its three different levels indicating the process applied in each case: sensor
level—variable targeting, board level—embedded data curation and feature extraction,
and machine level—feature integration and pattern finding. Then, Section 3 illustrates the
testbench used to verify the system proposed and analyzes the results obtained on each
layer. Finally, Section 4 provides conclusions.

2. Materials and Methods

2.1. Data Processing Methodology

A methodology for data processing consisting of three parts or levels will be proposed.
The first level, called the sensor level, focuses on taking measurements using various types
of sensors. The second level or board level, starts with the data obtained in the sensor level
to carry out a processing that allows reducing the amount of data to be transmitted and
extracting as much information as possible from them. The last level or machine level seeks
to perform an analysis of the data of the board level in order to extract some results. In
Figure 4, you can see the scheme of the proposed methodology.

Figure 4. Scheme of the proposed methodology for data analysis.
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2.1.1. Sensor Level—Variable Targeting

The variables to be monitored in this type of application can be grouped into the
following groups: mechanical, electrical, audio, temperature and pressure [3].

The analysis of mechanical variables and specifically the analysis of vibrations are
the most common. Depending on the frequency range of the vibrations to be measured,
position sensors (0–10 kHz), speed sensors (10 Hz–1 kHz) or accelerometers (8 Hz–15 kHz)
can be used [2]. However, the use of accelerometers is the most common, as has been seen
in the vast majority of the articles consulted [11–19]. This type of analysis presents good
results, since the most common faults always generate additional vibrations to those of the
engine in normal operation. Thus, through its analysis, inappropriate behavior and even
the type of failure can be identified [19].

Another common approach is the analysis of electrical variables [4,11,13–15,20–22].
In them, the values of the stator’s motor currents and voltages are mainly monitored. The
use of these variables is based on the fact that the consumptions of a damaged machine
present variations compared to those of a “healthy” machine. In addition, the use of
these measures has advantages, such as the possibility of measuring without having to
access the interior of the motor, reducing the risk of damaging fragile parts and facilitating
the installation of the sensors. On the other hand, it requires a great knowledge of the
normal behavior of the machine and the different harmonics it presents due to construction
characteristics or load variations. In addition, this knowledge of healthy functioning must
be updated over time. Thus, applying techniques such as motor current signature analysis
(MCSA), it is possible to detect anything from electrical failures, such as short circuits in
the stator, to mechanical failures, such as eccentricities or rotor bar breaks [4].

In [2,23], audio measurements are used to detect bearing failures through the use
of microphones. These types of measures are not so well-established, although they are
gaining presence, as shown in [2]. The main cause is the contamination to which the
audio signals are exposed in an industrial environment, requiring the use of techniques for
their elimination. However, the possibility of obtaining them using microphones pointing
towards the machine from the outside at between 2 and 10 cm is a clear advantage compared
to vibration measurements [2].

These are the most commonly used types of measurements. However, others appear as
complementary measures, such as temperature measurements [13–15,17,21] or pressure

measurements [21], which are being used in very specific cases. A temperature increase
makes possible to detect electrical and mechanical failures, since in the event of excessive
friction or high electrical currents the elements tend to overheat. In addition, these types of
measurements do not require complex processing, and faults can be detected by simply
observing their values. Pressure measurements, for example, can be of great importance in
the analysis of the motor of an air compressor (Air Booster Compressor).

2.1.2. Board Level—Embedded Data Curation and Feature Extraction

Each board has a smart controller that might have wide variety of computational
and memory resources; from 8-bit microcontroller to an FPGA (Field Programmable
Gate Array). To extract the most relevant characteristics and reduce the volume of data
used, it is necessary to perform raw data filtering or pre-processing. In the case of pre-
dictive maintenance systems, preprocessing methods can be separated into three major
groups according to whether they are, in the time domain [13,14,20–22], in the frequency
domain [4,11,15–17,19,23] or in the time-frequency domain [12,18].

In the temporal domain, an attempt is made to reduce the number of data by filtering
outliers and erroneous data [14,21]. Normalization [13,21,22] becomes relevant due to the
use of various variables (mechanical, electrical, temperatures, pressures, etc.) that can take
values on different scales. Once the data have been adjusted, they can be used as they
are [21,22], or other indicators can be extracted from the parameters. In this second case,
statistical indicators (such as maximum, minimum, mean, median, standard deviation,
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variance, gradients, kurtosis, skewness or crest factor [14,24]) or of another type (such as
the principal components [13]) can be used.

On the other hand, in the frequency domain, the vast majority of cases use the fast
Fourier transform (FFT) as an analysis method [4,15–17,19,23]. It provides useful informa-
tion through the detection of the signal’s frequency peaks and the detection of harmonics.
This analysis is mainly applied when making vibration or sound wave measurements. The
virtue of the FFT is that it allows decomposing a signal into individual periodic signals and
establishing the relative intensity of each component, as can be seen in Figure 5. In this
way, it is very easy to identify the faults, corresponding to peaks at unusual frequencies. In
addition, it is a technique included in many electronic devices.

  
  

Figure 5. Graphical representation of the Fourier transform, equation and number of operations [25].

The FFT requires that the sampled signal contains a complete representation of the
signal to be processed in the time domain or a periodic repetition. In cases where a complete
cycle of the signal to be modulated is not captured, techniques such as the Hanning window
are applied on the signal to mitigate possible reconstruction errors [16] (Figure 6).

Figure 6. Representation of the Hanning window effect.
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Finally, techniques in the time-frequency domain [12,18] provide a more realistic
description of the state of the machine. The main advantage they provide is that they
are capable of managing both stationary and non-stationary signals (limitation presented
by the FFT). The most popular for vibration analysis in rotating machines is the wavelet
transform (WT) [12].

This technique starts from an orthonormal wavelet located in time that multiplies the
signal. It can be applied at different times and with different scales to analyze the high
and low frequency components of the signal at different points. The signal is decomposed
into the approximation and detail coefficients, allowing the identification of the different
frequency contributions over time. An example can be seen in Figures 7 and 8.

Figure 7. Wavelet transform equations and representation of different wavelets.

There are also other techniques such as the Short-Time Fourier Transform, STFT [18],
which consists of dividing the signal into small time windows on which the Fourier
transform is applied. In this way, it is possible to know the part of the signal in which each
frequency appears, but it has a lower resolution than the WT.

In the case of audio signals, an additional preprocessing would be necessary to carry
out the separation of the audio signal from the ambient noise. Some of the techniques used
are BSS (Blind Source Separation) or TDSEP (Temporal Decorrelation source SEParation),
which allow isolating a mixture of sounds from a specific process in real time [26].

Figure 8. Coefficients of approximation and detail obtained by means of the WT of the signal
displayed with a Symlets wavelet.
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2.1.3. Machine Level—Feature Integration and Pattern Finding

Once all the desired indicators have been extracted, in order to make sense of these
data, it is necessary to analyze them together in what will be called the machine level. This
processing would consist of the procedure for identifying possible failures. Techniques for
the detection and identification of failure mechanisms are based on pattern recognition.
These can be applied following complex strategies, such as the use of neural networks and
machine learning [11,13,14,18,20–23], or through simpler methods, such as the use of fuzzy
logic [15,16] or visual analysis by specialist personnel [17].

Artificial neural networks (ANN) are very convenient for this type of task, as they
are able to work with a large amount of data and manage non-linearity situations with
a short response time [20]. However, actual failure data are scarce, and forced failure
data acquisition can be expensive. Even so, supervised learning methods are commonly
used [13,18,20–23], although a predictive maintenance implementation could be initiated
with unsupervised or semi-supervised learning (with labeled and unlabeled data) [14].

Finally, simpler techniques such as fuzzy logic are also applied. In [15,16], a classifi-
cation of the data is carried out based on the ranges in which they are found, using fuzzy
classifiers (good, normal, bad...). This allows a greater interpretability, something that can
be tricky with neural networks. However, this apparent simplicity presents a key point that
can become a bottleneck, the definition of the ranges, which requires a great knowledge
of the situation to be treated. Furthermore, since it has no learning capability, it is often
used in combination with neural networks, generating the so-called neural fuzzy systems
(NFS) [27].

Once the results of the machine level processing have been obtained, the data can
be sent to the cloud in order to perform a normality model that considers a large amount
of data from different machines. Thus, while in the machines, the neural networks have
patterns at the local level, in the cloud, the patterns are at a global level, which allows a
greater abstraction.

A complete example of a complex machine with the different layers can be seen
represented in the diagram in Figure 9: in yellow, the lowest layer would be that of the
sensor level; in orange, encompassing the previous one would be the board level; and
finally, in red, encompassing the previous two, is the machine level.

Figure 9. Diagram of an example of a complex machine with layer differentiation (Yellow, sensor
level; orange, board level; red, machine level).

In this example, it can be seen how the first three boards (energy management, micro-
controllers and FPGAs with actuators) communicate with a fourth, which is differentiated
by the ability to communicate with the outside. Said communication can be both, with
the user (Human Machine Interface) and with another computational element, proposed
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in the example through an IP bridge. This board also has processing capacity, along with
large RAM and FLASH memories, so that it can be in charge of analyzing the results
obtained. In this way, this fourth board is in charge of receiving possible orders from the
user, performing an analysis of the data received from other boards and sending the data
to a downstream processing unit (in the cloud in the proposed example).

3. Results and Discussion

3.1. Testbench Definition

The machine on which this methodology will be applied is a machine designed to
count banknotes that will be used mainly in bank branches to be able to count cash and
make deposits safely (Figure 10).

 

Figure 10. Image of the prototype used to test the methodology.

The complex machine is made up of a main board and three secondary boards: energy
board, engines board and energy board (Figure 11), and the variables that are going to be
monitored are shown in Table 1:

 

Figure 11. Scheme of application of the methodology to the specific case.
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Table 1. Summary of the variables monitored.

Variable Board Abreviation Unit Bits

Transport engine current Engines I_trans
mA

12

Feeding engine current Engines I_feed 12

Transport engine encoder ticks Engines N_pul_trans Number of counter ticks
between two encoder pulses

12

Feeding engine encoder ticks Engines N_pul_feed 12

Infrarred sensor 1a Engines IR1a

0 no obstacle, 1 obstacle

1

Infrarred sensor 1b Engines IR1b 1

Infrarred sensor 2 Engines IR2 1

Infrarred sensor 3a Engines IR3a 1

Infrarred sensor 3b Engines IR3b 1

FFT of microphone measures Engines FFT - 1024

Doubles sensor 1 Banknotes Doubles1 Measure proprtional to
banknote’s thickness

32

Doubles sensor 2 Banknotes Doubles2 32

Temperature Energy Temp Celsius degrees 16

Internal voltage Energy Vint
V

16

Auxiliary voltage Energy Vaux 16

The tests will consist of passing bundles of 50 banknotes of the same denomination
(5 €, 10 €, 20 € and 50 €) through the machine. In addition, each bundle will pass through
the machine four times, placing all the banknotes in every possible orientation: front, back,
reverse front, and reverse back (Figure 12). This results in 16 samples for each tested case,
making a total of 800 banknotes analyzed per case.

 

Figure 12. Disposition of a €50 banknote in the different orientations analyzed.

Regarding the failures analyzed, 13 defects (Table 2) were forced into the machine
through variations in eccentricities in axles (4) and wheels (3), use of defective components
such as springs (2), dented bearings (2), and deteriorated pulleys and worn belts (2):

This means that the whole dataset consists of 11,200 banknotes records. The proposed
strategy will focus on detecting failures that could be called permanent, this means that
they will appear throughout all the data collection and not sporadically, something that
could also happen under real operating conditions.
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Table 2. Summary of the tested cases.

Identifier Name of Failure

0 Normal operation case

1 Effect of eccentricity in axle 2

A Concentrity deviation of 0.2 mm

B Concentrity deviation of 0.5 mm

2 Effect of eccentricity in axle 4

A Concentrity deviation of 0.2 mm.

B Concentrity deviation of 0.5 mm.

3 Effect of dented bearings:

A Dented bearing in axle 2.

B Dented bearing in axle 3.

4 Effect of defective springs:

A Spring without screw at BNF.

B Spring without screw at the entrance of the safe.

5 Effect of defective doubles sensors:

A Perforated doubles wheel.

B Eccentricity of 0.04 mm of the outer wheel.

C Eccentricity of 0.08 mm of the outer wheel.

6 Deteriorated pulleys and worn belts:

A Deteriorated 32 z pulley.

B Worn S2M 180 belt and deteriorated exit pulley.

3.2. Data Analysis
3.2.1. Layer 1: Sensor Data

Sensor data layer capture is accomplished by three boards, which gather the variables
listed in Table 1. Once the data of the different failure cases have been obtained, they are
analyzed and compared with those of the normal operation case. It is important to know
the shapes and values of the data distributions in order to better understand the indicators
to be extracted in subsequent layers, since this allows us to assess the best strategies to
analyze them and perform a more efficient maintenance.

We will begin by analyzing the data obtained by the energy management board. Some
of the measurements taken are voltage measurements at different points or temperature
measurements, among others. When comparing the voltage data of various banknotes
according to their orientation and obtained in different situations, differences can be
appreciated. In Figure 13, it can be seen how the failure case shows higher values for Vaux
than the case of normal operation. Although these are differences of a very small order of
magnitude, given that the values present a very small variation, they must be taken into
account.

The engines board has sensors that take measurements related to the mechanical
operation of the machine, such as consumption of the machine’s motors or an FFT for
the vibrations analysis. Figure 14 shows the current consumption during the passage of
different banknotes. We can see that when introducing the modification in the machine, the
current figures have been altered. Although there is still a significant overlap in the ranges,
the values of the failure case present values below what would be considered normal.
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Figure 13. Comparison of the Vaux tension measurements of a 5 € banknote on reverse back orienta-
tion in the case of normal operation (left) and a failure case (right).

Figure 14. Comparison of the measurements of the transport motor current of a 50 € banknote on
reverse front orientation in the case of normal operation (left) and that of a failure case (right).

The last of the boards included in the complex machine analyzed is responsible
for monitoring the condition of the banknotes through various measurements. One of
the sensors used provides values that are proportional to the thickness of the banknote
passing through the machine, called the doubles sensor. Figure 15 shows the measurements
obtained in the normal case versus one of the failure cases analyzed, presenting clear
differences that would allow the identification of such operation as erroneous.

Figure 15. Comparison of the measurements of the double sensor 1 of a 20 € banknote on back
orientation in the case of normal operation (left) and one case of failure (right).
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3.2.2. Layer 2: Board Data

The amount of data provided by the machine is very high, since for each banknote (a
banknote takes 610 ms to pass through the machine) 33,000 bytes would be received from
the engines board, 9150 from the banknotes board and 7320 from the energy management
board. Therefore, the need to reduce this number through filtering and extraction of
indicators becomes evident.

In order to perform an initial filtering to reduce the number of data to be processed, it
is decided to use only the data relating to the passage of a banknote through the machine.
In this way, all data taken between banknotes are discarded. In addition, since the mea-
surements of some sensors are only of interest when the banknote passes through them,
it is necessary to generate a specific window for each of them. For this purpose, position
sensors are used, which allow us to know the position of the banknote in the machine,
being able to select the data only for those moments. Just through this filtering, we reduce
to 8808 bytes per banknote from the engines board, 640 from the banknotes board and
394 from the power management board, a reduction of an order of magnitude.

When proposing the indicators to be extracted, a layered data analysis was chosen,
as shown in Figure 16. The first layer would be the sensorization layer, the output of
which is the raw data. After the filtering process that would follow the sensorization layer,
the next layer would be that of the indicators per banknote, in which various indicators
corresponding to each note are obtained. Finally, the last one would be that of the indicators
per bundle, which aggregates the indicators per banknote into groups of a given number.
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Figure 16. Diagram of the designed monitoring infrastructure.

Observing the output data rates of the last of the layers, it can be seen that a reduction
of three orders of magnitude in the bytes per second that are obtained from each board has
been achieved. With this extraction of indicators, by comparing the values of the training
phase with the values obtained in subsequent measurements, it will be possible to detect
deviations that will allow the identification of possible failures.

The indicators per banknote to be used are, in general, the means, medians, maximums,
minimums, standard deviations, asymmetries and kurtosis of the different measurements
available in the frames, adding the effective value in the case of currents.

Regarding the FFTs with a Hanning window (Figure 6) obtained for the vibration data,
a more complex analysis is conducted. To obtain the indicators extracted in the layer of
indicators per banknote, the areas under the curve of different parts of the FFT will be
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obtained. In order to discover the more interesting parts, we will begin by identifying the
existing peaks. This identification consists of two phases: a first one in which the base noise
is eliminated, leaving a flatter FFT in which the peaks stand out more; and a second one in
which the peaks higher than half the maximum value are marked. Having identified the
most interesting parts as those that concentrate the majority of the peaks, the areas under
these parts of the FFTs will be used as the indicators of the vibration data (the limits of
the areas are defined based on observation). In a preliminary analysis of the FFTs, it has
been seen that in most of them, there are two areas of interest in which most of the peaks
are concentrated (see Figure 17). Therefore, it is decided to work with these two areas for
subsequent analysis.

Figure 17. Graphs of the different phases of the identification process, from the original FFT, to the
FFT without the base noise, with the detected peaks and the colored areas of interest.

Once the indicators per banknote have been extracted, they are passed to the layer
of the indicators per bundle. Since the objective is the data reduction for a fault detection
application, it is not sought to have an instantaneous view of the machine operation. A
broader vision that allows observing the variations in a larger temporal space is more
interesting. Therefore, the integration of the banknote level indicators will be done in
groups of the same number of banknotes, from which indicators will be extracted per
bundle. The indicators extracted from the indicators of the previous layer will be the same
seven previous statistical values as above, the means, medians, maximums, minimums, the
standard deviations, the skewness and the kurtosis.

3.2.3. Layer 3: Machine Data

Finally, after obtaining the indicators from the bundle layer, the indicators reach the
machine level. In this layer, conclusions will be drawn from the indicators extracted in
the previous processes. For this purpose, this analysis seeks to identify the most relevant
indicators for each failure case, as well as the type of variation that should be expected
based on their probability distributions. Next, we will comment on the results obtained by
comparing the distributions of the indicators of the respective failure case with those of the
normal case.

The objective is to indicate whether the indicators of the failure case have higher or
lower values than those of the normal case, as well as the degree of discordance between
the distributions of these indicators. The indicators analyzed will be the indicators per-
bundle-mean. If no specific indicator is mentioned (AVG, Med, MAX, MIN, DES, SK or
KUR), the mean values are assumed to be the ones mentioned.

To assess the direction of the variation, the median of the distributions is used. On
the other hand, to assess the degree of discordance, the Kullback–Leibler divergence is
used. This is a unitless measure that compares the probability densities of two distribu-
tions. It provides values close to zero with two similar distributions and it grows as the
difference between both distributions increases. It is not symmetric, so two calculus are
made, considering first the normal case and then the failure one (P‖Q) and then viceversa
(Q‖P). From these two values, the larger one is the one considered. The choice of the
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Kullback–Leibler divergence as a measure of comparison of the data distributions obtained
in each failure case is based on the fact that the final model for failure classification will be
implemented by neural networks trained with the cross-entropy cost function, which is
directly related to the divergence measure. Thus, the nomenclature used is the one shown
in Table 3 (limits used are based on experimental observation) and the results obtained can
be seen in Table 4.

Table 3. Nomenclature used to classify the differences between distributions.

Divergence KL > 4 KL > 5 KL > 10 KL > 15

Higher LS S SS SSS
Lower LI I II III

It is convenient to take the data in the summary table with caution, since there are
distributions that, although they do not present divergences greater than the minimum,
they do show variations with respect to the normal case.

Table 4. Summary of the information of the indicators of interest in each case.

Failures 1 2 3 4 5 6

Indicators A B A B A B A B A B C A B

Current
I_trans SSS = II II I = III III III II III III III

I_feed = = = = = = = = = = = = =

Time
between IR

T_IR11 = = S S = = = = = = = = =

T_IR31 = = = = = = = = = = = = =

T_IR33 = = = = = = = = = = = = =

N_pul_trans = = = = = = = = = = = = =

N_pul_feed = = = = = = = = = = = = =

Doubles
sensors

Doubles 1 III III S = S SSS SSS S
AVG
SSS

DES S

AVG SSS
DES SSS

SK III
KUR SSS

AVG SSS
DES SSS

SK III
KUR SSS

SS AVG SSS
DES S

Doubles 2 AVG I
DES II

AVG III
DES II S LS SS SSS SSS S AVG

SSS
AVG III
DES SSS

AVG III
DES SSS

SK I
SS

AVG SSS
DES SSS

SK SS

Voltages
Vint = = = = = = = = = = LS LS =

Vaux = = = = = S = = = = = = =

FFTs
Energy 1 = = = = = = = I = = = LI =

Energy 2 = = = = = = = I II = = I I

Next, the indicators of interest for the three failure cases in group five, associated with
defects in the doubles sensor (case 5), will be shown. This case of failure has been chosen
because it presents deviations in a great variety of indicators.

In the data of the transport motor current (Figure 18), it can be seen how in all cases of
failure, the values obtained are reduced, the most notable being that of the first failure. In
the following cases, in Table 5 it can be seen how the medians decrease in the distributions
and the divergences increase as the eccentricity increases.
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 0                   5A                 5B                 5C 

Figure 18. Comparison of the probability distributions obtained for the mean values of the transport
motor current in the case of faults associated with the double sensors. Indicator: mean.

Table 5. Kullback–Leibler divergence values associated with the mean values of the transport motor
current for the identification of the faults associated with the double sensors.

I_Trans
Kullback–Leibler

0-5A 5A-0 0-5B 5B-0 0-5C 5C-0

Mean 25.322 26.229 6.836 14.215 12.087 17.932

The data from the doubles sensor 1 (Figure 19) shows deviations in all three cases
analyzed, something that might be expected, as the defects are introduced in the sensor
itself. Regarding the average values, it is seen that the one that suffers the most divergence
is the first failure of the chopped roller, while those associated with eccentricities show
smaller variations, but that vary in a linear way with increasing eccentricity. Analyzing
the shape statistics, it can be seen how the first failure shows values quite similar to the
normal case of standard deviations and coefficients of skewness and kurtosis. However,
the failures associated with eccentricities show much larger differences, highlighting the
standard deviation in the case of greater eccentricity, which is more than five times higher
than that of the normal case. All this can be supported by the divergence values obtained
in Table 6.
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0             5A           5B            5C 0             5A           5B            5C 

0             5A           5B            5C 0             5A           5B            5C 

Figure 19. Comparison of the probability distributions obtained for the mean values of the doubles
sensor 1 measurements in the case of failures associated with the doubles sensors. Indicators:
(top left) mean, (top right) standard deviation, (bottom left) skewness and (bottom right) kurtosis.

Table 6. Kullback–Leibler divergence values associated with the means, standard deviations, skew-
ness and kurtosis associated with the mean values of the double 1 sensor measurements for the
identification of the failures associated with the double sensors.

Doubles 1
Kullback–Leibler

0-5A 5A-0 0-5B 5B-0 0-5C 5C-0

Mean 26.985 27.402 19.838 21.173 25.869 25.379
Std.Dev. 6.509 3.008 26.270 25.759 28.101 26.075

Skewness 0.355 0.202 22.922 22.689 25.899 26.216
Kurtosis 0.297 0.469 15.573 10.018 26.375 16.953

Regarding the doubles sensor 2 (Figure 20), distributions of the mean values are very
similar to those of the previous sensor. However, in the shape statistics, there are differences
with respect to the previous sensor in the cases of failures associated with eccentricities.
The standard deviations are no longer so far apart, although they still show considerable
divergences (Table 7). The asymmetries no longer present values so far away from the
normal ones, and only in the case of higher eccentricity is a significant divergence observed.
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0             5A            5B            5C 0             5A           5B            5C 

0             5A           5B            5C 

Figure 20. Comparison of the probability distributions obtained for the mean values of the doubles
sensor 2 measurements in the case of failures associated with the doubles sensors. Indicators:
(top left) mean, (top right) standard deviation, (bottom) skewness.

Table 7. Kullback–Leibler divergence values associated with the means, standard deviations and
asymmetries associated with the mean values of the double 1 sensor measurements for the identifica-
tion of the failures associated with the double sensors.

Doubles 2
Kullback–Leibler

0-5A 5A-0 0-5B 5B-0 0-5C 5C-0

Mean 26.516 27.226 25.925 26.189 25.012 24.793
Std. Dev 0.101 0.231 26.762 25.599 26.639 26.132
Skewness 0.588 0.663 2.222 0.761 5.800 0.983

Analyzing the values obtained for the Vint voltage (Figure 21), it can be seen that the
second fault shows hardly any variations with respect to those of the normal case, while
the other two show values higher than the usual ones. These effects are reflected in the
divergences in Table 8, obtaining the highest value in the fault with the highest eccentricity.
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 0             5A           5B            5C 

Figure 21. Comparison of the probability distributions obtained for the mean values of the voltage
Vint in the case of failures associated with the double sensors. Indicator: mean.

Table 8. Kullback–Leibler divergence values associated with the means associated with the average
values of the Vint voltage for the identification of the failures associated with the double sensors.

Vint
Kullback–Leibler

0-5A 5A-0 0-5B 5B-0 0-5C 5C-0

Mean 2.196 0.669 0.516 0.42 4.760 1.414

Observing the results of this first analysis (Table 4), it is clear that some measurements
such as the feed motor currents (I_feed), some infrared pass-times or the intervals between
encoder pulses do not provide much information. In the case of the supply currents, it
may be due to the fact that none of the altered elements affected it directly, which means
that there are hardly any changes from one case to another. As for the T_IR31 and T_IR33
times, since they are associated with short distances compared to the T_IR11 time, and
with sections far away from the middle zone where the defects are located, this means
that they are not so easily altered. Finally, the intervals between encoder pulses present a
multimodal distribution that makes the extraction of information more difficult.

By detecting these differences with the naked eye on a measure related to the cross-
entropy cost function used to train the network, it is expected that the neural model in
charge of processing these indicators will also be able to identify the failures. To this end,
a feedforward multilayer neural network with one hidden layer was explored and, after
testing several architectures, a 39:128:14 architecture was chosen. The 39 input neurons
correspond to the most relevant indicators, while the 14 output neurons are associated with
the 13 failure cases analyzed and the case of normal operation.

Due to the large variety of ranges present in these input variables, a normalization is
performed to equalize the contributions of each variable to the multilayer perceptron. This
normalization is performed before the data enters the network. Between the two processing
layers that compose it, another batch normalization layer has been added with the same
objective.

The processing layers that compose the model are two dense layers of 128 and 14
neurons, respectively. The first layer uses the RELU function as the activation function. In
the case of the second one, there is one neuron for each class and the activation function
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chosen is softmax. Thus, the output of each neuron will be between 0 and 1, summing all of
them 1 (generates a probability distribution), assuming that the output with the maximum
value is the correct failure/normal case.

The supervision labels follow the one-hot encoding (13 labels to zero and the corre-
sponding class to one) and the optimization of the training hyperparameters was performed
with the Adam optimization algorithm [28]. Figure 22 shows the summary of the imple-
mented MLP architecture. Cross entropy was used as a cost function to perform the training
over 40 epochs.

 

Figure 22. Summary of the implemented MLP.

A cross-validation methodology was implemented to perform the training phase of
several networks to generate the full model. To reduce the possibility of the data sets in
the cross-validations becoming unbalanced due to sparse data, cross-validation with a low
k-fold of 5 was used. In addition, to maintain data representativeness, these subsets were
randomly generated using a stratified split to ensure that each test subset and training
subset has statistical values of the label distribution equivalent to those of the whole dataset.
In this way, five MLPs are generated, with the final model prediction being the mean or
vote of the five different independent results.

At the end of the training, five MLPs were obtained with accuracies around 90%.
However, as the classification result will be the result of the vote of the five networks,
the reliability of the final model is even higher. The possibility of three networks being
wrong, generating a bad prediction, would be close to 1%, which considerably increases
the confidence of the classification. Figure 23 shows the confusion matrices of two of the
five networks, which confirm the good performance of the methodology when applied to a
specific case of fault detection on complex machinery.

Despite the good results obtained, it must be taken into account that this model has
been made with data that were not isolated for validation. This has been the case because,
as there is not a large amount of data available, we have worked with the available data,
extracted manually by the manufacturers themselves. That is why the neural model,
although showing good results and could be developed at some point, must currently be
taken with caution. However, the fact that manual rule-based analysis of the results shows
perceptible differences proves that the effort put into preprocessing the data to reduce the
number of bytes to be sent has been successful. In this way, the objective of our proposal is
reached, being able to identify the failures with a smaller amount of information and also
being able to implement this methodology in complex machines with limited capacities.
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Figure 23. Confusion matrices of two neural networks designed to recognize the 14 failure cases.

4. Conclusions

In this work, a study of the state of the art of predictive maintenance techniques,
focused on industrial environments, has been carried out. The variables to be monitored, the
most relevant indicators and the most common treatment techniques have been analyzed
to generate a basis on which to build the fault detection system to be carried out.

A monitoring methodology applicable to complex machines has been presented, in
which work is carried out at different levels with the aim of extracting the most significant
features from each piece of data. This methodology has been tested on a prototype cash
counting machine, which meets the description of a complex machine.

By analyzing the results obtained in each of the levels in which we have worked, we
have identified the most relevant data. In this way, it has been possible to significantly
reduce the amount of data to be used, being able to continue identifying the corresponding
failure in each case. All this allows a considerable reduction in the computational demand
of the system.

As future work, the use of a cloud computing environment is proposed. Communica-
tion via IP with the cloud of numerous machines would allow the generation of a global
neural model that reaches a higher degree of abstraction than can be achieved locally on
the machine.

In short, a fault dectection system capable of identifying the failure that is occurring
from the data extracted from a complex machine has been developed. This makes it posible
to warn the operator who can correct the defect or it also can be used as a manufacturing
quality control system.
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Abstract: The continuous evolution of IT (information technology) technologies is radically trans-
forming many technical areas and social aspects, also reshaping the way we behave and looking
for entertainment and leisure services. In that context, tourism experiences request to enhance the
level of user involvement and integration and to create an ever more personalized and connected
experience, by leveraging on the differentiated tourist services and information locally present in the
territory, by pushing active participation of customers, and by taking advantage of the ever-increasing
presence of sensors and IoT (Internet of Things) devices deployed in many realities. However, the
deep fragmentation of services and technologies adopted in tourism context characterizes the whole
information provided also by customer sensing and IoTs (Internet of Things) heterogeneity and
deep clashes with an effective organization of smart tourism. This article presents APERTO5.0 (an
Architecture for Personalization and Elaboration of services and data to Reshape Tourism Offers 5.0),
an innovative architecture aiming at a whole integration and deep facilitation of tourism service and
information organization and blending, to enable the re-provisioning of novel services as advanced
aggregates or re-elaborated ones. The proposed solution will demonstrate its effectiveness in the
context of Smart Tourism by choosing the real use case of the “Francigena way” (a pilgrim historical
path), the Italian part.

Keywords: smart tourism; social sensing; sensors; e-tourism; distributed-architecture; Spark; Zenoh;
FaaS; Elasticsearch

1. Introduction

The rapid and pervasive evolution of digitalization covering all aspects of life has
drastically changed the field of tourism [1] so as to propose a new pervasive experience,
more and more based on online services and information; moreover, that trend is expected
to further grow in acceptance and offerings. In fact, we already see a wide variety of
services, datasets, and platforms concerning and supporting tourism in many of these new
different forms. In the past decades, tourism acquired a key role in the development and
economic growth of many countries, and so it is in Italy. As stated by Eurostat [2], in the EU
(European Union) area tourism is EU’s third largest socio-economic activity, representing
around 10% of the EU’s GDP (gross domestic product). Moreover, five EU Member States
are among the world’s top ten tourist destinations worldwide.

In Italy, more significantly than in other countries, tourism is in continuous growth
and represents a vital contribution to the wealth of the nation. In fact, the total contribution
of tourism to the Italian economy in 2017 was 223.2 billion euros, equal to 13% of Italian
GDP and Italy was ranked the second destination for outbound trips made by EU residents
within the EU, in terms of nights spent [2].

The fast increase of the tourism market is raising the need for a “Smarter” Tourism
(Smart Tourism, or ST for short) more able to personalize and adapt customer experiences
while creating a more culturally rich and even more sustainable offer.
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To highlight the importance of ST in the sustainable development of a country, the
European Commission launched the European Capital of Smart Tourism to stimulate the
development and sharing of ST good practices. The European Capital of ST is an initiative
to promote the integrated offers of innovative, inclusive, culturally diverse, and sustainable
practices to tourism development by European cities [3]. Within that project, the European
Commission has defined the concept of Smart Tourism as the combination of properties:

• Accessibility: To enable barrier-free destinations and enable access, regardless of age,
cultural background [4], and physical disability.

• Sustainability: To protect natural resources of a city, reduce seasonality, and include
local communities.

• Digitalization: To use digital technologies to enhance all aspects of the whole tourism
experience.

• Cultural heritage and creativity: To protect and capitalize on the local heritage for
the benefit of all stakeholders: the destination actors, the industries, and tourists.

The always-enlarging availability of information accessible through the network has
modified the approach of visitors to the experience from an even structured and well-
planned tourism offering to more dynamic and by-need ones. The development of ST will
require not only a more personalized experience for tourists but also a more dynamic service
proposal as key factors of the whole experience. Examples of dynamicity are modern apps
that exploit geo-localization to retrieve more suitable local services in the locality of tourists
and in a by need fashion [5]. That dynamicity further promotes a more personalized
experience by using intelligent system recommenders: today the whole information about
previous historical data and profiling plays a key role in ST decision-making processes [6].
Moreover, in the last years, the recent global pandemic has stressed further the importance
of smart and dynamic tourism services based on geographic positions [7].

The pervasive diffusion of IoT and smart devices, connected with social sensing,
represents an important accelerator to drive information retrieval toward service quality. In
Social Sensing, the final customer can be actively and deeply involved in many ways, from
contributing with her knowledge and sharing data gathered with smartphone and personal
wearables, up to asking him to complete simple tasks while moving with her phones. Social
sensing extends an already widespread and well-established series of techniques called
crowdsensing [8] and has already been proposed to involve users in the process of data
gathering [9]. Since initiatives of social sensing, crowdsensing, and crowdsourcing can
play an essential role in the development of smarter tourism services, those initiatives are
also coupled with incentivizing user participation via some forms of competition among
users and via strategies of gamification. Tourism gamification extends strategies from game
design and involvement strategies in non-game contexts [10], so to influence consumer
engagement, customer loyalty, brand awareness, and user experience in tourism areas [11].
Examples of these initiatives include the usage of a scoring system related to customer
action undertaken also rewarded with forms digital or material incentives and rewards.

As an example, in recent years many studies have proposed the use of social sensing
to collect geo-tagged information and exploit them to identify tourism areas of interest [12],
map tourist behaviors [13,14], compare and differentiate clusters of tourists [15], and
discover and propose again noteworthy new places [16].

From the user perspective, the employment of ST combined with social sensing can
provide better tailored information to tourists, about the quality and accessibility of a place,
suited to their peculiar interests, either long-term or defined on the spot [17]. Examples
are many, from the presence of barriers to the support of different languages in the service,
from the current weather situation to the current mood of the entire group. In the city of
Bologna, for example, there is an application to cancel barriers both in access to services
and in mobility as demonstrated by projects like mPASS [18] or Kimap [19].

Additionally, we add that the tourism area itself asks for deep integration with many
other fields, such as smart cities [20], smart transport, smart wealth, and relative services
and data sources [21] as a few examples of connected areas.
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To summarize, the integration and combination of ST information and services are ex-
pected to create great business value [22] and to enable the development of smarter tourism
services and experiences, but the heterogeneity of formats and interactions protocols slows
down the integration of multiple platforms, making impossible the acceptance of a unique
and comprehensive standard, because of the different stakeholders and organizations
proposing ST services and the lack of cogent regulation [23].

To solve these problems, the authors propose APERTO5.0, a reference Architecture
for Personalization and Elaboration of services and data to Reshape Tourism Offerings 5.0,
based on human-centric interactions and data gathering favoring a strong personalization
with interested tourists (either single, in groups of interests, or in other aggregation forms).
The aim of APERTO5.0 is not only to exploit better existing resources for a greater business
value but also to stimulate the creation of novel tourist services toward the whole potential
of aggregation and augmentation of the platform. APERTO5.0 can present local services
per se, but also present new offerings, composing together local services chosen depending
on specific tourist profiles and current needs. In fact, the APERTO5.0 aims both to enable
the creation of a platform that can present a unified view of services and information to
tourists and to offer a single access point for advanced and augmented information and
facilities composition to third parties private and public organizations, so to encourage and
enhance the development of positive and sustainable tourism offerings.

In collaboration with some local companies, the authors have implemented the first
prototype of APERTO5.0 to handle a specific scenario of tourism paths (“cammini” in
Italian or ways in English). “Tourism paths”, also called pilgrim ways, are recognized
routes connecting some historically relevant sites, and traditionally followed by pilgrims in
the past: examples can be the “way of Saint James” to reach Santiago de Compostela, or
the “Francigena way”, an itinerary going to Rome by foot, both started since the Middle
Age. Those tourism experiences are gaining more and more attraction as able to offer a
healthy traditional and sustainable experience, in line with tradition and connected with
the territories traversed by the path.

To validate the capabilities of APERTO5.0 architecture, the authors have extensively
tested the proposed solution under different loading conditions, simulating the “Francigena
way” behavior in the Italian final part, by testing the possible occurrences in the different
conditions of service request typically experienced in tourism real scenarios. The paper
compares the results for the presented solution in gathering and requesting information
with the solutions that represent the de facto standard of the market. APERTO5.0 showed
a very good capacity of distributing and requesting information under different loading
conditions and diverse network and infrastructural topologies complexity.

In summary, this paper significantly advances the state-of-the-art literature in the field
with the original contributions listed below:

(i) A novel architecture based on planes (see Section 3: Business, Cross Cutting Concerns,
Data and Service) and Layers (Monitoring, Auditing Authorization Authentication,
Presentation, Data, Analytics and Processing, Blending and Integration), to abstract
the aspects related to the technologies used and group the different tasks.

(ii) A practical approach to address the problem of heterogeneity and dissemination of
information and services in the context of tourism services.

(iii) An original implementation of the proposal based on open-source projects combining
well established platforms with cutting-edge technologies.

(iv) An application of the proposed architecture to the real-use case of “tourism paths”.
(v) Some in-the-field experimental results for simple deployment cases to show the feasi-

bility of the proposed approach and the efficiency of the implemented architecture.

2. The Proposal

APERTO5.0 is based on an organization that put together on the one hand all possible
information sources, and services toward a better integration, on the other hand, the best
proposition possible for the differentiated needs of all tourists, either single or in different
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composition groups in number and interests. The proposed architecture has been designed
driven in the middle of existing tourism services and information providers and the possible
requests and needs of customers (Figure 1). APERTO5.0 aims at becoming the reference for
the development of new smarter tourism services and platforms while adding value for
both producers and consumers based on its integration and augmentation capacity.

Figure 1. High-level vision of the APERTO5.0 architecture in terms of the layers connecting providers
to customers.

The architecture considers a producer every entity that provides information or ser-
vices potentially appealing for the tourism field and its development, by including partners
belonging to the public and private sector, open data, and any connected things spread
in the interested region, like connected transports, sensors, and user wearable devices.
The absence of a common agreement and regulatory organs leads to a wide specter of
interaction modes and formats, as well to many heterogeneous types of agreement and
relationships proposed by different producers. On the other side, customers are users of
the platform that can consume services and data resulting from the processes of augmen-
tation, elaboration, and orchestration of information and services coming from Providers.
The authors target does not consider only tourists as customers of the platform, but also
municipalities, destination managers, third parties tourism services, and all the other actors
possibly present in the territory and interested in participating in the formation of a smart
tourism offer. Such heterogeneity in customers leads to the requirement of a high level of
modularity and adaptability to suit the different needs of customers.

We must stress that a provider can also play the role of customer and vice-versa, by
creating a circular Prod-Cons pattern, where providers can interact with the proposed
platform as customers to grow their services, and customers can improve their experience
through personal contributions to APERTO5.0. This positive evolution can be opportunisti-
cally encouraged through initiatives, such as crowdsourcing campaigns and the creation of
local relationship networks. Authors claim that the introduction of the proposed digital
platform can encourage the creation of a network of partners that can also increase, monitor,
and guarantee the value of data and services. These types of relationships can also enable
the development of opportunities by creating a mutual value, in the sense of social results
in the tourism field, such as the creation of an agreement of multiple municipalities crossed
by a path of cycle tourism. The network constituted with the different partners in the
territory supported by the proposed digital platform constitutes the target supply chain
for customers.
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The architecture of APERTO5.0 is based on three well-defined layers called planes:
the higher-layer business plane is responsible for the interaction with customers; the
other two lower-layer planes are responsible for all possible services (service plane) and
information (data plane) arriving from interested providers. It is important to stress that
APERTO5.0 can expose new services based on the available existing ones; another lower
layer component is the crosscutting one, in charge of all managing and monitoring functions
of the entire architecture.

We are now expanding the details for the above planes. The business plane is the
functional plane that addresses the complexity derived from interactions with customers
with the main goal of providing a unique point of interaction, and, at the same time, of
hiding from the customers the complexity of distributed datasets and services. The business
plane has the main goal of uniform access to the heterogeneity of services, protocols,
and interactions arriving from the underline planes to compose a solution offer. This
plane drives the composition, coordination, orchestration, and exposition of services and
information coming from the data plane and the service plane. This plane is capable of
creating new synthetic tourism proposals, starting from existing services and information,
such as in the creation of new packet experience, by booking public transportation, and by
creating a path across most visited places. These features demand a high level of modularity
and composability to adapt to the continuously evolving needs and interaction methods of
customers, via tools like Dashboards, Apps, and APIs.

The data plane is the component of APERTO5.0 responsible for collecting, managing,
and analyzing all the datasets and information collected from third parties providers,
realizing the augmentation and conformation of data. This process is an essential step in
the creation of new services and platforms, so that uniformity and standardization can
reduce considerably the effort related to the management of different formats. The data
plan can handle and process both data in motion and at rest (very static and very dynamic
data, as extremes), enabling the exploitation of both historical data and fresh real-time
information. To achieve a good value from data both stored and processed, it is necessary
both the use blending techniques, over the data coming from multiple and diverse sources
to merge them and the consolidation of a network of partnerships in the territory that can
provide feedback and support, so as to specifically verify the information. The data plane
supports multiple types of representation and analytics, in order to handle the different
needs of customers, including geographical and time-based queries, up to computationally
intensive processing like graph algorithms and machine learning techniques.

These planes, part of the proposed architecture, enable the representation, integration,
and orchestration of provider services. Since the proposed solution does not replace or force
migration of existing services but, on the contrary, focuses on empowering existing ones,
the service plane has the goal of matching to each existing service one or more synthetic
services representing it internally to the platform. Each synthetic service handles all the
specificity of the target producer service like protocol, billings, and authentications taking
charge of all the necessary coordination with other planes present in the proposed solution,
specifically the cross cutting concern plane. Moreover, the services can be further composed or
decomposed to create new synthesis services, so to create offerings at different granularities,
e.g., a transportation service can be composed starting from a sharing mobility service
and a public transport one. To enable these advanced techniques, the service plane also
introduces a series of composing categories applicable to services that can not only enable
a simpler composition of services but also simplify the suggestion of alternatives to the
final customer, e.g., to suggest alternative places to visit, transportation to reach a point,
or nearby hosting structures. Furthermore, these types of abstractions can enable smarter
behaviors exploited by customers, leading them to a better tourism experience capable of
reacting dynamically to events and information received, e.g., a signal of breakdown of a
bus can trigger the automatic call of an alternative transportation partner or the proposal
of remediation proposing like free hosting structures.
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Finally, APERTO5.0 defines a cross cutting concern plane (CCCP) consisting of a series
of components to implement all cross-cutting concerns and support other planes, in the
whole management and interaction with internal and external services. Authors expect a
continuous evolution of the CCCP while dealing with new challenges and new scenarios,
especially distributed across a heterogeneous territory like the one covered by a pervasive
platform of tourism. The CCCP supports the resolution of problems not only addressed in-
ternally to proposed infrastructure but also directly in relation with customers or providers,
e.g., health checks of provider services and endpoints. Some services belongings to the
CCCP can not only support other services but can become themselves part of the offer of
other planes, e.g., the authentication services that can be provided as a service directly to
customers behaving as part of the business plane. The components realized in the CCCP
layer aim at operating transparently to the other component of the infrastructure. In this
way, the evolution and introduction of new features in the CCCP plane can benefit, with
little effort, multiple components belonging to other planes of the proposed solution.

3. APERTO5.0 Architecture Full Component Description

Going deeper into a more detailed description of APERTO5.0, we magnify the pre-
sented solution that is fully partitioned into detailed layers, each one corresponding to a
single business process (Figure 2). We describe here: the presentation layer that implements
and proposes a unique view of all services within the business plane; the blending and
the data layers inside the data plane that allow the input of all information needed by ST
by polishing and presenting, and also storing within the second component; the analytic
and processing layer together with the integration layer constitute the service plane, where
the former is capable of extracting any possible interesting service from the proposed
available ones, while the latter is capable of getting to all available services available for ST.
In addition, the auditing, authentication, and authorization (AAA) and the monitoring layers
constitute the first two proposed modules that realize the cross cutting concerns plane.

Figure 2. APERTO5.0 layers more detailed view. All components are put together for a more
comprehensive effort of integration and synergic coordination.

The presentation layer constitutes the main component of the business plane to create
and provide a unified view for tourism and third actors, by combining information and
services coming from data plane and service plane to provide new smarter tourism services,
typically the creation of a travel experience blending information on events and places
in the destination with services of ticket purchase for transport. Supported customer
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interaction can employ heterogeneous technical protocols, e.g., pub-sub, client/server, fire
and forget, and advanced query languages.

The data plane is subdivided into two horizontal layers: the blending layer and the
analytics and processing layer (AP Layer) and one vertical layer: the data one.

The blending layer is responsible for gathering, cleaning, and adapting to a convenient
format the information coming from third-party services, open data, and custom ad-hoc
services. These data sets are then stored, according to predefined or dynamic policies on
the different storage services composing the data layer. This lower layer implements the
integration logic with the different forms of interactions and queries exposed by external
data sources. The interaction methods are managed and adapted to require no changes
on the provider side and can support reactive interaction, such as event-based traffic
information systems and scheduled/polling-based ones like information about shows,
fairs, and festivals periodically published on a site. The blending layer widely exploits
principles of modularity and composability, and any introduction of new data sources or
data manipulations follows the plug-in logic with a minimum effort of development and
instantiation, enabling in such a way a sustainable growth of handled producers. This
component implements a gathering approach direct from producer sources, in this way
enhancing diversity and customized experience. This approach differs significantly from
more traditional ones such as in booking.com [24], where the hosting infrastructure must
register and constantly update its own data in a third-party portal, so requiring a standard
format a-priori.

As part of the data plane, the analytics and processing layer aggregates and analyzes
the different data sources stored in the data layer and exposed by the integration layer.
This layer realizes the process of adding value to the information coming from local
tourism offerings, via an internal creation of new aggregate datasets and the discovery of
new insights through advanced elaboration techniques, such as big data processing, data
mining, and AI (artificial intelligence) algorithms. This layer can also support real-time
event-based and continuous-stream processing to enable advanced real-time queries and
subscription mechanisms, as well batch operations for heavier time-consuming analytics.

The data layer is a vertical layer inside its plane, since it cooperates with all other layers,
by storing elaborated data, schemes, and metadata and by exposing them through advanced
indexing and query languages. The data layer handles the storing of fresh and past collected
datasets and metadata, by enabling fast and advanced analytics and interactions through
the exploitation of the data locality principle and advanced indexing, and by proposing
customer-adapted viewing techniques. To support an effective memorization and query
system the data layer exploits the most convenient storage strategy, so supporting any
different data format and memorization technology.

The integration layer cooperates with the analytics and processing layer inside the service
plane. The integration layer, in particular, is responsible for re-exposing in a convenient
and optimized way the external services provided by third parties. The exploitation
of many different categories enables the possibility to combine properly and substitute
service calls to create smarter and reactive services, e.g., buy theater, cinemas, or public
transportation tickets. This wrapping mechanism enables to hide and abstract from the
peculiarities of each service, such as internal protocol, service call sequence, or rate-limiting,
and facilitates the coordination and combination realized in a analytics and processing
layer. Moreover, this layer interacts with all external services and datasets to obtain data
not directly available, since they are filtered away, such as real-time number of available
tickets or current position and updated time of arrival of a transport. The integration layer
to support integration with different heterogeneous providers implements many types of
interaction including periodically and reactively.

The auditing, authentication, and authorization (AAA) and the monitoring layers constitute
the core of the cross cutting concerns plane, available to all other components, to operate
in conjunction with all layers in the proposed architecture. These two layers also form
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an important part of the business plane as they provide important services to the final
customer e.g., authentication service or metric.

In fact, the AAA layer is not only responsible for guaranteeing a proficient level of
security to the infrastructure layer but also to provide a unique point of access, for final
users, to the services covered and integrated into the platform. This allows to preventing
registration and policy adaptation to any tourism service provider and enables a unique
view for tourists and third-party organizations.

The monitoring layer provides useful insights on the service usage and the overall state
of the platform to enable both elastic management of the infrastructure and significant
added business value. In fact, from the monitoring layer it is possible to extract and
underline trends in services usage with a geographical and temporal connotation and
exploit them internally at the platform or supply “as they are” to external organizations,
think to the trends in ticket buyout of a public transport localized in a determined time or
region. Moreover, this layer can control malfunctions and unavailability of services and
information provided by producers, by generating alerts by need to request automatic
execution of recovery action.

The complexity and stratification of the proposed architecture derives from the ex-
igence of addressing heterogeneity in tourism information and services as well as in
customer needs. Moreover, this complexity is expected to further increase with many
additional layers and components while increasingly addressing more and more ST use
cases with their intrinsic exigences. Authors claim, however, the validity of the proposed
architecture as a base for the structuration of a solution able to satisfy and integrate many
ST vertical scenarios.

4. The Case Study of Tourism Paths

One of the most challenging scenarios in the context of smart tourism is the business
of tourism paths (or ways or itineraries, sometimes pilgrim’s ways), typically established
very long ago to suggest routes to religious pilgrims in the middle age and to give advice in
their ways toward their final destination. This paper takes the “Francigena way” as a use
case, in particular, the Italian part passing through territory. This novel and more requested
type of tourism offers are characterized by the requirement of extreme personalization
and dynamicity of target user experience; tourists can choose via the information given
by their smart devices how to continue the experience, which is always driven by current
information derived from their connection on demand. Of course, the same always-
connected feature can apply to many other areas apart from ST, so presented architecture
can be crucial in those too.

In tourism paths, users intend to use ICT as an essential part of the experience and
tend both to be driven by information they need to get either personally or as part of a
group, and to feed information over the community depending on their current experience.
We consider that tourists can become prosumers (consumers and producers at the same
time) of the experience of tourism paths. As an example, via ICT tools, the user can
interact more dynamically and satisfactorily, by choosing to read personalized paths and
calibrating languages and contents based on specific levels of learning [25]. It becomes
essential to gather as much information as possible, so as to provide customers with the
necessary details and to provide the customers with the best experience possible. That high
dynamicity constitutes a challenge for providers of smart tourism services characterized by
huge distances covered, with a multitude of information gathered, with a high fluctuation
in number of users requesting those services, and with an important level of heterogeneity
in partners to be involved.

In collaboration with Imola Informatica, authors then decided to create a first prototype
of APERTO 5.0 to support the creation of a platform of smart tourism for tourism paths.
This platform aims to support customers in all the phases of the experience: from the
planning of the trip, also during the experience, and finally in the post-experience phase.
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From the user point of view, a basic service example should make it possible to (1) plan
the trip in any plan details, such as choosing also where to sleep and eat; (2) contacting
local shops and realities for the discovery and purchase of typical products; (3) explore the
path you want to take, discovering what to visit. That is normal in the planning phase, but
those services should be available also during the experience itself, and at the same time,
must occur in the post experience, both to document the events and compare with possible
different expectations for future planning.

Particular attention is devoted to the process of information gathering from partners,
sensors, and user contributions. Users are continually encouraged to contribute during
the whole experience with images, gathering data from sensors, expressing opinions, and
sharing their GPS tracks.

This process of social sensing opens the APERTO5.0 platform to a continuous en-
richment of the experience introducing in the ST offerings new variations to the route,
points of interest, and information about places acquired by other users during similar
experiences. Moreover, the entire information allows the platform to dynamically adapt
customer experiences, to make the offer more accessible and enjoyable. In the scenario of
tourism path, a parameter to be continuously monitored is the difficulty associated with a
stretch of the route that depends on many environmental current factors, such as humidity
in the air and the soil, condition of the track, and wind force.

To stimulate user contribution, the platform exploits a gamification approach, where
each user contribution assigns some score points according to the relevance of the interven-
tion. As an example, the signaling of a critical problem during the tourist path (particularly
important for other users) can be estimated as a relevant contribution, while the review
of a restaurant can be associated with fewer points. At the overpassing of some prede-
fined thresholds, the user is rewarded with some prizes of many diverse types and values,
such as showing the user status and coupons offering discounts on partners related to
the experience.

5. Materials and Methods

To evaluate the potentiality of the presented architecture proposal the authors have
developed a first implementation prototype based on some widely open source affirmed
platforms, with the goal of not only helping us to evaluate the effectiveness of the proposal
in some real use case scenarios but also discovering whether current technological solutions
can fulfill the use case needs. As shown in Figure 3 we base the first prototype on 5 main
technologies: (1) Eclipse Zenoh [26], (2) OpenFaaS [27], (3) Apache Kafka [28], (4) Apache
Spark [29], (5) Elastic Stack (Elasticsearch and Kibana) [30], necessary to satisfy the needs
of the “Francigena way” use case and presented from a bottom-up perspective from the
data gathering to the final service and data representation to customers.

Potential technological gaps discovered during the execution of the testbed will consti-
tute further directions of research to address and solve the problems of a general architecture
and infrastructure to support the development of smart tourism.

One of the most challenging tasks demanded of the proposed infrastructure and
demanded to the blending layer is the gathering and dynamic querying of information
from different sensors, customers, and providers present in the territory. The difficulty of
this task is further exacerbated by the use case scenarios that must cover a large territory
with very heterogeneous characteristics, like connection quality, coverage, and density of
devices. To overcome these challenges, we have introduced Eclipse Zenoh as the preferred
interaction medium between the infrastructure and data sources present along pilgrim’s
paths. Zenoh is an open project developed by Eclipse Foundation born to fulfill the need for
an efficient adaptation of fog-centric business. In the past decades, the cloud-centric model
has taken hold in several fields and has been applied pervasively to countless business cases.
Nevertheless, the cloud-centric model has shown some limitations under some application
conditions and fields (e.g., limited connection bandwidth, low latency, negligible connection
cost, etc.). Zenoh tries to fulfill those needs, by implementing a distributed pub/sub model
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with a limited footprint and overhead to reduce to the minimum the impact over the
business resources. At the same time, Zenoh aims to keep as low as possible the latency
and to increase to the maximum throughput.

Figure 3. First prototype of APERTO 5.0 realized to satisfy pilgrims path needs.

Each node that uses the Zenoh APIs is declared to belong to one unit type: peer, client,
and router, since these three units are the building blocks for any application. In fact,
the application unit declared as peer node could connect to another node in the network
allowing a complete graph topology or could select the nodes to connect to, to form a
connected graph topology. The role of the client node is to connect to a single router or
peer to communicate to the rest of the system. The router node is a software process able
to perform level 7 routing (OSI model) and connect to different nodes to connect different
topologies to each other to form any kind of topology.

Zenoh also provides and implements a configurable discovery mechanism that em-
ploys a gossip protocol over multicast, to auto-connect to the other nodes with the aim of
using a so-called “path” to perform a request. The “path” is a string that works as a key thus
acting as a symbolic location that expresses the logical function rather than IP addresses so
that this organization allows the application to hide the exact position of the data enabling a
geo-distributed storage implementation. To enable the gathering and dynamic querying of
data across the distributed infrastructure, Zenoh provides a set of high-level APIs that hides
the underline infrastructure complexity, while enabling advanced and well-established
communication patterns, like publish/subscribe or request/reply. Those APIs together
with the advanced infrastructure of Zenoh make possible for APERTO 5.0 the collecting of
information from the action of user sensing and the contributions of partners, as well as the
dynamic querying of data at rest present in the wide territory covered.

To address the great variability of sources in a Prosumer context, the authors intro-
duced a layer of adaptation and abstraction at the forefront of the proposed architecture
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and realized by OpenFaaS an Open-Source Function as a Service (FaaS) platform. FaaS
computing is a novel model of cloud computing that promotes the absence of customer
control over the infrastructure by specifying only the creation and upload of the desired
business logic. This model can enable an unprecedented speedup in the development of
new components, such as the creation of ad-hoc components to manage and adapt data
coming from various sources.

Moreover, the FaaS model is characterized by a fine-grained scaling of resources
associated with each service. In fact, in FaaS platforms, the code representing the business
logic is not always active and in execution but is dynamically executed by the platform only
at the arrival of the user-associated events. That enables a good consolidation of different
services deployed on the same hardware, potentially achieving an important cost-saving.

Finally, recent developments in FaaS, such as function chaining or map reduction, aim
to introduce even more capabilities and paradigms support that can promise the standing
of FaaS platforms as a crucial component to forefront complexity of tourism cases. The FaaS
model paves its interaction model and scalability on asynchronous communication and
stateless computation, while modern FaaS platforms, such as OpenFaaS, still lack mecha-
nisms of synchronization and aggregation. Therefore, we had to recur to one well-spread
message-oriented middleware, Apache Kafka, as a layer of interaction between functions
and other functions or integrated platforms. Apache Kafka is a highly scalable, open-source
streaming platform that provides the Pub/Sub protocols. We opted for Apache Kafka, among
many open-source MoM present on the market, for its capacity of excellent scaling in
handling a massive number of concurrent messages with multiple configurable qualities.

In fact, the FaaS layer can potentially create a large amount of information and as the
importance of information can significantly vary, so a differentiation of QoS support in
the service is essential. Data coming from the integration and blending layers are then
convoyed as a stream in specific Kafka topics each one characterized not only by a business
means but also by a specific QoS. The continuous stream of differentiated information
can be either kept in persistent storage or streamed to the analytics and processing layer
for further processing. Kafka enables not only to handle a huge amount of concurrent
information coming from different providers but also to handle diverse sources with diverse
levels of QoS, spanning all common policies, from best effort to atomic delivery [31].

To address the continuously evolving needs of customers we introduce in the process-
ing layer Apache Spark, an open-source distributed analytics engine memory computation
large-scale data processing that provides multiple modules like MLlib, GraphX, Structured
Streaming to enable the parallel and in-memory computation of data at rest and streamed
from Kafka with advanced techniques, including graph processing, machine learning,
incremental computation, and stream processing [32]. Inside the proposed solutions, Spark
is the essential component in charge of processing and interpolating data coming from
sensors, social networks, and social sensing. For specific partner requirements, we can
opportunistically open the possibility to directly exploit the advanced processing capabili-
ties of Spark. The process of submitting a task to Spark, however, is not trivial and highly
depends on the characteristics of the deployed environment. For this reason, we decided to
provide a layer of abstraction through Apache Livy [33] to enable the direct submission of
Spark Jobs via REST API. Furthermore, Livy also takes care of implementing politics and
mechanisms to guarantee fault-tolerant submissions and concurrent request support in a
multi-tenant environment.

All the information elaborated by Spark and the FaaS platform are eventually stored
in Elasticsearch, a persistent, distributed, and fault-tolerant NoSQL database. Elasticsearch
is a distributed and scalable open-source project part of the ELK Stack. Through its REST
APIs Elasticsearch enables the store and advanced analytics and query of big volume of
data in near-real time fashion.

In the data layer, in fact, two main needs to handle are the management of a huge
amount of data and the creation of a query engine service with advanced capabilities to
support visualizations and customer queries.
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The introduction of Elasticsearch in proposed technological stack enables us to main-
tain relevant historical information while creating efficient and practical indexes and views
to facilitate the retrieval of data. Data so memorized can be queried by customer through
API or presented as advanced graphs, dashboards, dynamic maps in Kibana an open fron-
tend service part of the elastic stack providing search and data visualization capabilities for
data indexed in Elasticsearch.

The proposed architecture paves its strength on the modularity of the solutions com-
posing the different layers. The different components proposed, in fact, while suiting
the needs of the “Francigena way” cannot match the requirements of other ST use cases
or result in overkilling and can be replaced accordingly. We expect, indeed, a great and
continuous evolution in components of the single layers of the architecture presented,
according to the increasing number of addressed use cases.

6. Results

The prototype of APERTO5.0 constitutes the backbone of services where the different
partners constellating the tourism path and tourists receive and provide information also
exploiting ad-hoc developed mobile-oriented applications.

Given the huge and ever-increasing number of data sources that APERTO5.0 is re-
quired to handle we are interested to present here two main quite common and poten-
tially critical processes: (1) The action of gathering and querying data across complex
and distributed topologies of sources; and (2) the processing and integration of cases to
demonstrate the ability of proposed platform of gathering and process data and services
in order to be re-exposed. We concentrate on these two specific functions, since the huge
quantity of data produced by geographically distant places in the “Francigena way” re-
quires a powerful and fast gathering processing phases, so as to maximize the value of the
obtained information.

The tests are organized along the two major problems highlighted: with the first
test-bed section aiming in proving the ability of Zenoh in supporting presented architecture
in the phases of receiving and querying of data and with the second section with the goal
of confirming the capacity of the chosen platform in adapting and processing incoming
information. Afterward, we confirm the introduction of a FaaS platform as an essential part
able to address the extreme variability in tourism service load while also facilitating the
fast development of connectors to take on the Prod-Con heterogeneity.

The tests of the first testbed section are deployed on an infrastructure composed of
5 nodes equipped with an Intel(R) Core (TM) i5-3470 CPU running at 3.20 GHz and 8 GB of
RAM each. All the tests of the second testbed section have been conducted on a physical
infrastructure composed of five virtual machines each equipped with 8 vCores, 32 GB
vRAM, and 150 GB data SSD.

6.1. Social Sensing Data Gathering

Infrastructure topologies interconnecting prosumers in the context of pilgrims paths
can assume diverse levels of complexity by traversing many networks and applicative
endpoints. This complexity is further worsened by the fact that a user will consume in their
experiences not only local data but potentially data distributed far away, many stages before
or after the current location. For this reason, this section aims at testing the capabilities of
Zenoh in supporting APERTO5.0 in both processes of receiving data through a standard
Pub/Sub protocol and querying data at rest present in separate locations, with varying
interconnection topologies and load. We then compare the obtained results with two often
adopted technologies for data gathering, namely RabbitMQ [34] and a cascade of Envoy
HTTP Reverse proxy under the same conditions [35].

In the use case of “Francigena way”, one of the most challenging tasks that proposed in-
frastructure requested to realize is the ability to gather and retrieve data traversing arbitrary
complex networks and infrastructural topologies. This happens often during social sensing
action where the data coming from sensors are requested to traverse different devices like
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user smartphone or Wi-Fi Access Points compared to the ability of Zenoh, RabbitMQ, and
HTTP of traversing multiple hops to interrogate sources of data in the territory.

We have triggered an increasing number of requests starting from a frequency of
1 request per second and reaching 1000 requests per second. Results shown in Figure 4
highlight that in a request/reply interaction HTTP performs better when the number of
hops traversed increases.

Figure 4. Round trip time of requests when traversing an increasing number of network hops.

We then tested the ability of the different solutions to satisfy higher rates of requests
experienceable when multiple users and devices send contemporary a lot of data. We
then repeat the precedent experiment in the case of 2 hops to be traversed and we sent an
increasing rate of requests starting from 0 to 10,000 requests per second.

As Figure 5 shows, while HTTP forwarding realized through proxies performs better
at low request rates when the rate exceeds 4000 requests per second the performance of
this protocol starts to degrade with a fluctuating behavior and an RTT measured higher
than once of Zenoh and RabbitMQ.

Figure 5. Round trip time of requests when traversing 2 hops with an increasing number of requests
per second, starting from 0 up to 10,000.

We then tested the ability of RabbitMQ and Zenoh of distributing and collecting infor-
mation through a typical Publish/Subscribe mechanism. This test foresees the exclusion of
the HTTP Proxy and HTTP protocol does not support such type of interaction.

In particular, the third test follows the same guidelines as above to compare and verify
the routing capacity and the delay introduced by the two message-oriented middlewares
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in distributing a constantly increasing amount of information among multiple subscribers,
when traversing infrastructural and network topologies with different complexity.

The outcome of the test shows (Figure 6) that Zenoh introduces a delay in the delivery
of information lower than 3 milliseconds, even when traversing multiple intermediaries.
Moreover, the pub/sub protocol implementation realized by these two solutions seems to
be less influenced by the complexity of traversed topologies, with a delay variation lower
than 1 millisecond.

Figure 6. Registered delay in publish/subscribe mechanisms when traversing an increasing number
of network hops starting from direct point to point communication to three intermediaries.

In conclusion, the tests of this section justify the choice of the authors of introducing
Zenoh as a middleware, to retrieve and collect information in arbitrary complex scenarios
not only because of its good and more stable performance, even at elevate request rates, but
also for its flexibility in supporting multiple interactions paradigms, such as request-reply
and pub/sub.

6.2. Data Integration

The whole information gathered from actions of Social Sensing, sensors, Providers,
and user contributions must pass through a process of adaptation and elaboration so to
be accessible and significant for tourists and partners of the pilgrim path. Through the
processing phase it is possible to elaborate data coming from actions of social sensing and
the different partners to create a customized experience and adapt to variating conditions
such as weather, activation of new promotions, or unexpected events.

In this first test of this test-bed section, we aim at showing the effectiveness of the
platform components chosen to elaborate and integrate data and services coming from
producers. We created a simple function receiving data from either an HTTP endpoint
or from a Zenoh Resource and applying a filtering operation and a conversion in JSON
format. Transformed data are forwarded through a Kafka topic to Spark where a Spark
Streaming will execute some computationally intensive operations on the data received
such as square root of the number of occurrences of a character in the data received. The
data so processed are then stored into Elasticsearch by the Spark-Elasticsearch connector.
To measure the impact of each part on the latency before the data can be stored in the
Elasticsearch, each service adds a timestamp in the payload at the receival of any message.
We then sent a constant rate of 1000 requests per second and logged the timestamps so
generated in Elasticsearch to be visualized through Kibana.

As mentioned before the fast elaboration of gathered data in order to obtain a small
end-to-end latency presenting updates in a near real-time fashion to customers is one of
the main requirements that emerged from the “Francigena way” use case.
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Results shown in Figure 7 show that the platform proposed by authors is able to
process and memorize a huge quantity of data and re-exposing them and to provide an
extremely limited to provide a very limited total latency of less than 1 s to the customer.
The decomposition of the end-to-end latency shows that the sawtooth behavior is due to
Spark when processing data with its batch streaming approach.

Figure 7. Average latency introduced by each component compared with the end-to-end latency
when under a constant load of 1000 message/s (Log Scale).

We can also observe that while the processing delay carried on by the FaaS platform
presents less jitter than the processing task by Spark, the many Spark optimizations carried,
such as the pre-allocation of computational resources, lead to a processing time one order
of magnitude faster. The two major components responsible for the resulting end-to-end
latency are the message wait time and FaaS processing time. Messages stored in Kafka
queues wait until the Spark adaptor is not ready to receive them in order to be computed
and this latency introduced is mainly due to the batch streaming behavior of Spark. The
latency introduced by the processing in the FaaS platforms is a known problem of these
platforms caused by many factors derived from the dynamic creation of function at each
request and is a highly active topic of research [36].

Those results also suggest that while the aim of authors of achieving a less than 1 s
delivery time is achieved, when in need of faster end-to-end processing, the tuning of Spark
Streaming is the applicable point of intervention. There are, in fact, several options to tune
the performance of a Streaming process in Spark, such as increasing the level of parallelism
in data receiving and serialization and by setting the right batch interval. Finding the right
batch interval (BI), for a Spark Streaming application running on a cluster is an essential
condition for its stability and requires that the system is able to process data as soon as it is
being received [37]. We have sent a constantly increasing number of requests, starting from
0 to 10,000, during a time-lapse of 5 min and increased the batch interval to test how the
infrastructure behaves, at the load increasing.

The variation of BI shows that pipelines configured with a higher batch interval present
a higher jitter and latency, while they are more unaffected by variations of loads (Figure 8).
In fact, the pipeline configured with a 2 s BI does not show a degraded behavior until the
150 second approximately (with 5000 message/s), while the one configured with a BI of
250 milliseconds shows already a degradation after 75 s (with 2500 message/s) from the test
start. On the contrary, if the requirement is a low end-to-end latency, the best configuration
is with a BI of 250 milliseconds that can process messages with several orders of magnitude
less than other BI configurations.
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Figure 8. Average end-to-end latency in logarithmic scale when variating the batch interval (BI) in
Spark Streaming and submitting an increasing number of messages from 0 to 10,000 in a time-lapse
of 5 min.

Zooming in on the test with the BI of 250 milliseconds, we can see that the latency
introduced by each part compared with the end-to-end latency is influenced by the process-
ing of the Spark Streaming (Figure 9). These results confirm the necessity of introducing
both the FaaS platform and Kafka that guarantee the best flexibility of the infrastructure.
In fact, the FaaS platform with its fine-grained scalability has not only exhibited the best
adaptation to different connection protocols and message formats, but also the flexibility of
performing a preprocessing, before entering the “hard” processing of Spark. Apache Kafka,
on its side, is capable of storing information until it is effectively requested by Spark, so as
to enable the recovery of transient situations, where the load is excessive to be computed
by resources assigned to Spark without losing data.

Figure 9. Average latency introduced by each part compared with the tail latency when under an
increasing load of messages starting from 0 to 10,000 during a time-lapse of 5 min.

So, we can claim that a platform, like Apache Spark, can provide a fast, complete,
and efficient solution to parallel processing massive amounts of data coming from social
sensing, social networks, sensors, and tourism partners.

Altogether, even a tailored tuning of the Spark platform cannot satisfy all differ-
ent requirements of ST while achieving an optimal usage of computational resources
available [38,39]. We can state that Spark is not a solution to manage the heterogeneous
fluctuating information of ST scenarios, so the only way to address ST challenging tasks
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requires to ad-hoc setup the Spark infrastructure dimensioning to the worst-case scenario
with an obvious waste of resources [40].

On the contrary, the FaaS platform, even with introducing a greater latency in compu-
tation, has shown much greater flexibility in response to load variance (Figure 9). Future
developments of these FaaS platforms introducing missing computation constructs (such
as Map-Reduce) and enabling better performances can shed light to the offloading of the
Spark computed part. In this way, it will be possible to leverage on the finer granularity
and zero-scaling capabilities of FaaS platforms to grant the best dynamic adaptation to the
continuous variations typical of the ST scenarios [36].

From the comparison with partners in the territory, the authors can claim that the
proposed first prototype of APERTO5.0 is able to address the challenges in terms of data
collecting and fast processing, presented by the creation of a unified platform to support ST
services on the “Francigena way”.

7. Related Work

To the best of our knowledge general-purpose architecture aiming to integrate and
augment different tourist data-sources and services, has already been proposed, however
neither as a proposal in literature nor as a business product. However, some work in
the literature has formerly proposed infrastructures to support the development of smart
tourism services.

RADON is an EU-funded project aiming to develop a model-driven DevOps frame-
work capable of managing the entire lifecycle of services developed and deployed on top
of FaaS platforms. The scope of this project also includes the porting of ADAMO, an
application that combines tourist preferences with a city mobility network and points of
interest in order to generate customized routes [41].

In [42], authors describe a model architecture for smart tourism systems (STS) tailored
for cultural heritage and territorial data. The proposed architecture prompts a rethinking
of the key paradigms: interactive travel, tourist gaze, hospitality, authenticity, and social
networking data owing to the exploitation of software as a service platform tailored on the
development of ST services.

However, the proposed platforms, while providing valid support for the development
of new services, do not address the problem of heterogeneity of source in data and services
nor propose an integration pattern to integrate with existing tourism offer.

In [43], the authors proposed a suite of small applications in tourism, by using a rec-
ommendation approach and supported in a microservice pattern, via a set of independent
deployable services. The authors define the following functions: (1) to suggest routes and
point of interest to users with respect to the choice of tourism activities; (2) the mutual
supporting tourist and tourism services suppliers with location services; (3) to help com-
munities in the preservation and valorization of cultural heritages; (4) to enable tourist to
share their travel experiences to help other travelers in their decision-making process.

The proposed architecture of APERTO5.0 instead does not focus only on single tourism
services or vertical tourism experiences but aims to integrate and involve as many data
sources as possible to create a richer, more integrated, and unified tourism experience.

8. Discussion and Conclusions

In conclusion, the novel development opportunity of smart tourism via a pervasive
redesign due to modern IT technologies constitutes a unique occasion toward more sus-
tainable, inclusive, and culturally rich tourism tailored according to customer preferences.
In this context, the cooperation with all stakeholders of the territory and the stimulation
of local action of social and sensor sensing are necessary to consider and provide an un-
precedented big data amount to enable and stimulate even more the creation of smarter
and more connected tourism services. However, the deep fragmentation of services and
technologies adopted by different actors in tourism that characterize also the whole infor-
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mation provided by customer sensing and IoTs heterogeneity deeply clash with an effective
organization of smart tourism.

It is the authors’ opinion that the introduction of APERTO5.0 can provide a significant
contribution to Academia and Tourism business development and management. This paper
has proposed APERTO5.0 as an architecture aiming to address the problem of heterogeneity
by providing a unifying view in which any tourist item (data, service, and agents) can
become part of an integration mosaic capable of accommodating any new possible element.
Such an unifying environment is the authors’ main design goal and represents a major
innovation in academic research for its novel model and the innovative technological
solutions employed in its first proposed prototype.

In fact, the introduction of APERTO5.0 as support to the structuration of ST services
over the “Francigena way” allowed us to underline the great adaptability in providing
a unifying support over the huge amount of information available. In this context, this
solution introduces an innovative mechanism to query and gather data coming from
complex scenarios in an efficient and scalable way enabling the introduction of actions of
social sensing and partner involvement. A FaaS layer handles gathered data, to cope with
the variety and availability fluctuations of information and then processed with Apache
Spark. Results showed that the proposed platform is able to collect and process information
in parallel, also traversing complex infrastructure topologies, with a resulting end-to-end
latency lower than 1 s.

Considering the contribution of APERTO5.0 to the tourism management field, owing
to the cooperation with realities of the territory and the explored use-case of tourism paths,
authors already demonstrated the effectiveness of proposed solutions. However, a better
exploration of the potentiality of a pervasive application of concepts and possibilities
opened by Aperto5.0 in the many possible tourism facets and in particular in tourism
management deserves better exploration by field experts.

As future directions, authors will work both in the use case of pilgrim’s paths and in
new technical widening directions.

Along the first line, through collaboration with tourism realities in the territory, we aim
to further develop APERTO5.0 to support novel innovative and integrated forms of tourism.
The integration of also other forms and use cases of tourism can increase furthermore the
value of the interconnection of services and information toward a unified and pervasive
support to ST development.

To follow novel technical directions, we plan to exploit better the potential of serverless
infrastructure in providing fast fine-grained scaling of resources and in reducing the time-
to-market development of new services. To pursue these capabilities, future research work
will focus on optimizations and the introduction of new capabilities in the FaaS platform,
so as to easily meet the needs of ST use cases. The main idea is to explore a more pervasive
integration of this model of cloud computing with decentralized deployments over the so-
called cloud continuum [41] and exploit data and service locality to achieve lower latencies
and finer-grained customization of the platform. Moreover, we stress that a fast diffusion
of the FaaS is highly likely, so many other features will be available very soon for even
better performances.
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Abstract: With the rapid proliferation of social networking sites (SNS), automatic topic extraction
from various text messages posted on SNS are becoming an important source of information for
understanding current social trends or needs. Latent Dirichlet Allocation (LDA), a probabilistic
generative model, is one of the popular topic models in the area of Natural Language Processing
(NLP) and has been widely used in information retrieval, topic extraction, and document analysis.
Unlike long texts from formal documents, messages on SNS are generally short. Traditional topic
models such as LDA or pLSA (probabilistic latent semantic analysis) suffer performance degradation
for short-text analysis due to a lack of word co-occurrence information in each short text. To cope
with this problem, various techniques are evolving for interpretable topic modeling for short texts,
pretrained word embedding with an external corpus combined with topic models is one of them.
Due to recent developments of deep neural networks (DNN) and deep generative models, neural-
topic models (NTM) are emerging to achieve flexibility and high performance in topic modeling.
However, there are very few research works on neural-topic models with pretrained word embedding
for generating high-quality topics from short texts. In this work, in addition to pretrained word
embedding, a fine-tuning stage with an original corpus is proposed for training neural-topic models
in order to generate semantically coherent, corpus-specific topics. An extensive study with eight
neural-topic models has been completed to check the effectiveness of additional fine-tuning and
pretrained word embedding in generating interpretable topics by simulation experiments with several
benchmark datasets. The extracted topics are evaluated by different metrics of topic coherence and
topic diversity. We have also studied the performance of the models in classification and clustering
tasks. Our study concludes that though auxiliary word embedding with a large external corpus
improves the topic coherency of short texts, an additional fine-tuning stage is needed for generating
more corpus-specific topics from short-text data.

Keywords: short-text data; neural-topic model; pretrained word embedding; coherent topic;
fine-tuning

1. Introduction

Due to the rapid developments of computing and communication technologies and the
widespread use of internet, people are gradually becoming accustomed to communicating
through various online social platforms, such as microblogs, Twitter, webpages, Facebook,
etc. These messages over web and social networking sites contain important information
regarding current social situations and trends, people’s opinions on different products and
services, advertisements, and announcements of government policies, etc. An efficient text-
processing technique is needed to automatically analyze these huge amounts of messages
for extracting information. In the area of traditional natural language processing, a topic-
modeling algorithm is considered an effective technique for the semantic understanding of
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text documents. Conventional topic models, such as pLSA [1] or LDA [2] and their various
variants, are considerably good at extracting latent semantic structures from a text corpus
without prior annotations and are widely used in emerging topic detection, document
classification, comment summarizing, or event tracking. In these models, documents are
viewed as a mixture of topics, while each topic is viewed as a particular distribution over
all the words. Statistical tools are used to determine the latent topic distribution of each
document, while higher-order word co-occurrence patterns are used to characterize each
topic [3]. The efficient capture of document-level word co-occurrence patterns leads to the
success of topic modeling.

The messages posted on various social network sites are generally short compared
to the length of relatively formal documents such as newspapers or scientific articles. The
main characteristics of these short texts are: (1) a limited number of words in one document,
(2) the use of new and informal words, (3) meanings and usages of words that may change
greatly depending on the posting, (4) spam posts, and (5) the restricted length of posts,
such as API restrictions on Twitter. The direct application of traditional topic models
for short-text analysis results in poor performance due to lack of word co-occurrence
information in each short text document, originating from the above characteristics of short
texts [4]. Earlier research on topic-modeling for short texts with traditional topic models
used external, large-scale datasets such as Wikipedia, or related long-text datasets for a
better estimation of word co-occurrences across short texts [5,6]. However, these methods
work well only when the external dataset closely matches the original short-text data.

To cope with the problems of short-text topic-modeling by traditional topic models,
three main categories of algorithms are found in the literature [7]. A simple solution
is to aggregate a number of short texts into a long pseudo-document before training a
standard topic model to improve word co-occurrence information. In [8], the tweets of
an individual user are aggregated in one document. In [9,10], a short text is viewed as
sampled from unobserved, long pseudo-documents, and topics are inferred from them.
However, the performance of these methods depends on efficient aggregation and data
type. When short texts of different semantic contents are aggregated to a long document,
non-semantic word co-occurrence information can produce incoherent topics. In the second
category, each short text document is assumed to consist of only a single topic. Based on this
assumption, Direchlet Multinomial Mixture (DMM) model-based topic-modeling methods
have been developed for short texts in [11–13]. Although this simple assumption eliminates
data-sparsity problems to some extent, they fail to capture multiple topic elements in
a document, which makes the model prone to over-fitting. Moreover, “shortness” is
subjective and data-dependent; a single-topic assumption might be too strong for some
datasets. A poisson-based DMM model (PDMM) [14] considers a small number of topics
associated with each short text instead of only one. The third category of algorithms
consider global word co-occurrence patterns for inferring latent topics. According to the
usage, two types of models are developed. In [15], global word co-occurrence is directly
used, while in [16], a word co-occurrence network is first constructed using global word co-
occurrence, and then latent topics are inferred from this network. In the present work, we
explored methods of exploiting this category for further improvement in the development
of algorithms for extracting interpretable topics from short texts.

Another limitation of the above models for short-text analysis is that the context
or background information is not used, resulting in the generation of not-so-coherent
topics. The statistical information of words in the text document cannot fully capture
words that are semantically correlated but that rarely co-occur. Recent advances in word
embedding [17] provides an effective way of learning semantic word relations from a large
corpus, which can help to develop models for generating more interpretable and coherent
topics. Word embedding uses one-hot representation of words with vocabulary length
vectors of zeroes with a single one, and words that are similar in semantics are close in
a lower-dimensional vector space. An embedded topic model (ETM), a combination of
LDA and word embedding which enjoys both the advantages of topic model and word
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embedding, has been proposed in [18]. Traditional topic models with word embedding
for documents are explored in several other research works, cited in [19]. In [20], word
embedding is combined with LDA to accelerate the inference process, resulting in the
enhanced interpretability of topics. For short texts, models incorporating word embedding
into DMM are proposed in [21,22]. In [23,24], short texts are merged into long pseudo-
documents using word embedding. Word embedding in conjunction with conventional
topic models seems to be a better technique for generating coherent topics.

The increasing complexity of inference processes in conventional topic models on
large-text data, along with the recent developments of deep neural networks, has led to the
emergence of neural-topic models (NTM). These models combine the performance, efficacy,
scalability, and ease of leveraging parallel computing facilities, such as GPU, to probabilistic
topic-modeling [25]. Neural-topic models are considered to be computationally simpler
and easier for implementation, compared to traditional LDA models, and are increasingly
used in various natural language processing tasks in which conventional topic models are
difficult to use. A systematic study on the performances of several neural-topic models
has been reported in [26]. Although various neural-topic models have been proposed,
and although the reported experimental results on topic generation seem to be better than
conventional topic models for long and formal texts, little research has been conducted on
neural-topic models for effective analysis of short texts [27]. Most of the research works
of topic modeling on short texts are based on extensions of Bayesian probabilistic topic
models (BPTM) such as LDA.

The objective of the present research is to explore computationally easy and efficient
techniques for improving the interpretability of generated topics from real-world short texts
using neural-topic models. However, learning context information is the most challenging
issue of topic-modeling for short texts, and incorporating pretrained word embedding into
a topic model seems to be one of the most efficient ways of explicitly enriching the content
information. Neural-topic models with pretrained word embedding for short-text analysis
has not been extensively explored yet, compared to its long-text counterparts. In [28],
we presented our preliminary analysis of short-text data (benchmark and real-world)
with neural-topic models using pretrained word embedding. We found that although
pretrained word embedding enhances the topic coherence of short texts that are similar to
long and formal texts, the generated topics were often comprised of words having common
meanings (which are found in the large external corpus used for pretraining) instead of
the particular short-text-specific semantics of the word, which is especially important for
real-world datasets. In other words, the learning of topic centroid vectors is influenced
by pretraining the text corpus and fails to discover the important words of the particular
short text. Our proposal is that this gap can be filled by adding a fine-tuning stage to
the training of the topic model with the particular short-text corpus to be analysed. In
this work, we have completed an extensive study to investigate the performance of recent
neural-topic models with and without word embedding, and also with the proposed fine-
tuning stage, for generating interpretable topics from short texts in terms of a number of
performance metrics by simulation experiments on several datasets. We have also studied
the performance of the NTM with pretrained word embedding added, with a fine-tuning
stage for classification and clustering tasks. As a result of our experiments, we can confirm
that the addition of a fine-tuning stage indeed enhances the topic quality of short texts in
general, and generates topics with corpus-specific semantics.

In summary, our contributions in this paper are as follows:

• A proposal for fine-tuning with the original short-text corpus, along with the pre-
trained word embedding with the large external corpus, for generating more inter-
pretable and coherent corpus-specific topics from short texts;

• An extensive evaluation of the performance of several neural-topic models, with and
without pretrained word embedding and with an added fine-tuning stage, in terms of
topic quality and measured by several metrics of topic coherence and topic diversity;
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• A performance evaluation of the proposed fine-tuned neural-topic models for classifi-
cation and clustering tasks.

In the next section, neural-topic models are introduced in brief, followed by a short
description of related works on neural-topic models (NTM), especially NTMs for short
texts. The following sections contain our proposal, followed by simulation experiments
and results. The final section presents the conclusion.

2. Neural-Topic Models and Related Works

The most popular neural-topic models (NTMs) are based on a variational autoencoder
(VAE) [29], a deep generative model, and amortised variational inferences (AVI) [30]. The
basic framework of VAE-based NTMs is described in the next section, in which generative
and inference processes are modeled by a neural network-based decoder and encoder,
respectively. Compared to the traditional Bayesian probabilistic topic models (BPTM),
inference in neural-topic models is computationally simpler, their implementation is easier
due to many existing deep learning frameworks, and NTMs are easy to be integrated
with pretrained word embeddings for prior-knowledge acquisition. Several categories of
VAE-based NTMs have been proposed. To name a few, there is the Neural Variational Doc-
ument Model (NVDM) [31], Neural Variational Latent Dirichlet Allocation (NVLDA) [32],
the Dirichlet Variational Autoencoder topic model (DVAE) [33], the Dirichlet Variational
Autoencoder (DirVAE) [34], the Gaussian Softmax Model (GSM) [35], and iTM-VAE [36].
This list is not exhaustive and is still growing.

In addition to VAE-based NTMs, there are a few other frameworks for NTMs. In [37],
an autoregressive NTM, named DocNade, has been proposed. Consequently, some exten-
sions of DocNADE are found in the literature. Recently, some attempts have been made
to use a GAN (Generative Adversarial Network) framework for topic-modeling [38,39].
Instead of considering a document as a sequence or a bag of words, a graph representation
of a corpus of documents can be considered. In [40], a bipartite graph, with documents
and words as two separate partitions and connected by word occurrences in documents as
the weights, is used. Ref. [41] uses the framework of Wasserstein auto-encoders (WAEs),
which minimizes the Wasserstein distance between reconstructed documents from the
decoder and the real documents, similar to a VAE-based NTM. In [42], a NTM based
on optimal transport that directly minimizes the optimal transport distance between the
topic distribution learned by an encoder and the word distribution of a document has
been introduced.

Neural-Topic Models for Short-Text Analysis

In order to generate coherent, meaningful, and interpretable topics from short texts by
incorporating semantic and contextual information, a few researchers used NTMs in lieu of
conventional topic models. In [43,44], a combination of NTM and either a recurrent neural
network (RNN) or a memory network has been used, in which topics learned by the NTM
are utilized for classification by a RNN or a memory network. In both works, the NTM
shows better performance than conventional topic models in terms of topic coherence and
a classification task. To enhance the discreteness of multiple topic distributions in a short
text, in [27], the authors used Archimedean copulas. In [45], the authors introduced a new
NTM with a topic-distribution quantization approach, producing peakier distributions,
and also proposed a negative sampling decode, learning to minimize repetitive topics. As
a result, the proposed model outperforms conventional topic models. In [46], the authors
aggregated short texts into long documents and incorporated document embedding to
provide word co-occurrence information. In [47], a variational autoencoder topic model
(VAETM) and a supervised version (SVAETM) of it have been proposed by combining
embedded representations of words and entities by employing an external corpus. To
enhance contextual information, the authors in [48] proposed a graph neural network as
the encoder of NTM, which accepts a bi-term graph of the words as inputs and produces
the topic distribution of the corpus as the output. Ref. [49] proposed a context-reinforced
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neural-topic model with the assumption of a few salient topics for each short text, informing
the word distributions of the topics using pretrained word embedding.

3. Proposal for Fine-Tuning of Neural-Topic Models for Short-Text Analysis

From the analysis of present research works on neural-topic models on short-text
analysis, it seems that incorporating auxiliary information from an external corpus is
one of the most popular and effective techniques for dealing with sparsity in short texts.
As mentioned in the introduction, in our previous work [28], we found that although
pretrained word embedding with a large external corpus helps with generating coherent
topics from a short-text corpus, the generated topics lack the semantics expressed by the
corpus-specific meaning of words. If the domain of the short-text corpus and the external
corpus vary too much, the topic semantics become poor. This fact is also noted by other
researchers [25].

In this work, we propose an additional fine-tuning stage, using the original short-
text corpus, along with the pretrained word embedding and a large external corpus.
For pretrained word embedding, we decided to use GloVe [50] after some preliminary
experiments with two other techniques, namely, Word2Vec and Fast Text, as GloVe provided
consistent results. Here, we have completed an extensive comparative study to evaluate the
effect of pretrained embedding with our proposed additional fine-tuning stage using several
short-text corpora and neural-topic models. The proposed study setting is represented in
Figure 1.

Figure 1. Proposed Study.

Here, pretrained word embedding is denoted as PWE. We have performed three sets
of experiments for topic extraction, using only neural-topic models (NTM), neural-topic
models with pretrained word embedding (NTM-PWE), and neural-topic models with
pretrained embedding and the proposed fine-tuning step (NTM-PWE/fine-tuning). In
all the cases, the data corpus is first pre-processed, and in NTM-PWE, word embedding
vectors are replaced by PWE after the model parameters are initialized; the weights of PWE
are not updated during the training step. In our proposed PWE/fine-tuning or simple
fine-tuning (as mentioned in the text), the weights are gradually updated in the training
step after replacing the word embedding vectors, as in PWE. In this case, it is possible
to update the parameters at the same learning rate that is set to update the entire model,
but experiments have shown that updating the PWE values at a large learning rate can
easily over-fit the training data. Therefore, in the simulation experiments, we have set the
learning rate of the word embedding vectors to a smaller value than the learning rate of the
entire model.

We have used popular VAE-based neural-topic models with a few similar WAE
(Wasserstein autoencoder)-based models, and ten popular benchmark datasets, for our
simulation experiments. The performance of each neural-topic model with no word em-
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bedding, pretrained word embedding, and additional fine-tuning has been evaluated by
the generated topic quality using different evaluation metrics of topic coherence and topic
diversity. The neural-topic models, datasets, and evaluation metrics used in this study are
described below.

3.1. Neural-Topic Models for Evaluation

In this section, the neural-topic models used in this study are described briefly. Table 1
describes the meaning of the notations used for description of the models.

Table 1. Table of notations used.

Indices:

K Number of topics k ∈ {1, . . . , K}
L Word embedding vectors dimension l ∈ {1, . . . , L}
C Number of classes c ∈ {1, . . . , C}
Decision Variables:

D Set of documents
V Set of lexicons, vocabularies
X BoW matrix of all documents, X ∈ R

|V|×|D|
+

xd d’s BoW representation vector, xd ∈ R
|V|
+

N Number of words that occurred in document d
wn n-th word

Random Variables:

h(i) i-th hidden layer’s outputs
h Gaussian random variables, h ∈ R

K

zn latent topic for the n-th word
θ Topic proportion vector, θ ∈ R

K
+

β Topic–word distribution β ∈ R
|V|×K

α Topic centroid vectors α ∈ R
L×K

ρ Word embedding vectors ρ ∈ R
L×|V|

Figures 2 and 3 describe the generalized architecture of the Variational autoencoder
(VAE)- and Wasserstein autoencoder (WAE)-based neural-topic models, respectively. In
both the models, the part of the network that generates θ is known as the encoder, which
maps the input bag-of-words (BoW) to a latent document–topic vector, and the part that
receives θ and outputs p(x) is called the decoder, which maps the document–topic vector
to a discrete distribution over the words in the vocabulary. They are called autoencoders
because the decoder aims to reconstruct the word distribution of the input. In VAE, h is
sampled by Gaussian distribution, and θ is created by performing some transformation on
it. WAE, on the other hand, uses the Softmax function directly to create θ, so no sampling
is required. Evidence lower bound (ELBO), the objective function of VAE, is defined
below [29]:

Ld = Eq(θ|d)

[
Nd

∑
n=1

log ∑
zn

[p(wn | βzn)p(zn | θ)]

]

− DKL

[
q(θ | xd)‖p

(
θ | μ0, σ2

0

)] (1)
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Figure 2. VAE-based model.
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Figure 3. WAE-based model.

It is empirically known that maximizing this ELBO alone will result in smaller (worse)
topic diversity. In order to solve this problem, some NTMs use a regularization term to
increase the topic diversity [51]:

a(αi, αj) = arccos

( ∣∣αi · αj
∣∣

‖αi‖ ·
∥∥αj
∥∥
)

ζ =
1

K2

K

∑
i

K

∑
j

a
(
αi, αj

)

ν =
1

K2

K

∑
i

K

∑
j

(
a
(
αi, αj

)− ζ
)2

J = L+ λ(ζ − ν)

(2)

where λ is a hyper-parameter that manipulates the influence of the regularization term; 10
was adopted here. This value was determined empirically. The VAE-based models in this
paper use this regularization term.

The particular NTMs used in our study are mentioned in the next subsections.
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3.1.1. Neural Variational Document Model (NVDM)

NVDM [31] is, to our knowledge, the first VAE-based document model proposed with
the encoder implemented by a multilayer perceptron. This model uses the sample h from
the Gaussian distribution as an input for the decoder, and variational inference is based on
minimizing KL divergence. While most of the NTMs proposed after this one transform h to
treat θ as a topic proportion vector, NVDM is a general VAE.

3.1.2. Neural Variational Latent Dirichlet Allocation (NVLDA)

NVLDA [32], another variant of NVDM, is a model that uses Neural Variational
Inference to reproduce LDA. Here, the Softmax function is used to convert z to θ. The
probability distribution that maps samples from a Gaussian distribution to the Softmax
basis is called the Logisitic–Normal distribution, which is used as a surrogate for the
Dirichlet distribution. Additionally, the decoder is p(x) = so f tmax(β) · θ. Unlike the
NVDM, where both the topic proportions and the topic–word distribution are in the form
of probability distributions, this model is a topic model. Logisitic–Normal distribution is
defined as follows:

h ∼ Normal(μ, σ2) (3)

θ = so f tmax(h) (4)

3.1.3. Product-of-Experts Latent Dirichlet Allocation (ProdLDA)

ProdLDA [32] is an extension of NVLDA in which the decoder is designed by following
the product of the expert model, and the topics-word distribution are not normalized.

3.1.4. Gaussian Softmax Model (GSM)

GSM [35] converts h to θ using Gaussian Softmax, as defined below:

h ∼ Normal(μ, σ2) (5)

θ = softmax(WT
1 h) (6)

where W1 ∈ R
K×K, a linear transformation, is the trainable parameters used as the connec-

tion weights.

3.1.5. Gaussian Stick-Breaking Model (GSB)

GSB [35] converts h to θ by Gaussian Stick-Breaking construction, which is defined
as follows:

h ∼ Normal(μ, σ2) (7)

η = sigmoid(WT
2 h) (8)

θ = fSB(η) (9)

where W2 ∈ R
K×K−1 is the trainable parameters used as connection weights, and the

stick-breaking function fSB is described by Algorithm 1:
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Algorithm 1 Stick-Breaking Process ( fSB)

Input: Return value from sigmoid function η
η ∈ R

K
+, where ∀ηk ∈ [0, 1]

Output: Topic proportion vector θ
θ ∈ R

K
+, where ∑k(θk) = 1

1: Assign η1 to the first element of the topic proportion vector θ1.
θ1 = η1

2: for k = 2, . . . K − 1 do

θk = ηk

k−1

∏
i=1

(1 − ηi)

3: end for
4:

θK =
K−1

∏
i=1

(1 − ηi)

3.1.6. Recurrent Stick-Breaking Model (RSB)

RSB [35] converts h to θ by recurrent Stick-Breaking construction, as defined below.
Here, the stick-breaking construction is considered as a sequential draw from a recurrent
neural network (RNN).

h ∼ Normal(μ, σ2) (10)

η = fRNN(h) (11)

θ = fSB(η) (12)

where fRNN is decomposed as:

hk = RNNSB(hk−1) (13)

ηk = sigmoid(hT
k−1z) (14)

and fSB(η) is the same as in GSB.

3.1.7. Wasserstein Latent Dirichlet Allocation (WLDA)

WLDA [41] is a topic model based on a Wasserstein autoencoder (WAE). Though
various probability distributions can be used for the prior distribution of θ, in this paper,
we use the Dirichlet distribution, which we believe is the most basic. In WAE, two training
methods are available, GAN (Generative Adversarial Network)-based training and MMD
(Maximum Mean Discrepancy)-based training, but in WLDA, MMD is used because of
the ease of convergence of training loss. In VAE, the loss function is composed of the KL
Divergence used as the regularization term for θ and the reconstruction error, while in
WLDA, MMD is used as the regularization term.

If PΘ is a θ‘s prior distribution, and QΘ is a fake samples‘s prior distribution, maximum
mean discrepancy (MMD) is defined as:

MMDk(QΘ, PΘ) =

∥∥∥∥
∫

Θ
k(θ, ·)dPΘ(θ)−

∫
Θ

k(θ, ·)dQΘ(θ)

∥∥∥∥Hk

(15)

where H means the reproducing kernel Hilbert space (RKHS) of real-valued functions
mapping Θ to R, and k is the kernel function.

k
(
θ, θ′
)
= exp

(
− arccos2

(
K

∑
k=1

√
θkθ′k

))
(16)
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3.1.8. Neural Sinkhorn Topic Model (NSTM)

NSTM [52] is trained using optimal transport [42], as in WLDA. Since we assume that
θ encodes x into a low-dimensional latent space while preserving sufficient information
about x, the optimal transport distance between θ and x is calculated by the Sinkhorn
Algorithm. The sum of this optimal transport distance and the negative log likelihood is
used as the loss function.

3.2. Datasets

Table 2 presents the details of the benchmark datasets used in this work. The first
column represents the name of the dataset, followed by the number of documents (|D|),
vocabulary size (|V|), the total number of tokens (∑ X), average document length (ave dL),
maximum document length (max dL), sparsity, number of classes (C,) and the source of
the data in the respective columns. In the source column, 1 and 2 represent OCCITS and
STTM, respectively.

1. OCTIS: https://aclanthology.org/2021.eacl-demos.31/ (accessed on 14 January 2022).
2. STTM: https://arxiv.org/pdf/1701.00185.pdf (accessed on 14 January 2022).
The first two datasets fall in the category of long documents, and the other eight

datasets can be considered as the short-text corpus, as the average document length is quite
short compared to the long documents.

Table 2. Details of Data set.

Name |D| |V | ∑ X ave dL max dL Sparsity C Source

BBC_news 2225 2949 267,259 120.12 1176 0.027811 5 1
20NewsGroup 16,309 1612 783,151 48.02 3033 0.018855 20 1
SearchSnippets 12,295 4720 177,338 14.42 37 0.002167 8 2
TrecTweet 2472 5098 21,148 8.56 20 0.001561 89 2
Biomedical 19,448 3892 144,683 7.44 28 0.001870 20 2
GoogleNews 11,108 8110 69,229 6.23 14 0.000764 152 2
M10 8355 1696 49,385 5.91 21 0.003411 10 1
DBLP 54,595 1513 294,757 5.40 21 0.003527 4 1
PascalFlicker 4834 3431 25,980 5.37 19 0.001548 20 2
StackOverflow 16,407 2303 82,342 5.02 17 0.002145 20 2

The datasets shown in the table are pre-processed. HTML tags and other symbols
have been removed from each dataset, and all words have been lowercased. Then, the stop-
words were removed and lemmatized. From these datasets, 80% of the total documents
was used as the training data and the rest as the test data. These pre-processed corpora
are then converted into a BoW (Bag-of-Words), which basically has word frequency as
an element, to be used as input data for the NTM. However, for the NSTM, the vector
corresponding to each document in the BoW is divided by the total value of the vectors, as
in the original paper.

3.3. Evaluation of Topic Quality

It is quite challenging to evaluate the performance of topic models, including NTMs,
according to the quality of the generated topics. Topics generated by topic models can
be considered as soft clusters of words. Under the constraints of the topic model, this is
a probability distribution that collects the probability of word generation for each topic;
the same is true for NTM, but this may not be in the form of a probability distribution for
document models that impose even weaker constraints than the topic model. Either way,
a topic here is a topic–word distribution, and each distribution has as many dimensions
as the number of lexemes that occur in the corpus. It is very difficult to understand the
goodness of a topic by directly comparing them with human topics. Therefore, in practice,
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analysts check a list of N words characteristic of a topic based on the values of the word
distributions. In most cases, the list of the top-N words in terms of the large probability
values in the word distribution is used.

Various metrics have been proposed to evaluate the quality of the top-N words with
two main directions. One is to check whether the meaning of words belonging to the
top-N words are consistent with each other, defined as topic coherence (TC). The other is to
measure the diversity of the top-N words of each pair of topics, defined as topic diversity
(TD) or topic uniqueness. Topics with high TC may have low TD. In this case, the top-N
words of most topics will be nearly the same, which is not desirable. So, to evaluate the
quality of a topic for human-like interpretability, it should have high TC as well as high TD.

3.3.1. Topic Coherence (TC)

For computing TC, general coherence between two sets of words are estimated based
on word co-occurrence counts in a reference corpus [53]. The choices are (1) the training
corpus for topic modeling; (2) a large external corpus (e.g., Wikipedia); (3) word embedding
vectors trained on a large external corpus (e.g., Wikipedia). The scores may differ according
to different computations. Choice 1 is easy, but the results are affected by the size of the
training corpus. Choices 2 and 3 are more popular, although choice 2 is computationally
costly. However, if the domain gap of the training corpus and the external corpus is
high, the evaluation is not proper. In this work, we have used the following metrics for
computation of topic coherence:

• Normalized Point-Wise Mutual Information (NPMI) [54]: NPMI is a measure of the
semantic coherence of a group of words. It is considered to have the largest correlations
with human ratings, and is defined by the following equation:

NPMI(w) =
1

N(N − 1)

N

∑
j=2

j−1

∑
i=1

log
P(wi ,wj)

P(wi)P(wj)

−logP(wi, wj)
(17)

where w is the list of the top-N words for a topic. N is usually set to 10. For K topics,
averages of NPMI over all topics are used for evaluation;

• Word Embeddings Topic Coherence (WETC) [55]: WETC represents word embedding-
based topic coherence, and pair-wise WETC for a particular topic is defined as:

WETCPW(E(k)) =
1

N(N − 1)

N

∑
j=2

j−1

∑
i=1

〈
E(k)

i,: , E(k)
j,:

〉
(18)

where 〈., .〉 denotes the inner product. For the calculation of the WETC score, pre-
trained weights of GloVe [50] have been used, and E(k) is the word embedding vector
sequence of GloVe corresponding to the top-N words for topic k; E(k)

i means and all

vectors are normalized as follows: ||E(k)
i,: || = 1, N is taken as 10.

WETCc (centroid WETC) is defined as follows:

WETCc(E(k)) =
1
N

N

∑
n=1

E(k)t

t =
α:,k

||α:,k||
(19)

3.3.2. Topic Diversity

Topic diversity is defined here as the percentage of unique words in the top 25 words
of all topics, according to [18]. A diversity close to 0 represents a redundant topic, and those
close to 1 indicate more varied topics. Here, we have also used two other metrics, inverted
rank-biased overlap (InvertedRBO) [56] and mean squared cosine deviation among topics
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(MSCD) [57], as a measure of diversity of the generated topics. InvertedRBO is a measure of
disjointedness between topics weighted on word rankings, based on the top-N words. The
higher these metrics are, the better. MSCD is the cosine similarity of the word distribution
of each topic, so it should be lower for better topics. In general, NTM training updates
parameters to maximize ELBO, but such a naive implementation can easily lead to poor TD.
However, in this case, since we use the topic centroid vectors as trainable parameters, we
regularize parameters of NTM to increase the angle formed by each topic centroid vector
in order to increase the TD.

4. Simulation Experiments and Results

The simulation experiments have been performed with several benchmark datasets,
and the performance of the topic models are evaluated by topic coherence and topic
diversity measures.

4.1. Experimental Configuration

For the purpose of comparison and evaluation, the experimental setting should be
similar for all the neural-topic models and all the datasets. At the beginning, we completed
some trial experiments, and determined that the optimum topic size parameter should
be set at K = 50, based on topic coherence and perplexity, so that there are a sufficient
number of topics without becoming very large, considering the length of short text. This
value is also in accordance with the value used for related experiments in similar research
works. The number of dimensions of the word embeddings was fixed at L = 300. This is
in accordance with the GloVe’s Common Crawl-based trained word embedding vectors,
publicly available at https://nlp.stanford.edu/projects/glove/ (accessed on 14 January
2022), which cover largest number of vocabularies.

The other experimental parameters are set as follows: number of units of the encoder’s
hidden layers: H(1) = 500, H(2) = 500; Dropout rate: pdropout = 0.2; Minibatch size: 256;
Max epochs: 200; Learning rate for the encoder network: 0.005; Learning rate for the
decoder network: 0.001. We employ Adam as the optimizer and Softplus as the activation
function of the encoder networks.

On WLDA, we employ Dirichlet as the prior distribution for topic proportion-generation,
using MMD for this model’s training. On NSTM, Sinkhorn algorithm’s max number of
updates is 2000, and the threshold value for updating termination condition is 0.05, constant
value αSinkhorn = 20.

4.2. Results for Topic Coherence

Tables 3–12 represent the detail results of different topic coherence metrics (NPMI and
WETC) for different neural models and different datasets, respectively. Values in bold faces
indicate the best results. We have used two versions of GloVe, differing in terms of the size
of the corpus.

For many datasets, NVLDA-PWE/fine-tuning has the highest TC. One of the chal-
lenges of using PWE without fine-tuning is that the high domain gap between the PWE
training corpus and the corpus for topic modeling has a negative impact. In many cases,
our proposal produces better results, but not for all the datasets or for all the models.
The dataset “GoogleNews” often has the best TC with PWE, and does not show better
performance with additional fine-tuning. This is probably because this corpus has a similar
domain as the training data for PWE. In a few datasets, the best performance is noticed
when no pretraining word embedding is used. It is verified that for those datasets, the
original corpus contains sufficient word co-occurrence information.

However, we noted that the TC value changes significantly depending on the type of
word embedding. This result suggests that the quality of the word embeddings may have
a significant impact on the training of the topic model. In particular, whether or not the
unique words in the training corpus are included in the unique words in the PWE has a
significant impact. If the coverage of this word dictionary is large, the PWE can be used for
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evaluation, but if there are many missing words, the reliability of the evaluation value will
be greatly compromised.

Figure 4 presents the summary of topic coherence over all the neural-topic models for
the long-text corpus (2 datasets) and the short-text corpus (8 datasets), which shows the
overall trend. In the case of long texts, the scores of the PWE/fine-tuning metrics for TC
are either a little worse or the same as the others. One of the reasons for this is that the
long-text corpus used in this study is composed of relatively formal documents, which is
close to the domain of PWE. In contrast, the short-text corpus shows better performance in
all metrics. The overall trend is none < PWE < PWE/finetuning.

TC on Long Texts TC on Short Texts

Figure 4. Summary of TC results.

Table 3. Topic Coherence on 20NewsGroups.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.16 −0.04 0.47 0.33 0.16 0.15
pwe −0.21 −0.05 0.50 0.32 0.16 0.15
pwe/fine-tuning −0.12 −0.03 0.48 0.34 0.17 0.17

GSM none −0.18 −0.05 0.50 0.32 0.15 0.15
pwe −0.21 −0.05 0.50 0.32 0.16 0.15
pwe/fine-tuning −0.21 −0.09 0.43 0.29 0.12 0.13

NSTM none −0.17 −0.05 0.53 0.33 0.13 0.16
pwe −0.19 −0.05 0.53 0.33 0.15 0.15
pwe/fine-tuning −0.16 −0.04 0.53 0.33 0.14 0.16

NVDM none −0.27 −0.05 0.47 0.30 0.14 0.14
pwe −0.22 −0.05 0.51 0.32 0.15 0.15
pwe/fine-tuning −0.27 −0.08 0.45 0.28 0.12 0.12

NVLDA none −0.18 −0.04 0.52 0.34 0.14 0.16
pwe −0.19 −0.04 0.52 0.33 0.14 0.15
pwe/fine-tuning −0.10 −0.04 0.55 0.36 0.16 0.18

ProdLDA none −0.21 −0.05 0.48 0.31 0.16 0.14
pwe −0.22 −0.05 0.50 0.32 0.15 0.15
pwe/fine-tuning −0.21 −0.09 0.46 0.29 0.12 0.12

RSB none −0.19 −0.06 0.48 0.31 0.15 0.14
pwe −0.18 −0.04 0.52 0.33 0.15 0.16
pwe/fine-tuning −0.26 −0.09 0.42 0.26 0.09 0.11

WLDA none −0.28 - 0.44 0.29 0.13 0.12
pwe −0.17 −0.04 0.52 0.33 0.15 0.16
pwe/fine-tuning −0.32 −0.07 0.51 0.32 0.15 0.14
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Table 4. Topic Coherence on BBCNews.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.36 −0.09 0.44 0.28 0.13 0.13
pwe −0.42 −0.11 0.43 0.26 0.14 0.11
pwe/fine-tuning −0.35 −0.10 0.41 0.27 0.15 0.12

GSM none −0.40 −0.10 0.43 0.27 0.13 0.12
pwe −0.41 −0.10 0.44 0.27 0.14 0.12
pwe/fine-tuning −0.32 −0.09 0.45 0.29 0.16 0.14

NSTM none −0.40 −0.10 0.44 0.27 0.14 0.12
pwe −0.41 −0.10 0.46 0.27 0.13 0.12
pwe/fine-tuning −0.41 −0.09 0.45 0.27 0.14 0.12

NVDM none −0.44 −0.12 0.42 0.25 0.13 0.10
pwe −0.42 −0.11 0.43 0.26 0.12 0.11
pwe/fine-tuning −0.45 −0.17 0.38 0.22 0.12 0.08

NVLDA none −0.38 −0.09 0.46 0.28 0.15 0.13
pwe −0.39 −0.09 0.45 0.27 0.13 0.12
pwe/fine-tuning −0.18 −0.03 0.53 0.36 0.16 0.20

ProdLDA none −0.43 −0.13 0.41 0.25 0.12 0.10
pwe −0.42 −0.10 0.43 0.26 0.13 0.11
pwe/fine-tuning −0.27 −0.06 0.46 0.31 0.15 0.16

RSB none −0.40 −0.09 0.44 0.27 0.13 0.12
pwe −0.40 −0.09 0.45 0.27 0.13 0.12
pwe/fine-tuning −0.43 −0.18 0.34 0.21 0.14 0.09

WLDA none −0.41 - 0.44 0.27 0.14 0.12
pwe −0.43 −0.11 0.43 0.26 0.13 0.11
pwe/fine-tuning −0.39 −0.10 0.43 0.27 0.15 0.12

Table 5. Topic Coherence on Biomedical.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.52 −0.13 0.19 0.11 0.09 0.06
pwe −0.46 −0.12 0.22 0.24 0.12 0.19
pwe/fine-tuning −0.51 −0.14 0.19 0.23 0.09 0.18

GSM none −0.52 −0.12 0.19 0.10 0.09 0.06
pwe −0.47 −0.12 0.21 0.24 0.11 0.19
pwe/fine-tuning −0.49 −0.13 0.19 0.23 0.10 0.19

NSTM none −0.52 −0.13 0.21 0.12 0.10 0.06
pwe −0.49 −0.13 0.21 0.12 0.10 0.06
pwe/fine-tuning −0.52 −0.13 0.21 0.13 0.10 0.06

NVDM none −0.53 −0.12 0.18 0.09 0.08 0.05
pwe −0.51 −0.13 0.20 0.12 0.09 0.06
pwe/fine-tuning −0.52 −0.14 0.24 0.13 0.10 0.06

NVLDA none −0.47 −0.13 0.25 0.16 0.11 0.08
pwe −0.49 −0.13 0.21 0.23 0.10 0.18
pwe/fine-tuning −0.15 −0.01 0.29 0.36 0.33 0.27

ProdLDA none −0.50 −0.11 0.16 0.09 0.09 0.06
pwe −0.51 −0.13 0.21 0.23 0.09 0.18
pwe/fine-tuning −0.44 −0.12 0.25 0.25 0.14 0.19

RSB none −0.49 −0.14 0.19 0.12 0.10 0.07
pwe −0.48 −0.13 0.22 0.24 0.11 0.18
pwe/fine-tuning −0.47 −0.13 0.18 0.25 0.11 0.20

WLDA none −0.51 - 0.25 0.14 0.10 0.07
pwe −0.48 −0.13 0.20 0.13 0.11 0.07
pwe/fine-tuning −0.55 −0.11 0.15 0.08 0.09 0.06
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Table 6. Topic Coherence on DBLP.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.52 −0.14 0.34 0.21 0.11 0.09
pwe −0.35 −0.10 0.37 0.25 0.13 0.11
pwe/fine-tuning −0.42 −0.13 0.35 0.23 0.12 0.10

GSM none −0.52 −0.14 0.33 0.21 0.12 0.09
pwe −0.38 −0.11 0.38 0.24 0.13 0.11
pwe/fine-tuning −0.43 −0.13 0.36 0.22 0.12 0.10

NSTM none −0.33 −0.08 0.37 0.26 0.13 0.13
pwe −0.42 −0.13 0.37 0.23 0.11 0.10
pwe/fine-tuning −0.31 −0.07 0.40 0.27 0.15 0.14

NVDM none −0.48 −0.14 0.34 0.22 0.11 0.09
pwe −0.47 −0.13 0.34 0.22 0.11 0.09
pwe/fine-tuning −0.45 −0.13 0.35 0.23 0.13 0.10

NVLDA none −0.41 −0.11 0.37 0.24 0.13 0.11
pwe −0.41 −0.12 0.37 0.24 0.13 0.10
pwe/fine-tuning −0.29 −0.09 0.39 0.27 0.15 0.13

ProdLDA none −0.43 −0.14 0.34 0.21 0.12 0.09
pwe −0.41 −0.12 0.37 0.24 0.13 0.11
pwe/fine-tuning −0.45 −0.14 0.35 0.21 0.12 0.09

RSB none −0.41 −0.13 0.36 0.23 0.13 0.10
pwe −0.37 −0.11 0.38 0.24 0.12 0.11
pwe/fine-tuning −0.37 −0.13 0.33 0.22 0.13 0.10

WLDA none −0.43 - 0.37 0.24 0.13 0.11
pwe −0.39 −0.11 0.38 0.25 0.13 0.11
pwe/fine-tuning −0.35 −0.06 0.38 0.26 0.13 0.12

Table 7. Topic Coherence on GoogleNews.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel

PWE

GSB none −0.52 −0.15 0.30 0.14 0.09 0.03
pwe −0.48 −0.16 0.27 0.29 0.09 0.25
pwe/fine-tuning −0.51 −0.17 0.27 0.22 0.08 0.15

GSM none −0.53 −0.16 0.28 0.13 0.09 0.03
pwe −0.48 −0.16 0.28 0.27 0.09 0.21
pwe/fine-tuning −0.51 −0.15 0.28 0.24 0.08 0.18

NSTM none −0.54 −0.16 0.32 0.17 0.10 0.05
pwe −0.48 −0.16 0.29 0.13 0.08 0.03
pwe/fine-tuning −0.53 −0.16 0.31 0.16 0.09 0.04

NVDM none −0.53 −0.15 0.25 0.11 0.07 0.02
pwe −0.50 −0.16 0.28 0.13 0.08 0.03
pwe/fine-tuning −0.51 −0.15 0.29 0.15 0.08 0.04

NVLDA none −0.50 −0.15 0.34 0.19 0.10 0.06
pwe −0.49 −0.16 0.28 0.24 0.08 0.17
pwe/fine-tuning −0.55 −0.14 0.39 0.27 0.12 0.19

ProdLDA none −0.51 −0.15 0.28 0.12 0.08 0.03
pwe −0.49 −0.16 0.27 0.22 0.08 0.15
pwe/fine-tuning −0.53 −0.18 0.29 0.22 0.09 0.14

RSB none −0.53 −0.18 0.30 0.15 0.09 0.04
pwe −0.48 −0.16 0.29 0.25 0.09 0.18
pwe/fine-tuning −0.58 −0.18 0.30 0.24 0.10 0.17

WLDA none −0.53 - 0.25 0.11 0.08 0.02
pwe −0.50 −0.16 0.28 0.13 0.08 0.03
pwe/fine-tuning −0.55 −0.12 0.41 0.24 0.13 0.10
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Table 8. Topic Coherence on M10.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.54 −0.13 0.37 0.23 0.11 0.10
pwe −0.51 −0.11 0.41 0.25 0.13 0.11
pwe/fine-tuning −0.54 −0.13 0.38 0.22 0.11 0.10

GSM none −0.55 −0.14 0.37 0.22 0.11 0.10
pwe −0.51 −0.12 0.39 0.24 0.13 0.11
pwe/fine-tuning −0.54 −0.15 0.35 0.20 0.10 0.08

NSTM none −0.43 −0.08 0.42 0.27 0.13 0.13
pwe −0.52 −0.12 0.42 0.24 0.13 0.11
pwe/fine-tuning −0.45 −0.08 0.42 0.27 0.13 0.13

NVDM none −0.55 −0.14 0.36 0.22 0.12 0.09
pwe −0.54 −0.12 0.37 0.23 0.12 0.10
pwe/fine-tuning −0.53 −0.13 0.38 0.24 0.12 0.11

NVLDA none −0.51 −0.11 0.39 0.24 0.13 0.11
pwe −0.51 −0.12 0.39 0.24 0.12 0.11
pwe/fine-tuning −0.41 −0.03 0.45 0.31 0.17 0.16

ProdLDA none −0.52 −0.14 0.37 0.22 0.12 0.09
pwe −0.53 −0.12 0.38 0.24 0.12 0.10
pwe/fine-tuning −0.52 −0.13 0.35 0.22 0.11 0.10

RSB none −0.52 −0.13 0.37 0.23 0.11 0.10
pwe −0.50 −0.10 0.40 0.25 0.14 0.12
pwe/fine-tuning −0.53 −0.14 0.36 0.22 0.12 0.10

WLDA none −0.55 - 0.36 0.21 0.11 0.09
pwe −0.55 −0.13 0.38 0.23 0.12 0.10
pwe/fine-tuning −0.54 −0.11 0.40 0.25 0.13 0.11

Table 9. Topic Coherence on PascalFlicker.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.51 −0.10 0.26 0.16 0.08 0.06
pwe −0.46 −0.10 0.27 0.24 0.08 0.17
pwe/fine-tuning −0.49 −0.09 0.27 0.23 0.10 0.15

GSM none −0.52 −0.10 0.26 0.16 0.08 0.06
pwe −0.46 −0.10 0.26 0.24 0.09 0.17
pwe/fine-tuning −0.47 −0.09 0.26 0.21 0.09 0.14

NSTM none −0.52 −0.09 0.24 0.15 0.08 0.05
pwe −0.48 −0.09 0.24 0.15 0.09 0.05
pwe/fine-tuning −0.51 −0.09 0.25 0.15 0.08 0.05

NVDM none −0.52 −0.09 0.25 0.14 0.09 0.05
pwe −0.51 −0.09 0.25 0.14 0.08 0.05
pwe/fine-tuning −0.50 −0.10 0.27 0.15 0.08 0.06

NVLDA none −0.48 −0.10 0.28 0.18 0.09 0.07
pwe −0.45 −0.10 0.27 0.23 0.09 0.17
pwe/fine-tuning −0.40 −0.07 0.45 0.34 0.16 0.25

ProdLDA none −0.48 −0.09 0.25 0.14 0.08 0.05
pwe −0.49 −0.10 0.26 0.22 0.08 0.15
pwe/fine-tuning −0.40 −0.07 0.39 0.30 0.12 0.21

RSB none −0.48 −0.09 0.31 0.20 0.09 0.08
pwe −0.45 −0.10 0.26 0.24 0.08 0.18
pwe/fine-tuning −0.48 −0.10 0.32 0.27 0.11 0.19

WLDA none −0.49 - 0.26 0.15 0.08 0.05
pwe −0.52 −0.09 0.26 0.14 0.08 0.05
pwe/fine-tuning −0.54 −0.11 0.30 0.19 0.10 0.08
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Table 10. Topic Coherence on SearchSnippets.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.49 −0.15 0.27 0.14 0.09 0.04
pwe −0.46 −0.14 0.32 0.28 0.12 0.20
pwe/fine-tuning −0.49 −0.17 0.26 0.22 0.10 0.14

GSM none −0.50 −0.16 0.25 0.13 0.09 0.03
pwe −0.46 −0.14 0.31 0.27 0.12 0.18
pwe/fine-tuning −0.48 −0.16 0.27 0.21 0.10 0.13

NSTM none −0.49 −0.13 0.32 0.19 0.11 0.06
pwe −0.47 −0.14 0.30 0.18 0.11 0.06
pwe/fine-tuning −0.49 −0.13 0.31 0.18 0.10 0.06

NVDM none −0.50 −0.15 0.26 0.13 0.09 0.03
pwe −0.48 −0.14 0.31 0.17 0.10 0.05
pwe/fine-tuning −0.48 −0.13 0.32 0.20 0.11 0.06

NVLDA none −0.46 −0.12 0.36 0.22 0.13 0.09
pwe −0.45 −0.13 0.30 0.26 0.11 0.17
pwe/fine-tuning −0.26 −0.06 0.48 0.36 0.18 0.24

ProdLDA none −0.48 −0.15 0.28 0.16 0.11 0.05
pwe −0.48 −0.14 0.31 0.24 0.11 0.14
pwe/fine-tuning −0.42 −0.14 0.30 0.24 0.14 0.15

RSB none −0.47 −0.15 0.27 0.15 0.10 0.05
pwe −0.46 −0.13 0.31 0.28 0.12 0.19
pwe/fine-tuning −0.48 −0.14 0.24 0.20 0.09 0.13

WLDA none −0.49 - 0.29 0.17 0.11 0.05
pwe −0.47 −0.13 0.32 0.18 0.11 0.06
pwe/fine-tuning −0.31 −0.07 0.44 0.33 0.17 0.17

Table 11. Topic Coherence on StackOverflow.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.53 −0.10 0.31 0.22 0.15 0.08
pwe −0.48 −0.10 0.30 0.31 0.17 0.21
pwe/fine-tuning −0.50 −0.12 0.27 0.29 0.14 0.17

GSM none −0.53 −0.10 0.30 0.21 0.14 0.08
pwe −0.48 −0.11 0.30 0.31 0.16 0.21
pwe/fine-tuning −0.49 −0.10 0.24 0.26 0.14 0.15

NSTM none −0.48 −0.10 0.28 0.23 0.16 0.09
pwe −0.50 −0.10 0.31 0.23 0.14 0.09
pwe/fine-tuning −0.47 −0.10 0.30 0.24 0.15 0.09

NVDM none −0.55 −0.10 0.25 0.17 0.12 0.07
pwe −0.52 −0.10 0.30 0.22 0.14 0.08
pwe/fine-tuning −0.53 −0.09 0.30 0.22 0.14 0.08

NVLDA none −0.48 −0.09 0.32 0.25 0.16 0.10
pwe −0.50 −0.10 0.29 0.30 0.15 0.20
pwe/fine-tuning −0.26 −0.05 0.37 0.39 0.25 0.24

ProdLDA none −0.51 −0.10 0.25 0.19 0.12 0.07
pwe −0.52 −0.10 0.29 0.28 0.15 0.17
pwe/fine-tuning −0.44 −0.12 0.26 0.29 0.17 0.16

RSB none −0.49 −0.11 0.26 0.22 0.17 0.08
pwe −0.48 −0.09 0.30 0.31 0.15 0.21
pwe/fine-tuning −0.48 −0.13 0.19 0.28 0.17 0.16

WLDA none −0.53 - 0.31 0.23 0.15 0.09
pwe −0.53 −0.10 0.29 0.22 0.15 0.08
pwe/fine-tuning −0.51 −0.09 0.34 0.28 0.18 0.11
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Table 12. Topic Coherence on TrecTweet.

Resources TrainingCorpus ExternalCorpus glove.42B.300d glove.6B.300d
Method npmi npmi WETCc WETCpw WETCc WETCpwModel
PWE

GSB none −0.53 −0.14 0.29 0.14 0.08 0.04
pwe −0.50 −0.14 0.29 0.24 0.09 0.17
pwe/fine-tuning −0.54 −0.15 0.29 0.23 0.08 0.15

GSM none −0.53 −0.14 0.28 0.14 0.08 0.03
pwe −0.50 −0.14 0.27 0.24 0.08 0.17
pwe/fine-tuning −0.53 −0.14 0.28 0.22 0.09 0.14

NSTM none −0.53 −0.13 0.29 0.15 0.09 0.04
pwe −0.51 −0.14 0.29 0.14 0.08 0.03
pwe/fine-tuning −0.53 −0.14 0.29 0.15 0.09 0.04

NVDM none −0.51 −0.15 0.28 0.14 0.08 0.04
pwe −0.51 −0.14 0.28 0.14 0.08 0.03
pwe/fine-tuning −0.52 −0.14 0.29 0.15 0.09 0.04

NVLDA none −0.51 −0.14 0.32 0.18 0.09 0.05
pwe −0.50 −0.14 0.29 0.24 0.09 0.17
pwe/fine-tuning −0.55 −0.12 0.35 0.27 0.11 0.17

ProdLDA none −0.53 −0.14 0.28 0.13 0.08 0.03
pwe −0.51 −0.14 0.29 0.21 0.09 0.13
pwe/fine-tuning −0.55 −0.14 0.32 0.25 0.10 0.16

RSB none −0.53 −0.15 0.30 0.16 0.09 0.04
pwe −0.50 −0.13 0.30 0.25 0.09 0.17
pwe/fine-tuning −0.57 −0.15 0.28 0.27 0.10 0.17

WLDA none −0.50 - 0.29 0.14 0.09 0.04
pwe −0.51 −0.14 0.27 0.14 0.08 0.03
pwe/fine-tuning −0.54 −0.15 0.34 0.18 0.10 0.06

4.3. Results for Topic Diversity

Tables 13–22 represent the detailed results of different metrics (TopicDiversity, Inverted
RBO, and MSCD) expressing a diversity of topics for different neural-topic models and
different datasets, respectively. Values in bold indicate the best results. InvertedRBO
focuses on the weight of the top-N words. It shows the highest values in almost all of the
cases, from which it can be inferred that we were able to construct the topics with high
diversity. This result shows that it was useful to add a regularization term that maximizes
the distance between topic-centroid vectors, resulting in highly diverse topics.

Furthermore, WLDA and NSTM show similar results without this regularization
term, indicating that these models are able to learn without compromising topic diversity
in their raw form. To check if this regularization term is working well, we have added
TopicCentroidDistance (TCD) in the tables. The larger this metric is, the better, but the
values are almost the same for all cases. This metric was evaluated based on two PWEs,
and since the values varied, we can infer that the quality of the embedding has a significant
impact on the evaluation of the topic model.

Although the results of TopicDiversity varied greatly depending on model and dataset,
when checked individually, the scores were sufficiently better in many cases. However,
as in the case of Biomedical’s NVLDA-pwe/fine-tuning results, there were cases where
the TC showed good scores but the TD showed bad scores. In this respect, InvertedRBO
also shows a good score, but MSCD, which is an evaluation using the entire topic–word
distribution, shows a relatively large value (i.e., a bad score), indicating that the topics
are relatively tangled. Metrics such as TopicDiversity and InvertedRBO, which are based
on the top-N words, are useful for evaluating topic diversity, but it is also important to
evaluate the entire topic–word distribution.

Figure 5 presents the summary of topic diversity results over all the neural-topic models
for the long-text corpus (2 datasets) and the short-text corpus (8 datasets), which shows the
overall trend. Among the metrics related to TD, the InvertedRBO score is almost the highest
in all cases. This indicates that there is sufficient diversity in all conditions. However, for the
other scores, the performance is slightly worse for PWE and PWE/fine-tuning.
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TD on Long Texts TD on Short Texts

Figure 5. Summary of TD Results.

Table 13. Topic Diversity on 20NewsGroups.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.78 0.99 0.08 0.17 0.60
pwe 0.79 0.99 0.20 −0.18 0.67
pwe/fine-tuning 0.68 0.98 0.31 0.15 0.52

GSM none 0.84 1.00 0.09 0.17 0.66
pwe 0.85 1.00 0.21 0.18 0.71
pwe/fine-tuning 0.72 0.99 0.39 0.19 0.77

NSTM none 0.83 0.99 0.93 0.17 0.74
pwe 0.85 1.00 0.91 0.17 0.68
pwe/fine-tuning 0.82 0.99 0.91 0.17 0.75

NVDM none 0.70 0.99 0.18 0.19 0.73
pwe 0.85 1.00 0.21 0.18 0.71
pwe/fine-tuning 0.83 1.00 0.55 0.20 0.84

NVLDA none 0.91 1.00 0.07 0.17 0.70
pwe 0.82 0.99 0.19 0.17 0.83
pwe/fine-tuning 0.64 0.99 0.35 0.15 0.65

ProdLDA none 0.77 0.99 0.11 0.18 0.68
pwe 0.84 1.00 0.22 0.18 0.73
pwe/fine-tuning 0.64 0.99 0.39 0.20 0.84

RSB none 0.88 1.00 0.07 0.18 0.65
pwe 0.78 0.99 0.21 0.17 0.69
pwe/fine-tuning 0.62 0.99 0.44 0.21 0.94

WLDA none 0.78 0.99 0.55 0.20 0.77
0pwe 0.83 1.00 0.26 0.17 0.72
pwe/fine-tuning 0.56 0.98 0.00 0.18 0.73
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Table 14. Topic Diversity on BBCNews.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.85 0.99 0.07 0.21 0.80
pwe 0.90 1.00 0.15 0.22 0.75
pwe/fine-tuning 0.87 1.00 0.25 0.20 0.71

GSM none 0.92 1.00 0.07 0.22 0.79
pwe 0.91 1.00 0.15 0.22 0.80
pwe/fine-tuning 0.84 1.00 0.30 0.19 0.68

NSTM none 1.00 1.00 0.97 0.21 0.74
pwe 0.90 1.00 0.86 0.22 0.80
pwe/fine-tuning 0.95 1.00 0.76 0.21 0.74

NVDM none 0.92 1.00 0.05 0.23 0.80
pwe 0.92 1.00 0.18 0.23 0.78
pwe/fine-tuning 0.88 1.00 0.65 0.27 0.81

NVLDA none 0.97 1.00 0.06 0.21 0.74
pwe 0.91 1.00 0.17 0.22 0.78
pwe/fine-tuning 0.70 0.99 0.43 0.15 0.69

ProdLDA none 0.81 0.99 0.05 0.24 0.85
pwe 0.91 1.00 0.16 0.23 0.75
pwe/fine-tuning 0.69 0.99 0.39 0.18 0.71

RSB none 0.95 1.00 0.06 0.21 0.78
pwe 0.88 1.00 0.19 0.21 0.80
pwe/fine-tuning 0.73 0.99 0.40 0.27 0.72

WLDA none 0.94 1.00 0.04 0.22 0.75
pwe 0.90 1.00 0.18 0.22 0.79
pwe/fine-tuning 0.85 1.00 0.65 0.21 0.71

Table 15. Topic Diversity on Biomedical.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.96 1.00 0.08 0.56 0.93
pwe 0.92 1.00 0.19 0.49 0.85
pwe/fine-tuning 0.95 1.00 0.35 0.54 0.89

GSM none 0.95 1.00 0.08 0.55 0.93
pwe 0.93 1.00 0.17 0.50 0.86
pwe/fine-tuning 0.91 1.00 0.30 0.53 0.89

NSTM none 1.00 1.00 0.79 0.50 0.90
pwe 0.95 1.00 0.84 0.49 0.86
pwe/fine-tuning 1.00 1.00 0.80 0.53 0.91

NVDM none 0.85 1.00 0.19 0.59 0.97
pwe 0.93 1.00 0.11 0.51 0.94
pwe/fine-tuning 0.95 1.00 0.17 0.46 0.90

NVLDA none 0.97 1.00 0.06 0.45 0.85
pwe 0.92 1.00 0.13 0.54 0.89
pwe/fine-tuning 0.35 0.96 0.49 0.26 0.37

ProdLDA none 0.78 0.99 0.12 0.67 0.92
pwe 0.94 1.00 0.14 0.49 0.90
pwe/fine-tuning 0.85 0.99 0.43 0.39 0.78

RSB none 0.91 1.00 0.08 0.56 0.89
pwe 0.88 1.00 0.19 0.49 0.85
pwe/fine-tuning 0.62 0.98 0.44 0.62 0.87

WLDA none 0.91 1.00 0.26 0.45 0.88
pwe 0.92 1.00 0.22 0.52 0.87
pwe/fine-tuning 0.73 0.99 0.00 0.71 0.97
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Table 16. Topic Diversity on DBLP.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.86 1.00 0.09 0.27 0.88
pwe 0.83 1.00 0.29 0.24 0.81
pwe/fine-tuning 0.89 1.00 0.27 0.27 0.83

GSM none 0.86 1.00 0.09 0.28 0.86
pwe 0.86 1.00 0.28 0.25 0.85
pwe/fine-tuning 0.80 0.99 0.18 0.28 0.85

NSTM none 0.71 0.98 0.76 0.27 0.89
pwe 0.87 1.00 0.91 0.26 0.89
pwe/fine-tuning 0.70 0.98 0.77 0.26 0.82

NVDM none 0.88 1.00 0.58 0.27 0.87
pwe 0.87 1.00 0.21 0.26 0.85
pwe/fine-tuning 0.90 1.00 0.12 0.27 0.85

NVLDA none 0.90 1.00 0.06 0.25 0.81
pwe 0.87 1.00 0.29 0.25 0.80
pwe/fine-tuning 0.74 0.99 0.11 0.22 0.72

ProdLDA none 0.82 0.99 0.12 0.31 0.85
pwe 0.87 1.00 0.26 0.25 0.79
pwe/fine-tuning 0.82 1.00 0.10 0.29 0.85

RSB none 0.86 1.00 0.18 0.27 0.81
pwe 0.65 0.98 0.34 0.25 0.84
pwe/fine-tuning 0.68 0.99 0.40 0.27 0.81

WLDA none 0.85 1.00 0.38 0.25 0.79
pwe 0.84 1.00 0.26 0.24 0.81
pwe/fine-tuning 0.78 0.99 0.00 0.24 0.80

Table 17. Topic Diversity on GoogleNews.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.98 1.00 0.09 0.38 0.96
pwe 0.96 1.00 0.13 0.43 0.95
pwe/fine-tuning 0.96 1.00 0.34 0.45 0.98

GSM none 0.98 1.00 0.09 0.41 0.97
pwe 0.97 1.00 0.12 0.42 0.97
pwe/fine-tuning 0.91 1.00 0.43 0.41 0.96

NSTM none 1.00 1.00 0.84 0.34 0.93
pwe 0.99 1.00 0.69 0.40 0.98
pwe/fine-tuning 1.00 1.00 0.81 0.36 0.94

NVDM none 0.96 1.00 0.07 0.50 0.99
pwe 0.97 1.00 0.06 0.43 0.99
pwe/fine-tuning 0.96 1.00 0.10 0.39 0.95

NVLDA none 0.99 1.00 0.06 0.32 0.90
pwe 0.97 1.00 0.10 0.44 0.97
pwe/fine-tuning 0.72 0.99 0.45 0.27 0.86

ProdLDA none 0.90 1.00 0.11 0.43 0.97
pwe 0.97 1.00 0.09 0.45 0.98
pwe/fine-tuning 0.91 1.00 0.49 0.38 0.97

RSB none 0.89 1.00 0.14 0.39 0.93
pwe 0.87 1.00 0.20 0.43 0.96
pwe/fine-tuning 0.71 0.99 0.40 0.37 0.92

WLDA none 0.93 1.00 0.21 0.47 0.98
pwe 0.92 1.00 0.11 0.41 0.97
pwe/fine-tuning 0.82 0.99 0.24 0.25 0.82
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Table 18. Topic Diversity on M10.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.91 1.00 0.08 0.26 0.84
pwe 0.86 1.00 0.22 0.23 0.81
pwe/fine-tuning 0.89 1.00 0.28 0.25 0.88

GSM none 0.89 1.00 0.08 0.27 0.85
pwe 0.86 1.00 0.20 0.25 0.83
pwe/fine-tuning 0.77 0.99 0.32 0.29 0.90

NSTM none 0.75 0.98 0.77 0.23 0.87
pwe 0.84 0.99 0.90 0.24 0.82
pwe/fine-tuning 0.82 0.99 0.75 0.24 0.86

NVDM none 0.85 1.00 0.04 0.28 0.86
pwe 0.87 1.00 0.21 0.26 0.84
pwe/fine-tuning 0.89 1.00 0.32 0.25 0.86

NVLDA none 0.91 1.00 0.07 0.25 0.83
pwe 0.87 1.00 0.22 0.24 0.83
pwe/fine-tuning 0.64 0.99 0.20 0.19 0.68

ProdLDA none 0.79 0.99 0.05 0.28 0.88
pwe 0.87 1.00 0.19 0.26 0.84
pwe/fine-tuning 0.81 0.99 0.20 0.27 0.87

RSB none 0.87 1.00 0.15 0.25 0.83
pwe 0.67 0.98 0.24 0.24 0.80
pwe/fine-tuning 0.69 0.99 0.41 0.26 0.82

WLDA none 0.87 1.00 0.16 0.29 0.90
pwe 0.79 0.99 0.33 0.26 0.82
pwe/fine-tuning 0.85 1.00 0.44 0.23 0.80

Table 19. Topic Diversity on PascalFlicker.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.95 1.00 0.07 0.41 0.98
pwe 0.91 1.00 0.17 0.40 0.97
pwe/fine-tuning 0.93 1.00 0.55 0.38 0.95

GSM none 0.94 1.00 0.07 0.42 0.97
pwe 0.93 1.00 0.17 0.42 0.96
pwe/fine-tuning 0.89 1.00 0.61 0.39 0.97

NSTM none 1.00 1.00 0.79 0.48 0.99
pwe 0.95 1.00 0.85 0.44 0.95
pwe/fine-tuning 1.00 1.00 0.78 0.45 0.98

NVDM none 0.93 1.00 0.05 0.46 0.98
pwe 0.93 1.00 0.17 0.44 0.99
pwe/fine-tuning 0.92 1.00 0.24 0.40 0.98

NVLDA none 0.95 1.00 0.06 0.38 0.96
pwe 0.91 1.00 0.18 0.40 0.97
pwe/fine-tuning 0.49 0.98 0.75 0.18 0.71

ProdLDA none 0.77 0.99 0.07 0.47 0.98
pwe 0.93 1.00 0.16 0.43 0.98
pwe/fine-tuning 0.59 0.97 0.82 0.22 0.84

RSB none 0.91 1.00 0.09 0.32 0.94
pwe 0.86 1.00 0.18 0.42 0.98
pwe/fine-tuning 0.62 0.99 0.53 0.29 0.90

WLDA none 0.94 1.00 0.03 0.43 0.98
pwe 0.90 1.00 0.17 0.43 0.99
pwe/fine-tuning 0.83 0.99 0.40 0.34 0.95
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Table 20. Topic Diversity on SearchSnippets.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.97 1.00 0.07 0.41 0.94
pwe 0.94 1.00 0.20 0.32 0.81
pwe/fine-tuning 0.96 1.00 0.34 0.42 0.91

GSM none 0.95 1.00 0.07 0.45 0.93
pwe 0.94 1.00 0.16 0.34 0.83
pwe/fine-tuning 0.93 1.00 0.33 0.41 0.92

NSTM none 1.00 1.00 0.86 0.32 0.87
pwe 0.96 1.00 0.81 0.34 0.85
pwe/fine-tuning 1.00 1.00 0.83 0.33 0.89

NVDM none 0.90 1.00 0.07 0.45 0.95
pwe 0.94 1.00 0.10 0.34 0.87
pwe/fine-tuning 0.96 1.00 0.14 0.32 0.86

NVLDA none 0.98 1.00 0.06 0.28 0.78
pwe 0.95 1.00 0.13 0.33 0.85
pwe/fine-tuning 0.51 0.97 0.64 0.17 0.68

ProdLDA none 0.88 1.00 0.07 0.37 0.87
pwe 0.95 1.00 0.12 0.34 0.89
pwe/fine-tuning 0.78 0.99 0.56 0.32 0.82

RSB none 0.92 1.00 0.08 0.43 0.91
pwe 0.86 0.99 0.23 0.33 0.82
pwe/fine-tuning 0.78 0.99 0.39 0.48 0.94

WLDA none 0.92 1.00 0.25 0.36 0.89
pwe 0.93 1.00 0.15 0.34 0.86
pwe/fine-tuning 0.34 0.96 0.72 0.18 0.64

Table 21. Topic Diversity on StackOverflow.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.94 1.00 0.09 0.29 0.70
pwe 0.89 1.00 0.19 0.28 0.69
pwe/fine-tuning 0.93 1.00 0.34 0.34 0.71

GSM none 0.93 1.00 0.09 0.32 0.74
pwe 0.90 1.00 0.20 0.34 0.68
pwe/fine-tuning 0.79 0.99 0.38 0.37 0.69

NSTM none 0.95 1.00 0.77 0.32 0.71
pwe 0.90 1.00 0.89 0.28 0.74
pwe/fine-tuning 0.96 1.00 0.78 0.32 0.71

NVDM none 0.82 0.99 0.12 0.43 0.82
pwe 0.89 1.00 0.18 0.34 0.72
pwe/fine-tuning 0.92 1.00 0.25 0.32 0.75

NVLDA none 0.94 1.00 0.06 0.29 0.69
pwe 0.88 1.00 0.20 0.34 0.69
pwe/fine-tuning 0.46 0.97 0.23 0.22 0.47

ProdLDA none 0.75 0.99 0.06 0.38 0.79
pwe 0.90 1.00 0.19 0.30 0.70
pwe/fine-tuning 0.77 0.99 0.32 0.34 0.63

RSB none 0.88 1.00 0.13 0.37 0.64
pwe 0.71 0.99 0.25 0.33 0.68
pwe/fine-tuning 0.65 0.99 0.39 0.49 0.70

WLDA none 0.88 1.00 0.40 0.29 0.71
pwe 0.84 1.00 0.30 0.34 0.71
pwe/fine-tuning 0.83 1.00 0.16 0.24 0.59

233



Sensors 2022, 22, 852

Table 22. Topic Diversity on TrecTweet.

Model PWE Topic Diversity Inverted RBO MSCD TCD (42B) TCD (6B)

GSB none 0.97 1.00 0.06 0.41 0.97
pwe 0.95 1.00 0.15 0.42 0.96
pwe/fine-tuning 0.94 1.00 0.43 0.36 0.96

GSM none 0.97 1.00 0.06 0.42 0.96
pwe 0.96 1.00 0.14 0.43 0.96
pwe/fine-tuning 0.95 1.00 0.53 0.40 0.96

NSTM none 1.00 1.00 0.55 0.42 0.96
pwe 0.97 1.00 0.79 0.41 0.97
pwe/fine-tuning 1.00 1.00 0.77 0.43 0.96

NVDM none 0.96 1.00 0.05 0.41 0.96
pwe 0.95 1.00 0.14 0.44 0.98
pwe/fine-tuning 0.97 1.00 0.25 0.39 0.96

NVLDA none 0.98 1.00 0.06 0.36 0.94
pwe 0.95 1.00 0.14 0.40 0.96
pwe/fine-tuning 0.83 0.99 0.41 0.26 0.87

ProdLDA none 0.92 1.00 0.05 0.42 0.97
pwe 0.96 1.00 0.14 0.43 0.96
pwe/fine-tuning 0.76 0.99 0.64 0.31 0.92

RSB none 0.92 1.00 0.08 0.36 0.95
pwe 0.88 1.00 0.19 0.39 0.95
pwe/fine-tuning 0.52 0.98 0.57 0.35 0.96

WLDA none 0.96 1.00 0.05 0.40 0.96
pwe 0.94 1.00 0.12 0.44 0.97
pwe/fine-tuning 0.87 1.00 0.44 0.33 0.94

4.4. Classification and Clustering Performance

Tables 23–32 represent the classification and clustering performance of all models and
all datasets, respectively. Values in the bold face represent best results. For the TrecTweet
dataset, the classification results could not be obtained, possibly due to some technical
problem. Figure 6 presents the average classification and clustering performance of the
models over long- and short-text datasets. Classification has been performed by a SVM
(Support Vector Machine) with linear and rbf kernels. Classification accuracy, precision,
recall, and F1 scores have been used for performance assessment and for supervised
classification, and NMI (Normalized Mutual Information) and Purity have been used for
unsupervised classification.

For classification, VAE-based models, such as NVDM and GSM, exhibit good per-
formance, while WAE-based models, such as WLDA and NSTM, show relatively poor
performance. NSTM shows good performance in TC and TD, especially in TD, without
adding any regularization term. However, the application to downstream tasks using
WAE variants remains a challenge. Considering the overall trend, for long texts, PWE with
fine-tuning improves all the scores, but for short texts, the performance is the best for the
cases without embedding. Although, after fine-tuning, the scores got better than those
obtained with pretrained embedding only.

For clustering results, the large NMI and Purity scores for all models and all datasets for
both long and short texts indicate that there is a concentration of documents with the same
label around the topic-centroid vector, which proves that the proposal of PWE/fine-tuning
improves topic cohesion. Therefore, we can see that our proposal of PWE/fine-tuning
contributes to narrowing the domain gap between the training corpus and PWE.
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For Long Texts For Short Texts

Figure 6. Classification and clustering performance.

Table 23. Classification and Clustering performance on 20NewsGroups.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.34 0.32 0.32 0.29 0.30 0.29 0.28 0.27 0.18 0.14
pwe 0.34 0.33 0.33 0.31 0.34 0.34 0.32 0.31 0.26 0.25
pwe/fine-tuning 0.48 0.46 0.47 0.45 0.49 0.48 0.48 0.47 0.33 0.33

GSM none 0.30 0.28 0.28 0.25 0.25 0.23 0.24 0.21 0.20 0.14
pwe 0.31 0.28 0.30 0.27 0.30 0.29 0.28 0.27 0.24 0.21
pwe/fine-tuning 0.45 0.42 0.44 0.41 0.45 0.43 0.43 0.42 0.35 0.33

NSTM none 0.22 0.23 0.21 0.18 0.07 0.15 0.07 0.03 0.02 0.07
pwe 0.14 0.18 0.13 0.11 0.08 0.29 0.08 0.06 0.04 0.08
pwe/fine-tuning 0.19 0.19 0.18 0.15 0.07 0.05 0.07 0.02 0.01 0.06

NVDM none 0.36 0.34 0.35 0.32 0.23 0.22 0.22 0.20 0.02 0.07
pwe 0.38 0.36 0.37 0.34 0.33 0.33 0.32 0.32 0.11 0.13
pwe/fine-tuning 0.54 0.53 0.52 0.50 0.55 0.53 0.53 0.53 0.21 0.20

NVLDA none 0.31 0.30 0.30 0.27 0.26 0.29 0.25 0.25 0.06 0.11
pwe 0.20 0.20 0.19 0.15 0.12 0.15 0.11 0.08 0.07 0.09
pwe/fine-tuning 0.36 0.34 0.35 0.31 0.27 0.34 0.26 0.23 0.33 0.29

ProdLDA none 0.18 0.15 0.17 0.12 0.11 0.08 0.10 0.06 0.05 0.07
pwe 0.18 0.17 0.17 0.13 0.10 0.14 0.10 0.06 0.05 0.08
pwe/fine-tuning 0.36 0.34 0.34 0.30 0.27 0.33 0.26 0.23 0.32 0.27

RSB none 0.15 0.09 0.14 0.07 0.14 0.09 0.13 0.06 0.18 0.13
pwe 0.11 0.05 0.10 0.05 0.10 0.03 0.09 0.03 0.08 0.09
pwe/fine-tuning 0.30 0.26 0.29 0.24 0.30 0.29 0.29 0.25 0.21 0.15

WLDA none 0.07 0.10 0.07 0.03 0.07 0.13 0.07 0.03 0.00 0.06
pwe 0.07 0.11 0.07 0.04 0.07 0.12 0.07 0.04 0.00 0.06
pwe/fine-tuning 0.07 0.10 0.07 0.04 0.07 0.10 0.07 0.04 0.00 0.06
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Table 24. Classification and Clustering performance on BBCNews.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.94 0.94 0.94 0.94 0.95 0.95 0.94 0.94 0.49 0.79
pwe 0.89 0.89 0.89 0.89 0.89 0.89 0.88 0.88 0.42 0.81
pwe/fine-tuning 0.92 0.92 0.92 0.92 0.91 0.92 0.91 0.91 0.51 0.86

GSM none 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.51 0.78
pwe 0.89 0.89 0.88 0.88 0.88 0.88 0.88 0.88 0.43 0.81
pwe/fine-tuning 0.94 0.94 0.93 0.93 0.92 0.92 0.92 0.92 0.56 0.91

NSTM none 0.57 0.69 0.56 0.57 0.52 0.66 0.51 0.51 0.16 0.51
pwe 0.63 0.69 0.62 0.63 0.51 0.65 0.50 0.50 0.17 0.46
pwe/fine-tuning 0.60 0.63 0.58 0.58 0.52 0.60 0.50 0.49 0.16 0.42

NVDM none 0.92 0.92 0.91 0.91 0.83 0.83 0.83 0.83 0.21 0.41
pwe 0.92 0.93 0.92 0.92 0.88 0.88 0.88 0.88 0.32 0.57
pwe/fine-tuning 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.44 0.78

NVLDA none 0.81 0.81 0.80 0.80 0.83 0.83 0.82 0.82 0.14 0.47
pwe 0.87 0.88 0.87 0.87 0.78 0.82 0.77 0.78 0.40 0.72
pwe/fine-tuning 0.92 0.93 0.92 0.92 0.90 0.91 0.90 0.90 0.61 0.92

ProdLDA none 0.92 0.93 0.92 0.92 0.88 0.88 0.87 0.87 0.44 0.62
pwe 0.85 0.87 0.85 0.85 0.74 0.81 0.73 0.74 0.33 0.59
pwe/fine-tuning 0.93 0.93 0.93 0.93 0.91 0.91 0.91 0.91 0.64 0.92

RSB none 0.43 0.29 0.39 0.27 0.43 0.28 0.39 0.27 0.30 0.41
pwe 0.66 0.66 0.65 0.64 0.66 0.66 0.65 0.64 0.22 0.46
pwe/fine-tuning 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.42 0.58

WLDA none 0.34 0.36 0.32 0.27 0.28 0.27 0.25 0.16 0.01 0.24
pwe 0.30 0.29 0.28 0.25 0.29 0.27 0.26 0.21 0.00 0.23
pwe/fine-tuning 0.31 0.33 0.29 0.26 0.29 0.31 0.27 0.22 0.00 0.23

Table 25. Classification and Clustering performance on Biomedical.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.39 0.39 0.39 0.35 0.49 0.51 0.49 0.49 0.11 0.19
pwe 0.22 0.20 0.22 0.18 0.25 0.25 0.25 0.23 0.07 0.14
pwe/fine-tuning 0.31 0.30 0.31 0.28 0.36 0.36 0.36 0.35 0.13 0.21

GSM none 0.40 0.38 0.40 0.36 0.49 0.51 0.49 0.49 0.11 0.20
pwe 0.25 0.23 0.25 0.22 0.26 0.27 0.26 0.25 0.10 0.18
pwe/fine-tuning 0.32 0.30 0.32 0.28 0.35 0.35 0.35 0.34 0.15 0.23

NSTM none 0.25 0.23 0.24 0.21 0.29 0.28 0.29 0.28 0.00 0.05
pwe 0.28 0.26 0.28 0.24 0.32 0.32 0.32 0.31 0.01 0.06
pwe/fine-tuning 0.23 0.22 0.23 0.19 0.28 0.27 0.27 0.26 0.00 0.05

NVDM none 0.42 0.41 0.42 0.38 0.55 0.57 0.55 0.55 0.06 0.14
pwe 0.38 0.36 0.38 0.34 0.51 0.52 0.51 0.51 0.05 0.12
pwe/fine-tuning 0.45 0.44 0.44 0.41 0.57 0.59 0.57 0.57 0.05 0.12

NVLDA none 0.28 0.25 0.28 0.23 0.26 0.25 0.26 0.24 0.06 0.15
pwe 0.06 0.02 0.06 0.01 0.06 0.02 0.06 0.01 0.00 0.05
pwe/fine-tuning 0.10 0.07 0.10 0.06 0.07 0.04 0.07 0.03 0.03 0.08

ProdLDA none 0.14 0.13 0.14 0.10 0.09 0.10 0.09 0.06 0.05 0.10
pwe 0.06 0.01 0.05 0.01 0.06 0.01 0.05 0.01 0.00 0.05
pwe/fine-tuning 0.11 0.08 0.11 0.07 0.07 0.05 0.07 0.03 0.03 0.08

RSB none 0.18 0.14 0.18 0.13 0.20 0.17 0.19 0.16 0.04 0.09
pwe 0.08 0.03 0.08 0.03 0.08 0.03 0.08 0.03 0.01 0.06
pwe/fine-tuning 0.16 0.13 0.16 0.13 0.17 0.15 0.17 0.14 0.04 0.10

WLDA none 0.08 0.06 0.08 0.04 0.08 0.06 0.08 0.04 0.00 0.05
pwe 0.08 0.05 0.08 0.04 0.08 0.05 0.08 0.04 0.00 0.05
pwe/fine-tuning 0.07 0.05 0.07 0.03 0.08 0.06 0.07 0.04 0.00 0.05
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Table 26. Classification and Clustering performance on DBLP.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.69 0.65 0.58 0.58 0.74 0.70 0.65 0.67 0.04 0.46
pwe 0.62 0.60 0.52 0.53 0.65 0.63 0.55 0.57 0.09 0.55
pwe/fine-tuning 0.72 0.68 0.62 0.63 0.75 0.71 0.66 0.68 0.11 0.56

GSM none 0.68 0.64 0.57 0.57 0.74 0.70 0.65 0.67 0.04 0.44
pwe 0.64 0.61 0.55 0.56 0.66 0.64 0.56 0.58 0.11 0.59
pwe/fine-tuning 0.72 0.69 0.62 0.64 0.74 0.71 0.66 0.67 0.14 0.61

NSTM none 0.48 0.46 0.36 0.35 0.52 0.51 0.41 0.41 0.01 0.39
pwe 0.50 0.47 0.40 0.39 0.56 0.55 0.46 0.47 0.00 0.38
pwe/fine-tuning 0.46 0.46 0.34 0.32 0.50 0.50 0.40 0.40 0.00 0.38

NVDM none 0.71 0.67 0.61 0.62 0.76 0.72 0.68 0.70 0.04 0.46
pwe 0.64 0.62 0.54 0.54 0.72 0.69 0.63 0.65 0.02 0.42
pwe/fine-tuning 0.71 0.67 0.61 0.61 0.76 0.72 0.68 0.70 0.04 0.45

NVLDA none 0.53 0.50 0.42 0.41 0.54 0.53 0.43 0.43 0.03 0.45
pwe 0.38 0.15 0.25 0.15 0.38 0.13 0.25 0.15 0.00 0.38
pwe/fine-tuning 0.57 0.54 0.45 0.44 0.54 0.52 0.42 0.40 0.15 0.55

ProdLDA none 0.66 0.65 0.54 0.56 0.63 0.66 0.52 0.54 0.20 0.64
pwe 0.38 0.13 0.25 0.14 0.38 0.11 0.25 0.14 0.00 0.38
pwe/fine-tuning 0.57 0.48 0.44 0.42 0.54 0.47 0.41 0.38 0.14 0.53

RSB none 0.71 0.67 0.61 0.61 0.75 0.71 0.66 0.68 0.04 0.43
pwe 0.41 0.23 0.31 0.24 0.40 0.19 0.30 0.22 0.02 0.39
pwe/fine-tuning 0.69 0.64 0.58 0.58 0.70 0.66 0.61 0.62 0.11 0.50

WLDA none 0.39 0.23 0.26 0.18 0.39 0.24 0.26 0.18 0.00 0.38
pwe 0.39 0.25 0.26 0.18 0.39 0.28 0.26 0.18 0.00 0.38
pwe/fine-tuning 0.39 0.24 0.26 0.17 0.39 0.27 0.26 0.17 0.00 0.38

Table 27. Classification and Clustering performance on GoogleNews.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.85 0.81 0.78 0.78 0.85 0.82 0.74 0.77 0.46 0.25
pwe 0.55 0.37 0.36 0.33 0.52 0.30 0.30 0.27 0.63 0.41
pwe/fine-tuning 0.85 0.77 0.74 0.74 0.83 0.76 0.70 0.71 0.54 0.27

GSM none 0.84 0.82 0.75 0.77 0.85 0.82 0.74 0.77 0.47 0.25
pwe 0.53 0.30 0.31 0.27 0.51 0.24 0.27 0.23 0.68 0.46
pwe/fine-tuning 0.80 0.65 0.60 0.60 0.82 0.68 0.64 0.65 0.67 0.40

NSTM none 0.15 0.04 0.04 0.03 0.09 0.02 0.02 0.02 0.00 0.04
pwe 0.52 0.46 0.40 0.41 0.49 0.44 0.32 0.35 0.01 0.04
pwe/fine-tuning 0.15 0.04 0.05 0.03 0.11 0.03 0.03 0.02 0.01 0.04

NVDM none 0.87 0.85 0.83 0.83 0.89 0.87 0.82 0.84 0.30 0.15
pwe 0.85 0.83 0.81 0.81 0.88 0.87 0.80 0.83 0.32 0.17
pwe/fine-tuning 0.88 0.83 0.83 0.82 0.89 0.87 0.81 0.83 0.27 0.13

NVLDA none 0.56 0.45 0.41 0.40 0.48 0.37 0.30 0.30 0.33 0.19
pwe 0.14 0.03 0.04 0.03 0.14 0.03 0.04 0.03 0.17 0.12
pwe/fine-tuning 0.32 0.08 0.12 0.08 0.29 0.07 0.10 0.07 0.53 0.30

ProdLDA none 0.41 0.12 0.17 0.12 0.38 0.12 0.15 0.11 0.61 0.36
pwe 0.11 0.02 0.03 0.02 0.10 0.02 0.03 0.02 0.11 0.08
pwe/fine-tuning 0.35 0.08 0.13 0.09 0.33 0.08 0.12 0.08 0.59 0.32

RSB none 0.59 0.49 0.48 0.47 0.59 0.48 0.47 0.47 0.34 0.12
pwe 0.07 0.00 0.01 0.00 0.07 0.00 0.01 0.00 0.06 0.05
pwe/fine-tuning 0.65 0.43 0.44 0.41 0.64 0.39 0.41 0.38 0.37 0.14

WLDA none 0.05 0.01 0.01 0.01 0.06 0.01 0.01 0.01 0.00 0.04
pwe 0.06 0.01 0.02 0.01 0.06 0.01 0.02 0.01 0.00 0.04
pwe/fine-tuning 0.06 0.01 0.02 0.01 0.06 0.01 0.02 0.01 0.00 0.04
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Table 28. Classification and Clustering performance on M10.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.66 0.62 0.59 0.59 0.73 0.74 0.67 0.68 0.14 0.34
pwe 0.52 0.46 0.46 0.45 0.53 0.50 0.47 0.47 0.22 0.46
pwe/fine-tuning 0.66 0.62 0.59 0.59 0.68 0.67 0.63 0.63 0.26 0.50

GSM none 0.66 0.62 0.59 0.59 0.72 0.74 0.67 0.68 0.14 0.34
pwe 0.54 0.49 0.48 0.48 0.54 0.50 0.48 0.48 0.24 0.50
pwe/fine-tuning 0.66 0.63 0.60 0.60 0.68 0.68 0.62 0.63 0.30 0.54

NSTM none 0.40 0.36 0.35 0.35 0.50 0.45 0.45 0.45 0.04 0.17
pwe 0.41 0.39 0.36 0.36 0.49 0.49 0.44 0.44 0.00 0.14
pwe/fine-tuning 0.36 0.33 0.32 0.31 0.44 0.42 0.40 0.40 0.01 0.14

NVDM none 0.62 0.60 0.56 0.55 0.72 0.74 0.66 0.67 0.08 0.26
pwe 0.57 0.53 0.50 0.50 0.70 0.73 0.64 0.65 0.07 0.26
pwe/fine-tuning 0.69 0.67 0.64 0.64 0.76 0.77 0.71 0.73 0.10 0.28

NVLDA none 0.41 0.37 0.36 0.35 0.43 0.40 0.38 0.38 0.08 0.28
pwe 0.19 0.15 0.15 0.10 0.20 0.18 0.16 0.11 0.08 0.20
pwe/fine-tuning 0.52 0.53 0.45 0.45 0.50 0.57 0.43 0.44 0.33 0.51

ProdLDA none 0.64 0.58 0.57 0.56 0.56 0.63 0.50 0.52 0.34 0.59
pwe 0.16 0.11 0.12 0.06 0.18 0.16 0.14 0.08 0.05 0.18
pwe/fine-tuning 0.54 0.57 0.48 0.48 0.52 0.58 0.45 0.46 0.33 0.54

RSB none 0.64 0.59 0.57 0.57 0.69 0.70 0.63 0.64 0.11 0.26
pwe 0.22 0.13 0.18 0.12 0.21 0.13 0.18 0.11 0.05 0.19
pwe/fine-tuning 0.64 0.57 0.58 0.57 0.66 0.59 0.59 0.59 0.21 0.32

WLDA none 0.16 0.11 0.13 0.09 0.16 0.11 0.13 0.09 0.00 0.13
pwe 0.16 0.11 0.13 0.08 0.16 0.13 0.13 0.09 0.00 0.13
pwe/fine-tuning 0.16 0.12 0.13 0.08 0.16 0.12 0.13 0.08 0.00 0.13

Table 29. Classification and Clustering performance on PascalFlicker.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.34 0.34 0.34 0.31 0.41 0.45 0.42 0.41 0.14 0.19
pwe 0.22 0.21 0.22 0.19 0.23 0.22 0.23 0.21 0.14 0.18
pwe/fine-tuning 0.30 0.28 0.30 0.27 0.32 0.33 0.32 0.31 0.18 0.21

GSM none 0.34 0.32 0.34 0.31 0.40 0.44 0.40 0.40 0.14 0.20
pwe 0.22 0.21 0.22 0.19 0.22 0.22 0.22 0.20 0.15 0.19
pwe/fine-tuning 0.31 0.31 0.32 0.29 0.31 0.32 0.31 0.29 0.19 0.21

NSTM none 0.19 0.23 0.19 0.16 0.11 0.12 0.11 0.09 0.00 0.05
pwe 0.14 0.13 0.15 0.11 0.13 0.13 0.13 0.10 0.01 0.06
pwe/fine-tuning 0.11 0.10 0.11 0.06 0.09 0.07 0.09 0.04 0.00 0.05

NVDM none 0.34 0.32 0.34 0.31 0.46 0.49 0.46 0.46 0.06 0.12
pwe 0.35 0.33 0.35 0.32 0.46 0.50 0.46 0.47 0.09 0.14
pwe/fine-tuning 0.40 0.38 0.40 0.37 0.50 0.53 0.50 0.50 0.10 0.15

NVLDA none 0.25 0.24 0.26 0.22 0.26 0.26 0.26 0.25 0.11 0.15
pwe 0.06 0.02 0.06 0.02 0.06 0.04 0.06 0.02 0.00 0.06
pwe/fine-tuning 0.08 0.05 0.08 0.04 0.08 0.05 0.08 0.04 0.07 0.10

ProdLDA none 0.30 0.29 0.30 0.27 0.23 0.27 0.23 0.21 0.13 0.16
pwe 0.05 0.01 0.05 0.01 0.05 0.01 0.05 0.01 0.00 0.05
pwe/fine-tuning 0.09 0.06 0.09 0.05 0.09 0.06 0.08 0.05 0.08 0.11

RSB none 0.23 0.20 0.23 0.19 0.26 0.25 0.26 0.25 0.07 0.11
pwe 0.10 0.05 0.10 0.04 0.10 0.03 0.10 0.03 0.08 0.10
pwe/fine-tuning 0.17 0.13 0.17 0.13 0.17 0.14 0.17 0.13 0.10 0.11

WLDA none 0.07 0.06 0.07 0.04 0.07 0.05 0.07 0.04 0.00 0.05
pwe 0.06 0.05 0.06 0.04 0.07 0.05 0.07 0.04 0.00 0.05
pwe/fine-tuning 0.06 0.04 0.06 0.04 0.06 0.04 0.06 0.03 0.00 0.05
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Table 30. Classification and Clustering performance on SearchSnippets.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.51 0.54 0.48 0.49 0.78 0.80 0.76 0.78 0.08 0.33
pwe 0.41 0.39 0.34 0.34 0.48 0.49 0.41 0.42 0.09 0.35
pwe/fine-tuning 0.60 0.59 0.53 0.54 0.71 0.73 0.67 0.68 0.16 0.41

GSM none 0.50 0.55 0.45 0.47 0.78 0.81 0.75 0.77 0.08 0.33
pwe 0.45 0.42 0.38 0.38 0.48 0.53 0.41 0.42 0.13 0.40
pwe/fine-tuning 0.61 0.61 0.54 0.54 0.70 0.72 0.65 0.67 0.18 0.45

NSTM none 0.25 0.32 0.16 0.11 0.27 0.41 0.19 0.16 0.01 0.22
pwe 0.29 0.43 0.20 0.16 0.26 0.59 0.17 0.13 0.02 0.23
pwe/fine-tuning 0.24 0.29 0.15 0.10 0.25 0.32 0.17 0.13 0.01 0.22

NVDM none 0.44 0.49 0.41 0.43 0.80 0.83 0.77 0.79 0.03 0.25
pwe 0.44 0.50 0.40 0.41 0.78 0.82 0.76 0.78 0.03 0.25
pwe/fine-tuning 0.52 0.55 0.51 0.52 0.83 0.85 0.81 0.82 0.04 0.26

NVLDA none 0.37 0.36 0.31 0.31 0.40 0.42 0.33 0.34 0.05 0.28
pwe 0.27 0.23 0.18 0.14 0.24 0.20 0.15 0.10 0.03 0.24
pwe/fine-tuning 0.27 0.19 0.19 0.14 0.25 0.12 0.16 0.11 0.03 0.26

ProdLDA none 0.33 0.36 0.25 0.24 0.46 0.56 0.38 0.40 0.06 0.30
pwe 0.23 0.11 0.14 0.08 0.22 0.11 0.13 0.06 0.01 0.22
pwe/fine-tuning 0.27 0.17 0.18 0.13 0.25 0.14 0.16 0.11 0.03 0.25

RSB none 0.30 0.22 0.21 0.18 0.42 0.38 0.35 0.33 0.02 0.23
pwe 0.22 0.09 0.13 0.07 0.22 0.05 0.13 0.06 0.01 0.22
pwe/fine-tuning 0.32 0.28 0.24 0.21 0.38 0.35 0.30 0.30 0.03 0.25

WLDA none 0.22 0.16 0.14 0.08 0.22 0.16 0.14 0.08 0.00 0.22
pwe 0.22 0.14 0.14 0.08 0.23 0.17 0.14 0.08 0.00 0.22
pwe/fine-tuning 0.23 0.15 0.14 0.09 0.23 0.16 0.14 0.09 0.00 0.22

Table 31. Classification and Clustering performance on StackOverflow.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none 0.71 0.68 0.70 0.68 0.72 0.72 0.71 0.71 0.16 0.23
pwe 0.70 0.71 0.70 0.70 0.72 0.78 0.72 0.74 0.50 0.60
pwe/fine-tuning 0.68 0.66 0.67 0.66 0.69 0.69 0.68 0.68 0.35 0.44

GSM none 0.71 0.69 0.70 0.69 0.72 0.71 0.71 0.71 0.17 0.24
pwe 0.73 0.76 0.73 0.73 0.74 0.81 0.73 0.76 0.59 0.70
pwe/fine-tuning 0.71 0.70 0.71 0.70 0.71 0.72 0.71 0.71 0.47 0.59

NSTM none 0.22 0.20 0.21 0.19 0.25 0.24 0.24 0.24 0.00 0.06
pwe 0.45 0.42 0.44 0.41 0.47 0.45 0.46 0.45 0.00 0.06
pwe/fine-tuning 0.21 0.19 0.20 0.18 0.22 0.22 0.22 0.22 0.00 0.06

NVDM none 0.74 0.72 0.74 0.72 0.76 0.76 0.75 0.76 0.13 0.19
pwe 0.71 0.68 0.70 0.68 0.75 0.75 0.74 0.75 0.10 0.19
pwe/fine-tuning 0.78 0.77 0.77 0.77 0.79 0.80 0.79 0.79 0.15 0.22

NVLDA none 0.50 0.47 0.49 0.46 0.48 0.47 0.47 0.46 0.19 0.30
pwe 0.07 0.02 0.06 0.02 0.07 0.01 0.06 0.02 0.00 0.06
pwe/fine-tuning 0.22 0.15 0.21 0.15 0.15 0.12 0.14 0.10 0.15 0.16

ProdLDA none 0.44 0.43 0.43 0.39 0.32 0.38 0.31 0.30 0.35 0.34
pwe 0.06 0.01 0.06 0.01 0.06 0.02 0.06 0.01 0.00 0.06
pwe/fine-tuning 0.29 0.25 0.28 0.23 0.18 0.17 0.17 0.14 0.21 0.19

RSB none 0.64 0.61 0.63 0.60 0.66 0.64 0.65 0.64 0.18 0.17
pwe 0.10 0.04 0.10 0.04 0.10 0.04 0.09 0.03 0.05 0.08
pwe/fine-tuning 0.66 0.63 0.65 0.63 0.67 0.66 0.66 0.65 0.29 0.22

WLDA none 0.09 0.07 0.09 0.05 0.09 0.08 0.09 0.05 0.00 0.06
pwe 0.10 0.08 0.10 0.06 0.10 0.08 0.10 0.06 0.00 0.06
pwe/fine-tuning 0.11 0.08 0.10 0.07 0.10 0.09 0.10 0.07 0.00 0.06
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Table 32. Classification and Clustering performance on TrecTweet.

Classifier SVM (Linear) SVM (rbm) -
Method ACC Precision Recall F1 ACC Precision Recall F1 NMI PurityModel
PWE

GSB none - - - - - - - - 0.50 0.39
pwe - - - - - - - - 0.62 0.54
pwe/fine-tuning - - - - - - - - 0.66 0.49

GSM none - - - - - - - - 0.52 0.40
pwe - - - - - - - - 0.65 0.58
pwe/fine-tuning - - - - - - - - 0.74 0.56

NSTM none - - - - - - - - 0.04 0.12
pwe - - - - - - - - 0.03 0.13
pwe/fine-tuning - - - - - - - - 0.00 0.10

NVDM none - - - - - - - - 0.39 0.30
pwe - - - - - - - - 0.37 0.27
pwe/fine-tuning - - - - - - - - 0.43 0.33

NVLDA none - - - - - - - - 0.44 0.36
pwe - - - - - - - - 0.39 0.34
pwe/fine-tuning - - - - - - - - 0.70 0.59

ProdLDA none - - - - - - - - 0.60 0.50
pwe - - - - - - - - 0.16 0.18
pwe/fine-tuning - - - - - - - - 0.62 0.49

RSB none - - - - - - - - 0.38 0.26
pwe - - - - - - - - 0.17 0.18
pwe/fine-tuning - - - - - - - - 0.41 0.28

WLDA none - - - - - - - - 0.00 0.10
pwe - - - - - - - - 0.01 0.10
pwe/fine-tuning - - - - - - - - 0.00 0.10

5. Conclusions

Short-text data are now becoming ubiquitous in the real world through various social
networking sites. The importance of analysing these short messages is also growing day by
day. Unlike long texts or documents, short texts suffer from a lack of word co-occurrence
information due to their restricted lengths, posing a difficulty in generating coherent and
interpretable topics with popular topic-model techniques.

The use of pretrained word embedding in neural-topic models is a good choice to
easily increase the generated topic quality as measured by topic coherence and topic
diversity. This is effective for both long and short texts, and reduces the number of trainable
parameters, thus shortening the training step time. However, to achieve better topic
coherence, especially in short texts, or to make the top-N words of a topic more relevant to
the real semantic contents of the training corpus, the additional fine-tuning stage proposed
in this work is indeed necessary. The extensive study in this work with several neural-topic
models and benchmark datasets justifies our proposal.

However, the use of pretrained word embedding (PWE) has its inherent limitations,
which may affect the quality of the extracted topics from short texts. The short-text corpus
to be analyzed may contain words that are not included in the vocabulary covered by
the corpus used for pretrained word embedding. In this case, NTM-PWE uses a vector
initialized with zero. As the vocabulary coverage increases, the performance is likely to
deteriorate. Moreover, in the case of NTM-PWE/fine-tuning, there is a possibility that the
number of parameter updates will increase until the loss function converges, resulting in an
increase in training time. If the time difference between the corpus used for PWE training
and the corpus to be analyzed is too large, the meanings of words may change with time,
which may have a negative impact on the production of interpretable topics.

It is also seen that the improvement in topic quality after introducing a fine-tuning
stage is not the same for all the datasets and all the models. It is difficult to define the
correlation between the structure of neural-topic models and the inherent characteristics
of the datasets, which poses a challenge to our study. In this work, we limited our study
to benchmark datasets available on the internet. Currently, we are collecting data for the
evaluation of our proposal with real-world datasets.

By incorporating the additional training with the original training corpus, along with
pretrained word embedding with the external corpus, we can improve the purity and NMI
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of the topics evaluated using the class labels of the documents. Thus, we can construct
topics that are more suitable for the training corpus. This method can also be expected
to improve the performance of downstream tasks, such as classifications for long texts.
Even for short texts, the performance of the downstream tasks is better than when using
pretrained word embedding without fine-tuning.
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Abstract: Despite the benefits of smart grids, concerns about security and privacy arise when
a large number of heterogeneous devices communicate via a public network. A novel privacy-
preserving method for smart grid-based home area networks (HAN) is proposed in this research.
To aggregate data from diverse household appliances, the proposed approach uses homomorphic
Paillier encryption, Chinese remainder theorem, and one-way hash function. The privacy in Internet
of things (IoT)-enabled smart homes is one of the major concerns of the research community. In the
proposed scheme, the sink node not only aggregates the data but also enables the early detection of
false data injection and replay attacks. According to the security analysis, the proposed approach
offers adequate security. The smart grid distributes power and facilitates a two-way communications
channel that leads to transparency and developing trust.

Keywords: aggregation; authentication; key management; privacy; smart home; smart meter

1. Introduction

The term power grid is commonly referred to as an electricity distribution system
that supplies energy to a territory. A power grid actually comprises power generation,
distribution, and transmission [1]. The traditional power grid just supplies energy to the
consumer which results in simplified management but at the cost of short falls when supply
and demand do not catch up. There are certain limitations of the traditional grid such as
the losses at transmission lines and lack of information, or we can say that lack of demand
knowledge, which further leads to inefficient power management [2,3]. For example, the
traditional grid feeds constant power during peak and off peak hours. To overcome the
limitations of the traditional power grid, certain changes must be made in traditional
grid [4]. The power sector needs to be revolutionized to meet the needs of modern living.
A smart grid promises to replace the traditional grid with better performance and is also
open enough to meet the upcoming revolution in the power sector. The SG consists of
a power generation unit, power transmission and distribution units, smart meter (SM),
smart homes, smart energy management systems, and smart appliances [5]. The commu-
nication among power generation, transmission, distribution, and customers is usually
a two way communication managed by the CC and service provider enabling real time
communications between consumers and the utility/service provider [6,7].

An SM senses the energy consumption of a home and sends it to a substation or the
gateway or control room of that region. There may be a number of devices between the SM
and service provider. The SM reports the energy consumption about every 15 min to the
service provider [8]. The control room receives data from all the SMs in the neighborhood
and transmits the combined energy usage report to the control center. The control center
uses the consumption report to run load management and power distribution and uses the
information for billing purposes [9]. Abbreviations contains all the terminologies and their
definition used in the paper.
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1.1. Architecture of Smart Grid

Smart grid refers to the electricity distribution network that uses communication
channels to detect any change in local power usage and acts accordingly without external
interference. It uses smart home appliances, SM, and green energy resources. The smart
grid utilizes a two-way communication channel and allows consumer to interact with
the grid. It facilitates the consumers, service provider, and government establishment by
overcoming the drawbacks of traditional grid. It reduces the energy consumption and
decreases the consumer’s cost of electricity by smart means.

1.2. Working Architecture

The smart meter works inside a HAN as follows:

• The SMs are installed at the home, offices, and factory premises. The SM communicates
to the local control center (CC), which is the nearest data gathering center. An SM can
provide instantaneous consumption, cumulative energy, time of day energy data, and
maximum demand (in kW).

• The local data center transmits information gathered from SMs in a locality to the
data center at the utility provider or any third-party service provider using wired or
wireless means.

• The data at the utility provider side can be accessed using a web portal. The util-
ity providers gather data from local CC in real time and process it. It reports any
tampering of meters, billing information, energy usage, load status, etc.

1.3. Our Contributions

The communication that makes up the grid smart is one of the obstacles that the
smart grid deployment faces. To date, several schemes have been proposed and review
surveys have been published, for example, [10–14]. Most of these schemes highlight either
communication, technology standards, and infrastructure or home energy management
and security. To the best of our knowledge, however, privacy is a big issue that still has to
be thoroughly examined.

Since the smart grid is designed to facilitate its consumers, keeping the privacy of end
users in a HAN is important. To date, a few schemes have been proposed, such as [15–23]
to create a safe communication route over vulnerable public networks. These schemes are
aimed at establishing a framework that can potentially protect end users’ privacy. The
majority of the plans cover the smart grid in basic terms, but they leave out smart homes
and HANs. As it runs in the field, a HAN is the most vulnerable to cyber threats, theft,
and data tampering. Because a consumer may be unaware of cyber security standards, it is
critical to have built-in security to protect HANs from various cyber threats. In short, the
issues associated with smart homes are rarely explored in published articles. This paper
discusses smart homes and gathers the prominent articles in this domain, and proposes a
novel privacy preserving scheme. Here, we highlight the following points:

• The development of smart grids is discussed along with the architecture of smart grids.
• Data aggregation, privacy preservation, key management, and user authentication are

discussed within the scope of a smart home.
• A comprehensive literature review along with the pros and cons of existing schemes

is discussed in addition to presenting some advanced literature to solve these issues.
• The paper tries to focus on smart homes and the privacy concerns of consumers along

with discussing the future directions for faster transformation from traditional to
smart grids.

• Finally, a privacy preserving data aggregation scheme is proposed for HANs that
gathers the readings from all home appliances at the sink node, performs an early
stage fault tolerance and aggregates the received reading data into one, and sends the
result to the SM for further analysis.

The remainder of the paper is laid out as follows: The smart home is introduced in
Section 2. Section 3 discusses the notion of privacy, its parameters, goals and attacks, and
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the threats to privacy. Section 4 presents a comparative analysis of advanced privacy-
preserving techniques, including their benefits and drawbacks, as well as countermeasures.
Section 5 describes a privacy-preserving data aggregation technique for fault-tolerant
smart homes. Section 6 examines the proposed scheme’s security measures, followed by
a performance evaluation in Section 7. Future study directions are discussed in Section 8,
and the work is concluded in Section 9.

2. Smart Home

A smart home consists of an SM and various appliances. Appliances may be a low
voltage devices or high voltage devices which aggregate their energy consumption and
send information to SMs, as shown in Figure 1. The SM receives energy consumption from
appliances and forward to utilities for further processing [24,25]. Home energy manage-
ment system (HEMS) is an automated system consist of hardware and software which
controls and monitors the various devices and their operations. Users manually manage
and control the electricity generation and production [26]. Different hourly block rates
are offered for 24 h. Needless devices are automatically turn off with a short notification.
Demand side management, demand response, direct load control, real time pricing, time of
use, and real time peak pricing are recent examples of HEMS [27].

Figure 1. A home area network.

2.1. Smart Meter

An SM is an electric meter that performs the following functions: (i) measuring energy
consumption, (ii) measuring energy consumption, (iii) report consumption data to meter
management system, (iv) receiving electricity consumption cost or control signals, and (v)
inform all the home appliances [28]. The SM data is one of the major sources of information
similar to other actors, e.g., distribution system, transmission system, and generation
sources for smooth running and construction of smart grid. As per European commission
report around 80 percent of energy meters will be replaced with SM in 2020 [29].

2.2. Home Appliances

Home appliances are household devices installed in user home or apartments. These
devices are connected to SM for monitoring and reporting [30]. Users can schedule ap-
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pliances per use. In [16], the appliances are classified into four groups: Group 1 includes
light load normal appliances, e.g., light bulbs and phone chargers; Group 2 consists of non-
stoppable home appliances, e.g., microwave ovens, Group 3 comprises schedule-oriented
appliances, e.g., washing machines and heaters; Group 4 includes electrical vehicles. Con-
sumer can also schedule their appliances with different hourly changing rates to control
their electricity cost [16]. Appliances monitor their energy readings and send to the SM
after every time interval, which is usually 15 min duration [28].

2.3. Wireless Sensor

With the invention of new technologies, wireless sensors are being used in indus-
tries, health care, education, and utility grids. Due to their sensing capabilities, it makes
them able to interact with machines, devices, and various appliances for controlling and
monitoring [17,31]. Similarly, with the deployment of smart grids, wireless sensors are
being deployed in smart homes and also at utility. Wireless sensor performs conversion
of analog signals to digital, analog signal processing, transformation of information via
bidirectional bus, manipulation of sensor derived signals, and addressing [32]. In a HAN,
kitchen appliances, heating system, security frameworks, lighting system, theater setups,
and water and sewage systems are totally instrumented with wireless sensors performing
various operations. Access to these systems is through a home management system (HMS),
which could be through the Internet or a cell phone application [32,33].

2.4. Consumer

Consumer is the main stakeholder for which the smart grid is designed. Consumers
can schedule energy consumption, generate green energy for themselves, and store energy
for future purposes [34]. Consumers can control their appliances’ function and informa-
tion flows, such as home automation, home energy management system, and industrial
automation system [24].

2.5. Advanced Smart Home Applications

To upgrade the functionality of conventional grids, smart grids have introduced
various new applications in smart homes, e.g., energy generation and storage and demand
response. Smart grids have enabled the consumer to control their electricity bill. Other
benefits that smart home applications have provided are scheduling power usage during
the on/off peak hours, they can demand extra energy from the grid in advance, and, if
required, they can also feed any green energy generated back to the national grid.

2.5.1. Two-Way Communications

A smart grid establishes a communications channel between consumers and service
providers. A consumer can request peak and off-peak hours tariff rates to schedule the
electricity usage appropriately. The SP can also obtain a future consumption forecast and
can therefore control the energy production [35].

2.5.2. Renewable Energy Resources

With renewable energy resources an individual home can generate its own energy
using mostly solar panels, but also with windmills or biogas. A consumer uses part of the
energy for their own purpose and can feed the extra energy into the national grid. Hence, a
consumer can also participate in the national grid and play a useful role for the national
cause [36].

2.5.3. Energy Generation and Storage

With the invention of energy renewable resources such as solar, biogas, wind, and
electricity storage sources such as electrical vehicles, smart transformers, and appliances,
many home users generate electricity using photovoltaic panels for their daily use and sell
extra electricity to the national power grid [35]. In each area, every application of SG is based
on necessities such as voltage support, power quality, and service reliability [36]. However,
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smart grids have a serious issue with generating and storing electricity and, similarly, with
the evaluation of the distribution system and integration of the evaluated grid components.
Currently, gas and diesel generators, tides, and solar and wind are conventional energy
generation resources, which provide power whenever natural resources are not available.
The authors of [37] proposed optimization techniques for domestic users to control the
operations in a HAN. Similarly, in [38], the integer-programming model is presented for
electricity storage based on electric vehicles and photovoltaic panels.

2.5.4. Demand Response

With the rapid increase in population and wireless devices in HAN, demand for
electricity has also increased. In a conventional grid system, it is hard to accommodate
the electricity needs because conventional systems have various challenges, such as main-
tenance, erection, operation, and design [39]. This strategy is used to control or reduce
the electricity consumption at peak hours. It does not only reduce the use of electricity
consumption at peak hours but also reduces the electricity consumption cost. Different
rates have already been offered for various hours [18,19].

3. Privacy

Smart grids are a promising technology describing electrical power infrastructure for
transmission and distribution with integrated information and communications technolo-
gies [40]. The purpose of a smart grid is to bill the customers accurately and manage and
distribute electrical energy in an efficient way. In a smart grid, an SM is the key entity. When
an SM is deployed, the concern regarding meter tempering and consumer privacy is raised.
There is a need for legislation of SMs. In compliance with privacy requirements, certain
properties ensuring the privacy are confidentiality, integrity, authenticity, and availabil-
ity [24,41]. An SM is prone to data tempering where an adversary can invade the SM. If an
SM is compromised, it is then easy to access a cryptographic key. By exploiting a common
vulnerability, a large number of SMs can be compromised and can result in manipulating
real-time consumption. Therefore, a scalable access control is needed to prevent meter
compromises and make sure that any stored information is used for the purpose of billing
operations and other value-added services [42]. The major benefit of an SM is accurate
billing, but the frequent sharing of consumption information with the utility might leak
some private information. In order to protect billing information techniques—e.g., battery
management—a zero knowledge homomorphic encryption technique is proposed in [43].

3.1. Privacy Goals

An SM collects the energy consumption from home appliances usually after a 15 min
duration. An SM then generates a consumption report and sends it to the utility company.
There might be an adversary peeking at energy consumption of a smart home that can
further predict the lifestyle and routine of a homeowner. This poses a threat to security
as well as privacy of the smart home. Therefore, to preserve privacy and security, energy
consumption is encrypted either at the appliance level or before it leaves the HAN. The
energy consumption sent by the HAN is further processed and the CC receives energy
consumption details from various SMs. Each meter reports either its own consumption
or an aggregation technique is used to sum-up the consumption reports from all meters
in a sub-region/zone and send a bulk consumption report after the aggregation. Based
on this, the CC generates monthly bills and maintains a profile picture of that region to
show that how much electricity consumption is required [44]. The CC continuously collects
consumption details from different devices. The received consumption is encrypted or
aggregated because if an intruder changes the message, it could easily be identified [20].
This section describes various privacy goals.

3.1.1. Confidentiality

Home appliances send their energy detail to aggregator, SM or SP. This detail may
reflect a users’ personal profile. Privacy and confidentiality are interdependent of each
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other [45]. By securing messages from unauthorized access, privacy of home incumbents
will be retained. If privacy of home users is compromised, then confidentiality is automat-
ically violated. To ensure confidentiality, various schemes for HAN are employed, e.g.,
homomorphic encryption, blind signature, in-network aggregation, etc. [16,21].

3.1.2. Integrity

Smart appliances continuously send consumption patterns to an aggregator or SM
after an interval. It may be possible that an aggregator or an SM are physically secure but
vulnerable to different attacks such as man-in-middle attacks, alteration attacks, or replay
attacks [46]. If integrity is compromised, precious information will be compromised and
wrong decisions for managing and controlling the network might be made. Integrity refers
to the message sent by sender; the same message without any modification is received by
receiver. The following schemes are used for HAN data integrity: message digest, MAC,
digital signature, and H-MAC [16,22].

3.1.3. Anonymity

Anonymity refers to the situation where the real identity of a person is kept secret.
During sharing of secret control signals or reading, a device may protect their real identity
from other appliances or devices [47]. Even an appliance or SM cannot recognize other
devices communicating with them in a HAN. The purpose of anonymity is to hide one’s
identity from appliance to appliance, appliance to SM, SM to SP, and SP to appliance.
Various techniques for anonymity include PALK, ASF, and TAI [48,49].

3.1.4. Availability

Availability indicates that data, applications, and systems are available to end-users
when they are required. Availability is compromised if someone pretends to be an autho-
rized user to access the system and make the network busy [50]. Distributed denial of
service (DDoS) is the most basic availability attack. In DDoS attacks, the incoming traffic is
originated from multiple sources; therefore, making it difficult for offensive measures to
identify a single malfunctioning device. A DDoS attack in IoT devices happens due to lack
of security measures. The alternating direction method of multipliers [51] and honeypot
game models [52] are used to protect the systems from DDoS attacks.

3.2. Cyber Attacks on Smart Homes

In a HAN, various heterogeneous devices are connected to each other. The devices
are interoperable and are managed remotely. An adversary is always searching to find an
entry point to enter the network for different attacks.

3.2.1. Impersonation Attack

Each device’s status—ON/OFF—is saved in the SM memory. Every 15 min the appli-
ance sends its consumption to the SM. If an appliance is compromised and impersonates
another device, this can result in a false reading for a time period unless it is detected and
recovered, for example, if AC is switched ON and impersonates a fan or light bulb and vice
versa, then it has a huge impact on power billing [53]. Even if an appliance impersonates
itself as the SM and requests that the other appliances send consumption reports every
15 min, the result could be dangerous and can lead to some disaster or might lead to
electricity theft [54].

3.2.2. Eavesdropping

Smart grids are meant not for the electricity supply from grid to home or home to
grid but also as a communication channel between a smart home to the SG and also sends
various control messages and forecasts the power demand in advance [53]. If an adversary
eavesdrops or sneaks into someone’s SM, he or she can easily know the homeowner’s
routine/lifestyle, living habits, and interests (tuned TV channel) as well as the time they go
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to work and when a person is at home or not. This information may result in compromising
the customer’s privacy and also can also be used to plan for theft and other activities.

3.2.3. Replay Attack

Smart homes and SG are continuously communicating and sharing information about
electricity usage and forecasting the future power demands. If there is a compromised
appliance or SM, an adversary can see the consumption report and can replay an old report
in place of the current report and can also change the demand-to-supply report or even
replay an old control message. For example, if extra power is demanded or an appliance
asks to be scheduled for off peak hours, a replay attack could alter the demand to low
power or the appliance can be switched ON at once and cause an inconvenience [55].

3.2.4. Alteration Attack

An alteration attack happens when the HAN, an appliance, or the SM is compromised
and an adversary maliciously alters the consumption report or forges a message. The forged
message or consumption report can lead to false execution, for example, if a message is
sent to set the oven to 120 °C but when altered sets the water heating system to 120 °C then
it might lead to injuring a person at home or can also lead to system failure or short circuit.
Even if a consumption report is forged, it may cause the customer to pay for electricity that
he has not consumed [56].

3.2.5. Message Modification Attack

Communication is a key way in which the SG differs from a traditional grid. If there is
an adversary between SG and HAN, it can modify the messages sent to or received from
the SG/HAN, which may result in a trust deficit between the working entities and thus
leading to serious damage at either side [23].

3.2.6. Energy Import/Export Attack

The SG allows for distributed power generation, where a consumer can install the
renewable power generation resources at the consumer’s premises. It feeds the surpass
energy into the national grid and can also demand extra energy resources from the grid
when needed [23]. For example, an adversary demands the energy import from the grid,
which is not needed, and exports the energy from home to the grid even when it is needed
at home [56]. Similarly, if a plug-in electrical vehicle is charged and imports unnecessary
energy from the grid, which is not needed at peak hours, it can lead to power shortfalls
and load shedding.

4. Advanced Privacy Preserving Scheme and Its Countermeasures

In this section, we study the latest privacy preserving schemes related to user authen-
tication, data aggregation, key management, and CIA triad.

In [32], the authors have reviewed security issues related to smart homes. The purpose
is to portray the scenarios that pose a threat to smart homes, which are an essential part of
the smart grid. The smart grid security objectives adopted in this paper are confidentiality,
integrity, availability, authenticity, authorization, and nonrepudiation attacks. Furthermore,
in [32], the authors examine potential cyber and physical security threats in terms of
security objectives.

The communication infrastructure of the smart grid, while considering reliability and
challenges to security in the smart grid, is provided in [57]. In [58], an emerging technology,
i.e., software defined network (SDN), is discussed. A complete overview of the HEMS
literature with reference to main principles, setups, and enabling technologies is offered
in [59]. The scheme in [60] comprises existing architectures, applications, and prototypes of
IoT-assisted SG systems, and provides an overview of IoT-assisted SG systems.

In the studied literature, the following points have been observed:

• The security challenges of the smart grid are discussed and threats are evaluated.
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• The existing architectures, prototypes, and communications challenges are discussed.
• The challenges related to interoperability of various technologies at the hardware level

of the smart grid are discussed.

In [61], big data collection and management is surveyed. The authors have used an
analytical method to study big data and its applications associated with smart grids. The
paper gives an insight about the sources of big data in smart grids and real-time processing
to predict a pattern for decision making. In [62], a detailed survey on the future wireless
communications systems is performed. The authors have reviewed the energy utilization,
redistribution, and trading. The authors have performed a comprehensive study of the
current literature and have observed the concern about security vulnerabilities of smart
grids. In [63], with the use of new IoT technologies, an overview of smart grid security
improvements and weaknesses is provided.

4.1. Data Aggregation

Data aggregation is the process of gathering data from several sources and combining
it into a variable or report. In smart homes, various appliances are connected to an SM and
send their demand/consumption report to the SM. It creates a communications overhead
and privacy hole [64]. To avoid this issue, an aggregator is used that collects messages from
various appliances and aggregates them into a single message. The following techniques
are discussed for data aggregation while preserving the privacy.

In [22], a scheme has been presented, which is based on incremental hash operation.
This scheme reports the cost to the operation center instead of energy consumption readings.
After an interval of time, the SM calculates the cost of the recorded reading using hash
function and sends it to an operation center. The operation center first receives all the
consumption costs from different residential areas and then aggregates them for forwarding
to utility providers for the verification of integrity. Utility providers sum up all the received
values and compare it with the power distribution for that time interval to validate the
integrity. If the value of cost and distribution is not equal, the entire consumption reading
is discarded automatically.

A framework based on Shamir’s secret sharing is proposed in [65] in order to effec-
tively reduce computational overhead and dependency on a single dedicated aggregator.
The scheme also prevents the electrical utility from linking its data to a single SM. The
architecture describes that the area under the supply of one service provider is divided into
subregions. Each SM divides its reading into shares and connects it to several aggregators.
The scheme masks the SM form the utility by sending the aggregated reading and reduces
the dependency on a single aggregator.

An in-network data aggregation scheme is proposed in [30], which aggregates the data
hop by hop. Each appliance has its own chip code and spreads the energy consumption
using these chip codes, which are sent to the SM after every time interval. These chip
codes are unique among appliances. The SM can extract each appliance’s consumption by
knowing the chip codes. Since each appliance has its own chip code, any malfunctioning
appliance cannot alter the consumption of other appliances.

In [66], a multidimensional aggregation scheme is used to save the communication
bandwidth and increase the computational speed of the SM. There is a gateway between
the CC and HAN, which receives the encrypted data from a large number of SMs and
then aggregates the data before sending it to CC. A TTP is used to mask the gateway from
HANs to avoid any mishandling. Any failure or attack on the TTP end can lead to a serious
disturbance in communications between the CC and HAN.

Summary: Table 1 provides a detailed aggregation summary of the above analyzed
techniques. It is perceived that the majority of the aggregation steps are performed by a
separate third party device or CC [22,65–67]. Similarly, in [65,66], the selection of devices
for aggregation and their group header nomination also increases computation overhead.
The authors of [67] assume that all entities taking part in the communications are secure
and resistant to tampering and modification attacks.
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Table 1. Comparison of data aggregation schemes.

Schemes Technique Used Appliances Aggr: SM Aggr: Separate De-
vice for Aggr:

CC Aggr: Descriptions

[67] MPC No No No Yes Pros: Used multiparty computation scheme,
universal composition, deals multiple recipi-
ents, create subsets of SMs, and fault tolerant.
Cons: Cost of communication server and com-
munication overhead.

[22] PPCR No No Yes Yes Pros: Incremental-hash function used and
only cost of consumption is circulated.
Cons: Aggregation performed by an outside de-
vice, i.e., operation center. Did not address vari-
ous attacks, key generation, and authenticity.

[65] Distributed aggre-
gation

No No Yes No Pros: Grouping, each group has an aggrega-
tor, and slices send randomly to the multiple
group aggregator.
Cons: Creation of groups, selection of group
header, reassembling of various slices at the
CC end, and communication overhead.

[30] In-network aggre-
gation

Yes No No No Pros: Before installation devices are authenti-
cated, hop-by-hop aggregation.
Cons: Creation of chip codes, computation
burden, and no procedure to update key.

[66] MLTD No No Yes Yes Pros: Blinding factor generated by TTP, pro-
vides unforgeability, resistant to MIMT, alter-
ation, and spoofing.
Cons: A separate device for aggregation is
an issue, provides computation and commu-
nication overhead, and did not provide key
generation and updating process.

4.2. CIA Triad and Anonymity

In this section, we present schemes that ensure CIA triad and anonymity while pre-
serving the privacy of HAN. A scheme proposed in [68] divides the users of a residential
area in subsets based on the energy consumption ranges over a period of time. The energy
consumption is then summed up for each subset. The TTP and Paillier homomorphic
schemes are used to ensure the privacy of data. However, a damaged SM may not report
the data correctly and the malfunctioning or misuse of TTP can lead to serious concerns
regarding the authenticity of aggregation reports.

In [69], a Q-learning technique, which is based on artificial intelligence, is proposed
and presented. The structure is that there are three kinds of information shared between a
HAN/BAN or SCC: control flow, data flow, and power flow. Smart appliances and SMs
constitute the HAN. Different HANs that are in the same building constitute a BAN. The
regional power supplier which manages multiple BANs is called NAN. The NAN sends
information such as dispatch instruction, billing, real-time reporting, and uploads the data
to the SCC. Before sending data to the control center, the data is distributed to uniformly
random secret shares. SCC outsources information to professional cloud server operators
to train the Q-Learning model using edge computing. The secret shares are randomly
distributed so that cloud servers could not obtain the information. However, if the two
servers collude, then it can be a very serious privacy breach. The scheme also has it own
protocols for selection and addition and subtraction but, as we know, the honest but curious
entities in the network can access the information from the secret shares anytime.

Similarly, in [16], a homomorphic scheme is proposed for smart homes, which consists
of home appliances, SM, and a third-party aggregator. The third party aggregator assigns
an ID to every appliance at the time of installation. All appliances in a home are similarly
arranged in a sequence order as per given IDs. All appliances report their consumption
report to an SM. Before sending their consumption, they add homomorphic features and
forward data to the aggregator for the current round. The aggregator appliances sum
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up all received readings, encrypt it with SM’s public key, and send to the SM. The SM
authenticates the aggregator appliance using a private key.

The SM encrypts the consumption and gives the identity to the SS. After verifying
the identity, SS generates the group blind signature and generates the tags for each data
block which the CC acquires and matches with the corresponding data block. In this way
CC verifies the data integrity. The author supports the scheme by following that if an
adversary or SS somehow can obtain the encrypted consumption but could not obtain the
CC’s private key. This is because in order to guess the private key prime numbers must be
used and exact prime numbers are difficult to match in a polynomial equation. Thus, the
possibility of compromising the CC’s private key is almost negligible. However, the CC is
assumed to be honest in this scheme [21].

In many privacy preserving schemes, TTP is certification authority to generate public
and private keys. To avoid TTP, Xiaoli et al. presented a secure privacy preserving scheme.
At the time of physical configuration each SM is assigned an ID by the CC [70]. The same
ID is also registered with the CC. Every time the CC sends a request message to the SM
for sending the energy consumption pattern, the request message includes SM, CC ID,
and the key material. Using ID and key material, the SM first generates a random number
and then a secret key. The SM will encrypt the energy consumption report by using their
secret key and current time stamp. The encrypted message is then forward to CC for
identity verification and decryption. The CC first verifies the SM identity by its ID and
then decrypts the message using the same secret key.

Summary: PPMA [68], LiPSG [69], and lattice-based homomorphic schemes [16]
provide confidentiality and integrity, but not anonymity and availability (see Table 2).
PPMA and lattice-based homomorphic schemes are resistant against passive and active
attacks, but blind signature [21] fails to do this. Similarly, [16,21,68,70] do not update their
encryption key.

4.3. User Authentication

Authentication is a process of associating the incoming activation requests with the
already set authentication rights [71]. These authentication rights are stored in file systems
or databases. When any device sends its consumption to the SM based on the designed
schemes, the system allows or denies the request.

In [72], a scheme is designed, which is based on elliptic curve cryptography and
consists of three phases, i.e., system-setup phase, registration phase, and key agreement
and authentication phase. Initially, in the system setup phase, the trust anchor shares
the system parameters using an elliptic curve and publishes these parameters. In the
registration phase, the trust anchor generates the private key for both the SM and the SP
using Schnorr’s signature. After registration, the SM and SP communicate directly without
the involvement of a trust anchor. In the last phase, the SM and SP automatically generate
a session key and authenticate each other via session and private keys.

In [15], data source authentication and data aggregation are performed for a particular
residential area over a defined time period while ensuring the privacy of each user’s data
aggregation and fault tolerance. This scheme provides a high level of control over data
collection and the processing phase in addition to verifying the integrity of the data and
validates the data source.

To eradicate computations and communication resources, a lightweight authentication
scheme is presented in [73], which is based on a physically-unclonable function. Before
any communications, the SM and neighborhood gateway authenticate each other. The SM
sends the ID to the neighborhood gateway. The neighborhood gateway checks the SM ID in
its database and creates two random numbers, concatenates these numbers with the time
stamp, and the result is XoRed with R-response and sent to the SM. The SM authenticates
the neighborhood gateway for further communications.

In [21], an SG is divided into three layers. The CC lies in the middle layer and is
responsible for generating system parameters, user registrations, and the verification of
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data. The SM is placed at the lowest layer and monitors/sends real-time consumption;
therefore, it is prone to data being tampered or manipulated.

Table 2. Comparative analysis of CIA models and anonymity.

Ref. Method Confidentiality Integrity Availability Anonymity Description

[68] PPMA Yes Yes No No Pros: Uses Paillier cryptography, pro-
vides individual privacy, and creates
parameters for key generation.
Cons: Shares key parameters on wire-
less media, uses external device for ag-
gregation, and does not discuss avail-
ability and various attacks.

[69] LiPSG Yes Yes No No Pros: Uses Q-learning, good at compu-
tation, and splits energy consumption
into two subsets.
Cons: Depends on third party server,
does not discuss attacks, and has no
aggregation point.

[16] Lattic based
scheme

Yes Yes No No Pros: Aggregation performed by every
device in rounds, every sender is au-
thenticated by receiver, and except CC,
no one can decrypt consumption.
Cons: Outside network third party is-
sues appliance ID and generates keys
and the key remains the same.

[21] Blind signa-
ture

Yes Yes Yes No Pros: Creation of blocks, shares key ma-
terial instead of secret keys, and pro-
vides anonymity and traceability.
Cons: Ignores smart appliances, has
no mechanism for key updating, has
no verification of authenticity inside
homes, and computes overhead at CC
end.

[70] LWPPS Yes Yes No No Pros: Shares key material instead of pri-
vate key, does not involve a third party,
and performs encryption and decryp-
tion at the CC end.
Cons: CC sends request message, com-
munications overhead, and does not ex-
plain threat model and authenticity.

Similarly, in [74], elliptic curve cryptography is used to authenticate the entities in the
SG to preserve the communication between them over a public and insecure channel. First
of all, TTP generates all system parameters and then authenticates the SG device and UC
in an offline mode. The scheme is robust against certain attacks; however, the pre-loaded
system information may affect the computation power of the smart devices.

In [75], the authors have proposed a scheme to achieve anonymity for the SM to
avail all the services provided by the UC, without the involvement of TTP. TTP is only
responsible for the registration phase, and its role is limited. The SM is supposed to send the
consumption report and control signals to UC, which is an aggregator as well as controller
for monitoring the energy consumption trends. Authentication will take place between the
UC and the SM.
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Summary: Table 3 contains a summary of the analyzed techniques for authentica-
tion. In [21,74,75], the SM and CC authenticate each other but the appliances are not
authenticated. In [72], only the CC performs authentication; the SM and appliance are
just relay nodes. Similarly, [74,75] are prone to cyber security attacks and require higher
computational cost.

Table 3. Summary of authentication schemes.

Scheme Appliances Auth: SM Auth: CC Auth: Descriptions

Schnorr’s signature [72] No No Yes Pros: Uses Schnorr’s signature for authentication and key agree-
ment, low communications and computation cost, and updating
secret as well as session keys after intervals.
Cons: The process of registration is performed by third party,
TA. It does not discuss HAN and appliances. No mechanism is
defined for aggregation.

EFFECT [15] No Yes Yes Pros: Introduces a threshold value for data aggregation. Pro-
vides integrity, authenticity, and availability.
Cons: The TCA sets up the whole architecture, is responsible
for key generation, aggregation, and selection of gateways. In-
creases computation by using secret sharing.

PUC [73] No Yes No Pros: Prevents inside and outside attacks. Detects any attack
easily using PUF.
Cons: The whole functioning of SM fails if anyone tries a physi-
cal attack. Has an expensive chip and lengthy process of initial
registration.

Blind signature [21] No Yes Yes Pros: Creates blocks, shares key material instead of secret keys,
and provides anonymity and traceability.
Cons: Ignores smart appliances, no mechanism for key updat-
ing, authenticity is verified outside the home, and computation
overhead at the CC end.

ECCAuth [74] No Yes Yes Pros: Proposes real model with mutual authentication of de-
vices locally and globally.
Cons: High in computation and does not address anonymity
and denial of service attacks.

IBS [75] No Yes Yes Pros: Minimum role of TTP. TTP is only involved in initial
registration, key generation, and parameter creation. Provides
anonymity, authenticity, traceability, and confidentiality.
Cons: Does not explain how to update the private key, aggrega-
tion, and DDos attacks. Requires higher computation resources
and scalability.

4.4. Key Management

A key is a bit of code encrypting and decrypting the message. Each key has a specific
length of code. A strong encryption process requires a high key size [76]. In cryptography,
private keys, session keys, and public kesy are frequently used. Below, different HAN
models are discussed to illustrate how they used the cryptographic techniques.

In [55], a HAN sends its consumption to the NAN gateway, which is a trusted service
provider and an interface between the HAN and utility provider. A NAN is distributed over
a village, city, and sometimes over a residential or commercial area. The communication
between the utility provider and the SM takes place via a gateway. The gateway should
communicate with the SM in an offline mode. However, the proposed scheme establishes a
session key using mutual authentication between the SM and gateway.

In HAN, appliances are arranged in two groups [77]. The first group is for one-way
communication devices such as light bulbs, chargers, etc., while the second one consists
of two-way communication appliances, e.g., electric vehicles, AC, etc. Before deployment,
every smart appliance is assigned with an ID and master key. On the basis of the master key,
the group header assigns a unique key and group controller key to every smart appliance
and SM. The appliances encrypt their consumption using a unique key and send it to the
group controller, which forwards it to the SM for further processing and verification. This
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scheme prevents man-in-the-middle attacks, Sybil attacks, and replay attacks, but ignores
key updating.

Similarly, a cloud-based security scheme is proposed in [33] for smart homes, where
home appliances are categorized into two different groups. Appliances which performs
simple basic functions are placed in group 1. Group 2 contains controllable and monitoring
devices which have two-way communication. Both groups have a group header. In this
architecture, the SMs are not considered as the part of the smart home. The SM is considered
as part of the AMI smart grid. Group headers are responsible for communicating with
a home management system or cloud server. HMS is placed in a local cloud, which is
controlled by a remote or simple device. Before deployment, every appliance and group
header is assigned an ID. Using this ID, HMS generates a group key and shares it with the
appliances and the group controller. Appliances use groups to further generate a unique
key for communication inside the group. Every appliance before sending consumption or
control signals, encrypts the data with unique key that is automatically generated by HMS.

IEC 61850 standard transmits a message in the time limit of 4 ms, which was more
suitable than the existing schemes. To overcome the time bounded activity and privacy
issues in existing schemes some proposals have been outlined. In [78], an authentication
scheme is proposed, which comprises two phases: registration and key agreement. In
the registration phase, a secure channel is established between the substation and data
center, while in the key agreement phase—on the basis of a secure channel—unique session
keys are created for communication and authentication. In the key agreement phase,
the substation and data center authenticate each other and then a unique session key is
established on the basis of passed parameters, i.e., certificate, ID, random number, and
time stamp.

Summary: Table 4 presents the summary of key generation, key updating, and key
sharing in [33,55,77–79] schemes. Schemes in [77,78] update their secret keys, but in the
schemes discussed in [33,55,79], the secret keys remain the same.

Table 4. Comparative analysis of key management schemes.

Scheme Key Generation Key Sharing Key Updating Description

COT [77] Yes No Yes Pros: IoMT-based HAN structure, based on mesh
topology with a single source of energy collection.
Cons: Selection of header for group and TA
authenticate home appliances.

LAKA [55] Yes Yes No Pros: Lower communication overhead, pro-
vides mutual authentication, and key genera-
tion and anonymity.
Cons: Ignores appliances operations and no
key updating and traceability.

KMP [79] Yes No No Pros: Uses elliptic curve, provides session key
agreement, and used less communication and
computation overhead.
Cons: Involves a third party for authenti-
cation, no key updating, traceability, and
anonymity.

IEC [78] Yes No Yes Pros: Updates IEC 62,351 standard with re-
spect to symmetric key encryption and creates
session key with a transmission of message
within 4 ms.
Cons: No mechanism for data aggregation or
communication overhead.

257



Sensors 2022, 22, 2269

Table 4. Cont.

Scheme Key Generation Key Sharing Key Updating Description

COT-HAN [33] Yes Yes No Pros: The HAN architecture is based on HMS and
cloud based infrastructure and a cell phone has the
authority to access cloud services.
Cons: SM is not considered part of the HMS; no
proper structure for authentication and the sym-
metric key value remains the same; vulnerable to
MIMA, DDoS, and alteration attacks; and no aggre-
gation point.

4.5. Observations

This section highlights various shortcomings of the schemes discussed under data
aggregation, CIA triad and anonymity, user authenticity, and key management. According
to the findings, some issues are at hardware level and we need an international standard
for the equipment used for the deployment of smart grids. Moreover, the hardware cost is
another issue whereby the most important is that a majority of the proposed schemes dis-
cuss only one problem—e.g., authenticity or key management—and ignore other features,
especially in the HAN context. If a proposed scheme does not consider the HAN model or
some of the threads, then during the implementation phase of the smart grid, it can bring a
number of severe issues such as cyber security concerns at the application level.

5. Proposed Scheme

In this section, we present a privacy preserving data aggregation scheme that employs
the Chinese remainder theorem, one-way hash chain, and properties of modulo n2 to
aggregate the data [68,80,81].

5.1. System Model

In the proposed model, we consider smart home appliances, a dedicated sink node, a
smart meter, and a third party trusted authority.

• Smart Home Appliances: Every smart appliance deployed in a HAN is equipped
with sensing and communication equipment, which enables the sensing device to
report its reading to the smart meter through a dedicated sink node. For simplicity,
we can group home appliances based on their functionalities, e.g., lighting, fans, or
kitchen appliances (microwave, refrigerator, toaster), etc. All devices with the same
functionalities will be placed in the same group. There can be another grouping
strategy such as by room with appliances as a separate group. Let us we have
N number of appliances, AP. We can divide these appliances into k subsets such
as G1, G2, G3, G4 . . . Gk where the size of subset Gi is |Gi| = Gi. Since the smart
appliances have limited computational power, we do not apply any time consuming
and computationally extensive encryption algorithms.Therefore, lightweight security
mechanisms are desired for smart appliances.

• Sink Node: First, we will make it clear, that we have a dedicated aggregator device
with computational ability installed in each home. This dedicated device will be called
a sink node. The sink node is really important as it acts as a relay device between
home appliances and the smart meter. In particular, the sink node will aggregate the
reading data from all the home appliances and forward the aggregated data to the
smart meter. The sink node also applies some rules that help smart meters to identify
any external attacks.

• Smart Meter: The smart meter receives the data from the sink node and does some
data analytics. Since the data comes from heterogeneous devices, it is not appropriate
to directly operate on all data. Therefore, the smart meter first calculates the mean and
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variance for each subset, which is a group of particular appliances. For the mean, we
have the following equation:

M(Gk) = ∑
GiεGk

xi/Nk; (1)

While for the variance, we can calculate it with:

Var(Gk) = ∑
GiεGk

xi
2/Nk − M(Gk)

2; (2)

• Trusted Authority: Trusted authority is a trusted third party which initializes the
system and manages key generation and other parameters for each entity in the
network and assign keys to all the entities in the network including home appliances,
sink nodes, and smart meters. Trusted authority will only be active while initiating
the system and adding new appliances. It will will be offline afterwards. The trusted
party will not participate in the following actions.

5.2. Threat Model

We assume that the trusted authority is a trusted third party and it will not be involved
in any misconduct that can compromise the privacy of the HAN while the smart meter
and sink node are honest but curious. The smart meter and sink node may be affected by
undetected malware and those malware might eavesdrop on the smart appliances. The
smart meter and sink node are honest, meaning that they will follow the design protocols.
They are also curious, that is, they are also curious about smart appliance’s data privacy.
They will not collude with each other. Smart appliances are not resourceful, so they are
vulnerable to attacks. The attacks that might affect the smart appliances are false data
injection by an external attacker or attacks may prevent a device from reporting readings
or replay an old message. However, we have a resourceful smart meter and sink node, and
the sink node will apply some techniques to check whether an appliance is malfunctioning
or it is simply inactive at the time. If an appliance is inactive it will simply send a zero in its
reading. The sink node can filter out the false data and will not include false data during
the aggregation process.

5.3. Proposed Scheme

In this section, we present the proposed scheme, which consists of system initialization,
appliance report, data aggregation, and analysis phases.

System Initialization

The trusted authority is a completely trustworthy party that starts the system. The
trusted authority chooses two random prime numbers m and n, where m = 2m’ + 1 and
n = 2n’ + 1 and |m| = |n| = k0, compute p = mn, and λ = lcm(m−1, n−1) = 2m’n’; and
defines a function, as in [82]

L(x) = x − 1/m (3)

Then, consider that there are N home appliances inside a HAN. The trusted authority
chooses N + 2 random numbers such that

N+1

∑
i=0

pi = 0modλ (4)

Suppose that there are k subgroups in the home area network and the maximum communi-
cations range for any group is [0, Xj], then we can define the range of data sensing for an
appliance as X = max(X1, X2, X3, . . ., Xk). Note that, the range [0, Xk] is a small message
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space as compared to Zn. With this knowledge, the trusted authority chooses k + 1 prime
numbers α0, n1, n2, n3, . . . nk, and computes

⎧⎪⎪⎨
⎪⎪⎩

R = n1 × n2 × · · · × nk

Ri =
R
ni

, yi ≡ 1
Ri

mod ni

σi = Ri · yi

(5)

where all the prime numbers are of the same length, i.e., |ni| = k1 for 1 ≤ i ≤ k. The
condition of parameters is as follows (as taken from [82]){

N · X2 ≤ σ0, N · (X2 + X · σ0) < ni

k1 · (k + 1) + lg k < |n| (6)

which enables us to gather all data in one cipher text. The trusted authority then chooses
two secure hash functions h, H where h = (0, 1)l and H = (0,1)* ε Z∗

n and a random number
t0 ε (0, 1)l as the secret key. As the system initializes, the home appliance will report the
power consumption periodically after a specific time. Thus, we divide the reporting time
into w time slots for ease. At each time slot, the reporting appliance reports its reading
and will send zero when a device is off or inactive. Thus, the trusted authority chooses a
random number t0 and generates a chain of N one way hash functions such as HC1, HC2,
HC3, . . ., HCN where each chain contains HCN = hi1, hi2, . . ., hiw which is of length (w+1),
and hiwε(0,1)l is a randomly chosen number.

hij = h(hi(j+1) ‖ Tj)j = 0, 1, 2, . . . , w − 1 (7)

For each hij, 1 ≤ j ≤ w, the trusted authority will also compute its corresponding key

keyij = h(hij ‖ t0) (8)

The proposed scheme utilizes the property of a one-time password for authentication and
encryption. For that purpose, we have hij and keyij in time slot Tj. The header of each
hash chain h10, h20, . . ., hN0 will be signed with α by the third party trusted authority to
ensure the validity of the hash chains for authentication. The scheme employs the AES
algorithm for home appliances for encrypting the reading before sending it to the sink
node. We have public parameters for the system, parameter: N, ni: i = 1, 2, 3, . . . , k, σj: (j = 1,
2, 3, . . . , k), h, H, L(x), AES. Then, we have the public parameters for the system, so we will
calculate key and assign it to the network entities.

• Every smart home appliance is assigned with a private key pi, secret hash chain HCi,
corresponding keys K = keyi0, keyi1, keyi2, . . . , keyiw, and public parameter, which are
shared over a secure channel.

• Then, a random number is chosen as the shared key sk between the sink node and the
smart meter, which we assign to the sink node along with signed hash chain heads
h10, h20, h30, . . . , hN0, α, and secret key pN+1, t0 and corresponding public parameters
to the sink node.

• The smart meter is assigned the same key that is shared between the sink node and
the smart meter and a secret key p0, β, along with the public parameters.

5.4. Home Appliance Reporting

At every time slot Ts, each appliance will report its reading to the sink node by
calculating the following:

• Step 1: Appliance uses its secret key pi and (σ0, σj) to compute

cip =[1+n · σj · (xi · σ0+x2
i )] · H(Ts)

n·pi mod n2 (9)
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and uses the key keyip to compute Cip = AESkeyip
(cip). This method is used to prevent

any external attacker from knowing the readings or to avoid the worst-case scenario
that HAN might communicate with an unauthorized or compromised sink node.

• Step 2: APi uses the hash value hip from hash chain vector to compute

macip = h(Cip||hip) (10)

• Step 3: The appliance then forwards the (Cip, hip, macip) to the sink node. The
appliance can efficiently compute these parameters, especially if H(Ts)n·pi is computed
in advance.

5.5. Sink Node Data Aggregation

Upon receiving the (Cip, hip, macip) in time slot Ts, the sink node checks whether the
data is sent by an authenticated sender.

• Step 1: The sink node holds hi0 from α; thus, the authenticity of each hij on the hash
chain HCi is simple to check. The sink node compares the freshness of the received
hash value with the previously received hash values. If hip has never been received
before, hip is accepted, otherwise, it is refused.

• Step 2: If hip is valid, the sink node will compute mac′ip by comparing it with the
received value to check whether Cip has been altered or not.

mac′ip = h(Cip||hip) (11)

• Step 3: If Cip is accepted, the sink node computes keyip = h(hip || t0) and uses keyip
to reproduce cip from Cip = AESkeyip

(cip).

After verifying the encrypted readings received from all home appliances, the sink
node runs the following data aggregation operation and calculates a single cipher text Cp
and sends (Cp, macp) to the smart meter.

⎧⎪⎨
⎪⎩

Cp =

(
N
∏
i=1

cip

)
· H(Ts)n·pN+1 mod n2

macs = h(Cp||Ts||sk)
(12)

5.6. Smart Meter

Upon receiving the (Cp,macp) in time slot Ts, the smart meter verifies macp using the
shared key between the sink node and smart meter, as in [82]. Then, it validates the Cp. If
Cp is valid, the smart meter performs a report reading and analyses the received aggregated
reading. Moreover, it calculates H(Ts)n·p0 through its secret keys. Next, the smart meter
computes using the following equations (as adapted from [82])

C′
p = Cp · H(Ts)

n·p0 mod n2 (13)

C′
p =

N

∏
i=1

cip · H(Ts)
n·(p0+pN+1) mod n2 (14)

C′
p =

N

∏
i=1

[1+n · σj · (xi · σ0+x2
i )] · H(Ts)

n·pi mod n2 · H(Ts)
n·(p0+pN+1) mod n2 (15)

C′
p =

N

∏
i=1

[1+n · σ ∗j ·(xi · σ ∗0+x2
i )] ·

N+1

∏
i=1

H(Ts)
n·pi mod n2 (16)

C′
p =

N

∏
i=1

[1+n · σ ∗j ·(xi · σ0+x2
i )] · H(Ts)

n·N+1
∑

i=1
pi

mod n2 (17)
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C′
p =

N

∏
i=1

[1+n · σ ∗j ·(xi · σ0+x2
i )] · H(Ts)

n·λ·k mod n2 (18)

C′
p =

N

∏
i=1

[1+n · σ ∗j ·(xi · σ0+x2
i )] mod n2 (19)

C′
p = 1+n ·

N

∑
i=1

[σ ∗j ·(xi · σ0+x2
i )] mod n2 (20)

C′
p = 1+n ·

k

∑
j=1

σj( ∑
GiεGj

(xi · σ0+x2
i )) mod n2 (21)

The smart meter has the ability to calculate its mean and variance as

Mj =M mod nj =

Nj

∑
i=1

(xi · σ0 + x2
i ) (22)

E(Gj) =
Mj − (Mj mod σ0)

σ0 · Nj
(23)

Var(Gj) =
Mj mod σ0

Nj
− E(Gj)

2 (24)

Fault Tolerance

In cases where an appliance is not reporting according to protocols, the sink node will
aggregate the data received from other appliances and send the results to the smart meter
and inform the smart meter that the appliance APa is malfunctioning. The smart meter then
uses the following method to calculate the mean and variance for the malfunctioning device.

• Step 1: C∗
p is mathematically represented as

C∗
p =

(
1 + n ·

N

∑
i=1,i �=a

σ∗
j · (xi · σ0 + x2

i )

)

·
N+1

∏
i=1,i �=a

H(Ts)
n·pi mod n2 (25)

Therefore, the smart meter computes

M∗
s =C∗

p
λ mod n2

(1+n·x)λ≡(1+n·λx) mod n2, xλn≡1 mod n2

−−−−−−−−−−−−−−−−−−−−−−−−−−→

=1 + n · λ ·
N

∑
i=1,i �=a

σ∗
j · (xi · σ0 + x2

i ) mod n2 (26)

and M can be calculated as

M =

(
M∗

s − 1
n · λ

mod n
)

mod Q (27)

• Step 2: Except for the subset containing malfunctioning devices, the smart meter
calculates mean and variance using Equations (13) and (15).
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• Step 3: For the subset containing malfunctioning devices, the smart meter computes
Mb from Equation (13) and gains the mean and variance through

E(Gb) =
Mb − (Mb mod σ0)

σ0 · (Nb − 1)
(28)

Var(Gb) =
Mb mod σ0

Nb − 1
− E(Gb)

2 (29)

Hence, the proposed approach is still workable even if some devices are malfunction-
ing. As a result, the proposed approach satisfies the need for fault tolerance.

6. Security Analysis

Here, we will determine that how the proposed approach can achieve the prevention
of false data injection attacks and privacy preserving data aggregation.

6.1. Prevent False Data Injection

In the proposed scheme, the trusted authority uses one-way hash function, gener-
ates hash chains, and assigns a hash chain to each device for every time slot Ts. For
every home appliance and for each time slot Ts−1, we have a hash value hi(p−1). From
hi(p−1) = h(hip||Ts), we can authenticate hip from Ts. However, because of the one-way
nature of the hash function, we cannot obtain the hip from hi(p−1). Moreover, since every
device reports its reading directly to the sink node—and only if a device reports the correct
data—we will receive the fresh hip as we have assumed that the device will not act abnor-
mally. If the hip is not fresh in the time slot Ts, it means that it has been attacked and the
false data is injected externally or the device is compromised and a replay attack has been
launched externally. Therefore, the sink node will reject the false data. Thus, it is ensured
that the proposed scheme is resistant to false data injection attacks.

6.2. Privacy Preserving

In the proposed scheme, if we consider the encrypted text by a home appliance

cip =[1+n · σj · (xi · σ0+x2
i )] · H(Ts)

n·pi mod n2 (30)

and that of the aggregated cipher text [82]

C∗
p =

(
1 + n ·

N

∑
i=1,i �=a

σ∗
j · (xi · σ0 + x2

i )

)
·

N+1

∏
i=1,i �=a

H(Ts)
n·pi mod n2

and take σj · (xi · σ0+x2
i ) as a message and ·H(Ts)·pi as a random number rand and

∑N
i=1,i �=a σ∗

j · (xi · σ0 + x2
i ) as Message and ∏N+1

i=1,i �=a H(Ts)·pi as Rand then

cip =[1+n · message] · rand
n

mod n2 (31)

and

C∗
p =

(
1 + n · Message

) · Rand
n

mod n2

are valid Paillier ciphers. Under the chosen plaintext attack, Paillier encryption is indistin-
guishable, and an external attacker cannot obtain the exact message. The sink node may
be curious about the exact message. However, without the knowledge of secret keys p0
and λ, the sink node has no knowledge of the information. Whereas the smart meter can
recover Message and may want to recover the message sent by individual devices. For that
purpose, it has to collude with the sink node, which is not possible under the threat model.
Hence, the suggested technique protects aggregated data privacy.
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7. Performance Evaluation

In this section, we analyze the communication and processing overhead of household
appliances, sink nodes, and smart meters.

7.1. Communication Overhead

The proposed privacy preserving scheme aggregates the data from different subsets
into one and the smart meter can recover the mean and variance of the individual subset.
To demonstrate the efficiency of the proposed technique, we compare it to the basic Paillier
encryption [80] in which the bit length of n2 is 2048 and that of n is 1024. Therefore, the
communication overhead from N devices to sink node is 2048 × N bits, because each home
appliance encrypts both xi and x2

i into one cipher text, as shown in Equation (9). However,
because the data in the BPE is encrypted into two cipher texts, the transmission cost is
doubled, and the overhead is 4096 × N bits.

In the proposed scheme, the sink node and smart meter are independent of the number
of devices as the aggregation is undertaken at the sink node. In BPE, the communications
cost is dependent on the number of subsets. If there are k subsets, then the communications
cost is 4096 × k bits, while in the proposed scheme, all data have been aggregated in one
cipher text. Therefore, the communications overhead from the sink node to the SM is
only 2048 bits. Figure 2 plots a graph for the communications overhead from the home
appliances to the sink node, and Figure 3 shows the communications overhead pattern of
the sink node to the SM. As a result, it is obvious that the suggested method is superior to
BPE in terms of communication costs. We use the Chinese remainder theorem that enables
a careful parameter choice and, hence, in real-time scenarios the message size is small.

Figure 2. Communication overhead from home appliances to sink node.

7.2. Computation Overhead

The suggested system is lightweight in terms of communication costs since we only use
the time-consuming modulo operation, and each node in the network, such as a sink node,
a smart meter, and a home appliance, has at least one modulo operation. The proposed
approach will become more efficient if the modulo exponent is computed ahead of time.
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Figure 3. Communication overhead from sink node to smart meter.

8. Future Directions and Challenges

In this paper, we have discussed smart grids and the relation among different entities
of the smart grid and how they interact with each other. After that, we reviewed the
literature regarding countermeasures to the posed threats and discussed some promising
solutions that are suggested in order to overcome privacy related issues and threats. Lastly,
we proposed a novel privacy preservation scheme for HANs. To complete the effort, we
have devised a direction for future research and challenges, which are discussed below.

8.1. A Safe and Secure Trust Mechanism for Home Incumbents in Smart Grid

As discussed in Section 1, smart grids work through the coordination of different
entities. The smart gird is a network of different entities and different subnetworks working
together. Each entity and subnetwork has its own requirements. The continuous communi-
cation is essential to ensure the smart grid remains active. Iinteroperable and uninterrupted
communication between the different subnetworks is an intimidating task. Therefore, a
universal standardized trusted framework is essential for any communication.

8.2. Government Authorities to Regulate and Maintain Smart Grids

Most of the research work performed is voluntary and in order to make smart grids
a success, it is necessary to have a government authority to evaluate the standard and
conformity of the research undertaken on smart grids. Thus, the authorities can make the
necessary decisions and improvements needed to regulate smart grids.

8.3. New Goals and Standards to Evaluate Privacy Preserving Mechanism and Solution

The authorities should set standards and new metrics to evaluate any new research or
protocols. Each new research idea should be evaluated on common standards and then a
decision should be made whether to make it a standard or revise an old standard.
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8.4. Legal Code for Preserving the Privacy

A legal framework through the contributions of both governments and business
authorities should be made to protect the privacy of consumers and other network entities.
The legal framework would help to set the standard to what extent a user’s data can be
collected and how it can be manipulated to further increase the efficiency of the smart
grid. In cases of breach of this contract, the legal framework should outline what the
consequences would be faced by the entity breaching the contract.

8.5. A Framework for Aggregation without Third Party Involvement

The third-party involvement in the aggregation can be compromised anytime. A
scheme should be devised that could aggregate the data without knowing the meaning of
the aggregated data that could not harm or lead the smart grid to instability.

9. Conclusions

We proposed a novel privacy-preserving data aggregation approach for HANs in
a smart grid in this paper. The proposed approach deploys a sink node between the
household appliances and the smart meter, which not only filters false data injection attacks
but also provides for early fault tolerance. The technology also combines data from several
home appliances, which may belong to distinct subsets, into a single stream and sends it
to the smart meter. The suggested technique is secure, and the performance evaluation
reveals that it is more efficient in terms of communications and computation overhead
than aggregation using basic Paillier encryption. Detecting and avoiding new threats,
IDS architectures for smart grid privacy, IoT-driven smart grids, new privacy metrics,
and privacy for IoT are all demanding research fields that need to be further explored
in the future.
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Abbreviations

Abbreviation Definition

ADDM Distributed State Estimation
Aggr: Aggregator
Auth: Authentication
BAN Building area network
BPE Basic Paillier Encryption
CC Control center
CIA Confidentiality, integrity, and availability
COT Clouds-of-things
COT-HAN COT home-area-network
DDOS Denial-of-service attack
DR Demand respond
EPPA Efficient Privacy-Preserving Aggregation
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Abbreviation Definition

HAN Home-area-network
H-MAC Hashed based MAC
HMS Home management system
IBS Identity based signature
ID Identification
KMP Key-Management protocol
LAKA Lightweight Authentication key agreement
LPPS Lightweight privacy preservation
LWPPS Lightweight-privacy-preserving
MAC Message authentication code
MLAN Metropolitan LAN
MLTD Multidimensional aggregation
MPC Multiparty computations
NAN Neighbour area network
PALK Password-based anonymous lightweight key
PK Private key
PPCR Privacy-preserving cheat resilient
PPMA Privacy-preserving multi-subset
PS Power supplier
PUC Physical unclonable function
SA Smart Appliance
SG Smart grid
SM Smart meter
SP Service provider
TAI Threshold-Based Anonymous Identification
TTP Trusted third party
WAN Wide area network

References

1. Bagri, D.; Rathore, S.K. Research Issues Based on Comparative Work Related to Data Security and Privacy Preservation in Smart
Grid. In Proceedings of the 2018 4th IEEE International Conference on Computing Sciences (ICCS), Phagwara, India, 30–31
August 2018; pp. 88–91.

2. Dileep, G. A survey on smart grid technologies and applications. Renew. Energy 2020, 146, 2589–2625. [CrossRef]
3. Lopez, G.; Matanza, J.; De La Vega, D.; Castro, M.; Arrinda, A.; Moreno, J.I.; Sendin, A. The role of power line communications in

the smart grid revisited: applications, challenges, and research initiatives. IEEE Access 2019, 7, 117346–117368. [CrossRef]
4. Saxena, N.; Choi, B.J. Integrated distributed authentication protocol for smart grid communications. IEEE Syst. J. 2016,

12, 2545–2556. [CrossRef]
5. Boyapally, H.; Mathew, P.; Patranabis, S.; Chatterjee, U.; Agarwal, U.; Maheshwari, M.; Dey, S.; Mukhopadhyay, D. Safe is the

new Smart: PUF-based Authentication for Load Modification-Resistant Smart Meters. IEEE Trans. Dependable Secur. Comput.
2020, 19, 663–680.

6. Greer, C.; Wollman, D.; Prochaska, D.; Boynton, P.; Mazer, J.; Nguyen, C.; FitzPatrick, G.; Nelson, T.; Koepke, G.; , Hefner, A., Jr.;
et al. NIST Framework and Roadmap for Smart Grid Interoperability Standards, Release 3.0, Special Publication (NIST SP),
National Institute of Standards and Technology, Gaithersburg, MD, 2014. Available online: https://tsapps.nist.gov/publication/
get_pdf.cfm?pub_id=916755 (accessed on 2 December 2021). [CrossRef]

7. Kumar, A.; Agarwal, A. Research issues related to cryptography algorithms and key generation for smart grid: A survey. In
Proceedings of the 2016 7th IEEE India International Conference on Power Electronics (IICPE), Patiala, India, 17–19 November
2016; pp. 1–5.

8. Alahakoon, D.; Yu, X. Smart electricity meter data intelligence for future energy systems: A survey. IEEE Trans. Ind. Inform. 2015,
12, 425–436. [CrossRef]

9. Alamatsaz, N.; Boustani, A.; Jadliwala, M.; Namboodiri, V. Agsec: Secure and efficient cdma-based aggregation for smart
metering systems. In Proceedings of the 2014 IEEE 11th Consumer Communications and Networking Conference (CCNC), Las
Vegas, NV, USA, 10–13 January 2014; pp. 489–494.

10. Kumar, P.; Lin, Y.; Bai, G.; Paverd, A.; Dong, J.S.; Martin, A. Smart grid metering networks: A survey on security, privacy and
open research issues. IEEE Commun. Surv. Tutorials 2019, 21, 2886–2927. [CrossRef]

11. Desai, S.; Alhadad, R.; Chilamkurti, N.; Mahmood, A. A survey of privacy preserving schemes in IoE enabled smart grid
advanced metering infrastructure. Clust. Comput. 2019, 22, 43–69. [CrossRef]

12. Llaria, A.; Dos Santos, J.; Terrasson, G.; Boussaada, Z.; Merlo, C.; Curea, O. Intelligent Buildings in Smart Grids: A Survey on
Security and Privacy Issues Related to Energy Management. Energies 2021, 14, 2733. [CrossRef]

267



Sensors 2022, 22, 2269

13. Tan, S.; De, D.; Song, W.Z.; Yang, J.; Das, S.K. Survey of security advances in smart grid: A data driven approach. IEEE Commun.
Surv. Tutorials 2016, 19, 397–422. [CrossRef]

14. Ferrag, M.A.; Babaghayou, M.; Yazici, M.A. Cyber security for fog-based smart grid SCADA systems: Solutions and challenges. J.
Inf. Secur. Appl. 2020, 52, 102500. [CrossRef]

15. Guan, Z.; Zhang, Y.; Zhu, L.; Wu, L.; Yu, S. EFFECT: An efficient flexible privacy-preserving data aggregation scheme with
authentication in smart grid. Sci. China Inf. Sci. 2019, 62, 32103. [CrossRef]

16. Abdallah, A.; Shen, X.S. A lightweight lattice-based homomorphic privacy-preserving data aggregation scheme for smart grid.
IEEE Trans. Smart Grid 2016, 9, 396–405. [CrossRef]

17. Akila, V.; Sheela, T. Preserving data and key privacy in Data Aggregation for Wireless Sensor Networks. In Proceedings of the
2017 2nd IEEE International Conference on Computing and Communications Technologies (ICCCT), Russia, Moscow, 20–22
September 2017; pp. 282–287.

18. Kement, C.E.; Gultekin, H.; Tavli, B. A Holistic Analysis of Privacy Aware Smart Grid Demand Response. IEEE Trans. Ind.
Electron. 2020, 68, 7631–7641. [CrossRef]

19. Chen, Z.; Wu, L. Residential appliance DR energy management with electric privacy protection by online stochastic optimization.
IEEE Trans. Smart Grid 2013, 4, 1861–1869. [CrossRef]

20. Liu, Y.; Guo, W.; Fan, C.I.; Chang, L.; Cheng, C. A practical privacy-preserving data aggregation (3PDA) scheme for smart grid.
IEEE Trans. Ind. Inform. 2018, 15, 1767–1774. [CrossRef]

21. Kong, W.; Shen, J.; Vijayakumar, P.; Cho, Y.; Chang, V. A practical group blind signature scheme for privacy protection in smart
grid. J. Parallel Distrib. Comput. 2020, 136, 29–39. [CrossRef]

22. Yip, S.C.; Wong, K.; Phan, R.C.W.; Tan, S.W.; Ku, I.; Hew, W.P. A Privacy-Preserving and Cheat-Resilient electricity consumption
reporting Scheme for smart grids. In Proceedings of the 2014 IEEE International Conference on Computer, Information and
Telecommunication Systems (CITS), Jeju, Korea, 7–9 July 2014; pp. 1–5.

23. Diao, F.; Zhang, F.; Cheng, X. A privacy-preserving smart metering scheme using linkable anonymous credential. IEEE Trans.
Smart Grid 2014, 6, 461–467. [CrossRef]

24. Asghar, M.R.; Dán, G.; Miorandi, D.; Chlamtac, I. Smart meter data privacy: A survey. IEEE Commun. Surv. Tutorials 2017,
19, 2820–2835. [CrossRef]

25. Bedi, G.; Venayagamoorthy, G.K.; Singh, R. Internet of Things (IoT) sensors for smart home electric energy usage management.
In Proceedings of the 2016 IEEE International Conference on Information and Automation for Sustainability (ICIAfS), St. Gallen,
Switzerland, 16–19 December 2016; pp. 1–6.

26. Gholinejad, H.R.; Loni, A.; Adabi, J.; Marzband, M. A hierarchical energy management system for multiple home energy hubs in
neighborhood grids. J. Build. Eng. 2020, 28, 101028. [CrossRef]

27. Son, Y.S.; Pulkkinen, T.; Moon, K.D.; Kim, C. Home energy management system based on power line communication. IEEE Trans.
Consum. Electron. 2010, 56, 1380–1386. [CrossRef]

28. Chen, Y.; Martínez-Ortega, J.F.; Castillejo, P.; López, L. A homomorphic-based multiple data aggregation scheme for smart grid.
IEEE Sens. J. 2019, 19, 3921–3929. [CrossRef]

29. Agarkar, A.; Agrawal, H. R-LWE based lightweight privacy preserving scheme for Smart Grid. In Proceedings of the 2016 IEEE
International Conference on Computing, Analytics and Security Trends (CAST), Pune, India, 19–21 December 2016; pp. 410–415.

30. Yan, Y.; Qian, Y.; Sharif, H. A secure data aggregation and dispatch scheme for home area networks in smart grid. In Proceedings
of the 2011 IEEE Global Telecommunications Conference-GLOBECOM 2011, Houston, TX, USA, 5–9 December 2011; pp. 1–6.

31. Tizazu, G.A.; Hussen, H.R.; Kim, K.H. Secure session key exchange scheme for smart grid home area networks. In Proceedings
of the 2013 IEEE International Conference on ICT Convergence (ICTC), Jeju Island, Korea, 20–22 October 2013; pp. 1116–1120.

32. Komninos, N.; Philippou, E.; Pitsillides, A. Survey in smart grid and smart home security: Issues, challenges and countermeasures.
IEEE Commun. Surv. Tutorials 2014, 16, 1933–1954. [CrossRef]

33. Alohali, B.; Merabti, M.; Kifayat, K. A secure scheme for a smart house based on Cloud of Things (CoT). In Proceedings of
the 2014 6th IEEE Computer Science and Electronic Engineering Conference (CEEC), Colchester, UK, 25–26 September 2014;
pp. 115–120.

34. Li, T.; Ren, J.; Tang, X. Secure wireless monitoring and control systems for smart grid and smart home. IEEE Wirel. Commun.
2012, 19, 66–73.

35. Gong, H.; Ionel, D.M. Optimization of Aggregated EV Power in Residential Communities with Smart Homes. In Proceedings of
the 2020 IEEE Transportation Electrification Conference & Expo (ITEC), Chicago, IL, USA, 23–26 June 2020; pp. 779–782.

36. Martins, P.E.T.; Oleskovicz, M.; da Silva Pessoa, A.L. A Survey on Smart Grids: concerns, advances, and trends. In Proceedings
of the 2019 IEEE PES Innovative Smart Grid Technologies Conference-Latin America (ISGT Latin America), Gramado City, Brazil,
15–18 September 2019; pp. 1–6.

37. Molderink, A.; Bakker, V.; Bosman, M.G.; Hurink, J.L.; Smit, G.J. Domestic energy management methodology for optimizing
efficiency in smart grids. In Proceedings of the 2009 IEEE Bucharest PowerTech, Bucharest, Romania, 28 June–2 July 2009; pp. 1–7.

38. Thomas, D.; Deblecker, O.; Ioakimidis, C.S. Optimal operation of an energy management system for a grid-connected smart build-
ing considering photovoltaics’ uncertainty and stochastic electric vehicles’ driving schedule. Appl. Energy 2018, 210, 1188–1206.
[CrossRef]

268



Sensors 2022, 22, 2269

39. Shakeri, M.; Pasupuleti, J.; Amin, N.; Rokonuzzaman, M.; Low, F.W.; Yaw, C.T.; Asim, N.; Samsudin, N.A.; Tiong, S.K.; Hen, C.K.;
et al. An Overview of the Building Energy Management System Considering the Demand Response Programs, Smart Strategies
and Smart Grid. Energies 2020, 13, 3299. [CrossRef]

40. Pindoriya, N.M.; Dasgupta, D.; Srinivasan, D.; Carvalho, M. Infrastructure security for smart electric grids: A survey. In
Optimization and Security Challenges in Smart Power Grids; Springer: Berlin/Heidelberg, Germany, 2013; pp. 161–180.

41. Walgama, S.; Hasinthara, U.; Herath, A.; Daranagama, K.; Kumarawadu, S. An Optimal Electrical Energy Management Scheme
for Future Smart Homes. In Proceedings of the 2020 IEEE 8th International Conference on Smart Energy Grid Engineering
(SEGE), Oshawa, ON, Canada, 12–14 August 2020; pp. 137–141.

42. Paukstadt, U. A Survey of Smart Energy Services for Private Households. In Proceedings of the 14th International Conference on
Wirtschaftsinformatik, Siegen, Germany, 24–27 February, 2019; pp. 1448–1462.

43. Li, H.; Lu, R.; Zhou, L.; Yang, B.; Shen, X. An efficient merkle-tree-based authentication scheme for smart grid. IEEE Syst. J. 2013,
8, 655–663. [CrossRef]

44. Shen, H.; Liu, Y.; Xia, Z.; Zhang, M. An Efficient Aggregation Scheme Resisting on Malicious Data Mining Attacks for Smart Grid.
Inf. Sci. 2020, 526, 289–300. [CrossRef]

45. Fan, X.; Gong, G. Security challenges in smart-grid metering and control systems. Technol. Innov. Manag. Rev. 2013, 3, 42–49.
[CrossRef]

46. Ge, L.; Yu, W.; Moulema, P.; Xu, G.; Griffith, D.; Golmie, N. Detecting Data Integrity Attacks in Smart Grid. Secur. Priv. Cyber-Phys.
Syst. Found. Princ. Appl. 2017, 281–303.

47. Sui, Z.; Niedermeier, M. TAI: A threshold-based anonymous identification scheme for demand-response in smart grids. IEEE
Trans. Smart Grid 2016, 9, 3496–3506. [CrossRef]

48. Kumar, P.; Braeken, A.; Gurtov, A.; Iinatti, J.; Ha, P.H. Anonymous secure framework in connected smart home environments.
IEEE Trans. Inf. Forensics Secur. 2017, 12, 968–979. [CrossRef]

49. Khan, A.A.; Kumar, V.; Ahmad, M.; Rana, S.; Mishra, D. PALK: Password-based anonymous lightweight key agreement
framework for smart grid. Int. J. Electr. Power Energy Syst. 2020, 121, 106121. [CrossRef]

50. Kim, M. A survey on guaranteeing availability in smart grid communications. In Proceedings of the 2012 14th IEEE International
Conference on Advanced Communication Technology (ICACT), PyeongChang, Korea, 19–22 February 2012; pp. 314–317.

51. Du, D.; Li, X.; Li, W.; Chen, R.; Fei, M.; Wu, L. ADMM-based distributed state estimation of smart grid under data deception and
denial of service attacks. IEEE Trans. Syst. Man Cybern. Syst. 2019, 49, 1698–1711. [CrossRef]

52. Wang, K.; Du, M.; Maharjan, S.; Sun, Y. Strategic honeypot game model for distributed denial of service attacks in the smart grid.
IEEE Trans. Smart Grid 2017, 8, 2474–2482. [CrossRef]

53. Mahmud, R.; Vallakati, R.; Mukherjee, A.; Ranganathan, P.; Nejadpak, A. A survey on smart grid metering infrastructures:
Threats and solutions. In Proceedings of the 2015 IEEE International Conference on Electro/Information Technology (EIT),
DeKalb, IL, USA, 21–23 May 2015; pp. 386–391.

54. Peng, C.; Sun, H.; Yang, M.; Wang, Y.L. A survey on security communication and control for smart grids under malicious cyber
attacks. IEEE Trans. Syst. Man Cybern. Syst. 2019, 49, 1554–1569. [CrossRef]

55. Kumar, P.; Gurtov, A.; Sain, M.; Martin, A.; Ha, P.H. Lightweight authentication and key agreement for smart metering in smart
energy networks. IEEE Trans. Smart Grid 2018, 10, 4349–4359. [CrossRef]

56. Depuru, S.S.S.R.; Wang, L.; Devabhaktuni, V.; Gudi, N. Smart meters for power grid—Challenges, issues, advantages and status.
In Proceedings of the 2011 IEEE/PES Power Systems Conference and Exposition, Phoenix, AZ, USA, 20–23 March 2011; pp. 1–7.

57. Yan, Y.; Qian, Y.; Sharif, H.; Tipper, D. A survey on smart grid communication infrastructures: Motivations, requirements and
challenges. IEEE Commun. Surv. Tutorials 2012, 15, 5–20. [CrossRef]

58. Rehmani, M.H.; Davy, A.; Jennings, B.; Assi, C. Software defined networks-based smart grid communication: A comprehensive
survey. IEEE Commun. Surv. Tutorials 2019, 21, 2637–2670. [CrossRef]

59. Zafar, U.; Bayhan, S.; Sanfilippo, A. Home energy management system concepts, configurations, and technologies for the smart
grid. IEEE Access 2020, 8, 119271–119286. [CrossRef]

60. Saleem, Y.; Crespi, N.; Rehmani, M.H.; Copeland, R. Internet of things-aided smart grid: Technologies, architectures, applications,
prototypes, and future research directions. IEEE Access 2019, 7, 62962–63003. [CrossRef]

61. Syed, D.; Zainab, A.; Ghrayeb, A.; Refaat, S.S.; Abu-Rub, H.; Bouhali, O. Smart grid big data analytics: Survey of technologies,
techniques, and applications. IEEE Access 2020, 9, 59564–59585. [CrossRef]

62. Hu, S.; Chen, X.; Ni, W.; Wang, X.; Hossain, E. Modeling and analysis of energy harvesting and smart grid-powered wireless
communication networks: A contemporary survey. IEEE Trans. Green Commun. Netw. 2020, 4, 461–496. [CrossRef]

63. Abir, S.A.A.; Anwar, A.; Choi, J.; Kayes, A. IoT-Enabled Smart Energy Grid: Applications and Challenges. IEEE Access 2021,
9, 50961–50981. [CrossRef]

64. Hanganu, C.; Chcnaru, O.; Ichim, L.; Popescu, D. Efficient Solution for Smart Home Applications. In Proceedings of the 2018
26th IEEE Telecommunications Forum (TELFOR), Belgrade, Serbia, 20–21 November 2018; pp. 1–4.

65. Wagh, G.S.; Gupta, S.; Mishra, S. A distributed privacy preserving framework for the Smart Grid. In Proceedings of the 2020
IEEE Power & Energy Society Innovative Smart Grid Technologies Conference (ISGT), Delft, The Netherlands, 17–20 February
2020; pp. 1–5.

66. Ming, Y.; Zhang, X.; Shen, X. Efficient privacy-preserving multi-dimensional data aggregation scheme in smart grid. IEEE Access
2019, 7, 32907–32921. [CrossRef]

269



Sensors 2022, 22, 2269

67. Mustafa, M.A.; Cleemput, S.; Aly, A.; Abidin, A. A secure and privacy-preserving protocol for smart metering operational data
collection. IEEE Trans. Smart Grid 2019, 10, 6481–6490. [CrossRef]

68. Li, S.; Xue, K.; Yang, Q.; Hong, P. PPMA: Privacy-preserving multisubset data aggregation in smart grid. IEEE Trans. Ind. Inform.
2017, 14, 462–471. [CrossRef]

69. Wang, Z.; Liu, Y.; Ma, Z.; Liu, X.; Ma, J. LiPSG: Lightweight Privacy-Preserving Q-Learning-Based Energy Management for the
IoT-Enabled Smart Grid. IEEE Internet Things J. 2020, 7, 3935–3947. [CrossRef]

70. Zeng, X.; Liu, Q.; Huang, H.; Jia, X. A lightweight privacy-preserving scheme for metering data collection in smart grid.
In Proceedings of the 2017 IEEE 18th International Symposium on A World of Wireless, Mobile and Multimedia Networks
(WoWMoM), Macau, China, 12–15 June 2017; pp. 1–6.

71. Alfakeeh, A.S.; Khan, S.; Al-Bayatti, A.H. A Multi-User, Single-Authentication Protocol for Smart Grid Architectures. Sensors
2020, 20, 1581. [CrossRef]

72. Jo, M.; Jangirala, S.; Das, A.K.; Li, X.; Khan, M.K. Designing Anonymous Signature-Based Authenticated Key Exchange Scheme
for IoT-Enabled Smart Grid Systems. IEEE Trans. Ind. Inform. 2020, 17, 4425–4436.

73. Kaveh, M.; Mosavi, M.R. A Lightweight Mutual Authentication for Smart Grid Neighborhood Area Network Communications
Based on Physically Unclonable Function. IEEE Syst. J. 2020, 14, 4535–4544. [CrossRef]

74. Kumar, N.; Aujla, G.S.; Das, A.K.; Conti, M. ECCAuth: A secure authentication protocol for demand response management in a
smart grid system. IEEE Trans. Ind. Inform. 2019, 15, 6572–6582. [CrossRef]

75. Mahmood, K.; Li, X.; Chaudhry, S.A.; Naqvi, H.; Kumari, S.; Sangaiah, A.K.; Rodrigues, J.J. Pairing based anonymous and secure
key agreement protocol for smart grid edge computing infrastructure. Future Gener. Comput. Syst. 2018, 88, 491–500. [CrossRef]

76. Ghosal, A.; Conti, M. Key management systems for smart grid advanced metering infrastructure: A survey. IEEE Commun. Surv.
Tutorials 2019, 21, 2831–2848. [CrossRef]

77. Alohali, B.; Merabti, M.; Kifayat, K. A cloud of things (cot) based security for home area network (han) in the smart grid. In
Proceedings of the 2014 Eighth IEEE International Conference on Next Generation Mobile Apps, Services and Technologies,
Oxford, UK, 10–12 September 2014; pp. 326–330.

78. Moghadam, M.F.; Nikooghadam, M.; Mohajerzadeh, A.H.; Movali, B. A lightweight key management protocol for secure
communication in smart grids. Electr. Power Syst. Res. 2020, 178, 106024. [CrossRef]

79. Qi, M.; Chen, J. Two-Pass Privacy Preserving Authenticated Key Agreement Scheme for Smart Grid. IEEE Syst. J. 2020, 15,
3201–3207. [CrossRef]

80. Lu, R.; Liang, X.; Li, X.; Lin, X.; Shen, X. EPPA: An efficient and privacy-preserving aggregation scheme for secure smart grid
communications. IEEE Trans. Parallel Distrib. Syst. 2012, 23, 1621–1631.

81. Shen, H.; Zhang, M.; Shen, J. Efficient privacy-preserving cube-data aggregation scheme for smart grids. IEEE Trans. Inf. Forensics
Secur. 2017, 12, 1369–1381. [CrossRef]

82. Lu, R.; Heung, K.; Lashkari, A.H.; Ghorbani, A.A. A lightweight privacy-preserving data aggregation scheme for fog computing-
enhanced IoT. IEEE Access 2017, 5, 3302–3312. [CrossRef]

270



Citation: Majid, M.; Habib, S.; Javed,

A.R.; Rizwan, M.; Srivastava, G.;

Gadekallu, T.R.; Lin, J.C.-W.

Applications of Wireless Sensor

Networks and Internet of Things

Frameworks in the Industry

Revolution 4.0: A Systematic

Literature Review. Sensors 2022, 22,

2087. https://doi.org/10.3390/

s22062087

Academic Editors: Suparna De and

Klaus Moessner

Received: 9 February 2022

Accepted: 2 March 2022

Published: 8 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sensors

Review

Applications of Wireless Sensor Networks and Internet of
Things Frameworks in the Industry Revolution 4.0:
A Systematic Literature Review

Mamoona Majid 1, Shaista Habib 1, Abdul Rehman Javed 2, Muhammad Rizwan 3, Gautam Srivastava 4,5,

Thippa Reddy Gadekallu 6 and Jerry Chun-Wei Lin 7,*

1 School of System and Technology, University of Management and Technology, Lahore 54782, Pakistan;
mamoona.majid@umt.edu.pk (M.M.); shaista.habib@umt.edu.pk (S.H.)

2 Department of Cyber Security, PAF Complex, E-9, Air University, Islamabad 44000, Pakistan;
abdulrehman.cs@au.edu.pk

3 Department of Computer Science, Kinnaird College for Women, Lahore 54000, Pakistan;
muhammad.rizwan@kinnaird.edu.pk

4 Department of Mathematics and Computer Science, Brandon University, Brandon, MB R7A 6A9, Canada;
srivastavag@brandonu.ca

5 Research Center for Interneural Computing, China Medical University, Taichung 406040, Taiwan
6 School of Information Technology and Engineering, Vellore Institute of Technology,

Vellore 632014, Tamil Nadu, India; thippareddy.g@vit.ac.in
7 Department of Computer Science, Electrical Engineering and Mathematical Sciences,

Western Norway University of Applied Sciences, 5063 Bergen, Norway
* Correspondence: jerrylin@ieee.org

Abstract: The 21st century has seen rapid changes in technology, industry, and social patterns. Most
industries have moved towards automation, and human intervention has decreased, which has led
to a revolution in industries, named the fourth industrial revolution (Industry 4.0). Industry 4.0 or
the fourth industrial revolution (IR 4.0) relies heavily on the Internet of Things (IoT) and wireless
sensor networks (WSN). IoT and WSN are used in various control systems, including environmental
monitoring, home automation, and chemical/biological attack detection. IoT devices and applications
are used to process extracted data from WSN devices and transmit them to remote locations. This
systematic literature review offers a wide range of information on Industry 4.0, finds research gaps,
and recommends future directions. Seven research questions are addressed in this article: (i) What
are the contributions of WSN in IR 4.0? (ii) What are the contributions of IoT in IR 4.0? (iii) What
are the types of WSN coverage areas for IR 4.0? (iv) What are the major types of network intruders
in WSN and IoT systems? (v) What are the prominent network security attacks in WSN and IoT?
(vi) What are the significant issues in IoT and WSN frameworks? and (vii) What are the limitations
and research gaps in the existing work? This study mainly focuses on research solutions and new
techniques to automate Industry 4.0. In this research, we analyzed over 130 articles from 2014
until 2021. This paper covers several aspects of Industry 4.0, from the designing phase to security
needs, from the deployment stage to the classification of the network, the difficulties, challenges, and
future directions.

Keywords: Internet of Things (IoT); industrial revolution 4.0 (IR 4.0); computer networks; network
security; wireless sensor networks (WSN); systematic literature review (SLR); state-of-the-art

1. Introduction

Smart technologies play a crucial role in sustainable economic growth. They transform
houses, offices, factories, and even cities into autonomic, self-controlled systems without
human intervention [1]. This modern automation trend and ever-increasing use of cutting-
edge technologies are boosting the world’s economy [2]. The Internet of Things (IoT)
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and Wireless Sensor Networks (WSN) both play vital roles in this modernization [3]. IoT
is a branch of engineering primarily concerned with offering thousands of miniature,
physical connected objects, which may collaborate to achieve a shared goal. IoT has gained
much importance due to the abundant usage of these tiny networked devices. These
are smart, yet basic things that can sense and communicate wirelessly [4]. WSN is a
collection of sensor and routing nodes, as shown in Figure 1, which may be put together
in the environment to predict physical conditions, such as wind, temperature, and many
others. These networks collect and process data from tiny nodes and then transfer it to
the operators. Figure 2 illustrates that sensor networks are used in a variety of control
systems, including environmental monitoring, home automation, chemical and biological
assault detection, smart grid deployment [5], surveillance, and many more. WSN also plays
a significant role in aquaculture and the oil industry, including data collection, offshore
exploration, disaster prevention, tactical surveillance, and pollution monitoring [6–8].

Figure 1. Architecture of wireless sensor network (WSN).

Figure 2. Application of wireless sensor network (WSN).
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WSN are often deployed in remote areas where human intervention is not possible
for post-deployment maintenance. Therefore, efforts are being made to enhance their
efficiency and durability [9]. There are many barriers to WSN deployment, such as power
consumption–long-distance deployment. Due to automation trends and applications devel-
oped, these barriers are no longer barriers for large-scale remote deployment. In general,
WSN follows a star topology to decrease the network failure probability by connecting all
systems to a central node. While ad-hoc networks follow mesh topology where each node
is human-driven [10].

In physical production systems, grid and energy-saving applications minimize the
energy resources and noise pollution. In the last few decades, transportation has improved
a lot with the usage of smart IoT devices, such as signals and high-resolution cameras
on roads, which has led to an increase in traffic flow. RFID readers are deployed at toll
booths that automatically deduct toll amounts after reading RFID tags on vehicles. In the
transportation sector, smart vehicles reduce the travelling time and also fuel consumption
with low cost of mobility and reduced human efforts [11], atmospheric monitoring reduces
pollution, and surveillance applications reduce crime. Nowadays, WSN also plays a role in
precision agriculture. On the other hand, WSN applications facilitate our day to day lives,
making them more comfortable, such as healthcare applications that improve our health
and longevity.

Besides WSN, IoT has also played an important role in human life. IoT and the digital
age play essential roles in overcoming social and physical barriers and providing ease
and mobility to people, resulting in improved and equal opportunities, and access to
information [12,13]. IoT also has many application areas such as agribusiness, climate,
clinical care, education, transportation, and finance, as shown in Figure 2.

In regard to information and communication technology, researchers are attracted to
IoT [14]. By adopting this essential technology, companies have become smarter, more
competitive, automated, and sustainable in the global supply chain. In today’s competitive
marketplace, supply chains are struggling as they compete with each other. Therefore,
IoT devices are an effective way to authenticate, monitor, and track products using GPS
and many technologies [15,16]. Industry 4.0 stands for the fourth industrial revolution
in the digital age, it is associated with virtualizing real-world scenarios of production
and processing without human intervention. This virtual world is linked to IoT devices,
allowing the creation of cyber–physical systems to communicate and cooperate [17,18].
This fully connected manufacturing system—operating without human intervention by
generating, transferring, receiving, and processing necessary data to conduct all required
tasks for producing all kinds of goods—is one of Industry 4.0’s key “constructs”. The con-
cept of Industry 4.0 is based on the combination of three main elements: people, things,
and business [19]. A complete cyber–physical production system created by the integration
of IoT devices, things and objects (IoT), sensor nodes (WSN), and people, is shown in
Figure 3. CPS is a typical example of Industry 4.0. IoT is the connection of smart devices,
objects, or machines to the internet and with each other. In WSN systems, there is no direct
connection of these devices to the Internet. These systems can send their data to the Internet
by connecting several sensor nodes to a central routing node. While CPS systems involve
the integration of IoT devices, computation, networking, and physical process, IoT is an
essential component of CPS. CPS systems are key elements in the implementation of IR
4.0 [20]. Industry 4.0 is the network-enabled entity that automates the whole process of
manufacturing, connecting business and processes. Market demands and the advance-
ments in new technologies are transforming manufacturing firms’ business operations
into smart factories and warehouses. Due to this automation, IoT devices are producing a
massive amount of data daily, known as big data [21,22]. Statistics show that, at the end of
2021, there were more than 10 billion active IoT devices globally [23]. By 2030, the number
of active IoT devices is expected to exceed 10 billion to 25.4 billion. By 2025, the data created
by IoT devices will reach 73.1 ZB (zeta bytes) [24]. In 2020, the IoT industry was predicted
to generate more than USD 450 billion, including hardware, software, systems integration,
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and data services. By the end of 2021, it reached USD 520 billion. The global amount
expected to be spent on the IoT in 2022 is USD 1 trillion. The IoT industry is predicted to
grow to more than USD 2 trillion by 2027 [25,26]. The increasing number of devices and the
usage by humans shows the importance of IoT devices; moreover, the industry is growing
and gaining revenue.

Figure 3. CPS system–integration of IoT, wireless devices, and people in Industry 4.0.

In this paper, we conduct a detailed systematic literature review on the applications
and contributions of IoT and WSN in Industry 4.0. We had a large corpus of data to
analyze papers using systematic approaches. Among the selected articles, we obtained
22 articles describing the detailed review of existing security techniques, applications used,
advantages/disadvantages, and limitations of IoT and WSN. Most of them reviewed the
articles in terms of application of IoT and attacks only. The paper mainly focuses on research
challenges, issues, limitations, and the future direction of IoT and WSN frameworks in
Industry 4.0.

1.1. Motivation

The primary motivation for performing SLR is the ever-increasing trend of automation
in Industry 4.0. Industry 4.0 is made up of both WSN technology and IoT to digitize work.
Over time, we see how digitization and technology are replacing people in the workplace,
and dramatically changing the global workforce. Technology has brought ease to human
life and the efficiency of things by making them eco-friendly, more agile, and productive.
From smart cities to smart industries, a drastic change has happened due to the intelligent
usage of IoT and WSN and IR 4.0. For example, a smart factory integrates virtual and
physical systems and calibrating instruments to record their readings immediately. In short,
the integration of IoT and WSN with Industry 4.0 has reduced labour needs, freed humans
from low-level skilled work, and improved the quantity and quality of work. Therefore, To
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achieve better analysis results, we systematically analyzed almost all research data related
to IoT and WSN domains in Industry 4.0.

1.2. Contribution

From smart factories to individual lives, IoT and WSN play significant roles. There are
many advantages, but security problems have arisen as these devices generate considerable
amounts of data daily. These papers amalgamated both sides: IoT and WSN contributions
and their security risks. This paper focuses more on the contributions of IoT and WSN in
Industry 4.0 and presents an in-depth review and analysis of IoT and WSN. The paper’s
main contribution involves formulating research questions from filtered data and building
a strong work foundation using SLR methods. We discuss various applications and security
attacks in IR 4.0. Furthermore, new findings of the paper pertain to the key challenges and
open issues of WSN integrated with IoT in Industry 4.0, to optimize different criteria.

1.3. Paper Organization

The remainder of the paper is organized into the following sections. Table 1 presents
the notation used in the entire paper. Section 2 provides the related works. Comparative
analyses of these review papers are given in Table 2. Section 3 presents a detailed systematic
literature survey (SLR). Research questions presented in Table 3 are addressed in Section 4.
Section 5 presents the challenges and issues. Future directions are elaborated in Section 6.
Finally, the conclusion is presented in Section 7.

Table 1. List of Abbreviations.

Abbreviation Description

5G fifth generation

6G sixth generation

AR augmented reality

CPS cyber physical system

DDoS distributed denial of service

DNS domain name system

DoS denial of service

DT digital twin

FoI field of interest

GUI graphical user interface

ID 4.0 Industry 4.0

IIoT industrial internet of things

IoT internet of things

IR 4.0 industry revolution 4.0

IWSN industrial wireless sensor network

IWSAN industrial wireless sensor and actuator network

PREQ request packet

QoS quality of service

RFID radio frequency identification

SEPTIC self protecting databases from attacks
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Table 1. Cont.

Abbreviation Description

SG smart grid

SIRP self-optimized smart routing protocol

SLR systematic literature review

UASN underwater acoustic sensor networks

WSN wireless sensor network

WSAN wireless sensor area network

2. Related Studies

In this section, we analyze the state-of-the-art research studies on IoT and WSN.
With the fourth industrial revolution, it is observed that communication, computation,
and storage costs have remarkably decreased, which make integration of IoT and WSN
possible and cost-effective globally. We studied many review articles and original research.
Existing review articles lack, in many aspects, research challenges, issues, limitations,
and future directions of IoT and WSN, but the systematic literature review (SLR) given
in this work is precise enough to deal with the aspects of IoT and WSN area. Related
work of review papers is provided next. Moreover, Table 2 is presented which shows the
comparison between the proposed research work and the existing state-of-the-art analysis.

Table 2. Comparative analysis of the existing review papers. Key: deployment category—DC,
literature review—LR, security overview—SO, bibliometric literature review—BLR, systematic litera-
ture review—SLR.

Reference Year
Review
Type

DC Application Types
IoT and WSN
Architecture Used

Challenges and Issues R. Q.

[1] 2015 LR Industry 802.11 (WiFi) technology in
smart cities WSN × ×

[4] 2020 LR Science IoT sensing applications discussed us-
ing sensing technology WSN using RFID

Energy harvesting,
communication inter-
ference, fault tolerance,
higher capacities to han-
dling data processing,
cost feasibility.

×

[5] 2016 SO Industry IoT application in smart grids IoT
Challenges discussed
along with solutions to
cope with

×

[6] 2017 SO Industry Deployment techniques discussed us-
ing sensor network WSN Communication cost, cov-

erage time, accuracy, etc. ×

[10] 2016 LR WSN applications
in urban areas Urban areas WSN Problems and solution of

each WSN application ×

[17] 2014 SO Industry Network security protocols discussed
in industrial applications WSN Challenges of stack proto-

col and their solutions ×

[19] 2020 SLR Smart factories Scope and conceptualization of IoT in
Industry 4.0 IoT × �

[27] 2020 LR Smart IoT devices

Detailed survey on security threat
models applicable for IoT and WSN.
They also discussed communication at-
tacks and taxonomy of IoT and WSN

Both � ×

[28] 2019 LR –
Discussed technical and social
perspective of IoT for future
technology enhancement

IoT � ×
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Table 2. Cont.

Reference Year
Review
Type

DC Application Types
IoT and WSN
Architecture Used

Challenges & Issues R. Q.

[29] 2017 SLR Smart cities Applications, security, and taxonomy
in IoT IoT × ×

[30] 2019 LR Industrial
Applications and usage of actu-
ators and sensor networks using
MAC protocol.

IWSN

Security challenges on
different layers of the
stack, also discussed
their solutions

×

[31] 2016 LR – Technologies, innovations, and appli-
cations of IoT discussed. IoT � ×

[32] 2014 LR Industrial Coverage areas of WSN are discussed WSN
Challenges they face were:
Node type, depth type,
communication range, etc.

×

[33] 2016 SUR Industrial Applications of intrusion detection sys-
tem in IoT IoT × ×

[34] 2015 SUR Industrial Only explore and analyze existing so-
lution to detect sinkhole attack WSN × ×

[35] 2020 LR – × Both

Discuss attacks in IoT ans
WSN with their solutions,
advantages, and limita-
tion

×

[36] 2021 SLR Smart mobiles Routing attacks and security measures
in mobile network are discussed WSN × ×

[37] 2021 LR Industrial Detection of wormhole in
both domains Both × �

[38] 2017 SUR IoT systems
Software board and chips, crypto al-
gorithms, security of IoT systems, and
network protocols are discussed

IoT – ×

[39] 2015 SUR – Existing security approaches of IoT sys-
tem are described IoT � ×

[40] 2016 SUR –
Deployment models for sensor net-
work to achieve coverage, their clas-
sification and working was discussed

WSN × ×

[41] 2018 BLR Smart factory
& Industry

Discuss 12 approaches of Indus-
try 4.0. in business and account
management fields

IoT × ×

This Paper 2021 SLR Smart industry
and Factory

Applications and contribution of both
IoT and WSN are discussed in detail

IoT and WSN
(both)

Key challenges and open
issues of both IoT and
WSN in Industry 4.0
are discussed

�

The authors in [1] discussed the very novel technology “WiFi”. They discussed
how this technology helps IoT devices–used in various applications, such as smart cities,
healthcare systems, and smart houses—communicate effectively. Landaluce et al. [4]
discussed RFID and WSN technology in detail. They discussed how RFIDs are used to
trace devices while WSN gathers information about them from interconnected devices. The
authors also discussed the obstacles and challenges, such as energy consumption, fault-
tolerant, communication interference, and cost feasibility, along with detailed surveys. They
provided the advantages and limitations of wearable sensor devices. Energy consumption
is increasing each day. Therefore, Dailipi [4] explored how IoT evolution has managed the
electricity consumption process and provided many benefits to grid stations, consumers,
and suppliers. They also discussed the security issues and challenges after introducing IoT
devices in smart grids.

In [6], the authors discussed how WSN advancement had played a significant role in
UASN. They traced the location of sensor nodes deployed underwater in the ocean using
localization algorithms. They reviewed many applications of UASN, their advantages
and their disadvantages. They also discussed the challenges they faced during deployment
and presented future directions in the acoustic area. In [10], researchers discussed the
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applications and advantages of WSN being deployed everywhere due to their flexible and
dynamic nature. They discussed each application of WSN in urban areas and their solutions.
They analyzed how WSN deployment in urban areas demanded much more care and
attention due to harsh weather and perverse channel conditions.

WSN is applicable in many domains, such as industrial automation, and the require-
ment elicitation of the industrial process is different from general WSN requirement gather-
ings. In [17], the authors presented some standard protocols that were used to measure the
requirements of industrial applications. They also provide solutions to WSN protocols by
discussing MAC, routing, and transport in detail. They also discussed the security issues
in detail and identified the unsolved challenges encountered during designing standard
protocols. In [19], the authors conducted SLR, which is mainly focused on scope definition,
concept, literature review, analysis, synthesis, and future research directions. Their selected
study has contributed to eight thematic perspectives: intelligence factories, CPS, data
handling, IT infrastructure, digital transformation, HCI, IoT, and cloud [18].

Due to the rapid evolution in IoT and WSN, technology is becoming more vulnerable
to security threats [42–44]. Therefore authors in [27] presented threat models for the security
of WSN and IoT devices communication. In [28], the authors discussed IoT applications,
advantages, challenges, and security issues from both technological and social perspectives.
Researchers have provided detailed architectures of IoT and WSN and discussions of
IDS system protocols. They also discussed the security challenges and attacks on IoT
and WSN communication devices. Moreover, in [29], the authors conducted extensive
research related to smart homes, applications, and IoT. They collected 229 articles, analyzed
them thoroughly, and divided them into four categories. They discussed smart home IoT
applications in the first category. The second category concerned with IoT applications
in smart home technology. In the third category, they developed a framework to operate
further. In the fourth category, they developed smart IoT home applications.

IoT has dramatically changed human life, especially regarding communication devices
integrating technologies. Traditional industry is changing in the digital industry, and WSN
and wireless sensor and actuator networks (WSANs) are the core parts of Industry 4.0.
In the article [30], the authors discussed the industrial wireless sensor network (IWSN)
and industrial wireless sensor and actuator network (IWSAN) in detail. They discussed
IWSAN requirements, applications, challenges, solutions, and future directions in detail.
IWSN/IWSAN are compelling technologies due to their promising benefits, such as low-
cost deployment, less complexity, and mobility support.

In [31], the authors discussed how IoT plays a vital role in bringing the physical
world close to the digital world. They discussed technologies, various challenges, future
directions, and various Internet of Things (IoT) applications.

In [32], Sharma et al. have described the sensor nodes according to coverage point of
view. They analyzed the full coverage issues by considering node type, deployment type,
communication and sensing range, and positioning-based independent algorithms. They
also discussed the research challenges of WSN.

Andrey et al. [33] described a detailed survey on IDS systems and presented the
methods proposed for IoT. Using a cross-platform distributed approach, they analyzed
the IDS system, their platform differences, and current research trends in IDS. In [34], the
authors analyzed and discussed the solutions to identify and detect sinkhole attacks in the
WSN domain. They discussed the advantages and limitations of the proposed solution as
well. In [35], the authors presented a detailed review on security attacks of WSN and IoT
along with their preventive measures, mitigations, and detection mechanisms. They stated
that the integration of IoT and WSN has raised new challenges and open security issues.
Although technology has increased, it has become prone to external attacks.

In [36], the authors presented a review on the security of mobile networks. They
discussed the integration of WSN with IoT via the Internet and how the inter-connected
devices have guarded networks against external attacks, keeping the router in a secure and
protected environment. They discussed the attacks and their detection mechanisms over the
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Internet. Similarly, the authors in [37] have discussed the wormhole attack and its solution
in IoT and WSN domains. They stated that the detection algorithm performed much
better for IoT (70%) than WSN (20%). In [45], the authors discussed side-channel attacks
in smartphones. Similarly, the authors in [38] discussed the security threats, challenges,
and solutions in the IoT domain. While in [39], the authors analyzed existing protocols for
secure communication between IoT devices. They also discussed open issues and challenges
raised during the communication of IoT devices and future directions in IoT. The authors
in [40] presented a detailed review regarding deployment schemes, classification, working,
and comparative analyses of sensor nodes. This growing technology trend has converged
the “world sense” from traditional systems to CPS—this transition is called Industry 4.0.
The authors in [41] conducted a bibliometric review of 12 different approaches of critical
aspects of Industry 4.0.

From the above-detailed literature review, we noticed that authors and researchers
have worked on IoT and WSN, but the integration of both IoT & WSN with Industry 4.0 is
benign. They discussed their applications, security attacks, advantages, and limitations at
each level.

The proposed paper is more oriented towards the applications and contributions of
IoT and WSN in Industry 4.0, along with the security attacks, their challenges, and open
issues in each domain. This paper also provides the limitations and future directions for
IoT and WSN in Industry 4.0.

3. Research Methodology

The SLR followed in this work is based on the template of IEEE SLR; all research
steps and guidelines were followed using the same template. The research process and
results were manually evaluated by comparing different research methods and techniques
presented by different authors based on efficiency, security, limitations, and performance.
First, we formulated our research questions based on the reviewed articles and then
searched for these keywords in various databases. Using avoidance and consideration
criteria, only relevant papers were considered. Then, we evaluated the quality of the papers,
and then extracted the relevant features.

3.1. Planning Review

The planning of the review was based on the research questions and their objectives.
Analyzes of IoT and WSN were conducted to show their importance in daily life. The use of
smart and appropriate devices has been studied in this field but still needs critical analysis.
Therefore, it is important to make a systematic review article in this realm, especially
related to IoT and WSN, to show future directions. Therefore, we established the search
technique, search strings, inclusion/exclusion criteria, and quality assessment criteria for
the papers collected from different repositories. Figure 4 shows the step of our proposed
review planning process.

Figure 4. Planning process of systematic literature review (SLR).

3.2. Research Goals

The main objective of this study is to find out the major contributions, solved problems,
and challenges of IoT and WSN in Industry 4.0. In addition, the research gap and limitations
of current work in these areas helped us find room for improvement; we also explored
future directions and possible outcomes in this area. We designed questionnaires on these
domains to find high quality research papers. Some of them are listed in Table 3. In addition,
we answer the research questions in Table 3 and in Section 4 .
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Table 3. Research questions.

Research Questions (RQ)

RQ1 What are the contributions of WSN in IR 4.0?

RQ2 What are the contributions of IoT in IR 4.0?

RQ3 What are the types of WSN coverage areas for IR 4.0?

RQ4 What are the major types of network intruders in WSN and IoT systems?

RQ5 What are the prominent network security attacks in WSN and IoT?

RQ6 What are the major issues in IoT and WSN frameworks?

RQ7 What are the limitations and research gaps in the existing work?

3.3. Selection of Primary Studies

It was a challenge to search the specific and limited computer science/engineering
databases to get a “complete picture” of the research questions. After formulating the
research questions, we collected research papers from various repositories, such as IEEE
Xplore, ACM, Wiley Online Search, Elsevier, etc. The papers from electronic databases
with the areas of IoT, WSN, and Industry 4.0 were efficiently evaluated. Figure 5 shows the
names of the repositories where the research articles were collected from 2014 to June 2021.

Figure 5. Repositories versus number of studies Used.

3.4. Selection/Search Criteria

This SLR combines three domains: IoT, WSN, and Industrial Revolution 4.0, so the search
strings were related to each domain and its applications in Industry 4.0. Table 4 shows the
subject search strings used to search for relevant articles. The search strings were divided into
five groups to search for relevant articles from reputable journals and conferences.

Table 4. Search strings.

Sr. No. Groups Group Search Query

1 Group 1 Application of WSN in IR 4.0.

2 Group 2 Implementation of IoT infrastructure in IR 4.0.

3 Group 3 Industrial Revolution 4.0. for smart manufacturing

4 Group 4 Security attacks, issues, and challenges of IoT and WSN in IR 4.0.

5 Group 5 Role of WSN and IoT systems in IR 4.0.
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3.5. Inclusion and Exclusion Criteria

Several research articles were found on the mentioned domains, IoT, WSN and IR 4.0.
To extract the most relevant and concise data from these articles, the following criteria were
chosen, as shown in Table 5. The publicly available papers written in English and related
to the search strings and research objectives in IoT, WSN, and IR 4.0 published between
2014 and 2021 were considered for further SLR tracking.

Table 5. Inclusion and exclusion criteria.

Inclusion Criteria

1 Include only those papers written in the English language.

2 Include papers that were published in 2014–2021.

3 Include papers that reflected enough knowledge about the search strings and search objectives.

4 Include papers whose titles, keywords, abstracts, and conclusions provided enough information related to
WSN, IoT, and IR 4.0.

5 Include papers whose content focused on WSN, IoT, and IR 4.0 content and provided in depth insights.

Exclusion Criteria

1 Exclude papers written in a language other than the English language.

2 Exclude gray papers.

3 Exclude papers that were not published within 2014–2021.

4 Exclude research papers containing less than three pages.

5 Exclude papers that failed to meet the inclusion criteria.

3.6. Selection Results

As mentioned earlier, the downloaded articles were based on the initial screening
processes, which were based on inclusion criteria. The articles were screened using the
initial quality assessment criteria (QAC). The main objective of using the QAC was to
ensure that the primary studies selected were appropriate to address the concerns of
previous studies. Nearly 300 articles were found on the above topics. After applying
a duplication filter, 40 articles were discarded, leaving 260 articles that were reviewed
based on the above exclusion criteria. In the next step, 60 articles were excluded based
on the inclusion/exclusion criteria. A quality analysis was performed for the remaining
200 articles. After the quality analysis, only 120 articles were reviewed. Figure 6 shows
the year-by-year distribution of articles reviewed that were used for the SLR study. There
is no doubt that the eliminated articles contained valuable material, but they were not
studied because they did not meet the screening criteria. The number of articles was
initially limited to 120, after which they were stored in the citation manager software for
information synthesis.

The selected papers were evaluated against the quality assessment criteria (QAC)
listed in Table 6. Table 6 shows the quality assessment criteria (QAC) used to screen the
articles for response grading. Studies selected for screening are described in Table 7. Studies
with a score greater than or equal to 80 were selected according to the grading criteria
shown in Figure 7.
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Figure 6. Year-wise distribution of articles.

Table 6. Selection criteria versus response graded.

Criteria Selection Criteria Graded Response

C1 Is the aim of research and context clearly defined? 1, 0.5, 0 (yes, nominally, no)

C2 Is the context of research well addressed? 1, 0.5, 0 (yes, nominally, no)

C3 Are the findings clearly stated? 1, 0.5, 0 (yes, nominally, no)

C4 Based on the findings, how valuable is the research? >80% = 1 , <20% = 0 , in between = 0.5

Figure 7. Graded percentage of selected studies.
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Table 7. Selected studies used for SLR analysis.

Sr. No. Title of Research Authors Year

1. Cyber-Physical Systems Security: Analysis, Chal-
lenges, and Solutions Y. Ashibani and Q. H. Mahmoud 2017

2. A Review of IoT sensing applications and chal-
lenges using RFID and wireless sensor networks

H. Landaluce, L. Arjona, A. Perallos, F. Falcone, I.
Angulo, and F. Muralter 2020

3. Enhancement of relay nodes communication ap-
proach in WSN-IoT for underground coal mine R. Sharma and S. Prakash 2020

4. Applications of wireless sensor networks for ur-
ban areas: A survey B. Rashid and M. H. Rehmani 2016

5. An empirical study of application layer protocols
for IoT U. Tandale, B. Momin, and D. P. Seetharam 2017

6. Digital twin technologies and smart cities. M. Farsi, A. Daneshkhah, A. Hosseinian-Far,
and H. Jahankhani 2020

7.
Internet of things (IoT) embedded future supply
chains for Industry 4.0: An assessment from ERP-
based fashion apparel and footwear industry

M. A. A. Majeed and T. D. Rupasinghe 2017

8. Towards Industry 4.0 utilizing data-mining tech-
niques: a case study on quality improvement H. Oliff and Y. Liu 2017

9.
An industrial perspective on wireless sensor
networks-a survey of requirements, protocols,
and challenges

A. A. Kumar S., K. Ovsthus, and L. M. Kristensen. 2014

10. The smart factory as a key construct of Industry
4.0: A systematic literature review P. Osterrieder, L. Budde, and T. Friedli 2020

11. Social expectations and market changes in the
context of developing the Industry 4.0 concept S. Saniuk, S. Grabowska, and B. Gajdzik 2020

12. Key IoT Statistics B. Jovanović 2021

13. 30 Internet of Things – IoT stats from reputable
sources in 2021 A. Multiple 2021

14. Wide-area and short-range IoT devices S. O’Dea 2021

15.
The Future of Industrial Communication: Au-
tomation Networks in the Era of the Internet of
Things and Industry 4.0

M. Wollschlaeger and T. Sauter and J. Jasperneite 2017

16.
Internet of things (IoT): a technological analysis
and survey on vision, concepts, challenges, inno-
vation directions, technologies, and applications

G. Misra, V. Kumar, A. Agarwal, and K. Agarwal 2016

17.
EDHRP: Energy-efficient event-driven hybrid
routing protocol for densely deployed wireless
sensor networks

Faheem M, Abbas MZ, Tuna G, Gungor VC. 2015

18.
A survey on deployment techniques, localization
algorithms, and research challenges for underwa-
ter acoustic sensor networks.

Tuna G, Gungor VC 2017

19.
Lrp: Link quality-aware queue-based spectral
clustering routing protocol for underwater acous-
tic sensor networks

Faheem M, Tuna G, Gungor VC 2017

20.
Design and deployment of a smart system for
data gathering in aquaculture tanks using wire-
less sensor networks

Parra L, Sendra S, Lloret J, Rodrigues JJ. 2017
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Table 7. Cont.

Sr. No. Title of Research Authors Year

21. WSN-and IoT-based smart homes and their ex-
tension to intelligent buildings. Sensors

Ghayvat H, Mukhopadhyay S, Gui X,
Suryadevara N 2015

22. Conceptual model for informing user with an
innovative smart wearable device in Industry 4.0

M. Periša, T. M. Kuljanić, I. Cvitić, and
P. Kolarovszki 2019

23. Evolution of wireless sensor network for air qual-
ity measurements Arroyo, P.; Lozano, J.; Suárez, J. 2018

24.
Industrial wireless sensor and actuator networks
in Industry 4.0: Exploring requirements, proto-
cols, and challenges—A MAC survey

S. Raza, M. Faheem, and M. Genes 2019

25. Cause the Industry 4.0 in the automated industry
to new requirements on the user interface C. Wittenberg 2015

26. Impact of 5G technologies on Industry 4.0 G. S. Rao and R. Prasad 2018

27. Material efficiency in manufacturing: Swedish
evidence on potential, barriers, and strategies S. Shahbazi et al. 2016

28.
Organizational change, and industry 4.0 (id4).
A perspective on possible future challenges for
human resources management

J. Radel 2017

29. Organizational culture as an indication of readi-
ness to implement Industry 4.0 Z. Nafchi and M.Mohelská 2020

30. Smart production planning and control: concept,
use-cases, and sustainability implications O.E, Oluyisola 2020

31.
Fortune favors the prepared: How SMEs
approach business model innovations in
Industry 4.0.

J. M. Müller et al. 2018

32. Visual computing as a critical enabling technol-
ogy for industries 4.0 and industrial Internet J. Posada et al. 2015

33. Digitalization and energy consumption. Does
ICT reduce energy demand S. Lange 2020

34. Industry 4.0: adoption challenges and benefits for
SMEs T. Masood and P. Sonntag 2020

35. Measurement and analysis of corporate operating
vitality in the age of digital business models J. Zhu et al. 2020

36. Cyber security and the Internet of Things: vulner-
abilities, threats, intruders and attacks M. Abomhara and G. M. Køien 2015

37. Sharing user IoT devices in the cloud Y. Benazzouz, C. Munilla O. Gunalp, M. Gallissot,
and L. Gurgen 2014

38. Security in Internet of things: Challenges, solu-
tions, and future directions S. A. Kumar, T. Vealey, and H. Srivastava 2016

39. Survey of intrusion detection system towards an
end-to-end secure internet of things A. A. Gendreau, M. Moorman 2016

40. Recent advances and trends in predictive manu-
facturing systems in a big data environment J. Lee et al. 2015

41.
A comprehensive dependability model for QOM-
aware industrial WSN when performing visual
area coverage in occluded scenarios

T. C. Jesus, P. Portugal, D. G. Costa, and
F. Vasques 2020
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Table 7. Cont.

Sr. No. Title of Research Authors Year

42. Security issues and challenges on wireless
sensor networks M. A. Elsadig, A. Altigani, and M. A. A. Baraka 2019

43. Challenges of Wireless Sensor Networks and Is-
sues associated with Time Synchronization G. S. Karthik and A. A. Kumar 2015

44. Design and analysis of intrusion detection proto-
cols for hierarchical wireless sensor networks M. Wazid 2017

45.
Intrusion detection protocols in wireless sensor
networks integrated to the Internet of Things de-
ployment: survey and future challenges

S. Pundir, M. Wazid, D. P. Singh, A. K. Das, J. J. P.
C. Rodrigues, and Y. Park 2020

46.
Robust malware detection for Internet of
(battlefield) Things devices using deep
Eigenspace learning [46]

Azmoodeh, A. Dehghantanha, and K.-K.-R. Choo 2019

47.
LSDAR: A lightweight structure-based data ag-
gregation routing protocol with secure IoT inte-
grated next-generation sensor networks.

Haseeb K, Islam N, Saba T, Rehman A,
Mehmood Z. 2020

48. SEPTIC: Detecting injection attacks and vulnera-
bilities inside the DBMS. Medeiros, M. Beatriz, N. Neves, and M. Correia 2019

49.

An efficient ECC-based provably secure three-
factor user authentication and key agreement
protocol for wireless healthcare sensor networks.
Computers and Electrical Engineering

Challa S, Das AK, Odelu V, Kumar N, Kumari S,
Khan MK, et al. 2018

50. Internet of Things: vision, applications
and challenges Rishika Mehta, Jyoti Sahnib, Kavita Khannac 2018

51. A roadmap for security challenges in the Internet
of Things

Arabia Riahi Sfar, Enrico Natalizio, Yacine Chal-
lal, Zied Chtourou 2018

52.

A novel low-rate denial of service attack detec-
tion approach in ZigBee wireless sensor network
by combining Hilbert-Huang transformation and
trust evaluation

H. Chen, C. Meng, Z. Shan, Z. Fu, and B.
K. Bhargava 2019

53.
Analysis of quantities influencing the perfor-
mance of time synchronization based on linear
regression in low-cost WSN

D. Capriglione, D. Casinelli, and L. Ferrigno 2016

54. C–Sync: Counter-based synchronization for duty-
cycled wireless sensor networks K.-P. Ng, C. Tsimenidis, and W. L. Woo 2017

55. Time synchronization in WSN with random
bounded communication delays. Y.-P. Tian 2017

56.
A novel model of Sybil attack in cluster-based
wireless sensor networks and propose a dis-
tributed algorithm to defend It

M. Jamshidi, E. Zangeneh, M. Esnaashari, A. M.
Darwesh, and A. J. Meybodi 2019

57. Challenges, threats, security issues, and new
trends of underwater wireless sensor networks G. Yang, L. Dai, and Z. Wei 2018

58. Industry 4.0 key research topics: A
bibliometric review D. Trotta and P. Garengo 2018

59. Privacy in the Internet of Things: threats
and challenges J. H. Ziegeldorf, O. G. Morchon, and K. Wehrl 2015
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Sr. No. Title of Research Authors Year

60. On the security and privacy of the Internet of
Things architectures and systems.

E. Vasilomanolakis, J. Daubert, M. Luthra, V.
Gazis, A. Wiesmaier and P. Kikiras 2015

61. Cybersecurity issues in wireless sensor networks:
current challenges and solutions

D. E. Boubiche, S. Athmani, S. Boubiche, and H.
Toral-Cruz 2020

62. A security model for IoT-based systems Z. Safdar, S. Farid, M. Pasha, and K. Safdar 2017

63. Security issues and challenges in IoT routing over
wireless communication G. Saibabu, A. Jain, and V. K. Sharma 2020

64. Security and privacy consideration for Internet of
Things in smart home environments Desai, Drushti, and Hardik Upadhyay 2015

65. E.D. Security and grand privacy challenges for
the Internet of Things

Fink, G.A., Zarzhitsky, D. V., Carroll, T.E.,
and Farquhar 2015

66. A comprehensive approach to privacy in the
cloud-based Internet of Things.

Henze, M., Hermerschmidt, L., Kerpen, D.,
Häußling, R., Rumpe, B., and Wehrle, K. 2016

67. Towards an analysis of security issues, challenges,
and open problems on the internet of Things. Hossain, A. J., Fotouhi, M., and Hasan, R. 2015

68. An End-to-end view of IoT security and privacy Zhen Ling, Kaizheng Liu, Yiling Xu, YierJin,
XinwenFu 2017

69.
Security and privacy considerations for IoT
application on smart grids: Survey and
research challenges

Dalipi, F.; Yayilgan, S.Y. 2016

70. Internet of Things security: A survey Alaba, Fadele Ayotunde, et al. 2017

71. Security for the Internet of things: a survey of
existing protocols and open research issues J. Granjal, E. Monteiro, J. Silva 2015

72. Security, privacy and trust in Internet of things:
the road ahead

S. Sicari, A. Rizzardi, L.A. Grieco,
A. Coen-Porisini 2015

73. Access control and authentication in the Internet
of Things environment A.K. Ranjan, G. Somani 2016

74. Toward secure and provable authentication for
the Internet of Things: realizing Industry 4.0 S. Garg, K. Kaur, G. Kaddoum, and K. K. R. Choo 2020

75. Prediction of satellite shadowing in smart cities
with application to IoT

S. Hornillo-Mellado, R. Martín-Clemente, and V.
Baena-Lecuyer 2020

76. Software-defined industrial Internet of Things in
the context of Industry 4.0 J. Wan et al. 2016

77. Residual energy-based cluster-head selection in
WSN for IoT application.

T. M. Behera, G. S. Mohapatra, U. C. Samal, M. G.
S. Han, M. Daneshmand, and A. H. Gandomi 2019

78.

DistB-SDoIndustry: enhancing security in In-
dustry 4.0 services based on the distributed
blockchain through software-defined networking-
IoT enabled architecture,

A. Rahman et al. 2020

79. Application of IoT-aided simulation to manufac-
turing systems in the cyber-physical system Y. Tan, W. Yang, K. Yoshida, and S. Takakuwa 2019

80.
Convergence of blockchain and edge computing
for secure and scalable IIoT critical infrastructures
in Industry 4.0 [47]

Y. Wu, H.-N. Dai, and H. Wang 2020
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Table 7. Cont.

Sr. No. Title of Research Authors Year

81.
Comparative study of IoT-based topology main-
tenance protocol in a wireless sensor network for
structural health monitoring

M. E. Haque, M. Asikuzzaman, I. U. Khan, I. H.
Ra, M. S. Hossain, and S. B. Hussain Shah 2020

82. Toward dynamic resources management for IoT-
based manufacturing J. Wan et al. 2018

83. SENET: A novel architecture for IoT-based body
sensor networks

Z. Arabi Bulaghi, A. Habibi Zad Navin, M. Hos-
seinzadeh, and A. Rezaee 2020

84.
Bio-inspired routing protocol for WSN-based
smart grid applications in the context of
Industry 4.0

M. Faheem et al. 2019

85. IoT and wireless sensor network-based au-
tonomous farming robot A. Khan, S. Aziz, M. Bashir, and M. U. Khan 2020

86.
Efficient and secure three-party mutual authen-
tication key agreement protocol for WSN in
IoT environments

C. T. Chen, C. C. Lee, and I. C. Lin 2020

87. Wireless sensor network combined with cloud
computing for air quality monitoring P. Arroyo, J. L. Herrero, J. I. Suárez, and J. Lozano 2019

88.
Edge computing-enabled wireless sensor net-
works for multiple data collection tasks in
Smart Agriculture

X. Li, L. Zhu, X. Chu, and H. Fu 2020

89. Cluster centroid-based energy-efficient routing
protocol for WSN-Assisted IoT N. Prophess, R. Kumar, and J. B. Gnanadhas 2020

90. An energy-efficient and secure IoT-based WSN
framework: an application to smart agriculture K. Haseeb, I. U. Din, A. Almogren, and N. Islam 2020

91.
Deployment schemes in a wireless sensor net-
work to achieve blanket coverage in large-scale
open area

Vikrant Sharmaa, R.B. Patelb, H.S. Bhadauriaa,
D. Prasadc 2016

3.7. Data Extraction and Synthesis Process

After collecting articles relevant to the research questions and objectives, we performed
a SLR according to various characteristics, such as year of publication, limitations, and
future work. The information or previously collected characteristics were integrated with
the responses collected through questionnaires to summarize the information.

After an extensive and systematic review of the literature, the research questions are
answered and described in the following sections. The contributions and types of WSN and
IoT are respectively explained in the Sections 4.1–4.3. Before attacks network intrusions
are briefly classified in Section 4.4. In contrast, network security attacks and WSN and IoT
layer issues are discussed in Sections 4.5 and 4.6. In Section 4.7, we discuss the limitations
and future work of the selected papers. Finally, we conclude the paper in Section 7.

4. Results

In this section, we have briefly discuss the results of the SLR work. We have formulated
the research questions presented in Table 3 and divided the results section into seven
subsections to answer them. The information about the contribution of WSN and IoT in
IR 4.0, network security attacks and intruders in WSN and IoT, WSN coverage, issues in
IoT and WSN framework, and limitations of existing reviews are explained in this section.
The challenges section summarizes all the problems encountered in WSN and IoT usage.
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4.1. RQ1: Contributions of WSN in IR 4.0

The use of WSN has attracted a lot of attention in industry. Because of their prevalence
and use in industry, WSN have given rise to IWSN and IWSAN, respectively. These net-
works enable autonomous work without human intervention. The in-network transmission
characteristics are fundamental properties of WSN. Sensor nodes do not transmit raw
data, but integrate it to save communication costs. Due to their unique properties and
wide range of applications, they are used in many systems, such as military, surveillance,
home automation, smart cities, smart buildings, and healthcare monitoring [27]. WSN- and
IoT-based devices are used to create reliable, realistic, efficient, flexible, and economical
smart cities and buildings in heterogeneous environments [48].

Figure 8. Taxonomy of existing studies.

The categories discussed in this paper and the contribution of WSN in IR 4.0 are
listed in the form of a taxonomy presented in Figure 8. WSN is also used in health care
management systems to monitor medically ill patients, periodically check their various
measurements such as blood glucose levels and pulse, and wirelessly transmit this in-
formation to a central repository for further diagnosis [49]. WSN is also used to assist
elderly and disabled people. Disabled people are informed of relevant information about
real-time activities using smart devices, such as wristwatches [28,50]. In recent decades,
WSN have been applied in many fields, including transportation, agriculture [51], automa-
tion, manufacturing process control, and supply chain management. In addition, WSN
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can be easily deployed, have low construction cost, no expenditure on wiring, and lower
complexity [52,53].

WSN can be used in various manufacturing applications, such as industrial control,
process automation, rescue, and defense. WSN is also used to control and automate
industrial processes known as actuators. They can operate independently of a physi-
cal environment defined by predefined dimensions [54]. WSN is used to collect, track,
and record data in smart factories. Data acquisition is usually done by product informa-
tion in smart factories. After data collection, processing is done by intelligent machines
and manufacturing systems. Nowadays, these factories are self-sufficient, cost-effective,
and automated by integrating wireless communications with existing private networks
and reducing labor [30].

In software, WSN takes maximum advantage of wireless technologies used to build
industrial network infrastructure [55]. On the other side, Industry 4.0 is integrating big data
analytics and cloud services [56], 3D printing, computer security, autonomous robotics, the
Internet of Things (IoT), 5G, Augmented Reality (AR), and modeling [57,58].

4.2. RQ2: Contributions of IoT in IR 4.0

An integrated digital system would introduce a new intelligent and economical man-
ufacturing process using cutting-edge technology for a variety of existing items and pro-
cesses [59]. The data collected from production process warehouses and consumer in-
formation can be critically analyzed to make a decision in real time under Industry 4.0.
The real-time decision-making capability of each small and medium organization enables
them to efficiently accept new technologies [60,61]. Industrial IoT delivers solutions and
services that provide insights into an organization’s ability to monitor and control its oper-
ations and assets. IIoT software and tools provide important solutions for better process,
layout scheduling, organization, and administration.

In addition, IIoT enables real-time and decision-making features among numerous
networked devices that can communicate and interact with each other [62]. Because of
the rapid communication and data transfer, attackers can attack data and cause harm to
an organization, resulting in cyber attacks. Cyber attacks have become a major challenge
for the industrial Internet of Things (IIoT). Therefore, integrating IoT with Industry 4.0
plays a critical role in securing IoT devices from attacks. Unique security objectives and
challenges of IIoT have been introduced to overcome industrial-level issues. IIoT challenges
and objectives relate to IoT being used by consumers and its capabilities leading to longer
life of IoT devices and sensor nodes. In [63], the authors analyzed security challenges
and attacks at three levels of the network (perception, network, and application). They
considered cryptographic challenges, authentication, network monitoring, and access
control mechanisms. The IIoT also addresses local network connectivity and protection
from attackers inside. Cyber attacks have become a serious challenge for the IIoT. Hackers
attack infrastructure/devices through intrusion and hiding, resulting in poor performance.
A bidirectional long and short term memory network with a multi-feature layer has been
developed to avoid temporal attacks. Machine learning-based networks that learn temporal
attacks from historical data and make associations with test data can effectively identify
and detect different attacks within different intervals [64].

DL-IIoT has enormous potential to improve data processing and contribute to IR 4.0.
Similarly, machine learning algorithms, such as logistic regression, are widely used for
malware detection and security threat protection [65]. Deep learning algorithms are also
used for intelligent analysis and processing. Deep learning [46]algorithms such as CNN,
auto-encoders, and recurrent neural networks have applications such as intelligent assem-
bly and manufacturing, network monitoring, and accident prevention. The application
of deep learning algorithms in IIoT has also enabled various smart applications such as
manufacturing, active attack detection and prevention systems, smart meters, and smart
agriculture [66]. DL-IIoT relies heavily on data collection, which affects the privacy of the

289



Sensors 2022, 22, 2087

organization’s data. Therefore, differentiated privacy is used to protect user privacy, reduce
privacy risk, and achieve high performance in IIoT.

On the other hand, IoT and IIoT must provide “differentiated privacy” for individuals
and industrial data [67–69]. The contribution of IoT in Industry 4.0 has improved the
average availability and sustainability of the enterprise by knowing market trends and
decreasing unanticipated downturns [70]. The taxonomy of existing studies and the
contribution of IoT in IR 4.0 is shown in Figure 8.

4.3. RQ3: Type of WSN Coverage Area for IR 4.0

WSN coverage is an important factor in sensor quality. Sensing and connectivity
are key features of WSN. The former indicate how well a particular sensor behaves and
monitors a particular area of interest in which it is deployed. Connectivity shows how
well different nodes communicate with each other. The types of wireless sensor network
coverage are as follows.

4.3.1. Area Coverage

Sensors usually perform well in area coverage and monitors the field of interest (FoI).
This is also called “blanket coverage” because each node communicates with others. Each
sensor is placed so that the coverage of the other WSN sensors covers each other [32].

4.3.2. Barrier Coverage

Barrier coverage of the sensor network comes into play when some intruders try to
breach the security layer of the network. Sensors are easy to handle and deploy; therefore,
their wireless nature makes them vulnerable to malicious security attacks [71]. The sensor
nodes are primarily distributed throughout the network and are deployed in chains to
detect interruptions.

4.3.3. Point Coverage

Point coverage aims to find a target within range using nearby nodes. It is also known
as target coverage. It is characterized by consuming less energy in a given zone than in the
entire region of the FoI. Only a few targets are covered by individual nodes, while other
targets can be detected under other sensor scopes. The primary goal is to select a specific
target within the FoI to reduce energy consumption [71].

4.4. RQ4: Classification of Network Intruders

There are two main types of intruders: internal and external. Internal intruders are
people inside the organization; they can be either a customer or a legitimate user, such
as an employee of the organization’s network. External intruders are people outside the
organization, whether external or internal. Each intruder can be involved in numerous
illegal activities, working alone, as a group, or with agencies. These entities are described
in detail below.

4.4.1. Solo Entities

Solo entities are those that work alone with minimal safety. They are usually experts
in their domains by employing a single piece of code as equipment, such as viruses,
worms, and sniffers to misuse frameworks. They usually gain access to the organization’s
framework through hardware damage and web loopholes. Their targets are usually little,
and attacks are slightly less critical. Moreover, large and complex systems that may contain
flaws are more vulnerable to attacks. Monetary institutions are also more exposed to attacks
as they exchange sensitive information [72].

4.4.2. Organized Groups

Solo entities are those who work alone with minimal security. They are usually experts
in their field, using a single piece of code as equipment, such as viruses, worms, and sniffers
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to abuse frameworks. They generally gain access to the organization’s framework through
hardware damage and web loopholes. Their targets are usually small, and attacks are
somewhat less critical. In addition, large and complex systems that may contain flaws are
more vulnerable to attack. Monetary institutions are also more exposed to attacks because
they exchange sensitive information [72].

4.4.3. Intelligence Agencies

Intelligent agencies from other countries are involved in this type of attack. These
agencies constantly seek to test the military architecture of other nations, including contem-
porary monitoring and covert political and military activities. To do so, they require many
resources, from software to hardware, research, development, personnel, and finances.
Because they have all these resources at their disposal, some agencies now pose a serious
threat to economic and military espionage. Such organizations pose the greatest threat to
networks and must be closely monitored to protect the nation’s important assets [73].

4.5. RQ5: Network Security Attack in IoT and WSN Layers

Threats become more attractive and dangerous as technology increases. Although new
security mechanisms are being developed, intruders can easily find other ways to attack
systems. Table 8 explains the network security attacks in the IoT and WSN domains.
The attacks are categorized according to the open system interconnection (OSI) layered
point of view [74].

Table 8. Network Security Attacks on IoT and WSN Layers.

Sr. No. Layer Name Attacks

1 Physical layer Interception, radio interference, jamming, tempering, Sybil attack.

2 Data link layer Replay attack, Spoofing, altering routing attack, Sybil Attack, collision, traffic analysis,
and monitoring, exhaustion.

3 Network layer Black hole attack, wormhole attack, sinkhole attack, grey hole attack, selective forward-
ing attack, hello flood attack, misdirection attack, internet smurf attack, spoofing attack.

4 Transport layer De-synchronization, transport layer flooding attack.

5 Application layer Spoofing, alter routing attack, false data ejection, path-based DoS.

4.5.1. Denial of Service Attacks (DOS)

A Denial-of-service (DoS) attack is a malicious attack in which attackers make the
victim’s system unresponsive and difficult to reach for the legitimate user by making many
requests to the expected URL than the server can handle [75,76]. DoS attacks typically occur
when authenticated clients have not been granted access to the information or service [77].
A distributed denial of service (DDoS) attack is a type of DoS attack that uses multiple users
or infected systems to attack a victim’s system or to attack a website so that it becomes
unresponsive. This attack also prevents the website from functioning properly and disrupts
regular traffic. In WSN, a DDoS attack changes the routing protocol information DSR,
resulting in a huge amount of unauthorized traffic and making the network/website
unavailable. On the other hand, a low-rate denial-of-service (LDoS) attack is another type
of DoS that penetrates the WSN’s routing protocol, thus compromising the security and
trust mechanisms. An LDoS attack is difficult to detect due to its non-stationary nature and
low signal strength52. In this attack, illegitimate traffic affects the operational capability of
a network. It causes severe outages and monetary losses.
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4.5.2. Replay Attacks

When an attacker replays a flood of messages between the sender and the receiver,
updating the line table (DT) to steal information, it is called a replay attack [33]. It is a
network layer attack in which a third party intercepts the data during transmission. The
attacker retransmits this data by either modifying or delaying it, spoofing the sender’s IP
address to the attacker’s IP address, and impersonating the legitimate sender.

4.5.3. Trojan Worms, Viruses, and Malware

An attacker can use malicious software to manipulate data, steal information, or
even launch a denial-of-service attack on a device. A worm, such as a Trojan horse, can
infect one’s computer when one downloads a file or receives an update. The worm then
multiplies and attacks other machines on the network. Unlike a virus, many Trojan horses
usually reside on one’s own computer. A virus can infect the host’s file when sent via
email and then spread to other users [78]. Malware is malicious content that can interfere
with a computer’s operation and slow its performance. When data from IoT devices is
compromised, malware can infest the cloud or data centers. These attacks breach the
primary security mechanisms of any OS/server, such as a firewall and window defender.

4.5.4. Black Hole Attacks

This is a network layer attack known as a packet drop attack. In this attack, a node
sends an RREQ packet to all its neighbors in the network, and the router is supposed to
forward the packet instead of discarding it. The nature of this attack is similar to a DDoS
attack. Attackers are used to attack routers by sending many false requests to prevent
legitimate routers from forwarding packets. This is also called a first-come, first-served
attack because the attacker can also use a malicious router or reprogram it to block packets
instead of sending correct information [78]. These attacks reduce the average throughput.
When combined with a sinkhole attack, this attack affects performance and stops all traffic
around the black hole. When combined with the sinkhole attack, this attack severely
degrades traffic and modifies or discards content during transmission.

4.5.5. Sink Hole Attacks

This is a network layer attack where attackers attract all network traffic from nearby
nodes to a compromised node and appear as attractive and trusted nodes. This attack
is also used to initiate other attacks such as spoofing attacks, DoS, and modification of
routing information in WSN [34]. When combined with selective routing and worm attacks,
sinkhole attacks become even more dangerous. A sinkhole attack is initiated in two ways,
either by hacking a node within the network or by a malicious node impersonating itself
as the shortest path to the base station [35,36]. A sinkhole attack impacts the routing
configuration/protocols of the forwarding node. Due to this behavior, it is considered as an
error or malicious node by the neighboring nodes, which affects the network performance.
This leads to mis-routing and incorrect displays of the routing protocol.

4.5.6. Wormhole Attacks

A wormhole attack is a network layer attack in which an invader attacks the WSN
through two or more compromised nodes. The invaders forward the data from one
malicious node to another node at the end of the network through the tunnel. The wormhole
appears to other nodes as a fictitious neighbor. Wormhole nodes usually transmit data
directly from one node to the destination without including other nodes in the path. Due
to this nature, other nodes in WSN easily trust those closest to other nodes, which causes
many routing problems. Moreover, they can build better communication channels for
long-range communication [37]. Wormhole attacks affect the performance of many network
services, such as time synchronization, localization, and data fusion.
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4.5.7. Selective Forwarding (Gray Hole)

A selective forwarding attack (SFA) is a special type of black hole attack in which
the compromised node drops some selective packets instead of all packets. Invaders drop
packets containing critical information, such as military information, without noticing them
or allowing others that may contain non-critical information to pass. This can lead to worse
effects and a decrease in network efficiency [34–37]. Selective forwarding attacks impact
network performance and consume limited energy resources.

4.6. RQ6: Issues in WSN and IoT Frameworks

In this section, we mention various WSN and IoT frameworks that highlight the
importance of WSN and IoT in different aspects of life. Although many advances have
been made in IoT, there are still many problems, as shown in Figure 9, that need to be
reduced and solved efficiently to avoid any damage [79,80].

Figure 9. Issues in WSN and IoT Framework.

4.6.1. Security

Security is essential for any organization to protect its environment, systems, devices
and applications from outside attacks. Data and communication technologies are increasing
every day. Therefore, data and information security are necessary tasks [81]. In addition to
data, its transmission over the network should also be protected. Although technology has
evolved and security mechanisms have improved, attackers have still found many ways to
breach the security level [38,39]. With the increasing number of IoT devices, new security
issues have emerged. For real-time applications, the most important thing is to keep the
WSN secure. The network and its associated router or hub should enforce an access control
mechanism to prevent unauthorized users. Each node connected to another node is security
relevant, whether it is a restricted device or a smart device. Acceptance, confirmation,
categorization, trust, and information security are the most important security requirements
to be considered in IoT networks and WSN. It is challenging to provide security measures
for flexible detection devices. Therefore, protecting information from dictatorial forces or
illegal access is called security [82,83].

293



Sensors 2022, 22, 2087

4.6.2. Data Confidentiality and Privacy

Data confidentiality is a significant issue in IoT and network security. In IoT frame-
works, the client gains access to the information and system management in an unintended
environment due to issues such as the use of sensor nodes. Attackers can physically capture
them and extract data using an energy analysis attack [84]. Refurbished devices made from
these captured devices can launch new attacks and violate security. Therefore, the IoT
device should verify whether or not the user or device has been granted permission to
access the system. The practice of controlling access to data by granting or denying permis-
sion based on a set of laws. Many devices/clients must be authenticated by management
to access the system. Data confidentiality and access are the main issues in the Internet
of Things (IoT). Researchers are trying to figure out how to handle the personalities of
customers, items/articles, and devices in a secure manner. Due to the ubiquitous nature
of IoT and WSN systems, privacy and confidentiality are major concerns in IoT devices
and frameworks. Some issues, such as sniffing and spoofing, unauthorized access, data
changing, forging, and unapproved alteration of IoT and WSN nodes, pose significant
uncertainties in IoT. An attacker can use various IoT devices and applications to capture
sensitive and personal data that is visible to outsiders.

4.6.3. Data Acquisition and Transmission

The primary goal of IoT is to collect data and transmit it to where it is needed in a
network. Sensors are the devices used to collect data from the environment to transmit it to
the base station. After the raw data is collected, it is sent to the Sink Hub for processing. Data
collection and transmission are other problems in IoT and WSN because data is exposed
and modified during transmission. Data acquisition is an energy-consuming process, so
extra care must be taken during gathering and transmission. Intruders can steal the data
during transmission if it is not encrypted or transmitted over a secure channel. The intruder
can take over a node and reprogram it with a malicious code, damaging the entire network.
Therefore, security is required for this process. Sometimes intruders attack the databases of
organizations to violate the confidentiality of the data [85]. Also, the intruder may destroy
the node or collect important or unusual information that could be used against the system.
For this reason, researchers present many security mechanisms. They protect end-to-end
communication links using one-time-pad (OTP) encryption method and also identify the
vulnerabilities in the DBMS application using SEPTIC method.

4.6.4. Resource Limitations

If necessary resources in WSN and IoT are abandoned or not handled efficiently, it may
affect the performance of the network. The network consists of many nodes and sensors that
require energy to operate well [86]. Various MAC layer protocols have been developed to
reduce the energy consumption of sensors or nodes. These energy-efficient algorithms work
primarily by regulating the synchronization of network traffic over time and the time period
during which a node becomes active in a network [87,88]. In contrast, the communication
medium is another basic requirement, since nodes rely on the Internet for data transmission.
There is a constant need for energy, otherwise the network will fail. The nodes have limited
resources because battery capacity, correspondence capacity, and computing power are low.
Again, security is the main problem, because the security measurement expenses require
more resources to maintain the speed of the network, which is not affordable. As a result of
low regulated security, attacks can subvert software execution and protocols used in the
network [89,90].
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4.6.5. Quality of Service

Quality of Service (QoS) manages networks and resources to strengthen IoT connec-
tivity. QoS manages delay, jitter, reliability, and bandwidth by classifying network traffic.
It plays an important role in optimizing systems. Quality of Service means that energy
efficiency, reliability, bit error rate, and latency should be good enough to capture data
over a network. Therefore, it is classified in two ways: program-specific and network-
specific. The QoS perspective of the network refers to the effective management of network
resources and transmission performance, while the perspective of the program refers to
mobility, time synchronization, and sampling parameters. Similarly, many algorithms have
been developed to distribute heavy traffic evenly, and the energy consumption load in a
network uses a cluster-head approach to achieve high performance and efficiency [91].

4.6.6. Tampering

Sensors can be placed either indoors or outdoors. Indoor sensors can be easily man-
aged and protected, while outdoor sensors are more vulnerable to attackers due to remote
locations with poor security, harsh climates, etc 78. The probability that these sensors will
be physically attacked is much higher; therefore, physical protection cannot be guaranteed.
A DoS attack manipulates the network by breaking the connection or changing the current
network. The attacker can also replace the original node with a fake or malicious node,
causing a severe attack on the network [92]. In a Sybil attack, a malicious node penetrates
each cluster head of the network and affects the operation of the routing protocol. Com-
promised nodes can be used to launch new attacks without exposing themselves [41,93].
These nodes are difficult to detect and isolate, allowing an attacker to alter data or transmit
malware throughout the network that causes significant damage [94]. Constant monitoring
of the network is necessary to ensure that WSN nodes cannot be tampered with and that
network performance remains stable [95].

4.6.7. Authorization and Authentication

Nodes are the building blocks of the Internet of Things that must be defined in the
network. Transmission between devices and access to the entire network span a wide
range in IoT and WSN. IoT devices perform role-based access control, and their devices are
allowed to do only what is required [96,97]. Devices and their data must be protected from
physical and logical attacks on the network. Attacks on the DNS cache could affect the
overall performance of the network. Authentication is the process by which each node on
the network can access data based on a fixed connection to a server or cloud-based server.
If the authentication process is not administered properly, it will lead to security issues
and questions. An attacker can easily access the network and make it fail temporarily by
making too many wrong attempts.

Authentication is complicated due to the massive proliferation of wireless media and
the nature of sensor networks. Authentication is usually done using the credentials of a
legitimate user [98,99]. However, this technique is not secure enough. Therefore, passwords
should be changed regularly and computers should not be left unattended to make this
technique robust. Both the sender and the recipient should perform authentication to verify
the origin of the communication [100,101].

4.7. RQ7: Limitations of the Literature Review

In this section, Table 9 explains the proposed solutions of the work conducted by
various authors and the contributions with the limitations of their work are also described.
The goal was to find research gaps in this area to help other researchers. The research
gaps will allow researchers to develop solutions and new methods that could help fill the
missing piece.
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Table 9. Contributions and limitation of the literature.

Reference Title of Article Proposed Solution Limitations and Future Work

Sharma et al. [9]

Enhancement of re-
lay nodes communi-
cation approach in
WSN-IoT for under-
ground coal mine

They designed relay node struc-
tures for a wireless sensor network
and load balancing to improve net-
work lifetime parameters. They
designed an IoT-based WSN to
provide advance warning of any
natural disaster in coal mines.

There were several analysis pa-
rameters to analyze the networks,
such as network lifetime, commu-
nication and transmission cost, en-
ergy consumption, and coverage
of the whole area.

Faheem et al. [49]

Bio-inspired routing
protocol for WSN-
based smart grid ap-
plications in the con-
text of Industry 4.0

They designed a comprehensive,
optimized, and QoS monitoring
multi-hop network system for
real-time data transmission in In-
dustry 4.0. This self-optimized
smart routing protocol (SIRP) was
efficiently used for WSN-based
SG applications.

In the future, they will attempt
to enhance their developed SIRP
routing scheme and communica-
tions architecture to collect QoS-
aware data for different WSN-
based smart grid applications
with little data redundancy.

Arslan et al. [52]

IoT and wireless
sensor network-
based autonomous
farming robot

They developed a computer
vision-based algorithm used for
the classification of weed and a
non-image. Wireless sensor nodes
detect weed images through
image processing methods
and gather light, temperature,
humidity, and moisture data.

The limitation of this work is that
they did not provide any GUI or
mobile application control to work
robot autonomously.

Chen et al. [53]

Efficient and secure
three-party mutual
authentication key
agreement proto-
col for WSN in
IoT environments

They proposed a practical and
secure approach to merge IoT
and WSN. Their scheme had high
performance, low communication,
and computational costs, low en-
ergy consumption, and provided
effective authentication of the user
in IoT.

The limitation of this study is that
they did not provide a solution to
the security threats in a heteroge-
neous IoT environment. In the fu-
ture, they will evaluate the reliabil-
ity and scalability of their systems
of heterogeneous environments.

Rathee et al. [102]

A secure IoT sensors
communication in
Industry 4.0 using
blockchain technology

Wireless sensor network security
improved using blockchain and
compared security metrics. &It
ensured confidentiality and re-
sponsibility and tracked each sen-
sor’s operation. The blockchain
was used to store IoT artifacts
and sensors.

The developed IoT sensor takes
time to test a single block before it
is put to the blockchain.

Mellado et al. [103]

Prediction of satellite
shadowing in smart
cities with applica-
tion to IoT

The technology had a minimal
processing load. It was highly
desirable to create a coverage
map that can optimize network re-
sources in satellites.

There is a lack of evaluation of
requirements for satellite-based
IoT and output connectivity pro-
tocols through simulations in
actual situations.
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Table 9. Cont.

Reference Title of Article Proposed Solution Limitations and Future Work

Garg et al. [101]

Towards secure and
provable authentica-
tion for the internet
of things: realizing
Industry 4.0

The effectiveness of the developed
protocol was evaluated with fre-
quently utilized AVISPA, PUFs,
and ECC encryption algorithms.
A proposed technique was devel-
oped to create a durable, stable,
and efficient user architecture that
promotes shared authentication
for IoT and server nodes and is
resistant to cyber threats.

This protocol is for academic and
research purposes only, and its
implementation has not yet been
tested in the real world.

Behera et al. [104]

Residual energy-
based cluster-head
selection in WSN for
IoT application

The method takes into account the
intended value of initial energy,
residual energy, and cluster heads
to choose the specific set of cluster
heads in the network that adapts
IoT applications to maximize flow,
durability, and residual energy.

They did not review existing path
selection factors in a node mo-
bility network that altered its
role constantly.

Wan et al.
[105]

Software-defined in-
dustrial Internet of
Things in the context
of industry 4.0

They proposed a new idea of infor-
mation interaction in Industry 4.0
using software-defined IIoT. They
enhanced the network size using
IIoT. The IIoT architecture man-
ages physical devices and infor-
mation exchange methods via a
customized networking protocol.

The limitation of the study is
the effective coordination be-
tween IIoT where the network
is heterogeneous for transmission
of information.

Tan et al. [106]

Application of IoT-
aided simulation
to manufacturing
systems in cyber-
physical systems

They discussed the construction
and implementation methods of
digital twin (DT). In this study
also explained the issues involved
in developing DT with the help of
IoT manufacturing devices. DT is
the simulation tool that can gather
and synchronize data for the real
world to a real-time environment.

The absence of experimentation
and optimization in predicting fu-
ture locations or results are other
essential aspects of DT.

Rahman et al. [107]

DistB-SDoIndustry:
enhancing secu-
rity in Industry
4.0 services based
on the distributed
blockchain through
software-defined
networking-IoT
enabled architecture

In this work, the authors develop
a distributed blockchain-based se-
curity system integrated with the
help of IoT and SDN. Blockchain
is used for data security and confi-
dentiality, while SDN-IoT incorpo-
rates sensor networks and IoT de-
vices to improve the security ser-
vices in Industry 4.0.

Limitations of this study are that
the developed model SDN-IoT
was still in the initial stage, so
it was not able to detect differ-
ent types of risks, such as ser-
vice denial (DoS) and flood at-
tack and packet filtering. The de-
veloped system had no proper
GUI, so the throughput, packet ar-
rival time, and response time were
rarely challenging to analyze.
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Table 9. Cont.

Reference Title of Article Proposed Solution Limitations and Future Work

Haque et al. [108]

Comparative study
of IoT-based topol-
ogy maintenance
protocol in a wire-
less sensor net-
work for structural
health monitoring

They developed a computer-
based monitoring system to
analyze the vibration or earth-
quake measurement. WSN are
used to sense structural dam-
ages and identify their pinpoint
location. They also proposed
a topology-based maintenance
system to analyze network ar-
chitecture. Their system was
an energy-efficient system that
automatically turned off nodes
where no traffic was detected.

The limitation of this study is
that WSN nodes are not capable
enough to provide scalability for
large coverage areas.

Wan et al. [109]

Toward dynamic re-
sources management
for IoT-based manu-
facturing

To build a fully interactive envi-
ronment and dynamic manage-
ment of resources, an ontology-
based technology, SDN, communi-
cation technology device to device
combined with ontology model-
ing and multi-agency technology
were used to accomplish sophisti-
cated administration of resources.
They solved load secluding prob-
lems using Jena logic reasoning
and contract-net protocol-based
technology in Industry 4.0.

The limitation of this work was
the high time complexity of the
load balancing algorithm to com-
plete the task efficiently. It was
challenging to refine the process
due to the complex nature of
multi-agent technology, and ref-
erencing rules were much more
complex.

Bulaghi et al. [110]

SENET: a novel
architecture for
IoT-based body
sensor networks

Multiple algorithms, such as par-
ticle swarm optimization (PSO),
ant colony optimization (ACO),
and genetic algorithms (GA) were
used to save energy of WSN.
They evaluated WSN energy con-
sumption using optimization al-
gorithms and calculated the total
number of uncovered points, their
stability, and dependability.

The design meets some disadvan-
tages and does not work in real-
time data.

Thiago et al. [111]

A comprehensive
dependability model
for QoM-aware
Industrial WSN

When performing visual area cov-
erage in occluded scenarios. They
proposed a mathematical model
named quality of monitoring pa-
rameter (QoM) to assess the de-
pendability of WSN, their avail-
ability, and reliability considering
hardware, networking, and visual
coverage failures.

Their developed method was in-
efficient at analyzing the system’s
dependability in real-time appli-
cations due to failures or repairs
happening as soon.
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Table 9. Cont.

Reference Title of Article Proposed Solution Limitations and Future Work

Patricia et al. [112]

Wireless sensor
network com-
bined with cloud
computing for air
quality monitoring

They designed a small size, low
cost, and efficient system to mon-
itor the air quality using wireless
sensor nodes. They performed
multiple algorithms such as multi-
layer perceptron, SVM, and PCA
to discriminate and quantify the
volatile organic compounds.

The limitation of this study is that
sensor nodes are less efficient at
covering a large area to monitor
and cannot do real-time testing
and the field measurements of sen-
sors.

Li et al. [113]

Edge computing-
enabled wireless
sensor networks
for multiple data
collection tasks in
smart agriculture

They designed a data collection al-
gorithm considering data quality
factors in smart agriculture. Then
modeled the data collection pro-
cess by merging WSN and IoT.

The developed edge computing
driven framework [47] and data
collection algorithm were not ca-
pable of collecting data in a real
agriculture environment.

Kumar et al. [114]

Cluster centroid-
based energy-
efficient routing
protocol for WSN-
assisted IoT

They developed a system that was
capable of self-organization of lo-
cal nodes to save energy. Their
system adopted new algorithms
to rotate head clusters based on
centroid locations in IoT using
WSN. The technique exceeds con-
ventional protocols for efficiency
criteria, such as the consumption
of energy by the network, interme-
diate sensor node, packet distribu-
tion ratio, packet failure percent-
age, and network output. Their
work was best for the base station
located in the network.

The routing protocol was not opti-
mal, routing strategies were lack-
ing, and packet loss was caused
if the base stations were even in
the network. In the future, they
will enhance this work by using
a multi-hop path strategy to the
base station. In this technique,
the cluster head will transmit data
to the base station, even outside
the network.

Haseeb et al. [115]

An energy-efficient
and secure IoT-based
WSN framework: an
application to smart
agriculture

They proposed an IoT-based WSN
framework that collected data
from agriculture and transmit-
ted it to the nearest base station.
They enhanced network through-
put, low latency rate, energy con-
sumption, and packet drop ratio.
They also provided security to the
data transmission channel using
the recurrence of the linear gener-
ator.

The limitation of this work is
that they did not assess the
device consistency in a mobile
IoT. Therefore, they will analyze
the performance and reliability
of developed frameworks in the
transportation system and mobile-
based IoT network.

5. Challenges and Open Issues

Intelligent systems can address various problems faced by industry, but there have
been some challenges in integrating IoT and WSN into Industry 4.0. Technological improve-
ments in IoT and WSN have increased concerns about security and data management [96].
As more and more data is generated, it is difficult for factories and industries to manage
it properly. Artificial intelligence algorithms have been implemented to manage Big Data
and make systems and devices act more intelligently. The algorithms are used to process
the data in different time periods. For education, the data must be shared in a central
repository, while enterprises are mainly reluctant to share their private data due to poor
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and insufficient organizational support for data in Industry 4.0. There are also safety
management issues in Industry 4.0 [116].

Big data: The emergence of various technologies and the explosion of their use have
led to the outstanding development of Big Data technology and processing. Every device
produces a huge amount of data. Due to the growing amount of big data, the improve-
ments of Big Data packages encounter limitations and demand situations that need to be
“overcome” in order to manage the amount of data used efficiently.

Adapting to 6G: 6G is another challenge for wireless sensor networks and the Internet
of Things. Processing power is a major challenge in developing low-power and low-cost
6G devices. In addition, 6G brings privacy and security challenges for WSN and IoT.

Updates:system components could not be upgraded due to interoperability between
protocols, systems, and their components. Therefore, systems are more vulnerable to attack
if any part of a single system from a network is infected in intelligent factories.

Environment: security is also a critical challenge in WSN [97,100,106]. WSN nodes
are not secure when deployed in a prone environment due to the wireless transmission of
data. An attacker can access them from anywhere in the world and manipulate them easily.
Internet attacks can also affect the vulnerability of sensor nodes.

Supply chain management systems: IoT devices are spreading erery day, posing new
challenges to the integrity and scalability of supply chain management systems [117,118].
Simultaneously connecting IoT devices to the cloud or the Internet requires a lot of access
control, fault tolerance, data management, privacy, and security.

Limited resources: are other challenges in WSN domain that affect the energy of
sensor nodes used in the network. Sensor nodes usually change their mode from sleep to
active and vice versa. Therefore, sleep mode is considered as "outside the network" while
active mode brings some other issues such as energy consumption [119]. Due to the high
energy consumption, they also became dead. Sensor nodes usually have limited power,
processing, and memory. In addition, sensor mobility is another problem that hinders the
integration of mobile sensor nodes with the Internet.

6. Future Directions

Industry 4.0 leads to the merging of people and technology to complement human
activities with intelligent machines. Industry 4.0 will lead to customized human fashion
that will minimize the oversupply and unavailability of supplies or items. Human-machine
interaction will increase productivity and customer satisfaction with customized products.

The next version of Industry 4.0 is Industry 5.0, which is expected to be more user-
friendly and better integrate technology with society and the environment. It depends
mainly on robots. Robots are already the backbone of manufacturing, and Industry 4.0
technologies [120,121] provide flexibility in manufacturing. Industry 5.0 combines human
creativity and craftsmanship with the speed, productivity (e.g., CPS) [122], and consistency
of robots. In this version, robots can be programmed to work alongside humans.

Soft computing: can be used to reduce the dimensions of these large dimensional
data sets [123]. Good features are essential to make efficient decisions. This is the reason
why soft computing techniques are used to obtain useful features.

Explainable artificial intelligence (XAI): can be used for interpretability of the deci-
sion made by the classification model. Classification models make decisions in a black box
where the user does not know how the decision is made. XAI converts this black box into a
white box and interprets the decision made by a model. XAI increases user confidence to
take further action [124].

Federated learning (FL): is an optimal choice for privacy preservation. FL works by
training global and local models on the edge device. The model on the edge device does
not share the data with the global, thus keeping the data private at each edge device. Only
parameters are shared globally to retrain the global model and optimize the inference
results [125,126].
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Secure devices: sensor nodes are designed to consume less energy and become active
when they are needed or an event occurs [59]. Further improvements are also needed to
prevent attacks from the Internet. While the IoT has no limitations in terms of processing
or energy. Due to the tremendous proliferation of IoT devices, this paradigm is now being
shifted from the IoT to the Internet of Everything.

Sustainability: IoT systems are now moving toward the idea of self-organization,
and systems are becoming capable of responding in an automated and adaptive manner
and dealing with changes and uncertainties in the environment [118].

Education 5.0: in this digital era, education must also change from traditional to
integrating hardware and software with co-bots to develop new skills and a smart society.
Educational institutes are now using pedagogical tools to provide a better experience.
Even though IoT-based education is still not widespread, there is still room for further
improvement, such as sensor node coverage and efficiency, wireless data transmission of
data [127], battery life, and high-cost nodes.

General directions: there are many challenges. Future directions may address het-
erogeneous interoperability of systems, self-organization protocols, routing schemes for
managing IoT networks, data management [79], cross-platform optimization, and the
development of network security algorithms to secure wireless transmission from data
manipulation, stealing, or hacking activities. On the hardware side, researchers are de-
veloping energy-efficient sensor nodes [91,115], with net-zero power to reduce maximum
power consumption.

7. Conclusions

In this digital and modern era, technology is evolving every day. Due to the massive
proliferation of technology, IoT and WSN play an important role in Industry 4.0 to develop
smart applications, design networked data centers, and build autonomous smart industries.
Data networks have been created and improved with the help of new and smart devices.
In this systematic literature review, WSN and IoT network threats were analyzed and a
descriptive comparative study was conducted. These networks are the main attack surfaces
for attackers to draw meaningful patterns from system and user data. Wireless sensor
networks (WSN) and the Internet of Things (IoT) have rapidly (and widely) evolved to meet
the increasing demand for conventional application scenarios, such as plant automation
and remote process control systems. These smart devices are also being used to improve the
efficiency of existing networks and create new opportunities for automating and securing
industrial processes. In this article, we explore seven research questions: (i) What are the
contributions of WSN in IR4. 0? (ii) What are the contributions of IoT in IR 4.0? (iii) What
are the types of WSN coverage areas for IR 4.0? (iv) What are the main types of network
intrusions in WSN and IoT systems? (v) What are the main network security attacks in
WSN and IoT? (vi) What are the major issues in IoT and WSN systems? (vii) What are
the limitations and research gaps in the current work? The main purpose of the fourth
industrial revolution with WSN and IoT explicitly shows that the evolutionary transition
needs to be intensified and extended to include emerging research areas and intimidating
technological challenges. This article covers all elements of WSN, from the design phase
to the security requirements, from the implementation phase to the classification of the
network, and from the difficulties and challenges of WSN. Future studies will address
the problems in the coverage regions of wireless sensor networks and provide effective
solutions to the existing problems and challenges in this area. The use and application of
WSN and IoT in Industry 4.0 involves the processing of extracted data and the efficient and
secure transmission of this data to a remote location.
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50. Periša, M.; Kuljanić, T.M.; Cvitić, I.; Kolarovszki, P. Conceptual model for informing user with an innovative smart wearable
device in Industry 4.0. J. Wireess Netw. 2019, 9, 1615–1626. [CrossRef]

303



Sensors 2022, 22, 2087

51. Kumar, R.; Kumar, P.; Tripathi, R.; Gupta, G.P.; Gadekallu, T.R.; Srivastava, G. Sp2f: A secured privacy-preserving framework for
smart agricultural unmanned aerial vehicles. J. Comput. Netw. 2020, 187, 10781. [CrossRef]

52. Khan, A.; Aziz, S.; Bashir, M.; Khan, M.U. IoT and Wireless Sensor Network based Autonomous Farming Robot. In Proceedings of
the International Conference on Emerging Trends in Smart Technologies (ICETST), Karachi, Pakistan, 26–27 March 2020; pp. 1–5.

53. Chen, C.T.; Lee, C.C.; Lin, I.C. Efficient and secure three-party mutual authentication key agreement protocol for WSN in IoT
environments. PLoS ONE 2020, 15, e0232277.

54. Arroyo, P.; Lozano, J.; Suárez, J. Evolution of Wireless Sensor Network for Air Quality Measurements. J. Electron. 2018, 7, 342.
[CrossRef]

55. Wittenberg, C. Cause the Trend Industry 4.0 in the Automated Industry to New Requirements on User Interfaces? Int. Conf.-
Hum.-Comput. Interact. 2015, 9171, 238–245.

56. Henze, M.; Hermerschmidt, L.; Kerpen, D.; Häubling, R.; Rumpe, B.; Wehrle, K. A comprehensive approach to privacy in the
cloud-based Internet of Things. J. Future Gener. Comput. Syst. 2016, 56, 701–718. [CrossRef]

57. Stverkova, H.; Pohludka, M. Business Organisational Structures of Global Companies: Use of the Territorial Model to Ensure
Long-Term Growth. Soc. Sci. 2018, 7, 98. [CrossRef]

58. Rao, G.S.; Prasad, R. Impact of 5G Technologies on Industry 4.0. Wirel. Pers. Commun. 2018, 100, 145–159. [CrossRef]
59. Lange, S. Digitalization, and energy consumption. Does ICT reduce energy demand? J. Ecol. Econ. 2020, 176, 106760. [CrossRef]
60. Müller, J.M. Fortune favors the prepared: How SMEs approach business model innovations in Industry 4.0. Technol. Forecast. Soc.

Change 2018, 132, 2–17. [CrossRef]
61. Masood, T.; Sonntag, P. Industry 4.0: Adoption challenges and benefits for SMEs. J. Comput. Ind. 2020, 121, 103261. [CrossRef]
62. Zhu, J. Measurement and analysis of corporate operating vitality in the age of digital business models. Appl. Econ. Lett. 2020,

27, 511–517. [CrossRef]
63. Serror, M.; Hack, S.; Henze, M.; Schuba, M.; Wehrle, K. Challenges and Opportunities in Securing the Industrial Internet of Things.

IEEE Trans. Ind. Inform. 2021, 17, 2985–2996. [CrossRef]
64. Li, X.; Xu, M.; Vijayakumar, P.; Kumar, N.; Liu, X. Detection of low-frequency and multi-stage attacks in industrial internet of

things. IEEE Trans. Veh. Technol. 2020, 69, 8820–8831. [CrossRef]
65. Akram, Z.; Majid, M.; Habib, S. A Systematic Literature Review: Usage of Logistic Regression for Malware Detection. In

Proceedings of the International Conference on Innovative Computing (ICIC), Seoul, Korea, 9–10 November 2021; pp. 1–8.
66. Khalil, R.A.; Saeed, N.; Masood, M.; Fard, Y.M.; Alouini, M.-S.; Al-Naffouri, T.Y. Deep learning in the industrial internet of things:

Potentials, challenges, and emerging applications. IEEE Internet Things J. 2021, 8, 11016–11040. [CrossRef]
67. Jiang, B.; Li, J.; Yue, G.; Song, H. Differential privacy for Industrial Internet of Things: Opportunities, applications and challenges.

IEEE Internet Things J. 2021, 8, 10430–10451. [CrossRef]
68. Ahmed, A.; Javed, A.R.; Jalil, Z.; Srivastava, G.; Gadekallu, T.R. Privacy of Web Browsers: A Challenge in Digital Forensics. In

Proceedings of the International Conference on Genetic and Evolutionary Computing, Jilin, China, 21–21 October 2021; Springer:
Singapore, 2021; pp. 493–504.

69. Vangala, A.; Das, A.K.; Kumar, N.; Alazab, M. Smart secure sensing for IoT-based agriculture: Blockchain perspective. IEEE
Sensors J. 2021, 21, 17591–17607. [CrossRef]

70. Maddikunta, P.K.R.; Pham, Q.V.; Prabadevi, B.; Deepa, N.; Dev, K.; Gadekallu, T.R.; Liyanage, M. Industry 5.0: A survey on
enabling technologies and potential applications. J. Ind. Inf. Integr. 2021, 100257. [CrossRef]

71. Liu, B.; Dousse; Wang, J.; Saipulla, A. Strong barrier coverage of wireless sensor networks. In Proceedings of the 9th ACM
International Symposium on Mobile Ad Hoc Networking and Computing, Hong Kong, China, 26–30 May 2008.

72. Abomhara, M.; Køien, G.M. Cyber security and the internet of things: Vulnerabilities, threats, intruders and attacks. J. Cyber Secur.
Mobil. 2015, 4, 65–88. [CrossRef]

73. Benazzouz, Y.; Munilla, C.; Gunalp, O.; Gallissot, M.; Gurgen, L. Sharing user iot devices in the cloud. In Proceedings of the IEEE
World Forum Internet Things (WF-IoT), Seoul, Korea, 6–8 March 2014; pp. 373–374.

74. Kumar, S.A.; Vealey, T.; Srivastava, H. Security in internet of things: Challenges, solutions and future directions. In Proceedings
of the 49th Hawaii International Conference on System Sciences (HICSS), Koloa, HI, USA, 5–8 January 2016; pp. 5772–5781.

75. Rehman, S.U.; Khaliq, M.; Imtiaz, S.I.; Rasool, A.; Shafiq, M.; Javed, A.R.; Jalil, Z.; Bashir, A.K. Diddos: An approach for detection
and identification of distributed denial of service (ddos) cyberattacks using gated recurrent units (gru). Future Gener. Comput.
Syst. 2021, 118, 453–466. [CrossRef]

76. Iwendi, C.; Rehman, S.U.; Javed, A.R.; Khan, S.; Srivastava, G. Sustainable security for the internet of things using artificial
intelligence architectures. Acm Trans. Internet Technol. (TOIT) 2021, 21, 1–22. [CrossRef]

77. Anwar, R.W.; Bakhtiari, M.; Zainal, A.; Abdullah, A.H.; Qureshi, K.N. Security issues and attacks in wireless sensor network.
World Appl. Sci. J. 2014, 30, 1224–1227.

78. Chandan, R.; Mishra, P.K. A Review of Security Challenges in Ad-Hoc Network. Int. J. Appl. Eng. Res. 2018, 13, 16117–16126.
79. Lee, J. Recent advances and trends in predictive manufacturing systems in a big data environment. J. Manuf. Lett. 2015, 1, 38–41.

[CrossRef]
80. Wollschlaeger, M.; Sauter, T.; Jasperneite, J. The Future of Industrial Communication: Automation Networks in the Era of the

Internet of Things and Industry 4.0. IEEE Ind. Electron. Mag. 2017, 11, 17–27. [CrossRef]

304



Sensors 2022, 22, 2087

81. Elsadig, M.A.; Altigani, A.; Baraka, M.A.A. Security issues and challenges on wireless sensor networks. Int. J. Adv. Trends Comput.
Sci. Eng. 2019, 8, 1551–1559. [CrossRef]

82. Hossain, A.J.; Fotouhi, M.; Hasan, R. Towards an Analysis of Security Issues, Challenges, and Open Problems in the Internet of
Things. In Proceedings of the IEEE World Congress on Services, New York, NY, USA, 27 June–2 July 2015; pp. 21–28.

83. Ling, Z.; Liu, K.; Xu, Y.; XinwenFu, Y. An End-toEnd View of IoT Security and Privacy. In Proceedings of the IEEE Global
Communications Conference, Singapore, 4–8 December 2017; pp. 1–7.

84. Wazid, M. Design and Analysis of Intrusion Detection Protocols for Hierarchical Wireless Sensor Networks. Ph.D. Dissertation,
Center Secure, Theory Algorithmic Res, International Institute of Information Technology, Hyderabad, India, 2017.

85. Haseeb, K.; Islam, N.; Saba, T.; Rehman, A.; Mehmood, Z. LSDAR: A light-weight structure-based data aggregation routing
protocol with secure Internet of things integrated next-generation sensor networks. J. Sustain. Cities Soc. 2020, 54, 101995.
[CrossRef]

86. Capriglione, D.; Casinelli, D.; Ferrigno, L. Analysis of quantities influencing the performance of time synchronization based on
linear regression in low-cost WSN. J. Meas. 2016, 77, 105–116. [CrossRef]

87. Ng, K.P.; Tsimenidis, C.; Woo, W.L. C–Sync: Counter-based synchronization for duty-cycled wireless sensor networks. J. Hoc
Netw. 2017, 61, 51–64. [CrossRef]

88. Tian, Y.P. Time synchronization in WSN with random bounded communication delays. Trans. Autom. Control 2017, 62, 5445–5450.
[CrossRef]

89. Drushti, D.; Upadhyay, H. Security and Privacy Consideration for Internet of Things in Smart Home Environments. Int. J. Eng.
Res. Dev. 2015, 10, 73–83.

90. Fink, G.A.; Zarzhitsky, D.V.; Carroll, T.E.; Farquhar, E.D. Security and privacy grand challenges for the Internet of Things. In
Proceedings of the International Conference on Collaboration Technologies and Systems (CTS), Atlanta, GA, USA, 1–5 June 2015;
IEEE: Piscataway, NJ, USA, 2015; pp. 27–34.

91. Faheem, M.; Abbas, M.Z.; Tuna, G.; Gungor, C. EDHRP: Energy efficient event driven hybrid routing protocol for densely
deployed wireless sensor network. J. Netw. Comput. Appl. 2015, 58, 309–326. [CrossRef]

92. Jamshidi, M.; Zangeneh, E.; Esnaashari, M.; Darwesh, A.M.; Meybodi, A.J. A Novel Model of Sybil Attack in Cluster-Based
Wireless Sensor Networks and Propose a Distributed Algorithm to Defend It. J. Wirel. Pers. Commun. 2019, 105, 145–173.
[CrossRef]

93. Yang, G.; Dai, L.; Wei, Z. Challenges, threats, security issues, and new trends of underwater wireless sensor networks. J. Sens.
2018, 18, 3907. [CrossRef]

94. Ziegeldorf, J.H.; Morchon, O.G.; Wehrle, K. Privacy in the Internet of Things: Threats and challenges. Secur. Commun. Netw. 2015,
12, 2728–2742. [CrossRef]

95. Vasilomanolakis, E.; Daubert, J.; Luthra, M.; Gazis, V.; Wiesmaier, A.; Kikiras, P. On the Security and Privacy of Internet of Things
Architectures and Systems. In Proceedings of the International Workshop onSecure Internet of Things (SIoT), Vienna, Austria,
21–25 September 2015.

96. Mehta, R.; Sahnib, J.; Khannac, K. Internet of Things: Vision, Applications and Challenges. In Proceedings of the International
Conference on Computational Intelligence and Data Science (ICCIDS 2018), Procedia Computer Science, Gurugram, India, 7–8
April 2018; Volume 132, pp. 1263–1269.

97. Sfar, A.R.; Natalizio, E.; Challal, Y.; Chtourou, Z. A roadmap for security challenges in the Internet of Things. J. Digit. Commun.
Netw. 2018, 4, 118–137. [CrossRef]

98. Challa, S.; Das, A.K.; Odelu, V.; Kumar, N.; Khan, S.; Kumari, M.K. An efficient ECC-based provably secure three-factor user
authentication and key agreement protocol for wireless healthcare sensor networks. J. Comput. Electr. Eng. 2018, 69, 534–554.
[CrossRef]

99. Ranjan, A.K.; Somani, G. Access Control and Authentication in the Internet of Things Environment; Springer International Publishing:
Cham, Germany, 2016; pp. 283–305.

100. Sicari, S.; Rizzardi, A.; Grieco, L.A.; Coen-Porisini, A. Security, privacy and trust in Internet of things: The road ahead. J. Comput.
Netw. 2015, 76, 146–164. [CrossRef]

101. Garg, S.; Kaur, K.; Kaddoum, G.; Choo, K.K.R. Toward Secure and Provable Authentication for Internet of Things: Realizing
Industry 4.0. J. IEEE Internet Things 2020, 7, 4598–4606. [CrossRef]

102. Rathee, G.; Balasaraswathi, M.; Chandran, K.P. A secure IoT sensors communication in Industry 4.0 using blockchain technology.
J. Ambient. Intell. Humaniz. Comput. 2021, 12, 533–545. [CrossRef]

103. Mellado, S.H.; Clemente, R.M.; Lecuyer, V.B. Prediction of satellite shadowing in smart cities with application to IoT. J. Sens. 2020,
20, 1–19.

104. Behera, T.M.; Mohapatra, G.S.; Samal, U.C.; Han, M.G.S.; Daneshmand, M.; Gandomi, A.H. Residual energy-based cluster-head
selection in WSN for IoT application. J. IEEE Internet Things 2019, 6, 5132–5139. [CrossRef]

105. Wan, J.; Tang, S.; Shu, Z.; Li, D.; Wang, S.; Imran, M.; Vasilakos, A.V. Software-Defined Industrial Internet of Things in the Context
of Industry 4.0. J. Sens. 2016, 16, 7373–7380. [CrossRef]

106. Tan, Y.; Yang, W.; Yoshida, K.; Takakuwa, S. Application of IoT-aided simulation to manufacturing systems in the cyber-physical
system. J. Mach. 2019, 7, 2. [CrossRef]

305



Sensors 2022, 22, 2087

107. Rahman, A.; Sara, U. DistB-SDoIndustry: Enhancing security in Industry 4.0 services based on distributed blockchain through
software defined networking-IoT enabled architecture. Int. J. Adv. Comput. Sci. Appl. (IJACSA) 2020, 11, 674–682. [CrossRef]

108. Haque, M.E.; Asikuzzaman, M.; Khan, I.U.; Ra, I.H.; Hossain, M.S.; Shah, S.B.H. Comparative study of IoT-based topology
maintenance protocol in a wireless sensor network for structural health monitoring. J. Remote Sens. 2020, 12, 2538. [CrossRef]

109. Wan, J.; Chen, B.; Imran, M.; Tao, F.; Li, D.; Liu, C.; Ahmad, S. Toward Dynamic Resources Management for IoT-Based
Manufacturing. IEEE Commun. Mag. 2018, 56, 52–59. [CrossRef]

110. Bulaghi, Z.A.; Navin, A.H.Z.; Hosseinzadeh, M.; Rezaee, A. SENET: A novel architecture for IoT-based body sensor networks.
Inform. Med. Unlocked 2020, 20, 100365. [CrossRef]

111. Jesus, T.C.; Portugal, P.; Costa, D.G.; Vasques, F. A comprehensive dependability model for QOM-aware industrial wsn when
performing visual area coverage in occluded scenarios. J. Sens. 2020, 20, 1–22. [CrossRef]

112. Arroyo, P.; Herrero, J.L.; Suárez, J.I.; Lozano, J. Wireless sensor network combined with cloud computing for air quality monitoring.
J. Sens. 2019, 19, 691. [CrossRef]

113. Li, X.; Zhu, L.; Chu, X.; Fu, H. Edge Computing-Enabled Wireless Sensor Networks for Multiple Data Collection Tasks in Smart
Agriculture. J. Sens. 2020, 2020. [CrossRef]

114. Prophess, N.; Kumar, R.; Gnanadhas, J.B. Cluster Centroid-Based Energy Efficient Routing Protocol for WSN-Assisted IoT, in
journal of Advances in Science. Technol. Eng. Syst. 2020, 5, 296–313.

115. Haseeb, K.; Din, I.U.; Almogren, A.; Islam, N. An energy-efficient and secure IoT-based WSN framework: An application to smart
agriculture. J. Sens. 2020, 20, 2081. [CrossRef]

116. Forcina, A.; Falcone, D. The role of Industry 4.0 enabling technologies for safety management: A systematic literature review. Int.
Conf. Ind. 4.0 Smart Manuf. 2021, 180, 436–445. [CrossRef]

117. Birkela, H.; Müllerb, J.M. Potentials of Industry 4.0 for supply chain management within the triple bottom line of sustainability—A
systematic literature review. J. Clean. Prod. 2021, 289, 125612. [CrossRef]

118. Mrugalska, B.; Ahmed, J. Organizational Agility in Industry 4.0: A Systematic Literature Review. J. Sustain. 2021, 13, 8272.
[CrossRef]

119. Atif, S.; Ahmed, S.; Wasim, M.; Zeb, B.; Pervez, Z.; Quinn, L. Towards a Conceptual Development of Industry 4.0, Servitisation,
and Circular Economy: A Systematic Literature Review-2021. J. Sustain. 2021, 13, 6501. [CrossRef]

120. Jesús, H.O.; William, G.M.; Leonardo, Z.C. Industry 4.0: Current Status and Future Trends. In Industry 4.0 ; InTechOpen: London,
UK, 2020.

121. Wei, Q.; Siqi, C.; Mugen, P. Recent advances in Industrial Internet: Insights and challenges. J. Digit. Commun. Netw. 2020, 6, 1–13.
122. Taigang, K.V.L.; Lifeng, Z. Industry 4.0: Towards future industrial opportunities and challenges. In Proceedings of the 12th Inter-

national Conference on Fuzzy Systems and Knowledge Discovery (FSKD), Zhangjiajie, China, 15–17 August 2015; pp. 2147–2152.
123. Zhang, W.; Zhang, Y.; Gu, X.; Wu, C.; Han, L. Soft Computing. In Application of Soft Computing, Machine Learning, Deep Learning

and Optimizations in Geoengineering and Geoscience; Springer: Singapore, 2022; pp. 7–19.
124. Wang, S.; Qureshi, M.A.; Miralles-Pechuaán, L.; Huynh-The, T.; Gadekallu, T.R.; Liyanage, M. Explainable AI for B5G/6G:

Technical Aspects, Use Cases, and Research Challenges. arXiv 2021, arXiv:2112.04698.
125. Ramu, S.P.; Boopalan, P.; Pham, Q.V.; Maddikunta, P.K.R.; The, T.H.; Alazab, M.; Gadekallu, T.R. Federated Learning enabled

Digital Twins for smart cities: Concepts, recent advances, and future directions. Sustain. Cities Soc. 2022, 103663. [CrossRef]
126. Połap, D.; Srivastava, G.; Lin, J.C.W.; Woźniak, M. Federated Learning Model with Augmentation and Samples Exchange

Mechanism. In Proceedings of the International Conference on Artificial Intelligence and Soft Computing, Zakopane, Poland,
12–14 October 2021; Springer: Cham, Germany, 2021; pp. 214–223.

127. Saibabu, G.; Jain, A.; Sharma, V.K. Security Issues and Challenges in IoT Routing over Wireless Communication. Int. J. Innov.
Technol. Explor. Eng. (IJITEE) 2020, 9, 1572–1580.

306



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Sensors Editorial Office
E-mail: sensors@mdpi.com

www.mdpi.com/journal/sensors





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34

www.mdpi.com ISBN 978-3-0365-7469-1 


	A9R95udij_uo9d0i_64k.pdf
	Sensor Networks Physical and Social Sensing in the IoT.pdf
	A9R95udij_uo9d0i_64k

