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Sebastian Gärtner, Thomas Marx-Schubach, Matthias Gaderer, Gerhard Schmitz and
Michael Sterner
Techno-Economic Analysis of Carbon Dioxide Separation for an Innovative Energy Concept
Towards Low-Emission Glass Melting
Reprinted from: Energies 2023, 16, 2140, doi:10.3390/en16052140 . . . . . . . . . . . . . . . . . . . 1

Shizhang Wang, Junjie Wang, Yu Zhang, Linhan Dong, Heming Dong and Qian Du et al.
Effect of External Mineral Addition on PM Generated from Zhundong Coal Combustion
Reprinted from: Energies 2023, 16, 730, doi:10.3390/en16020730 . . . . . . . . . . . . . . . . . . . . 27

Qiaoqun Sun, Zhiqi Zhao, Shizhang Wang, Yu Zhang, Yaodong Da and Heming Dong et al.
Effects of Temperature and Chemical Speciation of Mineral Elements on PM10 Formation
during Zhundong Coal Combustion
Reprinted from: Energies 2022, 16, 310, doi:10.3390/en16010310 . . . . . . . . . . . . . . . . . . . . 51

Qiaoqun Sun, Wei Zhang, Yu Zhang, Yaodong Dan, Heming Dong and Jiwang Wen et al.
Simulation of Micron and Submicron Particle Trapping by Single Droplets with Electrostatic
Fields
Reprinted from: Energies 2022, 15, 8487, doi:10.3390/en15228487 . . . . . . . . . . . . . . . . . . . 61

Changqing Wang, Jie Xu and Zijian Zhou
A Mini-Review on CO2 Photoreduction by MgAl-LDH Based Materials
Reprinted from: Energies 2022, 15, 8117, doi:10.3390/en15218117 . . . . . . . . . . . . . . . . . . . 77

Heming Dong, Yu Zhang, Qian Du, Jianmin Gao, Qi Shang and Dongdong Feng et al.
Generation and Emission Characteristics of Fine Particles Generated by Power Plant Circulating
Fluidized Bed Boiler
Reprinted from: Energies 2022, 15, 6892, doi:10.3390/en15196892 . . . . . . . . . . . . . . . . . . . 107

Linhan Dong, Dongdong Feng, Yu Zhang, Heming Dong, Zhiqi Zhao and Jianmin Gao et al.
Effects of Solubilizer and Magnetic Field during Crystallization Induction of Ammonium
Bicarbonate in New Ammonia-Based Carbon Capture Process
Reprinted from: Energies 2022, 15, 6231, doi:10.3390/en15176231 . . . . . . . . . . . . . . . . . . . 121

Dawod S. Almayahi, James H. Knapp and Camelia Knapp
Quantitative Evaluation of CO2 Storage Potential in the Offshore Atlantic Lower Cretaceous
Strata, Southeastern United States
Reprinted from: Energies 2022, 15, 4890, doi:10.3390/en15134890 . . . . . . . . . . . . . . . . . . . 135

Min Xie, Jian Cheng, Xiaohan Ren, Shuo Wang, Pengcheng Che and Chunwei Zhang
System Performance Analyses of Supercritical CO2 Brayton Cycle for Sodium-Cooled Fast
Reactor
Reprinted from: Energies 2022, 15, 3555, doi:10.3390/en15103555 . . . . . . . . . . . . . . . . . . . 153

Zixue Luo, Zixuan Feng, Bo Wu and Qiang Cheng
Decoupling Investigation of Furnace Side and Evaporation System in a Pulverized-Coal
Oxy-Fuel Combustion Boiler
Reprinted from: Energies 2022, 15, 2354, doi:10.3390/en15072354 . . . . . . . . . . . . . . . . . . . 173

v



Jannis Hack, Seraina Frazzetto, Leon Evers, Nobutaka Maeda and Daniel M. Meier
Branched versus Linear Structure: Lowering the CO2 Desorption Temperature of
Polyethylenimine-Functionalized Silica Adsorbents
Reprinted from: Energies 2022, 15, 1075, doi:10.3390/en15031075 . . . . . . . . . . . . . . . . . . . 185

vi



About the Editors

Dongdong Feng

Dongdong Feng, Deputy Director of Carbon Neutral Energy Technology Research Institute,

Deputy Secretary of National Party Building Branch (Carbon Neutral Faculty Party Branch),

China Postdoctoral Innovation Talent, Heilongjiang Province “Excellent Youth”, Harbin Institute

of Technology Young Top Talent, Excellent Civic Worker, University Excellent Expert, National

Natural Science Foundation of China letter evaluation expert, member of “Eight Hundred

Heroes” spirit preaching group, core member of Young Scientist Studio, “Gold Medal” master’s

student supervisor, 100 excellent undergraduate graduation project supervisor, national excellent

undergraduate graduation design supervisor in energy and power category, with a comprehensive

teaching evaluation: A+.

Jian Sun

Jian Sun, Lecturer, School of Energy and Mechanical Engineering, Nanjing Normal University;

Editor, SCI Journal of Energy, “Carbon Dioxide Capture, Utilization and Storage”; Member,

International Society of Combustion and Chinese Engineering Society. Carbon Dioxide Capture,

Utilization and Storage (CUS); Reviewer of Applied Energy, Fuels, Cleaner Production, Chemical

Engineering. Research interests: mainly engaged in the development of low carbon and clean energy

technologies.

Zijian Zhou

Zijian Zhou, Lecturer, State Key Laboratory of Coal Combustion, School of Energy and Power

Engineering, Huazhong University of Science and Technology, China. Main research interests:

high-temperature thermochemical energy storage technology, the catalytic and efficient adsorption

technology for coal combustion flue gas, and research on low-temperature SCR catalyst synergistic

mercury removal technology.

vii





Preface to ”Carbon Dioxide Capture, Utilization and
Storage (CCUS)”

With the rapid growth of the world economy, carbon dioxide emissions are increasing year by

year. Currently, the increase in anthropogenic emissions of CO2 is identified as a major contributor to

global warming. In order to meet the emission reduction target and achieve near-zero CO2 emissions

by 2050, it is particularly necessary and urgent to accelerate CO2 research.

Carbon dioxide capture, utilization and storage (CCUS) technology is considered to be

one of the solutions in the near to medium term, and is gaining much attention and rapid

development worldwide, while playing a key role in mitigating climate change. This Special

Issue on “Carbon Dioxide Capture, Utilization and Storage (CCUS)” invites articles on the latest

technologies and new developments in CCUS, including but not limited to pre-combustion carbon

capture; post-combustion carbon capture; oxyfuel or chemical cycle combustion; conversion of

CO2 to synthetic fuels; biomass thermal conversion; storage of CO2 BECCUS; and other abatement

technologies.

We sincerely thank everyone who has helped.

Dongdong Feng, Jian Sun, and Zijian Zhou

Editors

ix





Citation: Gärtner, S.;

Marx-Schubach, T.; Gaderer, M.;

Schmitz, G.; Sterner, M. Techno-

Economic Analysis of Carbon

Dioxide Separation for an Innovative

Energy Concept Towards Low-

Emission Glass Melting. Energies

2023, 16, 2140. https://doi.org/

10.3390/en16052140

Academic Editors: Dongdong Feng,

Zijian Zhou and Jian Sun

Received: 13 January 2023

Revised: 8 February 2023

Accepted: 10 February 2023

Published: 22 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Techno-Economic Analysis of Carbon Dioxide Separation for an
Innovative Energy Concept Towards Low-Emission
Glass Melting
Sebastian Gärtner 1,2,* , Thomas Marx-Schubach 3,4 , Matthias Gaderer 2 , Gerhard Schmitz 4

and Michael Sterner 1

1 Research Center on Energy Transmission and Energy Storage (FENES), Technical University of Applied
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2 Chair of Regenerative Energy Systems (RES), Campus Straubing for Biotechnology and Sustainability,
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3 XRG Simulation GmbH, Harburger Schlossstrasse 6-12, 21079 Hamburg, Germany
4 Institute of Engineering Thermodynamics, Hamburg University of Technology, Denickestrasse 15,

21073 Hamburg, Germany
* Correspondence: s.gaertner@tum.de

Abstract: The currently still high fossil energy demand is forcing the glass industry to search for
innovative approaches for the reduction in CO2 emissions and the integration of renewable energy
sources. In this paper, a novel power-to-methane concept is presented and discussed for this purpose.
A special focus is on methods for the required CO2 capture from typical flue gases in the glass
industry, which have hardly been explored to date. To close this research gap, process simulation
models are developed to investigate post-combustion CO2 capture by absorption processes, followed
by a techno-economic evaluation. Due to reduced flue gas volume, the designed CO2 capture plant is
found to be much smaller (40 m3 absorber column volume) than absorption-based CO2 separation
processes for power plants (12,560 m3 absorber column volume). As there are many options for waste
heat utilization in the glass industry, the waste heat required for CO2 desorption can be generated in a
particularly efficient and cost-effective way. The resulting CO2 separation costs range between 41 and
42 EUR/t CO2, depending on waste heat utilization for desorption. These costs are below the values
of 50–65 EUR/t CO2 for comparable industrial applications. Despite these promising economic
results, there are still some technical restrictions in terms of solvent degradation due to the high
oxygen content in flue gas compositions. The results of this study point towards parametric studies
for approaching these issues, such as the use of secondary and tertiary amines as solvents, or the
optimization of operating conditions such as stripper pressure for further cost reductions potential.

Keywords: power-to-gas; methanation; oxyfuel; glass industry; CO2-separation; economic evaluation

1. Introduction

Commercial glass production is a very energy-intensive industrial process. Converting
raw materials, such as silica sand, sodium carbonate, lime, dolomite, etc., into molten glass
requires high process temperatures of up to 1600 °C. This melting process is the central
phase of glass production and accounts for 50–80% of total energy demand in overall
glass production. The dominating source for achieving the required process temperatures
has been the combustion of fossil fuels such as natural gas (NG) and crude oil for a long
time [1].

Due to the dominance of fossil fuels, glass production is currently still associated
with high carbon dioxide (CO2) emissions. The container and flat glass industry can be
considered the dominating glass-producing sector and currently emit over 60 million tons
of CO 2-emissions a year. This is more than the annual emissions of Portugal. The glass
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industry in the EU, which is the world’s largest producer [2], emits more than 20 million
tons of CO2-emissions a year, with an energy demand of more than 350 PJ. Approximately
75% of these emissions can be located in combustion processes, while the remaining 25%
are contributed by the dissociation of carbonate raw materials [3]. The level of glass
manufacturing-related CO2 emissions in Germany has stagnated at a constant level of
approximately 4 mio. t CO2-eq. per year since 2007 [4]. The CO2 emission budget from
2020 to 2050 of the entire German glass industry is 17.7 Mt CO2-eq. for a strict 1.5 °C
climate target and 112.0 Mt CO2-eq. for a 2 °C climate target [5]. Due to the current high
CO2 emissions of the global glass production, as well as these severely limited remaining
emission budgets, fast and effective measures to reduce emissions in the glass industry are
of vital importance.

Of course, there are efforts towards greater sustainability and climate protection in the
glass industry. Accordingly, there are many research approaches and developments for the
decarbonization and the integration of renewable energies into the glass-melting process.
The most important concepts are all-electric melting and the switch to hydrogen (H2) as
combustion fuel instead of NG [6]. However, all of these concepts, despite their promising
CO2 emissions reduction potential, have certain restrictions:

All-electric melting is well established for small-scale glass melting systems, but large-
scale applications are still controversial [7]. Recent all-electric melting projects have made
some progress and could reach melting capacities of up to 250 t/d . However, the complex
melting tank design and extensive heat control strategies of such large scale melting tanks
are challenging and result in high investment and operating costs [8]. In addition, a low
glass production rate (so called pull rate) flexibility, short melting tank lifetime, high
electricity costs, and low operating experience are disadvantages. Besides that, not all glass
types are feasible for all electric melting, for example, non-ionic glasses [6].

Recent projects, such as HyGlass [9], HyNet [10], and Kopernikus P2X [11], have
investigated hydrogen as a fuel substitution option. Since the combustion of H2 does
not cause any CO2 emissions, this would significantly reduce the CO2 footprint of glass
melting. However, the total CO2 emissions of the glass industry are not only caused by
fossil fuel combustion but also by carbonate reactions during batch to melt conversion. As
a switch to H2-combustion will not influence the batch composition of glass manufacturing,
further CO2 emissions will remain. The CO2-emission reduction of H2-combustion-based
melting systems will significantly depend on the means of hydrogen production (green,
blue, grey,. . . H2). To date, only H2 production based on renewable energies can guarantee a
large reduction in CO2 emissions (green H2). Current scientific debates mainly focus on the
climate impact of blue hydrogen. Ref. [12] states that blue hydrogen comes with only 9–12%
less CO2 emissions compared to conventional (i.e., grey) hydrogen. However, according
to [13], the climate impact of blue hydrogen significantly depends on the key parameters
such as methane emissions during the natural gas supply chain, CO2 capture rate during
production, and the applied global warming metrics. Thus, the authors concluded that blue
hydrogen can be competitive to green hydrogen production in terms of climate impacts, if
state-of-the-art process technologies and metrics are applied [13].

However, both green and blue H2 are still very cost-intensive and are therefore not
fully economically competitive with established fossil fuels. In addition, H2 shows a
very different combustion behavior, including higher flame temperatures, different flame
velocity, faster ignition behavior, and changed heat radiation properties [8]. Some of these
effects are compensated by oxyfuel combustion, for example, changes in adiabatic flame
temperature, as shown in [8]. Nevertheless, there are still some uncertainties, such as the
effects of higher water content in the flue gases in the firing chamber on glass quality, and
the melting tank life time.

Scope of This Work

Due the limitations of currently discussed decarbonization options, there is an urgent
need for innovative energy concepts which allow the integration of renewable energies, a

2



Energies 2023, 16, 2140

reduction in CO2 emissions, and which ideally have no impact on the established melting
processes. This work is the first to demonstrate the integration of a power-to-methane
(PtM) system into the glass-melting process that meets all of these requirements. Since
the PtM concept has been known for a long time as a sector-coupling option in energy
systems [14,15], there are a lot of established technical options for most of the process steps.
The state of the art of these established options is briefly described, before the remaining
open process of CO2 capture from exhaust gases is discussed in detail. Since CO2 capture
from exhaust gases in the glass industry has not yet been considered in this particular
application, this process shows the most extensive research and development demand.
Therefore, a technology concept for the integration of amine-based CO2 capture processes
into the already existing flue gas treatment systems of the glass industry is presented, and
various possibilities of waste heat utilization are investigated. The main focus of this work
was the techno-economic analysis of the CO2 separation concept, in order to provide a
basis for the economic analyses of the entire PtM system in future work.

2. Integration of Power-to-Methane into Oxyfuel Glass Melting

Figure 1 shows a simplified process flow sheet for the integration of PtM into oxyfuel
glass melting processes.

Storage system 1

Hydrogen (H2)

Storage system 2
Oxygen (O2)

H2

H2

O2

O2 SNG

Raw gas

Filter residues

H2O 

Electricity 

Process unit 1-6 Storage system Energy streamMaterial stream

CO2

T = 200 - 600 °C    p = 20 - 80 bar

Waste heat of
methanation

Waste heat of
melting tank

Waste heat of
flue gas cooling

Desorption
heat demand

Flue gas
treatment

H2O 

Electrolysis
1

4 H2O → 4 H2  + 2 O2

Methanation

4 H2 + CO2 → CH4  + 2 H2O

CH4 + 2 O2 → CO2  + 2 H2O

Clean gas

CO2 Separation

lean on CO2

CO2

from batch
Oxyfuel melting tankClean gas

rich on CO2

2.1 3

456

2.2

Figure 1. Simplified flow sheet of the integration of power-to-methane (PtM) into oxyfuel glass
melting processes.

In the first process unit (Figure 1, 1 ), water (H2O) is separated into (H2) and oxygen
(O2) by electrolysis. Both H2 and O2 are subsequently stored in compressed gas storage
systems (Figure 1, 2.1 and 2.2, details in Section 2.1.2). Besides H2, O2 is also an important
product for downstream PtM processes, as it can be used in oxyfuel combustion (see
Section 2.1.4).

The intermediate storage of H2 is necessary due to the technological restrictions on the
flexibility of the downstream catalytic methanation process (Figure 1, 3, details on which
can be found in Section 2.1.3). In methanation, H2 reacts with CO2 in a pressure range of
20–80 bar and a temperature range of 200–600 °C in a catalytic process to form CH4 and
steam. The exact thermodynamic characteristics of methanation reactors may vary for each
specific reactor design. As CH4 is the main component of fossil natural gas compositions,
the methanation product stream is also referred to as synthetic natural gas (SNG).
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SNG is subsequently used in the oxyfuel glass melting furnace (Figure 1, 4) with O2
from electrolysis. Thus, the technique of O2 production in glass manufacturing processes
via energy intensive air separation units established to date can be avoided, by utilizing
combined effects in the overall process. In oxyfuel glass melting, CO2 is mainly emitted
from combustion (approximately 90%), but also from carbonate reactions during the batch-
to-melt conversion (approximately 10%, depending on batch composition) [16]. CO2 is
subsequently emitted from the melting tank by the exhaust gases.

In the flue gas treatment process (Figure 1, 5), pollutants such as NOx and SOx are
removed due to regulatory air pollution control laws. Such flue gas cleaning processes were
introduced in the 1990s and aim to improve air quality, protect the health of residents, and
reduce environmental pollution [6] . The used technologies are scrubbers, electrostatic, and
cloth filters, as well absorption-based processes [17]. Since the separation of pollutants such
as NOx and SOx is important for air pollution control, but not for the described integration
concept for PtM processes, the separation technology and its costs will not be discussed
in detail.

However, these processes do not focus on CO2-separation from flue gases. Therefore,
an additional separation process is included in the concept to remove CO2 from cleaned
flue gases Figure 1, 6. The separated and purified CO2 is subsequently used as a product
stream for the methanation process. Holistically, this concept for integrating PtM into
glass melting processes creates an almost closed carbon cycle (depending on CO2 capture
rate), which enables a significant reduction in greenhouse gas emissions. Additionally, the
established oxyfuel glass melting processes, associated with highly stable glass quality
and output, can still be used. Moreover, a switch to a renewable electricity supply from
fluctuating sources such as wind and solar power can be achieved, without losing proven
know-how and associated process stability.

However, the multiple process steps such as electrolysis, storage, and methanation
lead to losses in the overall efficiency of the system. Thus, access to low-cost energy from
renewable sources, as well as high costs for natural gas or CO2 emission certificates, are
crucial for the economic viability of the overall concept. In addition, only a renewable
energy supply for electrolysis will lead to a reduction in total CO2 emissions (see [8]).

There are adequate technical options with a significant degree of technological readi-
ness for the most important PtM process steps electrolysis, H2 and O2 storage, and metha-
nation (see Section 2.1). However, CO2 capture from the flue gases of the glass industry has
not been investigated in detail yet. To close this research gap, this work discusses the tech-
nical background and options for CO2 separation processes in the glass industry in detail
(see Section 2.2, provides a simulation-based design approach for such plants, (Section 4),
and investigates the techno-economic evaluation of CO2 separation from the flue gases of
the glass industry (Section 5.2).This techno-economic analysis focuses explicitly on CO2
capture, not on the overall concept. The economic evaluation of the overall system that
includes electrolysis, storage concepts, and methanation will be investigated in subsequent
work.

2.1. State-of-the-Art of Process Components
2.1.1. Electrolysis

Alkaline (AEL), solid oxide (SOEC), and polymer electrolyte membrane electrolysis
(PEMEL) can currently be considered the most technically established processes for this
purpose [14,18]. AEL has the highest technology readiness level (TRL) 9, but only offers
limited part-load capability (30–100%) due to thermal restrictions [18]. SOEC would offer
the highest efficiency of all options (up to 95% [19]), but requires an operating temperature
level of 600–1000 °C [18]. This temperatures can be provided in an energy-efficient way
by integrating the waste heat from catalytic methanation. However, the heating and
cooling creates a thermal inertia of SOEC, which impedes rapid adaptation to fluctuations
of renewable energy sources. In addition, the TRL of 5–6 is the lowest of all technical
options described here. The most promising technology for the application proposed in
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this work is PEMEL, as it has the widest part-load capability (0–100%) and can thus adapt
to the fluctuations of renewable energy sources such as wind power and photovoltaic.
While the TRL of AEL is considered to be mature, the TRL of PEM is slightly behind [20].
Nevertheless, PEM electrolyzers are already available in the power categories of multiple
MW (e.g., Siemens Silyzer 300 [21]) and the technology can therefore be considered to be
of commercial technology status [20]. Development potential is primarily focused on the
industrial series production of this electrolysis technology, which is expected to result in a
significant reduction in costs [14].

2.1.2. Gas Storage

In general, there are various options for H2 storage:

• Physical storage technologies such as compressed gas, liquid, or cryo-compressed H2
storage [22].

• Adsorption technologies, relying on carbon-based materials such as multi-walled
carbon nanotubes (MWCNTs), metal–organic frameworks (MOFs), or zeolites [22].

• Adsorption technologies, based on metal hydrates, like iron-oxide pellets [23].
• Chemical H2 storage including liquid organic hydrogen carriers (LOHCs) [24],

For the process described in this work, H2 storage in pressurized gas tanks is currently
the most suitable option. It is described as technologically mature and therefore a compar-
atively cost-effective option, especially in combination with battery storage systems [22].
Nevertheless, the application of innovative H2 storage technologies within the described
PtM process should be focused on in further research. The especially high waste heat
potential in glass melting processes offers attractive options for an energy-efficient use of
LOHC or iron-oxide based H2 storage technologies.

Storage system 2 in Figure 1 is necessary to ensure a constant flow of O2 for a stable
combustion process in the melting tank. Various options for O2 storage have existed at
the industrial scale for a long time and can therefore be considered robust [25]. To date,
the O2 required for oxyfuel combustion in the glass industry has primarily been produced
by air separation using vacuum pressure swing adsorption (VPSA) processes [25]. This is
performed either directly at the industrial site, or by delivery and storage in compressed
gas tanks (liquid O2). In both cases, oxygen storage facilities are usually available on site.

2.1.3. Methanation

Currently, thermocatalytic and biological methanation are the main technologies being
discussed for use in power-to-gas systems [18,26]. Due to its higher TRL and technical
performance, catalytic methanation is mainly used in large-scale PtM plants [14].

However, this methanation process requires constant operating conditions to achieve
a high CH4 content in the synthetic natural gas (SNG). For this purpose, the feed gases
CO2 and H2 must be supplied in the ideal stoichiometric ratio of 1:4. In addition, pressure
and temperature conditions must be constant to avoid damages on the catalysts through
hot-spot formation. From a thermodynamic point of view, low temperatures, and high
pressure would be ideal for a high conversion rate. However, the exothermic nature of the
dominant methanation reactions challenges the operation at the thermodynamic optimum.
For many commercially available fixed-bed reactors, an operating temperature of 300 °C
and a pressure of 20 bar have proven to be suitable operating conditions. Nevertheless,
the operating temperatures of established reactor concepts vary between 200 and 600 °C
and a pressures range of 20–80 bar [18,26]. In any case, the effective cooling of the reactor is
required. In the PtM system described above, this waste heat could be used for SOEC or
CO2-desorption (as can be seen in Section 2.2).

In addition to the technical properties mentioned above, the purity of CO2 is crucial
for a stable methanation process. In order to investigate the effects of CO2 impurities on
methanation, experiments investigating the direct methanation of flue gases for different
types of power plants were performed. The flue gases investigated were obtained both
from lignite-fired power plants with conventional combustion and from pilot plants with
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oxyfuel combustion. In both cases, the direct methanation of the flue gases led to heavy
damage on the catalyst, so that the experiments had to be stopped. However, oxyfuel
flue gases could ensure stable methanation after purification and treatment. Within these
investigations, mainly SO2 and halogen compounds (F, Cl, Br, At, TS) have been described
as strong-acting catalyst toxicants [27,28].

2.1.4. Oxyfuel Glass Melting Tank

In oxyfuel combustion processes, a fuel such as natural gas is burned in a pure oxygen
atmosphere instead of ambient air. Oxyfuel combustion is more energy-efficient because
the nitrogen content in the furnace atmosphere is significantly reduced, thus lowering the
thermal capacity of the exhaust gases. This also enables improved mass transport in the
combustion chamber. In addition, a higher adiabatic flame temperature is achieved [29].
The higher overall efficiency of this combustion technology also enables a reduction in CO2
emissions compared to the regenerative processes that are primarily used at present. A
major limitation of this technology has been the energy-intensive production of oxygen
and the associated higher investment costs. Nevertheless, oxyfuel furnaces are established
state of the art, especially in the special glass production sector. Due to the much more
energy-intensive glasses that are molten for this purpose, the higher efficiency of oxyfuel
melting offers an economic advantage [8].

2.1.5. Flue Gas Purification Systems

Currently, mainly fabric filters and electrostatic precipitators are established for flue
gas purification in the glass industry. These cleaning systems are primarily aimed for
compliance with air pollutant limits set by country-specific regulations. The air pollutants
relevant for the glass industry are mostly dust resulting from turbulence in the furnace,
carbon monoxide (CO), sulfur and nitrogen oxides (SOx, NOx), as well as hydrochloride
and fluoric acid (HCl, HF). While NOx and CO emissions are mainly caused by combustion,
SOx-, HCl-, and HF-emissions occur due to glass batch impurities. To remove these air
pollutants from the flue gas mixture, sorbents such as lime (calcium hydroxide, Ca(OH)2)
are used, which then deposit as so-called filter dust. In order to prevent the filter systems
from being damaged by excessively high gas temperatures, a heat exchanger is usually
installed upstream to cool the uncleaned flue gases. Fabric filters in particular are much
more sensitive to high gas temperatures than electrostatic filters.

2.2. CO2 Separation

Technologies for CO2 capture from combustion processes can be categorized as pre-
combustion, post-combustion processes, and processes that are directly connected to com-
bustion (in this work, further referred to as “in-combustion” processes). Pre-combustion
processes primarily involve the separation of CO2 from fuels such as natural gas or pul-
verized coal, in order to prevent CO2 emissions prior to combustion. These are mainly
absorption processes with solvents such as rectisol, selexol, or purisol. Such processes are
widely established in the petrochemical industry, for example, to avoid the acidification of
natural gas and to be able to offer a high-purity product [30].

In-combustion processes such as chemical looping or so-called oxyfuel processes are
directly involved in the combustion process. In the chemical looping process, metal oxides
are added to the combustion chamber in fluidized bed reactors in order to effect a redox
reaction, binding the CO2 [31]. Oxyfuel processes are closely related to the combustion
process described above. When natural gas is burned in pure oxygen, the exhaust gas
theoretically consists only of CO2 and water vapor. The H2O can then be condensed by
cooling and a highly pure CO2 stream would remain [30]. However, both processes are
unsuitable for the glass industry. Metal oxides in the combustion chamber would also
react with the glass batch, thus negatively affecting the glass quality. The separation of
CO2 by cooling is unsuitable, since the exhaust gases in the glass industry also contain
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evaporation from the molten glass (Section 3). Accordingly, the CO2 product stream would
be contaminated after the condensation of H2O.

Post-combustion processes concern the capture of CO2 from combustion flue gases.
Membrane processes as well as the adsorption and absorption processes are discussed
for this purpose. Membrane processes provide for the separation of CO2 from the flue
gas stream by means of molecular lattices. However, these membranes are currently not
yet sufficiently temperature-stable and scalable for rapid implementation. Adsorption
processes are currently mainly used for CO2 capture from ambient air, known as direct
air capture [32]. However, de- and adsorption cycles are still too slow for application in
exhaust gas streams and are not available in sufficient capacity [30]. For CO2 capture from
exhaust gases, absorption processes are currently being discussed as the main option [30].
In particular, the use of monoethanolamine (MEA) as an absorbent is widely investigated
and can be considered a standard. However, MEA can suffer from degradation, caused
by carbamate polymerization, as well as oxidative and thermal degradation. Therefore, a
switch to more stable and efficient solvents is widely discussed [33,34].

Nevertheless, CO2 absorption processes can be considered the most promising tech-
nology for the glass industry, since they have been investigated for a long time and have
already been tested in several worldwide projects for the separation of CO2 from flue gases.
They were also proposed for applications in other industry sectors, such as the cement
industry [35].

The integration of such a post-combustion CO2 absorption plant is preferably realized
after the already existing flue gas purification systems. At this point, the exhaust gases
are already cleaned of harmful residues such as dust and a large proportion of the SO2
emissions. A flowsheet for this integration is shown in Figure 2a).
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Figure 2. (a) Flowsheet for the conceptual integration of a CO2 separation processes in glass melting
systems. (b) Principal flow sheet of the components of a CO2 absorption plant with an amine-based
solvent.

CO2 separation from flue gases using absorption process can be divided into two main
process steps. First, CO2 reacts with the lean aqueous amine solution (30 wt.-% MEA in this
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case), in the absorber column. The rich solvent, containing chemically bounded CO2, enters
the stripper column by passing a lean/rich heat exchanger. This preheats the rich solution
close to the stripper operating temperature of approximately 120 °C and consequently
cools the lean solution. In the stripper column, the MEA solution is regenerated by an
endothermic process. Therefore, low-pressure steam is supplied to the reboiler to maintain
stable regeneration conditions. A temperature level of at least 150 °C and a pressure of
2 bar are required to ensure an efficient desorption process.

This thermal energy demand for the desorption of CO2 is considered to be the main
cost factor during the long-term operation of amine-based CO2 separation plants. In
power plant technology, usually steam from intermediate stages of turbines is used for
this purpose. This reduces the electrical power output of the turbines and thus has a
significant impact on the increased electricity production cost of carbon capture power
plants. However, the PtM concept introduced in this work offers several options for waste
heat utilization to meet the desorption heat demand in an energy-efficient way.

2.3. Heat Supply for CO2 Desorption

The ability to provide the necessary heat for desorption process is crucial for the
economic viability of a post-combustion CO2 absorption plant. Especially for heat-intensive
processes at common temperature levels of the glass industry, the use of waste heat from
these processes for steam generation is evident. Figure 2a shows the most promising
waste heat sources of the PtM process for the glass industry, namely (i) methanation,
(ii) melting process, and (iii) the flue gas filter unit. These options will be described in
greater detail below.

It should be mentioned that waste heat is also generated during PEM electrolysis.
Depending on the performance and design of PEM electrolysis systems, either water or
air cooling is used. The temperature level of this waste heat is at approximately 80 °C [19].
Therefore, the utilization of this waste heat potential for steam generation is limited. Further
processing, for example, by means of high-temperature heat pumps would be required to
generate steam on the required temperature and pressure levels of CO2 desorption. Due to
these limitations, the waste heat option of PEM electrolysis is not considered in detail in
this work.

2.3.1. Waste Heat of Thermochemical Methanation

For thermochemical methanation processes, the continuous cooling of reactors is
required to prevent the degeneration of established catalyst materials. Otherwise, the
exothermic nature of the dominant reaction processes would lead to catalyst particle
sintering. Commercially established tubular bulb reactors for methanation processes are
usually operated at a temperature level of 300 °C and a pressure of 20 bar. Usually water
cooling is a common way to maintain constant operating conditions in these reactors,
generating steam at a temperature of approximately 260 °C and a pressure of 45 bar [36].
A Sankey diagram of tubular bulb reactors for methanation and their cooling process is
shown in Figure 3.

Feedgas
CO2 + H2

SNG 80 %

Heat 16 %

Heat 100 % Steam (45 bar, ~260 °C) 90 %  
Steam (30 bar, ~240 °C) 10 % 

Loss 4 %

Figure 3. Sankey diagram of a tubular bundle methanation reactor [36].
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2.3.2. Waste Heat of Melting Tank

Due to the melting temperatures of up to 1600 °C, as well as an efficiency of approxi-
mately 42% of oxyfuel furnaces [8], a high waste heat potential occurs in the direct furnace
environment. However, the use of this heat reservoir is limited by a number of restrictions.
For example, the installation of heat exchangers close to the furnace wall is restricted,
since permanent access for industrial maintenance and servicing must be ensured. The
remaining option is to use the heated ambient air close to the tank environment. However,
the low-temperature level of the ambient air (below 100 °C) is an obstacle for the generation
of process steam at the temperature and pressure level required for CO2 desorption [17].

2.3.3. Waste Heat of Flue Gas Treatment

In many cases, the waste gases from the furnaces are still at too high a temperature
level to be directly passed on to a filter system. In particular, the textiles in the cloth filter
systems are sensitive to excessively high temperatures. Therefore, heat exchangers are
installed in many flue gas cleaning systems to cool flue gases to a suitable level for filter
systems. The heat recovered in this way is used, for example, to supply heat to office and
administration buildings at glass industry sites [37]. In some cases, however, the reheating
of the waste gases is also necessary to ensure sufficient flow conditions for the removal of
waste gases through pipes and stacks [17,38].

3. Flue Gas Properties and Composition

Detailed data on the flue gas composition and properties must be available to enable
an evaluation of the CO2 separation process. However, the composition of flue gases in
the glass industry is highly variable. The main influencing factors are: batch composition,
cullet fraction, glass type, melting technology, and fuel, as well as flue gas treatment and
cooling. Therefore, a literature screening was conducted for data from the flue gas analyses
of melting systems, suitable for the application of the PtM process presented in this paper.
The exhaust gas study by Roger et al. [39] was identified as the most promising source.

In this study, flue gas analyses were performed on several special glass melting tanks.
The aim was to investigate the potential for the removal of boron compounds (namely
boric acid (H3BO3) and meta boric acid (HBO2)) from the flue gases generated during the
melting of the typical borosilicate glasses. Although these investigations do not fully meet
the scope of this work, several oxyfuel melting systems were investigated that would be
well suited for the use of a PtM system. The most promising system is the one with the data
given in Table 1. For the studies in this work, a conventional soda-lime glass, was assumed
to be molten in this furnace. Compared to borosilicate glass, soda-lime glass changes the
chemical composition of the glass batch while maintaining the technical design of the
melting tank. Melting a soda-lime glass further results in the absence of boron compounds
in the flue gas. The effects of boron compounds, such as H3BO3) and HBO2, on currently
established absorbents such as MEA have not been investigated to date and are therefore
unpredictable.

Table 1. Key figures of the melting system investigated in [39].

Parameter Value

Melting technology Oxyfuel
Operating temperature 1600 °C

Thermal power 6.08 MW
Fuel Natural gas H

Glass type borosilicate
Nominal pull rate 40 t/d
Operating hours 8760 h/year

The flue gas properties and composition shown in Table 2 were used for the examina-
tion of the CO2 absorption plant in this work. Additional thermodynamic properties for
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the flue gases were calculated using the open source software Cantera with GriMech 3.0
reaction mechanism [40,41].

Table 2. Flue gas composition and properties for the examination of the CO2 absorption plant. Based
on the experimental results of [39], additional properties are calculated using [40,41]. STP = standard
temperature and pressure conditions (0 °C; 1.0135 bar). Numbers of gas compositions refer to Figure 2.
1© raw gas before flue gas treatment. 2© cleaned gas after flue gas treatment unit, entering the CO2

separation process. 3© clean gas composition after CO2 separation.

1© 2© 3©
Properties Unit Raw Gas Clean Gas Clean Gas

Rich on CO2 Lean on CO2

Temperature °C 470 226 26
Volume flow rate:

- Dry m3/h 4780 6910 4290
- Wet m3/h 5910 8020 4437

Density at STP kg/m3 1.266 1.268 1.161
Spec. heat capacity (cp) J/(kg·K) 1219.2 1138.4 1022.5

Composition

H2O Vol% 19.1 13.8 2.3
O2 Vol% 19.8 20.5 24.8
CO2 Vol% 11.3 7.0 0.8
N2 Vol% 49.8 58.7 71.1

Trace Substances

Dust mg/m3 1482 0.3 -
HCl mg/m3 2.6 0.2 -
HF mg/m3 72.7 0.5 -
SO2 mg/m3 19.0 8.1 -

It should be noted that the volume fractions of CO2 in the flue gas are very low, while
N2 and O2 are very high for an oxyfuel combustion system. It can be concluded that in this
particular case, high amounts of ambient air are entering the flue gas system. The rise of
O2 fractions from raw gas to clean gas may also be explained due to ambient air leaks in
the system. It should be noted, that such flue gas compositions are based on experimental
results from existing glass melting plants, with no further explanations for the presumed
high ambient air content provided by the study [39]. However, for the sake of the most
energy-efficient overall process, this high ambient air content should be avoided, as it can
result in a higher CO2 concentration in the flue gas. This would have a positive effect on
the specific heat requirement (MJ/kg CO2) of the CO2 separation.

4. Materials and Methods
4.1. Simulation Approach

The technical and economic analysis of CO2 capture from the flue gases of the glass
industry requires the design and sizing of the plant components. For this work, the process
simulation tool Aspen Plus was used for component design. Numerous other studies found
this approach to be useful and validated [42,43]. The most important equipment of the CO2
capture plant, namely the absorber and stripper column (as can be seen in Figure 2), were
designed in detail, using the simulation results of the Aspen Plus model (v12).

The flowsheet of the Aspen Plus model is depicted in Figure 4. The columns are mod-
eled in detail using a rate-based approach. The other components, namely the compressor,
the pump, or the heat exchanger were modeled in a simplified way. The ELECNRTL
property method in Aspen is used to calculate the media data using the eNRTL model for
the liquid phase and the Redlich–Kwong equation of state for the vapor phase.
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Figure 4. Main flow sheet overview of Aspen Plus Model used for the simulation.

The dissociation reactions are considered by defining the equilibrium reactions, whereas
the kinetics are considered for all reactions including CO2 as a reactant using built-in power
laws in Aspen Plus. Because of the fast reaction of the CO2, the liquid film is discretized
in five parts. As structured packings, the Melapak 250Y from Sulzer [44] are used in all
columns. The mass transfer coefficients, interfacial areas, and column hold-up are cal-
culated using the correlation of Bravo et al. [45,46]. The heat transfer coefficients were
determined according to the theory of Chilton and Coburn [47].

In order to ensure the validity of the mass balance, it would be an obvious step to
close the loop in the Aspen model. However, this significantly decreases the numerical
stability of the model. Thus, the mass balance is controlled using the built-in optimizer in
Aspen Plus. The CO2 mass balance is controlled by the heat flow rate to the stripper. All
other minor components such as oxygen or nitrogen are varied in such a way that the mass
balance is fulfilled. The carbon capture rate is controlled by using the solvent flow rate. To
ensure that the plant is operated at the optimal operation point, the lean CO2 loading (CO2
loading at absorber entry) is varied by the optimization function.

In order to calculate the column diameters, the fractional approach to maximum
capacity is used in Aspen Plus [48]. A factor of 0.65 is chosen. A constant capture rate of
90% is set using the lean solvent mass flow. The heat flow into the reboiler in the stripper
column is varied in such a way that the CO2 mass balance is met. The lean solvent loading
is varied to ensure an optimal operation point of the plant and minimum heat demand
in the reboiler. The packed column height was set according to [42], and the relevant
parameters of the plant are listed in Table 3.

Table 3. Assumed design parameters of amine scrubbing plant.

Parameter Value

Solvent temperature at absorber inlet 35 °C
MEA-concentration 30 w. %
Desorber pressure 2 bar

Absorber flue gas outlet pressure 1 bar
CO2 product temperature 25 °C

Washing fluid temperature 25 °C
Desorber solvent inlet temperature 105 °C

Carbon capture rate (set point) 90%

In order to calculate the equipment costs, a comparison with an identical system is
required (as can be seen in Section 4.3). Therefore, a simulation model was developed for
the CO2 separation plant with the exhaust conditions 2© shown in Table 2 and another
was developed for the reference CO2 absorption plant described in [43,49]. In addition, the
operating parameters shown in Table 4 are assumed for the CO2 separation plant. Due to
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the continuously operated glass melting tank, operating hours of 8688 h/year are assumed
for the CO2 separation plant. These high operating hours are necessary to guarantee a
sufficient separation rate of 90% CO2. This assumption for operating time is higher than
the reported 7500 operating hours from [49]. However, operating hours of more than
8500 h/year are a common assumption in other studies, investigating CO2 separation from
industrial processes [50].

Table 4. Operation parameter of the designed CO2 absorption plant. All parameters are based on [49],
unless indicated otherwise. * Own simulations.

Parameter Value

Specific desorption heat demand 928 kWh/t CO2
Reboiler heat power 915 kW

Life time 20 years
Operating hours 8688 h/year

MEA degradation rate 1.5 kg/t CO2
Cooling water make up 1.0 m3/ GJ thermal

Water cooler duty 640 kW
CO2 product temperature 26 °C

CO2 product pressure 2 bar

CO2 emissions before [8] 9601 t CO2/year
CO2 separation rate 90%

CO2 avoided * 8641 t CO2/year
CO2 emissions after * 960 t CO2/year

4.2. CO2 Compression

After the CO2 separation unit (Figure 1, 6 ), the separated CO2 is available at a pressure
of approximately 2 bar and a temperature of approximately 26 °C. Thus, to reach the
operating pressure of the methanation reactor of approximately 20 bar, CO2 compression
is required. The required pressure of the methanation reactor is much lower than the
usual pressures for the underground storage of CO2 in established carbon capture and
storage concepts of up to 120 bar [51]. To date, to achieve this high compression from 2
to 120 bar, four-stage compression processes have been suggested for CCS concepts [51],
which might no longer be required for the reduced compression ratio from 2 to 20 bar for
the PtM concept. Due to the significant deviations in the compression processes of the PtM
concept described in Figure 1 and the described process in [43], a detailed evaluation of the
compression energy demand and investment cost is conducted. In [51], the required power
demand for CO2 compression is calculated as:

Pel = αel · ln
(

Pout

Pin

)
· ṁCO2 (1)

where Pel is the electrical power demand in kW, αel is the compressor power constant of
87.85 kW/kg CO2, Pin and Pout are the inlet and outlet pressure in Pa, respectively, and
ṁCO2 is the inlet CO2 mass flow in kg/s. Moreover, the calculation of investment costs in a
CO2 compressor is suggested as [51]:

I =
(

α1 · ṁCO2
α2 + α3 · ln

(
Pout

Pin

)
· ṁCO2

α4

)
· ṁCO2 (2)

where I is the investment cost in EUR and ṁCO2 is the CO2 mass flow in kg/s. αn are
empiric constants, determined as α1 = 0.1 · 106 in EUR/(kg/s), α2 = −0.71, α3 = 1.1 · 106 in
EUR/(kg/s) and α4 = −0.60 [51]. The results of the calculations obtained from Equations (1)
and (2) were validated against vendor information [52].
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4.3. Economic Analysis

The costs of the plant components were calculated using the “estimating equipment
cost by scaling” method, described in [53]. For this purpose, the costs of closely related
reference plant equipment kr is compared to the equipment cost of the proposed plant ke
by an exponential factor m:

ke = kr

(
G
Gr

)m
(3)

The basis of the characteristic component parameters of the reference equipment Gr
include, for example, the column volume, pump mass flow rate, or heat transfer area. These
parameters are in relation to that of the proposed plant G. Various degression exponents
m < 1 for the respective components allow the cost comparison for each equipment type.

Other components of the investment costs, such as installation, instrumentation and
control, piping, or electricity supply can be subsequently calculated as a proportion of total
equipment costs, such as that proposed by [53] and already used for similar approaches
for cost calculations of CO2 absorption plants [49]. The well-established equivalent annual
cost (EAC) method was used to calculate the costs of owning and operating assets over
their entire life time. Further assumptions for cost parameters are shown in Table 5.

Table 5. Assumptions for cost calculations of CO2 absorption plant. All parameters are based on [49],
unless indicated otherwise.

Parameter Value

Interest rate 5.0% p.a.
Maintenance cost 4.0% of FCI

MEA price 1000 EUR/t
Cooling water cost 0.20 EUR/m3

Operating labor cost, based on [54,55] 45.00 EUR/h
Electricity costs [8] 0.12 EUR/kWh

According to [54], hourly gross salaries in Germany for operating labor in maintenance
and repair are between 15.89 and 30.96 EUR/h, depending on the company, industry sector,
and location. Ref. [55] stated a gross annual salary of EUR 47,756 for maintenance and repair
operating labor. Given the standard 40 h work week in Germany, this results in a gross
hourly wage of 22.26 EUR/h. In Germany, however, companies have to pay additional
insurance, taxes, and levies (ITL) on top of the gross wages of employees. To account
for these costs, an additional ITL-factor of 1.7 can be considered on the gross salary. The
45 EUR/h, named in Table 5 thus results in a gross hourly wage of 26.47 EUR/h, which
meets both the published data of [54,55].

The “ProcessNet—Chemical Plant Price Index for Germany” was used to take inflation-
related price development since 2007 as well as increased material, distribution, and
logistics costs into account. According to this index, prices have risen by 21.5% since 2008.
Due to the impact of the global COVID-19 pandemic, the effects of production cutbacks,
and limited logistics capacities are particularly evident from 2020 onward. By 2019, the
increase would have been only 16% (see Figure A1) [56].

5. Results and Discussion
5.1. Simulation Results

For CO2 absorption plants, the absorber and stripper column, as well as the gas blower
and the cooling water pump for the pre-scrubber are the main cost factors with a share
of more than 80% [49]. Therefore, relevant comparative parameters for Equation (3) were
considered with particular detail during simulations. The most important results are shown
in Table 6. In addition, columns 4 and 6 in Table 7 show the simulation results for the CO2
absorption plant considered in this work, as well as the reevaluation of the reference plant,
considered in [43,49].
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Table 6. Major simulation results for the design of the amine scrubbing plant

Parameter Value

Absorber diameter 0.95 m
Desorber diameter 0.5 m
Scrubber diameter 0.95 m
Solvent flow rate 2.28 kg/s

Heat demand in stripper 556.5 kW
Specific heat demand in stripper 3.354 MJ/kg CO2

CO2 purity 99.3%
CO2 product mass flow 0.167 kg/s

Washing fluid temperature 25 °C
Desorber solvent inlet temperature 105 °C

Carbon capture rate 90%

The sizing of the effective column diameters of the absorber and desorber is crucial for
the adequate operation of CO2 capture processes from flue gases. These were determined
in the developed ASPEN Plus model by linear optimization with a 90% CO2 capture rate
as a boundary condition. For the desorber, this results in a diameter of 0.95 m for the flue
gas volume flow rate and composition specified in Table 2. The effective desorber column
diameter is determined as 0.50 m. The required heat output of the desorber of 556.5 kW, or
the specific heat requirement of 3354 MJ/kg CO2 must be provided by the reboiler. The
CO2 capture system can avoid 8641 t CO2/year.

5.2. Cost Calculation Results

Cost calculations for the CO2 absorption plant were determined considering the
following steps:(i) calculation of equipment cost (Section 5.2.1); (ii) calculation of capital
expenditures (CAPEX, Section 5.2.2)); (iii) calculation of operational expenditures (OPEX,
Section 5.2.2); and (iv) the calculation of resulting CO2 separation cost (Section 5.4).

5.2.1. Equipment Cost

Table 7 gives an overview of the equipment cost for both the modeled CO2 absorption
plants. Details concerning the reference plant are given in [49]. The plant for this work was
designed for the same CO2 capture rate of 90% and stripper operating conditions of 2 bar
and 130 °C.

The absorber column is the most cost-intensive plant component, both in the original
CO2 separation plant and in the newly designed plant for the glass industry. The costs for
the absorber are approximately EUR 340,000. The second most important contribution to
equipment costs is related to the stripper column, at approximately EUR 110,000. Accord-
ingly, another 20% of the total costs are contributed by the stripper. To date, 85% of the total
equipment costs can be attributed to the most important columns in the process. Other
important and cost-relevant items are the cold water pump, blower and DC water cooler
with a combined investment cost of approximately EUR 51,000. The previously described
parts cover 96% of the total component costs. The remaining plant components such as
rich/lean heat exchanger, solvent pumps, reboiler, or the chiller for the exhaust gas cooler
cooling supply can be attributed a total cost of EUR 20, 000, based on the given percentage
share of [49]. Since these components account for only 4% of the total cost, this summarized
cost estimate is sufficient for these components. This cost allocation pattern is consistent
with the data in [49] and can thus be considered valid.
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Table 7. Equipment cost calculation. Indicators (Ind.) refer to Figure 2b for the easier identification
of equipment. * Remaining heat exchanger and pumps with less significant influence on the total
component costs.

Ind. Equipment Type Exponent Reference Plant Own Plant

m Gr kr in millions of EUR G ke in EUR

COL 2 Absorber Column 0.60 [57] 12,560 m3 10.94 39.25 m3 340,000
COL 4 Stripper Column 0.60 [57] 3391 m3 3.43 8.75 m3 110,000
– Cold water pump Pump, reciprocating 0.34 [53] 1.21 m3/s 2.04 0.0015 m3/s 21,000
PUM 1 Blower Blower, centrifugal 0.59 [53]485.44 m3/s 3.10 2.236 m3/s 13,000
COL 1 Flue gas cooler Column 0.60 [53] 1570 m3 0.54 4.75 m3 17,000
– Others * mixed - - 3.89 - 20,000

Total equipment cost: 23.94 521,000

CO2 compressor Compressor, rotary, 31.49 m3/s 31.73 0.07761 m3/s 120,000
two stage [52] 0.167 kg/s

The total costs for CO2 compression after separation, calculated as described in
Section 4.2, were approximately EUR 153,000. Alternatively, using the second approach
described in Section 4.3 would yield investment costs of EUR 69,000, but only for a single-
stage compression process. A single-stage compressor, however, would have to achieve a
compression ratio of 1:10. Such a high compression ratio is unfavorable for thermodynamic
reasons in single-stage design and would lead to high heat generation, high compressor
operating power, and thus high energy demand. Thus, the single-stage compressor is
extended to a two-stage compression process, yielding a compression ratio of 1:5 in the
first compressor stage. Therefore, the costs calculation of method 2 would double, yielding
costs of EUR 138,000. Finally, the costs were validated against vendor information, giving
estimated costs of EUR 120,000 for a two-stage reciprocating compressor [52]. For further
calculations, the cost estimated by the vendor was used, as this can be considered the most
practical approach.

5.2.2. Capital Expenditures

In addition to the equipment cost, additional investments for installation, control engi-
neering, pipes, and electrical installation have to be considered. These cost are calculated
according to the methodology shown in Section 4.3. The cost elements can be divided into
direct costs for materials and further equipment, and indirect costs for services such as
engineering and construction expenses of the plant. The direct cost elements can be further
structured according to inside battery limit (ISBL) cost, and outside battery limit (OSBL)
cost. ISBL includes material costs, which are directly associated to the plant, while ISBL are
secondary expenses for building, yard improvement, or service facilities.

Ranges for the assumed percentages of ISBL costs are given in [53]. Table 8 shows the
parameters taken into account and their influence on the total CAPEX. Due to the compa-
rably small size of the CO2 capture plant, the lower limits of the ranges proposed in [53]
were selected. Thus, the additional costs for construction and installation, instrumentation,
and control, as well as piping and electrical equipment are approximately EUR 354,000, or
approximately 68% of the component costs. The total material and equipment cost of the
CO2 separation plant for the glass industry are approximately EUR 875,000.

The OSBL costs for buildings, yard improvements, and service facilities were assumed
to be lower than recommended by [53]. Due to the low column volumes and the resulting
compactness of the plant, a container solution for plant housing is attractive. Considering
this option, OSBL costs of over EUR 100,000 building infrastructure seems justified, or
even on the safe side. The excavation and concrete construction work will be limited with
this simplified type of building design. Service facilities such as changing rooms and
showers for personnel or workshops can be provided by the existing infrastructure at a
glass manufacturer site. The total direct costs thus amount to approximately EUR 980,000.
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For indirect cost, ranges suggested by [53,58] are used. This results in total indirect
costs of approximately EUR 107,000. For the calculation of the total plant investment costs
(FCI), the investment costs of the CO2compressor must also be considered. In total, the FCI
add to approximately EUR 1.15 million.

In addition to the FCI, costs for labor arising in the company, start-up, and initial
material costs must be taken into account. The costs for start-up and initial material costs
amount to approximately EUR 92.000. The material cost is mainly for the initial loading
of the solvent circuit. This consists in a 30 wt. % solution of monoethanolamine (MEA) in
water.

The component costs were determined by cost comparison with a CO2 separation plant
for coal-fired power plants, which was designed as early as 2007. Since then, due to inflation,
as well as global geopolitical events such as the COVID-19 pandemic, non-negligible price
increases have occurred in all areas of public life, which also affected chemical engineering.
In order to take these developments into account, a price index correction, based on [56]
was applied. This price index correction since 2007 has a significant impact of 21% on
total CAPEX. The extent to which prices developed according to current influences such
as recent conflicts, should be closely examined. These effects have not yet been taken into
account in the current values of [56] and may require reassessment for future works.

The CAPEX of plants for CO2 capture from flue gases of power plants are far above the
values calculated in this study. Abu-Zahra and Singh proposed EUR 147 million and EUR
179 million, respectively [49,59]. With respect to CAPEX, there is a factor of 90 between both
plants, and with respect to the absorber column dimensions, there is even a factor of 300.
This is mainly due to the significantly lower flue gas mass flow of the investigated glass
melting tank. In the investigated case study, 0.569 kg/s are present at the glass industrial
plant, while 616.0 kg/s are present at the reference plant of the coal-fired power plant. To
allow a more specific comparison, the required absorber column volume per ton of CO2 cap-
tured is calculated. The glass industry plant needs 4.54 · 10−3 m3 absorber/t CO2 captured,
while the reference plant needs only 3.44 · 10−3 m3 absorber/t CO2 captured. Accordingly,
for the specific amount of flue gas occurring in the glass industry, a larger absorber column
is necessary. This is most likely due to the high levels of ambient air flowing into the
investigated flue gas filter unit. The ambient air increases the exhaust gas volume while
reducing the CO2 partial pressure in the cleaned flue gases rich on CO2.

Nevertheless, the large scaling factor between the reference plant and the designed
plant is outside the limit proposed by [53] for the applicability of the cost comparison
method. However, the determined cost frameworks appear plausible by comparing specific
CAPEX to other literature sources. Ref. [35] investigated the CO2 capture for carbon-
intensive industrial processes and reported a specific CAPEX of 160 EUR/t CO2 and year
for amine-based post-combustion CO2 capture in cement industry processes. The resulting
specific CAPEX of this work is 188 EUR/t CO2 per year. Considering the price increases
since 2012 (approximately 16% according to [56], as can also be seen in Figure A1), the
deviation of 15% calculated in this work seems justified.

It should be noted that the applied boundary conditions and assumptions of this work
may have a significant impact on the implementation costs of a CO2 capture plant in glass
melting processes. However, the figures proposed herein should provide a sufficiently
detailed basis for an initial cost estimation that could serve as a valuable basis for further
investigations.
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Table 8. Total capital investment (CAPEX) for MEA CO2 separation plant.

Range [53] Used Cost
% % EUR

Direct cost
Inside battery limit (ISBL) cost
Total equipment cost (EC) - - 521,000
Installation 25–55 25 130,250
Instrumentation and control 8–50 8 41,680
Pipes 20–80 20 104,200
Electrical equipment 15–30 15 78,150

Total ISBL: 875,250
Outside battery limit (OSBL) cost
Building and building services 10–80 5 26,050
Yard improvements 10–20 5 26,050
Service facilities 30–80 10 52,100

Total OSBL: 104,200

Total direct cost: 979,480

Indirect cost
Engineering 10 10 52,100
Construction expenses 10 10 52,100
Contractor’s fee 0.5 0.5 2605
Contingency 17 17 88,570

Total indirect cost: 106,805

CO2 compressor equipment [52] 120,000

Fixed capital investment (FCI): 1,155,285

Working investment 12–28 12 136,634
Start-up cost and MEA cost 8–10 8 92,423
Price index correction (2007–2022);% of 21.5 248,386
total direct and indirect cost

Total capital investment (CAPEX): 1,634,278

5.2.3. Operational Expenditures

The operating expenses (OPEX) for the CO2 capture plant can be further divided into
fixed charge, direct production costs, plant overhead costs, and general expenses. Table 9
shows an overview of the calculated OPEX. According to the methodology described
in [53,58] , ranges or fixed percentages for the respective cost categories are given.

The fixed costs of the CO2 capture plant include local taxes, fees, and charges, as well
as insurance rates. Lower percentages of the range suggested in references [53,58] were
specified for this purpose, as there are currently no specific tax rates or fees for such plants
in Germany. The insurance coverage will primarily include fire insurance, the costs of
which are based on the investment volume, fire risk, and the business activity. Based on
the investment costs of EUR 1.63 million determined in Section 5.2.2 , the low fire risk of
the plant (essentially short circuit and cable fire, hardly flammable materials) and the low
fire-prone glass industry, the resulting fixed costs of approximately 18,000 EUR/year (1.1%
of CAPEX) appear sufficient.
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Table 9. Total operating expenditures (OPEX) for MEA CO2 separation plant. Ranges are from [53],
others are named.

Range Used Cost
% % EUR/Year

Fixed charge
Local taxes 1.0–4.0% of FCI 1.0% 12,063
Insurance 0.5–1.0 % of FCI 0.5% 6031

18,094

Direct production cost
Cooling water 4003
MEA makeup [49] 1.5 kg/t CO2 14,401
Maintenance (M) 1.0–10% of FCI 1.0% 12,063
Operating labor (OL) [54] 0.1 job/shift 45 EUR/h 39,096

Supervision and support labor (S) 30% of total labor
cost 30% 11,729

Operating supplies 15% of
maintenance 15% 1809

Laboratory charges 10–20% of
operating labor 10% 3910

87,012

Plant overhead cost 50–70% of M +
OL + S 50% 31,444

General expenses
Administrative cost 15–20% of OL 15% 5864
Distribution and marketing 2–20% of OPEX 2% 2848
Research and development cost 2–20% of OPEX 2% 2848

Total operating expenditures (OPEX): 148,111

The direct production cost included the material requirements for plant operation, such
as the cooling water, MEA makeup caused by degradation, and maintenance materials.
The cooling water demand is based on simulation results. The MEA degradation was
calculated based on the data given in Tables 3 and 5. The cost of the MEA makeup is
approximately 14,000 EUR/year or 18% of the total OPEX. Other sources have reported
an OPEX cost share of up to 32% [49,59]. Due to the size of the plant, the reduced cost
share for the CO2 separation plant in the glass industry seems plausible. However, the
high O2 content in the flue gas (see Table 2) may cause increased MEA degradation due to
oxidation. For this reason, switching to more stable absorbents such as secondary or tertiary
amines appears promising. These exhibit increased thermal and chemical stability against
oxidative degeneration, as well as increased energy efficiency (as can be seen in Section 5.5).
Besides these beneficial effects on operating parameters, the reduced energy demand and
increased stability of advanced amines may result in a significant cost reduction.

The operating labor cost for the maintenance, operation, and monitoring of the plant,
amounting to approximately EUR 39,000 per year, is the largest cost component (approx-
imately 27%) in the annual OPEX. For this work, we assumed a 0.1 job per shift for the
operation of the CO2 separation plant. In the glass industry, a three-shift operation of
8 h each for 365 days per year is common to maintain labor supply. The assumption that
10% of the working time of a maintenance employee per shift is spent on the maintenance
and servicing of the CO2 separation plant thus corresponds to a total time expenditure
of approximately 2.5 h/day or 912.5 h/year. Other studies such as [49,59] assumed a
two job per shift staff expenditure for plant operation. However, as the separation plant
discussed in this work is much smaller, such a reduction in OL expenses seems justified.
In addition, OL costs influence supervision and support labor costs, laboratory charges,
and plant overhead costs. Taking all of this influence into account, OL costs contribute to
approximately 60% of total OPEX.
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Additionally, general expenses for distribution and marketing, as well as ongoing
research and development, add up to approximately EUR 11,000 per year. As a result, the
annual operating expenses (OPEX) amount to approximately EUR 148,000 in total. This
represents approximately 9% of the total CAPEX. [35] assumed an OPEX range of 7–12% of
total CAPEX for a post-combustion MEA separation plant in the cement industry. Therefore,
the OPEX calculated in this work can be considered consistent with other literature sources
and even indicate potential for further optimization.

5.3. Cost for Desorption Heat Generation

The supply of the necessary heat for desorption is crucial for the economic viability
of a post-combustion CO2 absorption plant (Section 2.3). As shown in Table 4, the heat
demand for the designed CO2 separation process is 928 kW, at a steam temperature and
pressure of 150 °C and 2 bar.

In particular, the methanation process as well as the flue gas filtration systems are the
most promising options regarding the use of waste heat for steam generation.

5.3.1. Methanation Waste Heat Utilization

Considering the thermal power demand of the melting tank described in Table 1,
a 7.60 MW methanation reactor is required to ensure a constant heat supply. Such a
reactor can provide high pressure and temperature steam (HP-steam) and low pressure
and temperature steam (LP-steam, see Figure 3). Table 10 shows the power distribution of
a tubular bulb reactor based on vendor information [36]. It is evident that the HP steam of
the methanation reactor can already cover approximately 120% of the heat demand for CO2
desorption. According to vendor information, a specific CAPEX of 40 EUR/kW thermal
can be expected for the cooling equipment of the methanation reactor. Based on the total
steam power of 1.22 MW, a total CAPEX of approximately EUR 49,000 can be considered
for the cooling equipment of the methanation reactor in the considered PtM system of this
work. Thus, assuming a lifetime of 20 years and an interest rate of 5%, an exact thermal
cost of 0.0004 EUR/kWh was achieved.

Table 10. Waste heat potential of the methanation reactor equipment. HP = high pressure and
temperature; LP = low pressure and temperature.

Reference Point Power
MW

Thermal power Heating value of SNG 6.08
HP-steam 45 bar, 260 °C 1.09
LP-steam 30 bar, 240 °C 0.12
Power loss Heat losses 0.30

Methanation reactor Combined 7.60

5.3.2. Flue Gas Treatment Waste Heat Utilization

In addition to methanation, waste heat recovery from flue gas cleaning for desorption
heat demand is a promising option. However, considering the properties shown in Table 2,
the enthalpy content in the investigated flue gas is approximately 850 kW for a ∆T of 247 °C.
This is not sufficient to provide the required thermal power of the reboiler of 915 kW.

The flue gas needs to be cooled to approximately 130 °C to ensure sufficient heat
output for adequate steam generation. At this ∆T of 340 °C, an enthalpy of 1171 kW can
be used. Based on vendor information and calculations, a five bundle plain tube heat
exchanger is sufficient to generate steam at the required desorption conditions. Depending
on the exhaust gas properties, conventional steel or, in the case of highly corrosive exhaust
gases, stainless steel would be suitable as a construction material for this heat exchanger.
A cost estimate for these material options is approximately EUR 40,000 for conventional
steel, and EUR 90,000 for stainless steel, respectively, [37]. Assuming a lifetime of 20 years
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and an interest rate of 5%, specific costs of 0.0007 EUR/kWh thermal for common steel and
0.001 EUR/kWh thermal for stainless steel are achieved.

The lower outlet temperature of the flue gases from the filter system would also affect
the CO2 separation system. As a result, the capacity of the flue gas cooler could be reduced,
which in turn would result in lower investment costs. However, this would also influence
flow characteristics in the flue gas channel. Consequently, existing flue gas systems may
no longer be able to achieve the required flow capacities and may require re-planning
and design.

5.4. Cost of CO2 Separation

With a lifetime of 20 years and an interest rate of 5%, the annual depreciation or EAC
costs of the CO2 separation plant designed in this work are approximately 135,000 EUR/year.
As shown in Table 9, there are additional OPEX of approximately 146,000 EUR/year. The
power required for CO2 compression can be calculated to 73 kW using the method de-
scribed in Section 4.2. However, vendor information named a compressor peak power of
55 kW and an operating power of 41 kW. Using the vendor information, CO2 compression
has an energy demand of approximately 357 MWh/year, or approximately 41 kWh/t of
CO2 captured, for the compressor operating hours of Table 4. Specific electricity costs are
taken from [8] where 0.12 EUR/kWh were assumed for glass industry companies. The three
cost factors EAC of CAPEX, OPEX, and electricity demand for the CO2 compression add
up to an annual cost of EUR 353,000 for the CO2 separation plant designed in this work.

The heat demand for desorption in year-round operation is 8017 MWh/year, or
928 kWh/t CO2. The described CO2 capture plant can avoid 8641 t CO2/year (Table 4). The
three options for waste heat utilization, described in Section 5.3, were used to investigate
their influence on CO2 separation costs. The results are shown in Table 11. The CO2
separation costs are 38.07 EUR/t CO2 for the waste heat utilization of the methanation
process. For the flue gas heat exchanger option, slightly higher costs of 38.42 EUR/t CO2
or 38.73 EUR/t CO2 were achieved. Above all, the lower heat output that these heat
exchangers can generate, but also the higher material costs for the stainless steel version
have an impact on additional costs. Nevertheless, these cost increases are very small and
illustrate the potential for cost-effective waste heat utilization for absorption-based CO2
capture in the glass industry.

Table 11. Calculation of CO2 separation costs for different waste heat utilization options.
EAC = equivalent annual costs of CAPEX.

Specific Cost Total Cost

EUR/Year

EAC of CAPEX 189 EUR/(t CO2
·year) 134,895

OPEX 146,440
Electricity for CO2 compression 0.12 EUR/kWh 4,95 EUR/t CO2 42,745

Fixed costs: 325,751

Heat supply cost options

1. Methanation reactor
0.0004 EUR/kWh 0.37 EUR/t CO2 3207

Total annual costs: 328,958

CO2 separation cost: 38.07 EUR/t CO2
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Table 11. Cont.

2. Flue gas heat exchanger 0.0007 EUR/kWh 0.65 EUR/t CO2 6235

conventional steel Total annual costs: 331,986

CO2 separation cost: 38.42 EUR/t CO2

3. Flue gas heat exchanger 0.0010 EUR/kWh 0.93 EUR/t CO2 8908

stainless steel Total annual costs: 334,659

CO2 separation cost: 38.73 EUR/t CO2

Other studies reported CO2 separation costs from industrial waste gases to range
from 25 to 135 EUR/t CO2. However, these reported values depend very much on the
used CO2 capture technology. Comparable process designs in the cement industry with
post-combustion CO2 capture using MEA, assume short- to mid-term CO2 separation costs
to be approximately 65 EUR/t CO2 at a low cost for external steam import [35]. In studies
investigating CO2 capture from industrial point sources for methanation, 50 EUR/t CO2
was found [60]. However, they assumed a lower CO2 compression level of 10 bar and no
detailed specification of industrial point sources was given.

5.5. Options for CO2 Separation Process Improvement

The CO2 separation costs of 38–39 EUR/t CO2 found indicate the promising potential
for low-cost and energy-efficient integration options for the post combustion CO2 separa-
tion within the introduced PtM process for the glass industry. In addition, there are further
options for optimizing the CO2 capture process that have not yet been investigated:

In this work, a 30 wt. % aqueous solution of MEA was assumed. Other studies have
shown that increasing the MEA content in the aqueous solution up to 40 wt.l% can further
reduce the CO2 separation costs. This can be achieved by the reduction in the energy
requirement for desorption and lower investment cost for the plant equipment because of
reduced liquid flow rates [49].

MEA is considered to be the standard solvent for post-combustion CO2 absorption.
However, as mentioned in Section 2.2, MEA shows disadvantages in terms of thermal and
chemical stability. Chemical degradation caused by oxidation can especially be an issue
for the application of MEA-based CO2 separation processes in the glass industry. The high
O2-content of 20.5 vol-% in the investigated flue gas composition might increase oxidative
degeneration (see Table 2). These effects can be avoided by changing the absorbent. The
substitution of the primary amine MEA with secondary or tertiary amines such as methyl-
diethanolamine (MDEA) or mixtures such as methyl-diethanolamine with piperazine
(MDEA-PZ) are discussed in the literature for more stable CO2 absorption processes. These
solvents are not improved with regard to higher thermal or chemical resistance, but also
enable a higher CO2 loading capacities, while at the same time reducing the desorption
heat demand. For example, the desorption heat demand of MDEA-PZ is reported as
2.6 GJ/t CO2, while the heat demand of MEA is 3.4 GJ/t CO2 [61,62]. Thus, a change of
absorbents could not only improve the chemical stability but also further reduce the energy
demand and CO2 capture costs, respectively.

In addition to solvent replacement and changing solution properties, an advanced
process design could also positively influence the costs of CO2 separation. Improved
designs for the rich/lean heat exchanger [63], vapor recompression, and split-stream
processes [64], have been investigated and shown promising potential for enhancing the
CO2 removal capacity for reduced energy demand.

Combinations of these improved process designs and careful solvent selection could
even further optimize the costs and performance of absorption-based CO2 separation from
flue gases of glass melting processes.
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6. Conclusions

In this work, an innovative concept for the integration of a PtM process into oxyfuel
glass melting processes is presented. The state of the art of the main process components is
described and recommendations for suitable technology options are given. The required
capture of CO2 from the glass industry flue gases were identified as the process that
requires more detailed research, as it has not been discussed before. Post-combustion CO2
absorption capture processes, which have also been applied in power plant technology,
were identified as the most promising option. A process simulation of this technology
allowed a detailed design of the most important plant components and their cost evaluation.
The following conclusions can be drawn:

• Amine-based CO2 capture processes allow a reduction of −90% of CO2 emissions of
combustion-based glass melting processes. The designed CO2 absorption plant for
the glass industry is approximately 400 times smaller than the comparable concepts
for power plants, due to the much lower volume of produced flue gas.

• This enables cost reductions in the required building infrastructure, as well as in staff
costs for maintenance and monitoring. At the same time, cost-reducing scaling effects
for large plants have a negative impact on the small plant described here.

• Various options for waste heat utilization are available within the introduced PtM
process for oxyfuel glass melting. For CO2 desorption, the methanation process can
be seen as the most suitable option as it provides steam at sufficient temperature and
pressure, with no impact on the existing glass industry infrastructure.

• The resulting low operating costs result in low CO2 separation costs of 38–39 EUR/t
CO2. These could be further reduced by described optimization approaches, such
as changes in solvent loading, the use of advanced solvents, and/or advanced CO2
absorption processes.

Further studies should start with these optimization approaches and can thus provide
a basis for later cost-efficient experiments on real glass melting plants.
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Appendix A

Figure A1. Quarterly development of the ProcessNet—Chemical Plant Price Index Germany
since 2008.
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Abstract: The effect of intrinsic metal mineral elements in the combustion process of pulverized coal
on the formation and transformation mechanism of PM was investigated in a drop-tube furnace in air
atmospheres at 1200 ◦C, which laid a solid foundation for the control of particulate pollutants. The
results show that reducing the evaporation of mineral elements or the generated PM1 aggregating to
form PM1–10 or particles bigger than 10µm can reduce the emission of PM1 in the coal combustion
process. The amount of PM0.2, PM0.2–1, PM1–2.5 and PM2.5 produced by the raw coal-carrying Mg are
reduced by 36.7%, 17.4%, 24.6% and 21.6%, respectively. The amount of PM10 is almost unchanged.
The addition of Mg increases the viscosity of submicron particles effectively, making it easier to
aggregate and bond together to form ultra-micron particles. The amount of PM0.2, PM0.2–1, PM1–2.5,
PM2.5 and PM10 produced by the raw coal-carrying Ca are reduced by 36.3%, 33.0%, 42.8%, 38%
and 17.7%, respectively. The effect of adding Ca compounds on the particles is better than that of
Mg. The amount of PM0.2, PM0.2–1, PM1–2.5, PM2.5 and PM10 produced by the raw coal-carrying Fe
are reduced by 15.6%, 16.2%, 31.1%, 22.4% and 5%, respectively. While the production of PM2.5–10

increased from 0.17 mg/g to 0.34 mg/g, it is clear that a significant fraction of the submicron particles
produced during the combustion of the raw coal-carrying Fe are transformed into ultra-micron
particles. After comparing the particulate matter produced by raw coal-carrying Mg, Ca and Fe, it
shows that the addition of these three elements can effectively reduce the ash melting point, so that
during the process of coal combustion, part of the sub-micron are transformed into ultra-micron
particles, which are easy to remove.

Keywords: external mineral addition; PM; coal; combustion; Mg; Ca; Fe

1. Introduction

Currently, China’s air quality situation is extremely severe, particulate matter (PM)
pollution is the main reason. Particulate matter (PM) has become a major air pollutant in
urban China in recent years and is a leading factor contributing to decreased atmospheric
visibility, global climate change and photochemical smog [1]. Particulate matter emitted
from coal combustion is one of the sources of atmospheric particulates [2]. Fine particles
generated during coal combustion are easy to enrich toxic heavy metals such as Pb, Cd,
As, Se and organic pollutants such as PAHs [3–5]. In addition, the electrostatic precipitator
has relatively low collection efficiency for these fine particles [6]. Coal burning particulates
easily accumulate heavy metal trace elements, which are harmful to the environment and
human health [7,8]. Reducing particulate matter generated by coal combustion is one of
the key points of pollutant emission. The premise of a number of pollutant control means
playing a role is fully understanding the PM formation and transformation mechanism. In
the process of PM formation, the presence of mineral elements largely controls the formation
of PM, which occupies a large proportion of PM particulates after combustion [9,10]. The
particulate matter formation process is more complex; it is generally believed that the
volatile part of atomic inorganic elements in coal and the external minerals on the surface
of the coal will gasify due to high temperature and reducing atmosphere, mainly in the
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form of atomic or in the form of sub-oxide [11]. Submicron particles (<1 µm) are composed
of the following three components: metal oxides (Na2O and K2O), refractory oxides (SiO2,
Fe2O3, CaO), sulfides and so on [12,13]. The submicron particles of high-rank bituminous
coal are mainly composed of refractory oxide SiO2, followed by Na2O, Fe2O3 or SO3. The
content of refractory oxides in low-grade lignite submicron particles is low, and the main
components are alkali metal and the oxidation of alkaline earth metal and sulfides. The
results show that the content of Si in Zhundong coal ultrafine particles is very small [14],
mainly S and Na (more than 15%) and volatile elements such as K, Ca, Mg, Cl and F. The
main component in submicron particles is sulfate and aluminosilicate based on Na and
Ca; the spherical particles of micron particles are mostly aluminosilicate based on Ca, Mg
and Na [15]. In the process of pulverized coal combustion, volatiles are internally oxidized
by the outward diffusion of oxygen into the corresponding oxide. If the steam in the flue
gas reaches the supersaturation state, the steam will form a large number of fine particles
(<0.01 µm) by homogeneous nucleation. Small particles grow mainly in two ways, one way
is the formation of inorganic vapors on the surface of fine particles in the condensation,
so that the particulate matter volume increases [16], another way is the collision of fine
particles with each other, forming larger particles [11]. The presence of Na, K and the
easy gasified elements enriched on the submicron particles and other difficult gasified
elements like Si, Al, Fe, Ca and Mg existed on the submicron particles indicates that the
gasification-condensation mechanism of inorganic mineral elements is the most important
form of submicron particulate formation [17–19]. The direct conversion of intrinsic minerals
in raw coal and the polymerization of volatile mineral vapors are the two kinds of main
ways to form ultrafine particles [20]. The gasification of Ca and Mg has an important
influence on the formation of submicron particles during the combustion of low-order
sub-bituminous coal and lignite. The occurrence of Ca and Mg in low-rank coal is the main
reason for its gasification behavior. Ca and Mg in subbituminous coal mainly exist in the
form of carbonate, and the amount of gasification is very low. Ca and Mg in the lignite
mainly exist in the atomic state, which is prone to gasification in the combustion process;
therefore, they occupy a higher content in the fine particles [21].

The above studies have proved the effect of intrinsic metal mineral elements in the
combustion process of pulverized coal on the formation and transformation mechanism of
PM, which laid a solid foundation for the control of particulate pollutants [22]. However,
there is little research on the mechanism of PM formation and transformation and its subse-
quent control mechanism under the condition of externally added mineral elements [23].
In this paper, we use the method of external loading mineral elements was adopted to
study the physical and chemical characteristics of the particles formed during the burning
process of the Chinese Zhundong coal with external mineral load in the one-dimensional
settling furnace reactor [24].

2. Experiment
2.1. Sample Preparation

Chinese Zhundong coal, which was first dried at 80 ◦C for 12 h, was used in the
experiment. The proximate and ultimate analyses of the coal sample are shown in Table 1.
In order to explore the influence of different mineral elements on the particles generated in
the combustion process of Zhundong coal, the compound loading was carried out. The
sample was loaded with compounds of different metal elements by the immersion method.
The loading steps are as follows. The Zhundong coal particles were mixed thoroughly
with 1 mol/L of mineral salts (Fe(NO3)3·9H2O, MgAc2, CaAc2) at a liquid to solid ratio
of 30:1 [25]. The mixture was stirred for 24 h in an inert atmosphere, and then the mixed
slurry was filtered and the precipitation was dried in a vacuum oven at 80 ◦C for 24 h,
crushed and collected, then stored it at 4 ◦C. After carrying out an analytical test on the
Zhundong coal sample carrying the compound, the content of Mg in the coal was increased
from 1.26 mg/g to 2.61 mg/g in the raw coal after carrying MgAc2. The content of Ca was
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increased from 2.61 mg/g to 4.12 mg/g after loading CaAc2, the content of Fe increased
from 2.83 mg/g to 4.21 mg/g after carrying Fe(NO3)3·9H2O.

Table 1. Proximate and ultimate analyses of raw Zhundong coal.

Proximate Analysis (wt%) Ultimate Analysis (wt%)

Mad Aad Vad FCad Cdaf. Hdaf. Odaf.(diff.) Ndaf. St,daf.

11.31 5.31 24.37 61.19 73.20 4.10 21.86 0.74 0.10
Note: diff.: by difference; ad: air-dried basis; daf.: dry ash-free basis.

2.2. Experimental System

A drop-tube furnace (shown in Figure 1) was used for experiments with Chinese
Zhundong coal. The experiment was carried out in air atmospheres at 1200 ◦C. The furnace
was composed of an 80 mm diameter corundum tube of length 2000 mm. It can withstand
high temperatures above 1500 ◦C. The B indexing thermocouple is arranged on the outer
surface for temperature monitoring and control. The experimental system is provided with
two air supplies. The primary air is mainly used for conveying pulverized coal and the
oxygen demand at the initial stage of pulverized coal combustion. The secondary air is fully
mixed and preheated inside the burner to supplement the oxygen required for complete
combustion of pulverized coal to enable the pulverized coal to burn out. The pulverized
coal sample was pneumatically conveyed into the furnace chamber at a constant rate of
1.0 g/min by a primary air stream. A secondary air stream was then mixed in at the burner
to ensure complete combustion occurred during the coal’s residence in the furnace. Fly ash
was collected at the bottom of the reactor to investigate the PM [26].

Energies 2023, 16, 730 3 of 24 
 

 

for 24 h, crushed and collected, then stored it at 4 °C. After carrying out an analytical test 

on the Zhundong coal sample carrying the compound, the content of Mg in the coal was 

increased from 1.26 mg/g to 2.61 mg/g in the raw coal after carrying MgAc2. The content 

of Ca was increased from 2.61 mg/g to 4.12 mg/g after loading CaAc2, the content of Fe 

increased from 2.83 mg/g to 4.21 mg/g after carrying Fe(NO3)3·9H2O. 

Table 1. Proximate and ultimate analyses of raw Zhundong coal. 

Proximate Analysis (wt%) Ultimate Analysis (wt%) 

Mad Aad Vad FCad Cdaf. Hdaf. Odaf.(diff.) Ndaf. St,daf. 

11.31 5.31 24.37 61.19 73.20 4.10 21.86 0.74 0.10 

Note: diff.: by difference; ad: air-dried basis; daf.: dry ash-free basis. 

2.2. Experimental System 

A drop-tube furnace (shown in Figure 1) was used for experiments with Chinese 

Zhundong coal. The experiment was carried out in air atmospheres at 1200 °C. The fur-

nace was composed of an 80 mm diameter corundum tube of length 2000 mm. It can 

withstand high temperatures above 1500 °C. The B indexing thermocouple is arranged on 

the outer surface for temperature monitoring and control. The experimental system is 

provided with two air supplies. The primary air is mainly used for conveying pulverized 

coal and the oxygen demand at the initial stage of pulverized coal combustion. The sec-

ondary air is fully mixed and preheated inside the burner to supplement the oxygen re-

quired for complete combustion of pulverized coal to enable the pulverized coal to burn 

out. The pulverized coal sample was pneumatically conveyed into the furnace chamber 

at a constant rate of 1.0 g/min by a primary air stream. A secondary air stream was then 

mixed in at the burner to ensure complete combustion occurred during the coal’s resi-

dence in the furnace. Fly ash was collected at the bottom of the reactor to investigate the 

PM [26]. 

 

Figure 1. Schematic diagram of the experimental furnace. 

2.3. Sampling System and Characteristics Analysis 

The experimental set up employed the fixed combustion particle dilution sampling 

system developed by Tsinghua University. PM samples were simultaneously sampled 

from the collected ash and classified for analysis [27]. To study the morphology and 

composition, a poly-ammonia carbonate membrane was used for imaging and electron 

Figure 1. Schematic diagram of the experimental furnace.

2.3. Sampling System and Characteristics Analysis

The experimental set up employed the fixed combustion particle dilution sampling
system developed by Tsinghua University. PM samples were simultaneously sampled
from the collected ash and classified for analysis [27]. To study the morphology and
composition, a poly-ammonia carbonate membrane was used for imaging and electron
microscope analysis [28]. An electrical low-pressure impactor (ELPI) (97 2E, NO.24423,
Dekati Ltd., Kangasala, Finland) was used to measure the ash particle size distribution. The
particle morphology and composition were analyzed using a combined scanning electron
microscopy–energy dispersive X-ray spectroscopy approach (SEM–EDX; EVO18).
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3. Results and Discussion
3.1. Effect of Magnesium on the Formation of Fine Particles
3.1.1. Effect of Magnesium on the Particle Morphology and Particle Size Distribution

Morphologies of the particulate matter generated by the combustion of raw coal and
raw coal-carrying Mg are shown in Figures 2 and 3, respectively. Compared with raw
coal combustion, the particulates generated by the combustion of raw coal-carrying Mg
shows accumulation state [29], and it is evident that a part of the submicron particles
adhered to the surface of the coarse-mode particles, which makes the particle size generally
increase. Yoshihiko [30] observed the coal-carrying magnesium-based compounds by
scanning electron microscopy, and it showed that magnesium-based compounds uniformly
dispersed in the coal surface, the average particle size was among the sub-micron level,
the magnesium-based additive is an intrinsic mineral element in coal and not an external
mineral in physically mixed form (this extraneous mineral and coal particles have relatively
few connections). Therefore, it can be considered that the loaded magnesium element exists
mainly in the form of an intrinsic mineral [31–33].
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Figure 3. Morphology of particles after carrying magnesium.

Figure 4 is the generating particulate matter mass size distribution by the original coal
and the original coal with the addition of Mg. It can be seen that the addition of Mg element
shows the changes in particle size. Primitive minerals (including particle size and chemical
composition) to some extent affect the effect of adding Mg minerals. Figure 5 shows the
amounts of PM0.2, PM0.2–1, PM1–2.5 generated from raw coal and Mg-carrying raw coal. The
production of PM0.2, PM0.2–1, PM1–2.5 were reduced from 0.32 mg/g, 0.31 mg/g, 0.45 mg/g
to 0.25 mg/g, 0.26 mg/g and 0.34 mg/g, respectively. After adding Mg, the amount of
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PM0.2, PM0.2–1, PM1–2.5 decreased by 36.7%, 17.4% and 24.6%, respectively, and the amount
of PM2.5 was reduced by 21.6%. While the PM2.5–10 production increased from 0.17 mg/g
to 0.41 mg/g. The total mass of PM10 was 1.24 mg/g and 1.26 mg/g, almost no changes at
all. It is clear that the chemical composition of PM10 has changed.
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Figure 5. Particulate matter production (Mg addition).

3.1.2. Effect of Magnesium on the Chemical Composition of Particles

The main elemental compositions of the particulates generated by the combustion of
pulverized coal-carrying Mg are Fe, Mg, Ca, Al and Si, and the main volatile elements is Na,
which are shown in Figures 6–11. The decrease in PM1 is mainly due to the decrease in Fe,
Ca, Al and Si, and the reduction of volatile elements also play a certain role. The reduction
of PM1–2.5 is mainly due to the reduction of the insoluble Al, Si and Fe elements, and the
reduction of volatile elements is little, which is almost negligible [34]. The Al, Si and Fe
elements in part of the particles below 1 µm transformed coarse mode particles above
2.5 µm, which is the main reason for the decrease in PM 2.5 generation [35,36]. According
to the analysis of particle composition under different particle sizes, the results show that
the main reason for the decrease in PM1 is the transfer of Ca, Mg, Al and Si from submicron
particles to ultra-micrometer particles.

The addition of Mg-based compounds can significantly affect the mineral conversion
during pulverized coal combustion. The morphology of the particle and energy spectrum
are shown in Figure 12. The SEM results show that the spherical particles indicate that they
are formed by droplets in the combustion process; semi-molten irregular particles show
that they are from the transition of the solid or incomplete liquid particles. The forming
liquid material may provide a viscosity that allows the submicron particles or fine particles
to adhere to the coarse mode particles, which allows the conversion of these elements
to particles of different particle sizes. The fine particle morphology indicates that they
are formed by the accumulation of small particles, the increase in the mass percentage of
the liquid material is the primary reason for the formation of suitable viscosities [37], the
submicron particles adhere to the coarse mode particles and they can capture submicron
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particles which can reduce the amount of sub-micron particulate matter. From the three
points of the first figure, the Mg content is the highest at point 1 which can reach 87%, the
Mg content at point 2 is 30%, and the Mg content at point 3 is 33%. Mg-Ca-Fe-Al-Si, Mg-Ca-
Al-Si and Mg-Al-Si are the main components of the magnesium-containing particles [38].
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Figure 6. Mass particle size distribution of Na (Mg addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 8. Mass particle size distribution of Ca (Mg addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 9. Mass particle size distribution of Al (Mg addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 10. Mass particle size distribution of Fe (Mg addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 11. Mass particle size distribution of Si (Mg addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 12. Morphology and Spectra of Particles after adding Mg. (a) Spectral Scanning Position.
(b) Elements of Scan position. (c) Spectral Scanning Position. (d) Elements of Scan position. (e) Spectral
Scanning Position. (f) Elements of Scan position.

Mg-based additives reduce the amount of PM1 and PM2.5, this is because the composi-
tions of molten liquid during the combustion process of pulverized coal changes [30,39],
which is an important condition to control the accumulation of mineral particles under
high-temperature conditions. The addition of a soluble magnesium compound makes
the magnesium element penetrate the coal particles and distribute evenly in the coal,
and decompose into MgO forming submicron particles during combustion [40,41]. Sub-
micron particles contained Al, Si in the coal blend and agglomerate with MgO to form
large particles. Magnesium and refractory elements form co-materials like Mg-Ca-Fe-Al-Si,
Mg-Ca-Al-Si, Mg-Al-Si and magnesium oxide. Its main mechanism is as follows:

MgO + SiO2 →Mg2SiO4 (1)

MgO + 3Al2O3·2SiO2 →MgO·Al2O3·2SiO2 (2)

34
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MgO·Al2O3·2SiO2 + MgO→Mg3Al2(SiO4)3 + Mg2 Al4Si5O18 (3)

MgO + Ca2SiO4 → CaMgSiO4 (4)

Yoshihiko [30] conducted a FactSage simulation of fly ash with different Mg contents.
The results show that the adding magnesium significantly increases the amount of molten
liquid in the fly ash. The combustion of coal with magnesium-containing additives com-
pared to the direct combustion of coal shows a great increase in the accumulation of fine
particles and a considerable part of the submicron particles attached to the coarse-mode
particles surface. Magnesium-based additives promote ash accumulation, which shows
a good potential to reduce particulate emissions during coal combustion [42], especially
through the formation of the fused liquid form to promote the accumulation of fine-grain
dust, thereby reducing the amount of PM1 and PM2.5.

3.2. Effect of Calcium on the Formation of Fine Particles
3.2.1. Effect of Calcium on the Particle Morphology and Particle Size Distribution

The morphology of the particulate matter produced by the combustion of raw coal-
carrying Ca is shown in Figure 13. The SEM results show that the spherical particles formed
by coal combustion indicate that they are transformed from droplets in the combustion
process. Semi-molten irregular particles show that they are transformed from solid or
incomplete liquid particles. Compared with the raw coal combustion, coals with Ca-based
additives are burned to form accumulation state; a part of the submicron particles are
accumulated to form larger particles.
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Figures 14 and 15 are the particulate matter mass size distributions for the particles
generated by raw coal and raw coal with Ca-based addition [43]. From the figures, we can
see the particle size changes after adding the Ca element. Raw minerals (including particle
size and chemical composition) to some extent affect the effect of adding Ca minerals
by comparing the effects of Ca minerals addition on the production of PM0.2, PM0.2–1
and PM1–2.5.The production of PM0.2, PM0.2–1 and PM1–2.5 were reduced from 0.32 mg/g,
0.31 mg/g, 0.45 mg/g to 0.20 mg/g, 0.21 mg/g, 0.26 mg/g, respectively. After adding Ca,
the amount of PM0.2, PM0.2–1 and PM1–2.5 decreased by 36.3%, 33.0% and 42.8%, and the
total amount of PM2.5 was reduced by 38%. While the PM2.5–10 production increased from
0.17 mg/g to 0.35 mg/g. The production of PM10 generated by raw coal was 1.24 mg/g
and 1.02 mg/g after the raw coal-carrying Ca, a decrease of 17.7%. The effect of adding Ca
compounds on the particles is better than that of Mg.

3.2.2. Effect of Calcium on the Chemical Composition of Particles

The addition of Ca-containing compounds can significantly affect the conversion
of minerals during pulverized coal combustion. The main element compositions of the
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particulate generated by pulverized coal combustion are shown in Figures 16–21. The
composition analysis of particles with different particles show that the main reason for
the decrease in PM1 is the transfer of Ca, Mg, Al, Si and other elements from submicron
particles to ultra-micrometer particles. The following figures show several major elements
composition changes of the particles generated by original coal and original coal-carrying
Ca. It can be seen that the total amount of Na and Mg elements on the submicron particles
is reduced due to the decrease in the amount of submicron particulate formation. The
changes of distribution on Al and Si in different particles indicate that the Al and Si in the
submicron particles were transferred to the ultra-micron particles after carrying the Ca [44].
Especially the content of particulate matter around10 µm increased significantly.
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Figure 17. Mass particle size distribution of Mg (Ca addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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distribution. (b) Sectional size distribution.
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Figure 19. Mass particle size distribution of Al (Ca addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 20. Mass particle size distribution of Fe (Ca addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 21. Mass particle size distribution of Si (Ca addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.

The morphology and the energy spectrum of the large particles are shown in Figure 22.
The SEM results show that the shape of semi-molten irregular particle shows that they are
the transition from the solid or incomplete liquid particles. The addition of Ca contributes
to the formation of low-temperature eutectic materials, which can bind submicron particles
or fine particles together to form coarse-mode particles. The mass percentage of the liquid
material is the primary cause for the formation of suitable viscosities, and the submicron
particles are bound to the surface of the coarse mode particles, which can capture submicron
particles during the combustion process. The addition of the Ca-containing compound acts
as a binder and coalesces the generated submicron particles together to form ultra-micron
particles. The main points of the spectrum scanning are located near the bonding sites of
different particles, and the morphology is semi-melting irregular. From the three points of
the spectrum scanning, it can be seen that the Ca content is the highest at point 1 where
the Mg content is 76%, the content of Mg and Ca are 38% and 30% at point 2, respectively.
At point 3, the content of Ca can reach 70%. Mg-Ca-Fe-Al-Si, Mg-Ca-Al-Si and Ca-Al-Si
are the main constituents in the Ca-containing particles. These low-temperature eutectics
bond small submicron particles together to form ultra-micron particles. Studies have found
that coal with more calcium and iron generated less PM1 during combustion. The main
reason is that the intrinsic minerals such as calcite (CaCO3) and pyrite (FeS) in the coal
in the initial stage of pulverized coal combustion broke down into small particles. The
aluminosilicates and fine particles released from the char combustion phase form a low-
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melting compound by collision bonding and condensed into aluminosilicates containing
calcium and iron [45]. In the early stages of combustion, these minerals decompose to CaO
and Fe2O3, both of which react with the aluminosilicic acid to form calcium aluminosilicate
and iron aluminosilicate or complex compounds containing both [46,47], which reduces
the melting point of the aluminosilicate.
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Figure 22. Morphology and spectra of particles after adding Ca. (a) Spectral scanning position.
(b) Elements of scan position. (c) Spectral scanning position. (d) Elements of scan position. (e) Spectral
scanning position. (f) Elements of scan position.

CaO is an alkaline-oxide and easy to react with SiO2 to form a kind of silicate with a
low melting point [48]. In addition, since the CaO monomer has a high melting point of
2590 ◦C, CaO cannot reduce the ash melting point when the CaO content is increased to
a certain extent (40% to 50% or more), but will increase the melting point of ash instead.
The results show that the mass ratio of SiO2/Al2O3 in coal ash is above 3.0 for most coal
species in China, and the melting point of ash is the lowest when the mass fraction of CaO
in coal ash is 20~25%, the mass fraction of SiO2/Al2O3 in coal ash is below 3.0, the mass
fraction of CaO in coal ash is 30%~35%, the ash has the lowest melting point. When the
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mass fraction of CaO exceeds 30%~35%, CaO not only can reduce the melting point of ash,
but play the role of increasing the ash melting point [49,50].

After carrying calcium acetate, calcium acetate changes in the coal combustion pro-
cess [51]; minerals containing calcium may react with 10 µm or less Al-Si compound to
form a molten Ca-Al-Si, then unite larger than 10 µm aluminosilicate salt. The internal
mineral releases Al-Si, which carries minerals that release Ca, these elements collide under
gaseous conditions to form widely dispersed melting droplets which adhere to large Al-Si
surfaces or to each other to form ultra- particles or particles larger than 10 µm. Step 1.
Adding minerals (calcium acetate) in the early stage of coal heat, when the temperature is
160 ◦C it began to decompose to CaCO3, and CaCO3 will decompose at about 825 ◦C to
generate CaO. Step 2. Burned coke releases Al-Si (eg, mullite, quartz). Step 3. CaO reacts
with the released Al-Si to form Ca-Al-Si, which either condenses into fine particles or is
converted to PM1+. Step 4. Most of the molten Ca-Al-Si aggregates together or agglomerate
on the surfaces of unreacted Al-Si, CaO, or enhance their cohesive ability (unreacted Al-Si,
CaO) to agglomerate into ultra-micron particles or particles bigger than 10 µm. The main
chemical reaction is as following:

(CH3COO)2Ca→ CH3COCH3 + CaCO3 (5)

CaCO3 → CaO + CO2 (6)

3Al2O3·2SiO2 + CaO→ CaO·Al2O3·2SiO2 (7)

CaO·Al2O3·2SiO2 + CaO→ 2CaO·Al2O3·2SiO2 (8)

CaO·SiO2 + SiO2 → 3CaO·2SiO2 (9)

SiO2 + CaO→ CaO·SiO2 (10)

By adding calcium in the coal minerals, the content of the calcium improves the
proportion of liquid components, improving the surface adhesion of mineral elements
Al, Si, Fe and others on the big particles during the combustion process, which makes
submicron particles transform to PM1+, and aggregated to form large particles of Ca-Fe-
Al-Si and Ca-Al-Si components by collision. By changing the composition of ash, the
ash melting point can be reduced, which makes PM2.5 accumulate into bigger particles,
increasing the production of PM2.5+ and reducing PM2.5 emissions [52].

3.3. Effect of Iron on the Formation of Fine Particles
3.3.1. Effect of Iron on the Particle Morphology and Particle Size Distribution

Figures 2 and 23 show the morphology of particles by the combustion of raw coal and
raw coal-carrying Fe. Compared with the raw coal combustion, the particles produced
by combustion of Fe-contained compounds showed more accumulation, and a part of
the submicron particles adhered to the surface of the coarse-mode particles. The SEM
results show that the spherical particles indicate that they are formed by droplets in the
combustion process; semi-molten irregular particles show that they are from the transition
of solid or incomplete liquid particles.

Figure 24 shows the particle size distribution of the particles by combustion of raw
coal and raw coal-carrying Fe. It can be seen that, after adding Fe element, the mass
particle size of the generated particle changes. Raw minerals (including particle size and
chemical composition) affect the effect of adding Fe minerals to some extent [53]. As
shown in Figure 25, by comparing the effects of raw coal and raw coal adding Fe on the
formation of PM0.2, PM0.2–1 and PM1–2.5; the production of PM0.2, PM0.2–1 and PM1–2.5 were
reduced from 0.32 mg/g, 0.31 mg/g, 0.45 mg/g to 0.27 mg/g, 0.26 mg/g and 0.31 mg/g.
After adding Fe, the production of PM0.2, PM0.2–1 and PM1–2.5 decreased by 15.6%, 16.2%
and 31.1%, respectively, and the production of PM2.5 was reduced by 22.4%. While the
production of PM2.5–10 increased from 0.17 mg/g to 0.34 mg/g, the production of PM10 was
reduced from 1.24 m/g to 1.18 mg/g. It is clear that a significant fraction of the submicron
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particles produced during coal combustion are converted into ultra-micron particles after
the addition of Fe minerals.
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Figure 23. Morphology of particles after carrying Fe.
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Figure 25. Particulate matter production (Fe addition).
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3.3.2. Effect of Iron on the Chemical Composition of Particles

The addition of Fe-containing compounds can significantly affect the conversion
of minerals during pulverized coal combustion. The main elemental compositions of
pulverized coal combustion after carrying Fe are shown in Figures 26–31. The results show
that the main reason for the decrease in PM1 is the transfer of Ca, Mg, Al and Si from
submicron particles to ultra-micrometer particles. The following figure is the changes of
several major elements composition in the particulate matter generated by the original coal
and the original coal carrying Ca element. It can be seen that the total amount of Na and
Mg elements on the submicron particles is reduced due to the decrease in the amount of
submicron particulate formation. Distribution changes of Al and Si in different particles
indicate that the Al and Si in the submicron particles are transferred to the ultra-micron
particles after the addition of Fe; especially the particles in the vicinity of 10 µm have
remarkably increased. The composition of particle generated by raw coal-carrying Fe is
similar to that carrying Ca and Mg.
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Figure 26. Mass particle size distribution of Na (Fe addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 27. Mass particle size distribution of Mg (Fe addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 28. Mass particle size distribution of Ca (Fe addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 29. Mass particle size distribution of Al (Fe addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 30. Mass particle size distribution of Fe (Fe addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.
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Figure 31. Mass particle size distribution of Si (Fe addition). (a) The curves of mass particle size
distribution. (b) Sectional size distribution.

The main reason for the decrease in PM1 generated by iron-added coal is that in the
initial stage of pulverized coal combustion, the intrinsic minerals in coal are decomposed
into fine Fe2O3 particles, the aluminosilicates released from the char combustion stage,
Fe2O3 fine particles and aluminosilicates undergo a series of chemical reactions to form iron-
containing minerals which can react with Al-Si compounds below 10 µm to form molten
Fe-Al-Si, which aggregates into more than 10 µm aluminosilicates salt. The main processes
are as follows: Step one. The carrying compound decomposes to produce Fe2O3; Step two.
The burning coke releases fine particles such as Al-Si; Step three. Fe2O3 reacts with the
released Al-Si to form Fe-Al-Si which either condenses into fine particles or is converted
into PM1+; Step four. Most of the molten Fe-Al-Si aggregates together or agglomerates on
the surface of unreacted Al-Si, Fe2O3, or improves their cohesive ability (unreacted Al-Si,
Fe2O3) to agglomerate to the particle more than 10 µm. By changing the content of the
ash and reducing the melting point of the ash, PM2.5 accumulated into bigger particles,
increasing the production of PM2.5+, which finally reduces the emission of PM2.5.

Figure 32 is a diagram showing the morphology and the energy spectrum of particles
formed after carrying Fe. At the two points of the first spectrum, the content of Fe is
11% and 22%, respectively. The content of Fe in the second spectrum is 27% and 47%,
respectively. The main components compositions of Fe-containing particles are Fe-Al-Si,
Fe-Ca-Al-Si and so on. The flux effect of Fe2O3 is largely affected by the atmosphere because
Fe has different valence states in different atmospheres which have different effects on the
silicate. The main reason is that Fe2+ is connected with an oxygen atom through octahedral
structure, and Fe3+ is connected with oxygen through the tetrahedral structure. As a result
of the charge balance, the tetrahedral structure of Fe3+ is easy to connect with four-sided
structure of the SiO2, which makes the Si-O bond brake, and part of the three-dimensional
network structure decompose to form a new three-dimensional network structure, and the
viscosity of the silicate at high temperatures decreased on the macro performance. The
octahedral structure of Fe2+ is more likely to make the original three-dimensional network
structure loose and disintegrate which leads to a significant reduction in viscosity. Due to
the role of charge balance, Fe ions can participate in the formation of complex chelates. Fe3+

cations and O-containing anions (FeO2− and Fe2O2−
5 ) can form complex FexO2−

y anions,
and this complex structure can increase the viscosity of coal ash.
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Figure 32. Morphology and spectra of particles after adding Fe. (a) The curves of mass particle size
distribution. (b) Sectional size distribution. (c) Spectral scanning position. (d) Elements of scan position.

Fe2O3 in weak reduction or oxidation atmosphere systems can play a role in reducing
ash melting point. Especially in the weak reducing atmosphere, Fe2O3 (1560 ◦C) can exist
in the form of FeO (1420 ◦C), compared with Fe of other valence, it is easier to form low-
temperature eutectic compounds with SiO2 and other substances, which have the strongest
flux effect. In the reducing atmosphere, when the temperature is 900 ◦C, hematite (Fe2O3)
and siderite (FeCO3) can decompose to FeO when they are heated. When the temperature is
higher, 1000~1200 ◦C, FeO and other minerals began to react, such as quartz (SiO2), mullite
(3Al2O3·2SiO2, when the temperature is 1810 ◦C it decomposes to Al2O3, SiO2 of liquid
phase) and anorthite (The melting point of CaO·Al2O3·2SiO2 is 1553 ◦C). After the reaction,
iron olivine (2FeO·SiO2, The melting point is 1065 ◦C), iron spinel (FeO·Al2O3) and so on
with a lower melting point is produced. It is found that anorthite (CaO·Al2O3·2SiO2) began
to partially decompose at 1000~1100 ◦C and react with FeO to produce 2FeO·SiO2 (melting
point 1065 ◦C) with a low melting point. Studies have shown that iron-based minerals,
especially those containing Al, Si, Fe minerals generally have a relatively low melting point.
The flux effect of FeO is close to that of CaO. When the content of FeO exceeds 10%, the
fluxing effect is better than that of CaO. Zhang [54] used frontier orbital theory from the
view of quantum chemistry to show that the melting point of iron olivine (2FeO·SiO2) is
1065 ◦C lower than that of mullite (3Al2O3·2SiO2) and kaolinite (Al2O3·2SiO2·2H2O).

After the addition of the Fe compound, the following main reaction can reduce the
formation of fine particles:

Fe(NO3)3 → Fe2O3 + 12NO2 + 3O2 (11)

Fe2O3 → FeO + O2 (12)
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SiO2 + FeO→ FeO SiO2 (13)

FeO + Al2O3 → Fe2Al2O4 (14)

FeO·SiO2 + FeO→ 2FeO·SiO2 (15)

3Al2O3·2SiO2 + FeO→ 2FeO·SiO2 + FeO·Al2O3 (16)

CaO·Al2O3·2SiO2 + FeO→ 2FeO·SiO2 + FeO·Al2O3 + 3FeO·Al2O3·3SiO2 (17)

From these chemical reactions we can see that after the addition of Fe, the generated
sub-micron particles aggregated and bonded to form big particles, thereby reducing the
amount of submicron particulate matter.

3.4. Comparison of the Effect on Adding Several Inorganic Compounds

The addition of three minerals had some similarity to the control mechanism of the
formation of submicron particles. Aiming to the control of PM1, the amount of produced
PM1 was 0.63 mg/g coal. After adding Mg, Ca and Fe, the amount of PM1 was 0.51 mg/g
coal, 0.41 mg/g coal and 0.53 mg/g coal, respectively. The amount of PM1 was reduced by
19%, 35% and 16%, respectively, when the raw coal was loaded with Mg, Ca and Fe. The
effect of the three mineral elements in the control of PM1 is Ca > Mg > Fe. Aiming to the
control of PM2.5, the amount of PM1 was reduced by 19%, 35% and 16%, respectively, when
the raw coal was loaded with Mg, Ca and Fe. The effect of the three mineral elements in
the control of PM2.5 is Ca > Fe > Mg, this is mainly due to Fe in the control of PM1–2.5 is
slightly better than the effect of Mg. After the addition of Mg, the amount of PM10 was
almost unchanged, and the amount of PM10 decreased 17.7% and 5% after the addition of
Ca and Fe, respectively, compared with the raw coal. These three kinds of minerals can
make coal-generated PM1 to some extent in the combustion process by aggregating and
bonding ways to form bigger particles.

The amount of PM1 generated by coal adding the mineral element is reduced, the main
reason is that in the initial stage of pulverized coal combustion, the intrinsic minerals (car-
rying compounds containing Mg, Ca, Fe) in coal are decomposed into fine MgO, CaO and
Fe2O3 particles. The aluminosilicates, fine MgO, CaO and Fe2O3 particles released from the
coal combustion stage underwent a series of chemical reactions to form the corresponding
aluminosilicates or complex materials containing the above three compounds, collide and
bond to form a low melting point material, aggregate into aluminosilicate containing Mg,
Ca and Fe.

The added minerals can react with the fine particles to form molten ash particles
which can agglomerate into bigger aluminosilicates. The whole process is as follows: Step
one. After the loading of mineral elements, the coal decompose combustion to release fine
particles of MgO, CaO and Fe2O3 during combustion process; these substances collide
under gaseous conditions to form the widely distribution of molten droplets. Step two. The
burning coke releases fine particles containing Al-Si and so on. Step three. Mg-Ca-Al-Si,
Ca-Al-Si and Fe-Al-Si in the molten state are formed by the reaction of MgO, CaO and
Fe2O3 with the released fine particles of Al-Si, which either agglomerate into fine particles
or convert to PM1+.Step four. Most of the molten Mg-Ca-Al-Si, Ca-Al-Si and Fe-Al-Si
aggregate together or aggregate on the surface of the unreacted Al-Si and oxide fine particles
or improve their cohesive ability to make them condense into bigger particles. Therefore,
by adding minerals to change the ash composition, reducing the ash melting point makes
the sub-micron particles accumulate into larger particles, increasing the amount of ultra-
microns and effectively reducing sub-micron particulate matter emissions.

These three mineral elements, Mg, Ca and Fe, can reduce the formation of submicron
particles, mainly due to the decrease in the ash melting point [55] and contribute to the
formation of low-temperature eutectic material which can bond the sub-micron particles
or fine particles together to form coarse mode particulates. Scholars usually describe the
composition of ash as 11 kinds of oxides: SiO2, Al2O3, Fe2O3, CaO, MgO, TiO2, Na2O, K2O,
SO3, MnO2 and P2O5. In the study of the effect of ash composition on the melting point,
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the former several oxides are generally considered. These oxides are generally divided into
two categories, one can increase the ash melting point of the acidic oxides, including SiO2,
Al2O3, TiO2, etc., whereas the other can reduce the ash melting point of alkaline oxides,
including Fe2O3, CaO, MgO, Na2O, K2O and so on.

It was proposed that the behavior of acidic and alkaline components is mainly affected
by the chemical structure of ions [56]. The concept of “ion potential” is proposed. The
ion potential is the ratio of ion valence to ionic radius. The ion potential of Mg2+, Fe2+,
Ca2+, Na+ and K+ are 3.0, 2.7, 2.0, 1.1 and 0.75, respectively. The ion potentials of Si4+, Al3+,
Ti4+and Fe3+ are 9.5, 5.9, 5.9 and 4.7, respectively. The ionic potential of the acidic oxide
is high and the ionic potential of the basic oxide is low. Cations with high ionic potential
are easily bound to O and form complexes or complex ions, and acidic components form a
polymer in the ash. Alkaline components can prevent the formation of polymer, which play
a role in reducing ash melting point. Ion potential of Na+, K+, Ca2+, Mg2+ are the lowest,
which can destroy the formation of polymer, which can help the role of melting. Some
studies have shown that the total alkali content and ash fusion temperature have a good
correlation (r = 0.84).When the content of Fe2O3 in coal ash is less than 20%, the average
melting point of ash decreases by 18 ◦C for every 1% increase in Fe2O3 [56]. From the point
of ionic potential, the ion potential of Fe3+ is 4.7 and the ion potential of Fe2+ is 2.7; Fe2+ is
more effective than Fe3+ in reducing ash fusion temperature.

4. Conclusions

The production of PM1 is mainly affected by the evaporation of mineral elements in
the coal combustion process, which reduces the evaporation of the mineral elements or
the generated PM1, aggregating to form PM1–10 or particles bigger than 10 µm which can
reduce the emission of PM1.

(1) The amount of PM0.2, PM0.2–1 and PM1–2.5 produced by the raw coal-carrying Mg are
reduced by 36.7%, 17.4% and 24.6%, respectively, and the amount of PM2.5 is reduced
by 21.6%. The amount of PM10 is almost unchanged. Adding Mg can effectively
increase the viscosity of submicron particles, making it easier to aggregate and bond
together to form ultra-micron particles.

(2) The amount of PM0.2, PM0.2–1 and PM1–2.5 produced by the raw coal-carrying Ca
are reduced by 36.3%, 33.0% and 42.8%, respectively, and the amount of PM2.5 is
reduced by 38%. The production of PM10 is reduced by 17.7%. The effect of adding
Ca compounds on the particles is better than that of Mg.

(3) The amount of PM0.2, PM0.2–1 and PM1–2.5 produced by the raw coal-carrying Fe are
reduced by 15.6%, 16.2% and 31.1%, respectively, and the amount of PM2.5 is reduced
by 22.4%. While the production of PM2.5–10 increased from 0.17 mg/g to 0.34 mg/g,
the production of PM10 is reduced by 5%. It is clear that a significant fraction of the
submicron particles produced during the combustion of the raw coal are transformed
into ultra-micron particles after the addition of Fe minerals.

(4) After comparing the particulate matter produced by raw coal after carrying Mg, Ca
and Fe, it can be found that the addition of these three mineral elements can effectively
reduce the ash melting point, so that part of the sub-microns generated during the
process of coal combustion can be aggregated, bonded or adhered to other particles to
form ultra-micron particles.

(5) In the process of coal combustion, some submicron particles form submicron particles,
which are easy to be removed by dust removal equipment, which is conducive to
simplifying the control process of coal-fired particles and reducing the cost of particle
control. At the same time, compared with many particle removal technologies, the
cost of mineral-element-modified coal is lower, the dedusting equipment is simpler
and the dedusting efficiency is higher, which has a broader application prospect.
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26. Mlonka-Mędrala, A.; Dziok, T.; Magdziarz, A.; Nowak, W. Composition and properties of fly ash collected from a multifuel
fluidized bed boiler co-firing refuse derived fuel (RDF) and hard coal. Energy 2021, 234, 121229. [CrossRef]

27. Tositti, L. Physical and Chemical Properties of Airborne Particulate Matter. In Clinical Handbook of Air Pollution-Related Diseases;
Capello, F., Gaddi, A.V., Eds.; Springer International Publishing: Cham, Switzerland, 2018; pp. 7–32.

28. Ruan, R.; An, Q.; Tan, H.; Jia, S.; Wang, X.; Peng, J.; Li, P. Effect of calcined kaolin on PM0.4 formation from combustion of
Zhundong lignite. Fuel 2022, 319, 123622. [CrossRef]

29. Zhao, J.; Zhang, Y.; Wei, X.; Li, T.; Qiao, Y. Chemisorption and physisorption of fine particulate matters on the floating beads
during Zhundong coal combustion. Fuel Process. Technol. 2020, 200, 106310. [CrossRef]

30. Ninomiya, Y.; Wang, Q.; Xu, S.; Teramae, T.; Awaya, I. Evaluation of a Mg-Based Additive for Particulate Matter (PM)2.5
Reduction during Pulverized Coal Combustion. Energy Fuels 2010, 24, 199–204.

31. Wei, Y.; Wang, Q.; Zhang, L.; Awaya, I.; Ji, M.; Li, H.; Yamada, N.; Sato, A.; Ninomiya, Y. Effect of magnesium additives on PM 2.5
reduction during pulverized coal combustion. Fuel Process. Technol. 2013, 105, 188–194. [CrossRef]

32. Cao, X.; Zhang, T.-A.; Zhang, W.; Lv, G. Solvent Extraction of Sc(III) by D2EHPA/TBP from the Leaching Solution of Vanadium
Slag. Metals 2020, 10, 790. [CrossRef]

33. Wang, H.; Zhang, X.; Wu, W.; Liaw, P.K.; An, K.; Yu, Q.; Wu, P. On the torsional and coupled torsion-tension/compression
behavior of magnesium alloy solid rod: A crystal plasticity evaluation. Int. J. Plast. 2022, 151, 103213. [CrossRef]

34. Yang, Y.; Lin, X.; Li, S.; Luo, M.; Yin, J.; Wang, Y. Formation factors and emission characteristics of ultrafine particulate matters
during Na-rich char gasification. Fuel 2019, 253, 781–791. [CrossRef]

35. Hu, W.; Wang, Y.; Wang, T.; Ji, Q.; Jia, Q.; Meng, T.; Ma, S.; Zhang, Z.; Li, Y.; Chen, R.; et al. Ambient particulate matter
compositions and increased oxidative stress: Exposure-response analysis among high-level exposed population. Environ. Int.
2021, 147, 106341. [CrossRef]

36. Liu, J.; Banerjee, S.; Oroumiyeh, F.; Shen, J.; del Rosario, I.; Lipsitt, J.; Paulson, S.; Ritz, B.; Su, J.; Weichenthal, S.; et al. Co-kriging
with a low-cost sensor network to estimate spatial variation of brake and tire-wear metals and oxidative stress potential in
Southern California. Environ. Int. 2022, 168, 107481. [CrossRef]

37. Ninomiya, Y.; Wang, Q.; Xu, S.; Mizuno, K.; Awaya, I. Effect of Additives on the Reduction of PM2. 5 Emissions during Pulverized
Coal Combustion†. Energy Fuels 2009, 23, 3412–3417. [CrossRef]

38. Zhu, N.Y.; Sun, C.Y.; Li, Y.L.; Qian, L.Y.; Hu, S.Y.; Cai, Y.; Feng, Y.H. Modeling discontinuous dynamic recrystallization containing
second phase particles in magnesium alloys utilizing phase field method. Comput. Mater. Sci. 2021, 200, 110858. [CrossRef]

39. Zeng, K.; Yang, Q.; Zhang, Y.; Mei, Y.; Wang, X.; Yang, H.; Shao, J.; Li, J.; Chen, H. Influence of torrefaction with Mg-based
additives on the pyrolysis of cotton stalk. Bioresour. Technol. 2018, 261, 62–69. [CrossRef]

40. Sezer, N.; Evis, Z.; Kayhan, S.M.; Tahmasebifar, A.; Koç, M. Review of magnesium-based biomaterials and their applications.
J. Magnes. Alloy. 2018, 6, 23–43. [CrossRef]

41. Pi, S.; Zhang, Z.; He, D.; Qin, C.; Ran, J. Investigation of Y2O3/MgO-modified extrusion–spheronized CaO-based pellets for
high-temperature CO2 capture. Asia-Pac. J. Chem. Eng. 2019, 14, e2366. [CrossRef]

42. Seetharaman, S.; Jayalakshmi, S.; Arvind Singh, R.; Gupta, M. The Potential of Magnesium-Based Materials for Engineering and
Biomedical Applications. J. Indian Inst. Sci. 2022, 102, 421–437. [CrossRef]

43. Yang, Y.; Jiang, C.; Guo, X.; Peng, S.; Zhao, J.; Yan, F. Experimental investigation on the permeability and damage characteristics
of raw coal under tiered cyclic unloading and loading confining pressure. Powder Technol. 2021, 389, 416–429. [CrossRef]

44. Pallarés, S.; Gómez, E.T.; Martínez-Poveda, Á.; Jordán, M.M. Distribution Levels of Particulate Matter Fractions (<2.5 µm, 2.5–10
µm and >10 µm) at Seven Primary Schools in a European Ceramic Cluster. Int. J. Environ. Res. Public Health 2021, 18, 4922.
[PubMed]

45. Shin, N.; Velmurugan, K.; Su, C.; Bauer, A.K.; Tsai, C.S.J. Assessment of fine particles released during paper printing and
shredding processes. Environ. Sci. Process. Impacts 2019, 21, 1342–1352. [CrossRef] [PubMed]

46. Torres-Luna, J.A.; Carriazo, J.G. Porous aluminosilicic solids obtained by thermal-acid modification of a commercial kaolinite-type
natural clay. Solid State Sci. 2019, 88, 29–35. [CrossRef]

47. Sun, J.; Guo, Y.; Yang, Y.; Li, W.; Zhou, Y.; Zhang, J.; Liu, W.; Zhao, C. Mode investigation of CO2 sorption enhancement for
titanium dioxide-decorated CaO-based pellets. Fuel 2019, 256, 116009. [CrossRef]

48. Hu, Y.; Lu, H.; Liu, W.; Yang, Y.; Li, H. Incorporation of CaO into inert supports for enhanced CO2 capture: A review. Chem.
Eng. J. 2020, 396, 125253. [CrossRef]

49. Song, W.; Tang, L.; Zhu, X.; Wu, Y.; Rong, Y.; Zhu, Z.; Koyama, S. Fusibility and flow properties of coal ash and slag. Fuel 2009, 88,
297–304. [CrossRef]

49



Energies 2023, 16, 730

50. Gao, N.; Chen, K.; Quan, C. Development of CaO-based adsorbents loaded on charcoal for CO2 capture at high temperature. Fuel
2020, 260, 116411. [CrossRef]

51. Zhu, S.; Zhang, M.; Li, Z.; Zhang, Y.; Yang, H.; Sun, J.; Lyu, J. Influence of combustion temperature and coal types on alumina
crystal phase formation of high-alumina coal ash. Proc. Combust. Inst. 2019, 37, 2919–2926. [CrossRef]

52. Wang, Q.; Zhang, L.; Sato, A.; Ninomiya, Y.; Yamashita, T. Interactions among inherent minerals during coal combustion and
their impacts on the emission of PM10. 1. Emission of micrometer-sized particles. Energy Fuels 2007, 21, 756–765. [CrossRef]

53. Pongrac, P.; McNicol, J.W.; Lilly, A.; Thompson, J.A.; Wright, G.; Hillier, S.; White, P.J. Mineral element composition of cabbage as
affected by soil type and phosphorus and zinc fertilisation. Plant Soil 2019, 434, 151–165. [CrossRef]

54. Zhang, Z.; Wu, X.; Zhou, T.; Chen, Y.; Hou, N.; Piao, G.; Kobayashi, N.; Itaya, Y.; Mori, S. The effect of iron-bearing mineral
melting behavior on ash deposition during coal combustion. Proc. Combust. Inst. 2011, 33, 2853–2861. [CrossRef]

55. Guo, F.; Liu, Y.; Wang, Y.; Li, X.; Li, T.; Guo, C. Pyrolysis kinetics and behavior of potassium-impregnated pine wood in TGA and
a fixed-bed reactor. Energy Convers. Manag. 2016, 130, 184–191. [CrossRef]

56. Dai, X.; Bai, J.; Yuan, P.; Du, S.; Li, D.; Wen, X.; Li, W. The application of molecular simulation in ash chemistry of coal. Chin. J.
Chem. Eng. 2020, 28, 2723–2732. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

50



Citation: Sun, Q.; Zhao, Z.; Wang, S.;

Zhang, Y.; Da, Y.; Dong, H.; Wen, J.;

Du, Q.; Gao, J. Effects of Temperature

and Chemical Speciation of Mineral

Elements on PM10 Formation during

Zhundong Coal Combustion.

Energies 2023, 16, 310. https://

doi.org/10.3390/en16010310

Academic Editor: Fernando

Rubiera González

Received: 27 October 2022

Revised: 30 November 2022

Accepted: 1 December 2022

Published: 27 December 2022

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Effects of Temperature and Chemical Speciation of Mineral
Elements on PM10 Formation during Zhundong
Coal Combustion
Qiaoqun Sun 1, Zhiqi Zhao 2, Shizhang Wang 2, Yu Zhang 2,*, Yaodong Da 3, Heming Dong 2 , Jiwang Wen 3,
Qian Du 2 and Jianmin Gao 2

1 School of Aerospace and Construction Engineering, Harbin Engineering University, Harbin 150001, China
2 School of Energy Science and Engineering, Harbin Institute of Technology, Harbin 150001, China
3 China Institute of Special Equipment Inspection, Beijing 100029, China
* Correspondence: zhang.y@hit.edu.cn

Abstract: Particulate matter (PM) pollution from coal combustion is a leading contributor to the
influence of atmospheric visibility, photochemical smog, and even global climate. A drop tube
furnace was employed to explore the effects of temperature and chemical speciation of mineral
elements on PM formation during the combustion of Zhundong coal. Chemical fractionation analysis
(CFA), X-ray fluorescence (XRF), and inductively coupled plasma-atomic emission spectrometry
(ICP-AES) were used to investigate the chemical and physical characteristics of the solid samples. It
can be indicated that the combustion of similarly sized coal particles yielded more PM10 when the
combustion temperature was increased from 1000 to 1400 ◦C. Zhundong coal is fractionated with
deionized water, ammonium acetate, and hydrochloric acid, and pulverized coal, after fractionation,
is burned to study the influence of mineral elements with different occurrence forms, such as
water-soluble mineral elements, exchangeable ion elements, hydrochloric acid soluble elements and
acid-insoluble elements, on the formation of particles. The results show that water-soluble salts play
an important role in forming ultrafine particles (PM0.2); Fe, Ca, and other elements in organic form
are distributed in flue gas through evaporation during pulverized coal combustion. When the flue
gas temperature decreases, PM1 is formed through homogeneous nucleation and heterogeneous
condensation, resulting in the distribution of these two elements on PM1. Different fractionation
methods do not significantly affect the distribution of Si and Al in the PM1–10 combustion process.

Keywords: particulate matter (PM); Zhundong coal; PM10; PM1; PM0.2

1. Introduction

Airborne particulate matter (PM) has become a major air pollutant in urban China
in recent years. It is a leading factor contributing to decreased atmospheric visibility,
global climate change, and photochemical smog [1–3]. PM is a complex mixture of or-
ganic substances and inorganic matter [4,5], including solid particles and liquid droplets.
PM10 with an aerodynamic diameter of fewer than 10 µm can be breathed in through the
nose/mouth and enter the human respiratory tract. Within the PM10 classification, PM can
be further classified into submicron particulate matter (PM1) and ultra-micro particulate
matter (PM1–10).

China accounts for 23% of the world’s energy consumption, and, in the short term,
at least, coal will remain the dominant source of Chinese energy [6]. Large reserves of
Zhundong (ZD) coal exist in China [7], but the raw coal contains levels of alkali metals
and alkaline earth metals (AAEMs) that are far higher than those found in other coals [8,9].
Combusting coals with significant AAEM species can lead to multi-particle formation
during combustion, which can result in slagging and fouling problems and limit the
utilization of ZD coal in large-scale applications [10,11].
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Several variables impact the composition and formation characteristics of PM10. For
example, increasing the combustion temperature would increase the number of PM10
produced [12–14]. Changing the mineral content in raw coal can influence how the min-
eral components react with each other during combustion, producing ash with different
compositions that [15], in turn, influence the ash melting point. An increase in the ash
melting point increases the formation of PM10, while an increase in the S content in the raw
coal increases the production of PM1 [16]. A high silicate content in coal ash increases the
melting temperature, while a high content of oxides and sulfate tends to lower its fusion
temperature [17]. In addition, coal’s mineral content and the division between organic and
inorganic fractions can significantly influence PM formation [18,19]. Among others, Na, K,
Ca, Al, and Fe can promote lower-temperature melting and polymerization of fine particles,
forming larger particles [11,20,21]. PM1 mainly comprises alkali metal oxides, refractory
oxides, and sulfides [16]. High-Na/K coals burn at 900–1100 ◦C, with the sulfate core
forming the main component of PM1. At 1300 ◦C, Na and K elements are precipitated as
hydroxides and easily combine with aluminate in coal to form larger particles (PM10+) [22].
The occurrence of Ca and Mg elements in low-rank coal is the primary determinant of their
precipitation behavior [23,24]. Al is mainly present in the form of aluminosilicate, with
less precipitation.

During combustion, various forms of different mineral elements precipitate at different
stages, impacting PM formation with various sizes. Indeed, relatively few studies have
been carried out addressing the impact of mineral matter composition on PM formation
and composition characteristics. The work aims to provide helpful information that will
aid the control of PM pollution from coal combustion.

2. Material and Methods
2.1. Sample Preparation

As shown in Figure 1, the drop tube furnace (DTF) was used for experiments with
Chinese ZD coal (90–125 µm). The experiment was carried out in the air at 1000–1400 ◦C.
The furnace was composed of a corundum tube of 80 mm diameter and 2000 mm length.
The pulverized coal sample was pneumatically conveyed into the furnace chamber at a
constant rate of 1.0 g/min with the primary air. The primary air flow is 1 L/min, and
the secondary airflow is 9 L/min. A secondary air was mixed at the burner to ensure the
burn-out rate in the furnace [25]. Fly ash was collected at the bottom of the reactor. The
proximate and ultimate analyses of ZD coal are listed in Table 1. The compositional analysis
of raw ZD coal ash is listed in Table 2.
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Table 1. Proximate and ultimate analysis of ZD coal.

Proximate Analysis (wt.%, ad. = Air Dry Basis) Ultimate Analysis (wt.%, ad. = Air Dry Basis)

M(Moisture) A(Ash) V(Volatile) FC(Fixed Carbon) C H Odiff. N S

9.63 5.5 40.3 44.57 61.4 4.41 17.69 0.89 0.48

Note: Heating value = 18.5 MJ/kg. diff. = by difference.

Table 2. Compositional analysis of ZD coal ash.

Ash Compositions (wt. %)

SiO2 Al2O3 Fe2O3 CaO MgO TiO2 SO3 MnO2 K2O P2O5 Na2O

30.56 29.85 10.56 8.64 4.42 0.22 7.66 0.31 0.6 0.12 6.02

2.2. Chemical Fractionation Analysis

The chemical speciation of mineral elements in raw ZD coal was assessed by chemical
fractionation analysis (CFA) [26–29]. Samples were dried overnight at 105 ◦C, and then
each sample was successively extracted with deionized water (H2O), 1.0 mol/L ammonium
acetate (NH4Ac), and 1.0 mol/L hydrochloric acid (HCl). In the first extraction, H2O-
soluble compounds, such as K and Na salts, would be dissolved [30]. Organically bound
ion-exchangeable elements were removed by the NH4Ac solution [31]. Finally, acid-soluble
compounds, such as carbonates and sulfates, were extracted using an HCl solution. After
each extraction, the solid residue was washed with deionized water until the pH of the
leachate was constant. According to the procedures carried out during the CFA process, the
samples were named raw coal, H2O-coal, NH4Ac-coal, and HCl-coal, respectively. These
samples were then introduced to the DTF in the same way as the raw coal at 1200 ◦C.

2.3. Sampling System

PM samples were simultaneously sampled from the collected ash and classified for
analysis. In order to study the morphology and composition, polycarbonate film was used
for microscopic analysis [32]. A Teflon filter membrane was used during inorganic content
analysis using ICP-AES and XRF.

An electrical low-pressure impactor (ELPI) (97 2E, NO.24423, Dekati LTD, Kangasala,
Finland) was used to measure the ash particle size distribution. X-ray fluorescence
(XRF, PW4400) further developed the compositional analysis. Major (content more than
1000 g/g) and minor (in 100~1000 g/g) ash components were then qualitatively and semi-
quantitatively analyzed with accurate detection of elements in the range 9F to 92U. A
vacuum of less than 100 Pa (minimum 1 Pa) and a temperature of approximately 60–70 ◦C
were used; these conditions were assumed not to denature the sample.

The mineral matter that was retained in the ash particles was digested by a microwave
digestion system (Ethos 1, Milestone, Sorisole, Italy) [29]. Each digested residue was re-
dissolved, transferred to a 25 mL volumetric flask, and made up to a set volume with
deionized H2O. The mineral elements were then quantified by an inductively coupled
plasma atomic emission spectrometer (ICP-AES).

3. Results and Discussion
3.1. Impact of Temperature on PM10 Formation

As shown in Figure 2, the impact of Raw-coal’s combustion temperature on the
formation of variously sized PM can be seen. Figure 2a shows a similar distribution for
all temperatures. The amount of PM10 formed increased as the combustion temperature
increased. The peak at approximately 2 µm was mainly affected by the formation of PM1–10
particles. At higher temperatures, the internal temperature gradient of the char particles is
steeper, and the particles endure a relatively higher level of thermal stress, rendering them
easily broken [33,34]. Figure 2b initially shows a gradual increase in the amount of PM0.2,
from 0.29 to 0.32 mg/g, as the temperature was increased from 1000 to 1200 ◦C, with a more
significant increase to 0.37 mg/g at 1400 ◦C. This might be driven by increased evaporation
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and condensation of mineral elements at higher temperatures [35]. The amount of PM0.2–1
produced is similar at 1000 and 1200 ◦C (0.30 and 0.31 mg/g, respectively), but it increases
to 0.37 mg/g at 1400 ◦C. The amount of PM1 increases to 0.62 mg/g and 0.74 mg/g. A
similar trend was observed for the different temperatures for particles in the PM10 and PM1
ranges. Results at 1000, 1200, and 1400 ◦C yielded 0.57, 0.61, and 0.71 mg/g for PM1–10
and 1.15, 1.23, and 1.46 mg/g for PM10, respectively. The precipitation and condensation
of mineral elements were the primary mechanisms for forming PM1 [16,36,37]. The extent
to which mineral elements volatilize is known to be positively correlated with the amount
of PM1 [38], and, in general, their vapor-phase concentration is high. At the same time, the
associated particle enjoys a slight temperature gradient across it, a long aggregation time,
and a relatively large size [39].
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Figure 2. Continuous (a) and discrete (b) distribution of PM10 at different temperatures.

An analysis of the major mineral components in PM10 combusted at different tem-
peratures is shown in Figure 3, while Figure 4 presents the bulk compositions of PM
with various sizes. For PM0.2, an increase of the combustion temperature from 1000 to
1200 and then to 1400 ◦C increased the mass fraction of K and particularly Na, which
increased from 9.0 to 12.5 and then to 20.6%. The change of element S is basically the same.
Figure 4b shows that compared with the results for PM0.2, the PM0.2–1 fraction exhibited a
significantly lower mass fraction of the volatile components but a much higher proportion
of the non-volatile (Ca, Mg, and Fe) elements and Al-Si salts. (Under three temperature
conditions, the proportion of volatile elements in PM0.2 is 26.28%, 29.40%, and 37.08%,
respectively. The proportion of volatile elements in PM0.2–1 is 7.00%, 8.12%, and 12.66%,
respectively). Because the mineral substances needed for particle nucleation come from two
sources: the volatilization of minerals or their release during coal combustion [40]. This can
be explained by considering that PM10 is more likely to be formed by homogeneous nucle-
ation mechanisms and the condensation of volatile elements on the particle surface [41–44].
The main reason for the difference in mineral content in PM0.2 and PM0.2+ particles is
that the formation mechanism of particles with different sizes is different. The content
of volatile elements in PM0.2 is high. PM0.2 is mainly formed by steam condensation.
The steam source is the decomposition of mineral elements in organic form in the coal
powder pyrolysis stage, releasing mineral steam or the formation of inorganic minerals
in the coke combustion stage. PM0.2+ is mainly generated in the coke combustion stage,
mainly including volatile elements condensed on fine particles and particles rich in silicon
and aluminum formed in the molten state, which accumulates to form irregular particles.
As shown in Figure 4c, the content of volatile mineral elements in PM1–10 was less than
that in the other samples. The fraction of volatile elements in the samples at 1200/1400 ◦C
is very similar (6.2 and 6.9%, respectively), significantly greater than that observed at
1000 ◦C (1.7%). The most volatile elements reached the maximum value at 1400 ◦C, slightly
increasing at 1200 ◦C.
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Figure 3. Composition of significant mineral components in PM10.
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Figure 4. Composition of various size fractions of coal ash generated at different combustion temper-
atures. Volatile denotes Na, K, and S; non-volatile denotes Mg, Ca, and Fe.

3.2. Effect of Chemical Speciation of Mineral Elements on PM10 Formation
3.2.1. Chemical Speciation of Mineral Elements

Table 3 shows the composition of significant elements for the four stages of CFA. At
the same time, Figure 5 displays the main speciation of these inorganic elements depending
on whether they are soluble in H2O, NH4Ac, or HCl or insoluble in all the above solvents.
The highest compositions observed in the raw sample are for Al and Si, followed by Fe,
Ca, and Na. Na is mainly found as an H2O-soluble salt. Washing with H2O removes
61.1% of the actual Na, though this process removes little Mg, Ca, Fe, or Al. Washing with
NH4Ac removes 32.1% of the Mg and 20.2% of the Ca remaining after the H2O wash. Mg
and Ca species that then dissolve in HCl but are insoluble in NH4Ac mainly comprised
carbonates [45–48], such as calcite (CaCO3) and dolomite (CaMg(CO3)2). Washing with
HCl dissolves 39.2% of Al with the insoluble fraction assumed to be aluminosilicates, such
as kaolin. For Fe, 17.9% is NH4Ac-soluble, 44.7% is HCl-soluble, and the remainder consists
of insoluble salts. With most Fe compounds insoluble in H2O, compounds soluble in
HCl or NH4Ac may include siderite (FeCO3) [49], ankerite ((FeCaMg)CO3), or Fe(OH). Fe
compounds that are insoluble in HCl may have been pyrite (FeS2).

Table 3. Content of mineral elements in CFA (mg/g).

Coal K Na Ca Mg Fe Al Si Ash

Raw-Coal 0.2 1.8 2.6 1.2 2.8 6.9 6.8 5.3
H2O-Coal 0.1 0.7 2.4 1.1 2.5 6.4 6.0 4.6

NH4Ac-Coal 0.1 0.6 1.9 0.8 2.3 5.8 5.3 3.9
HCl-Coal 0.1 0.1 0.2 0.1 1.0 3.1 2.0 1.2
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Figure 5. Fractionation of major elements.

3.2.2. Distribution of the Primary Mineral in PM10

CFA results showing the major mineral components for PM0.2, PM0.2–1, and PM1–10
are shown in Figure 6. The main components of PM0.2 were volatile elements such as S, Na,
and K. The proportions of the insoluble elements—Mg, Ca, Fe, Al, and Si—were relatively
small. The PM0.2 content of Na decreased significantly following H2O-washing. At the
same time, acid-washing caused an increase in the concentration of Si and Al elements as
other mineral elements (such as Mg, Ca, and Fe) dissolved in HCl. The PM0.2–1 and PM1–
10 fractions generated from the combustion of four different coal samples were very similar
and mainly comprised refractory oxides (of Mg, Ca, and Fe) and Al and Si compounds. A
bulk analysis of the composition of the three PM size groups is shown in Figure 7. These
results suggest that the PM samples were mainly composed of Na2O, MgO, CaO, SiO2,
Al2O3, Fe2O3, SO3, and K2O.
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Figure 6. Major mineral in PM10 from CFA-treated coal samples.

3.2.3. Speciation of Mineral Elements in PM10

The impact of various treatments of the coal samples on the ash particle size dis-
tribution can be seen in Figure 8a. Notably, the acid-treated coal sample displayed no
apparent peak in PM distribution, which was relatively uniform. Indeed, the ash content
of the raw coal sample decreased from 5.3% to 1.2% after the acid-washing process. The
PM distribution shows the two distinct peaks divided into three areas: ultrafine, inter-
mediate, and coarse. The precipitation of mineral elements forms ultrafine particles. ZD
coal has a high H2O-soluble alkali content (especially Na), much of which was removed
following H2O washing. The number of ultrafine particles was constant, indicating that
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the ultrafine particles play an important part in the combustion process of coal with the
H2O-soluble minerals.
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Na catalyzes the combustion process, accelerating the char burning rate and causing
the particles to burn out more quickly. It decreases the accumulation time for melting ash
and cannot adhere to the ash surface. Removing 61% of Na from the raw coal by H2O-
washing could decrease the reactivity of the char (compared with that of raw coal) during
combustion. This decrease in reactivity may increase the accumulation and agglomeration
time for the melting ash particles on the char surface, promoting the formation of larger
particulates (>10 µm).

Figure 8 shows the particle size distribution for PM10 produced from the various coal
samples. H2O-washing caused the amount of PM0.2 to decrease from 0.32 to 0.19 mg/g,
mainly because of the leaching of Na, which is key to the formation of particles via the
evaporation–condensation mechanism in the PM0.2 range. Fine particulates mainly develop
via two pathways: vapor condensation reactions at an inorganic surface of a nucleation
point or the collision and coagulation of two existing fine particles [49]. The amount of
PM0.2–1 generated from the combustion of raw coal, H2O-coal, and NH4Ac-coal was 0.31,
0.30, and 0.24 mg/g, respectively. From these results, it is possible to conclude that the
role of H2O-soluble mineral elements in the PM0.2–1 generation process is non-obvious
and that the existence of the mineral elements in the H2O-coal and raw coal (such as
Ca, Fe, and Mg) suggests that organic minerals also impacted the formation of PM0.2–1.
The fraction of ash produced as PM1–10 for the raw coal, H2O-coal, NH4Ac-coal, and
HCl-coal samples was 0.61, 0.53, 0.47, and 0.13 mg/g, respectively, suggesting that the
HCl-soluble minerals were essential in PM1–10 formations. These minerals may include
carbonates, siderite, ankerite (Fe, Ca, Mg)O3, or Fe(OH)2. For the PM10 fraction, the raw
coal produced 1.24 mg/g, which included 0.32 (25%), 0.31 (25%), and 0.61 (50%) mg/g of,
respectively, PM0.2, PM0.2–1, and PM1–10. The fractional amounts of PM10 generated by
the combustion of H2O-coal, NH4Ac-coal, and HCl-coal were all lower than that of raw
coal (at 1.03, 0.90, and 0.35 mg/g, respectively). This analysis suggests that H2O-soluble
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mineral elements mainly affected the formation of PM0.2; organically bound elements
impacted the amount of PM0.2–1 generated and washing with HCl significantly decreased
the amount of PM1–10 produced by coal combustion.

4. Conclusions

(1) When Zhundong pulverized coal with the same combustion atmosphere and particle
size burns, the total amount of PM10 generated at high combustion temperature is
generally more. At 1000 ◦C, 1200 ◦C and 1400 ◦C, the amount of PM10 generated by
the unit mass of Zhundong pulverized coal is 1.15 mg/g, 1.23 mg/g and 1.46 mg/g,
respectively. The reason may be that with the increase in combustion temperature,
the steam concentration of mineral elements in coal during combustion is increased.
When the temperature decreases, more mineral steam will condense on the surface
of particles.

(2) The mineral elements in raw coal are divided into water-soluble mineral elements,
organically bound mineral elements, acid-soluble mineral elements and acid-insoluble
mineral elements by chemical fractionation. Water-soluble salts play an important
role in the formation of ultrafine particles (PM0.2). The organic Fe and Ca elements
do not react with the aluminosilicate in the pulverized coal during the combustion of
pulverized coal but evaporate into steam and distribute in the flue gas. When the flue
gas temperature decreases, they condense and form on PM1, resulting in these two
elements on PM1; Mg, Ca, and Fe react with aluminosilicate to form molten particles,
which makes particles PM1–10 contain these three elements. Different fractionation
methods will not greatly affect Si and Al in the PM1–10 combustion process.
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Abstract: Wet electrostatic precipitators have problems such as uneven water distribution and poor
economy in applying ultra-clean particulate matter emissions from coal-fired boilers. Upgrading
the droplets in wet dust removal to charged mobile collectors can effectively compensate for these
shortcomings. In this paper, the effects of particle sphericity, particle size, and charge on the capture
efficiency of a single droplet for capturing micron and submicron particles are qualitatively studied
by simulating the process of particle capture by charged droplets in a turbulent flow field. The
simulation results show that the trapping efficiency of charged droplets is positively correlated with
the sphericity and the amount of charge. The particle size significantly impacts the capture efficiency,
and the increase in size increases the capture efficiency, and the capture efficiency of 5.49 µm particles
reaches 100%. The effect of particle movement speed on the capture efficiency needs to be considered
in combination with particle size. For micron particles, the capture efficiency is close to 100% when
the movement speed is 0.3 m/s and 0.5 m/s. For submicron particles, the aggregation morphology is
lower at lower speeds. Simple non-spherical particles have greater capture efficiency.

Keywords: charged droplets; sphericity; numerical simulation; trapping efficiency

1. Introduction

With the massive consumption of coal, particulate matter emission severely impacts
the environment. However, in recent years, China has experienced rapid industrialization
and the electricity demand is still in the increasing stage. In particular, the production and
operation of coal-fired power plants generate a large amount of particulate emissions. A
large amount of particulate matter in their soot emissions can cause serious pollution to the
environment and affect people’s health. To control the environmental damage of particulate
matter, waste gas generated in the industrial production process must be purified before
being discharged into the atmosphere. The wet dust collector has a better effect than
various dust removal technologies [1]. Wet electrocoagulation technology is widely used
due to its advantages of low energy consumption, pressure reduction, and the ability to
remove soluble gas, but it also has some shortcomings, such as serious corrosion and the
easy formation of corona inhibition [2,3]. The study of particle capture by single droplet is
the basis for improving wet electrocoagulation. Studying the capture of particles by single
droplet can deeply understand and use the wet deposition mechanism in the atmospheric
environment to remove particles [2].

At present, scholars have studied the particle capture process of charged single
droplets, most of which are based on the assumption of spherical particles, and the research
on non-spherical particles is still in the qualitative research stage. However, Jiang [4] and
Yao [5] and other studies found that the shape of the particles affects the humidity and thus
the charging capacity. If the particle shape is not considered, the charged single droplet
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captures the particles with a large deviation, so the particle shape affects the capture. The
effect of efficiency cannot be ignored, and the “sphericity” of the particles is proposed as
an important characteristic parameter [6]. Wadell [7] defined, by the ratio of the spherical
particle surface area Av to the non-spherical surface area Ap with the same volume of
non-spherical particles, a highly accurate relationship between sphericity and drag force
established through experimental measurements.

According to the current research progress, the factors affecting the capture efficiency
in the process of capturing particles by a single charged droplet are not only particle
sphericity but also particle size, particle and droplet charge amount, and particle motion
speed [8]. Zuo Ziwen [9] and others designed an experimental device for particle capture
by charged droplets and found that the particle capture capacity of charged droplets was
more than an order of magnitude higher than that of non-charged droplets, and the capture
capacity of droplets was similar to that of non-charged droplets. The amount of charge
is linearly proportional. Li Lin [10] conducted an experimental study on the process of
electrostatic spraying to remove particulate matter from flue gas. The results show that
electrostatic spraying has a significant effect on agglomerating particulate matter and small
particles can aggregate to form larger particles, which improves the capture efficiency.
Wang Junfeng and others [11] carried out an experiment of trapping particles by charged
droplets. The research results show that charged droplets can capture more particles,
and particles stay on the surface of the droplets due to surface tension, which affects the
capture of the particles’ set efficiency. Zuo and others [12] developed an experimental setup
for trapping particles by charged droplets and studied the entire trapping process. The
experimental results show that the number of particles captured by charged droplets is
much larger than that of non-charged droplets, and the particles on the surface of charged
droplets obviously aggregate together. Zhang Yaowen [13] developed an electrostatic spray
cyclone dust removal system and carried out research on the influence of various factors on
the dust reduction rate under different dust concentrations. The experimental results show
that the increase in electric field strength is beneficial to improve the dust reduction rate
of the device. In the thermo-dynamic characterization of free water and surface water of
colloidal monomolecular polymeric particles using DSC, Peng Geng et al. [14] found that
the effect of Manning condensation occurs when the charge on the surface of the particles
is very high, and the effective charge density decreases, reducing the effective charge on
its surface.

In terms of simulation, the core is the construction of the model and the definition of
the capture efficiency. From the 2D model to the 3D model, the definition of the capture
efficiency needs to be rewritten. In terms of numerical simulation, Wang [15], Shapiro
and Laufer [16], and others found that if the droplets and particles are not charged or
the charge is low, the particles can be driven to collide with the droplets by adding an
electric field, but if the droplets and particles are two, all of them are charged, and the
addition of an electric field weakens the capture of the particles by the droplets. Wang
Junfeng [17] and Xie Liyu [18] carried out numerical simulation research on particles
trapped by charged droplets. The research results show that when the direction of airflow
movement and the direction of droplet deformation and projection are the same, although
the collision efficiency is reduced, it can be improved and improve capture efficiency.
Zhao Haibo and Zheng Chuguang [19–21] numerically simulated the process of removing
boiler flue gas by electrostatic spraying, and discussed the effects of inertial collision,
interception, Brownian diffusion, and electrostatic force on the capture efficiency. Wang
Ao [22] used a three-dimensional model to study and considered the combined effect of
inertial and thermophoretic mechanisms. The study found that in the range of the Reynolds
number involved in spraying, the flow boundary layer near the droplets was separated
and showed non-steady state and non-axisymmetric morphology. Based on the study
of particle inertial motion behavior, Slinn and Davenport [23–26] established an inertial
capture efficiency formula.
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Weber et al. [27] studied the inertial trapping efficiency of droplets flowing around
particles under the assumptions of the Stokes flow model and the potential flow model and
estimated the inertial trapping efficiency at each Reynolds number (Re) between the two
flow assumptions using the interpolation method, and the calculated results have a large
deviation from the experimental and numerical simulation results. Bauer and others [28]
assumed a steady-state axisymmetric flow field around the flow droplet and numerically
simulated the inertial trapping of particles with St = 0.1 to 100 by the droplet at Re = 1
to 400. Slinn and others [25] fitted this numerical simulation result to obtain a formula
for calculating inertial trapping efficiency at different Reynolds numbers (Re) and Stokes
numbers (St), which is widely used to calculate inertial collision kernels to predict The
removal coefficient of particulate matter during rainfall. The formula fitted by Slinn is in
good agreement with the experimentally obtained efficiency in the range of Re < 300, but
the relative deviation from the experimental data at higher Reynolds number (Re), such as
in the study by Horn [29], is more than 20%.

To sum up, the research on wet electrocoagulation technology is extremely important,
but the related analysis methods are not yet mature, and more in-depth research is needed.
Therefore, a single droplet captures spherical and non-spherical particles under the action
of an electrostatic field, which is simulated and studied to establish a numerical model and
a physical model of the particle and study the particle size, particle charge, droplet charge,
particle velocity, and particle size. Due to the effects of aggregation behavior and other
factors on the capture efficiency, the research results are of great significance for improving
the wet electrocoagulation technology and improving the particle capture efficiency.

2. Numerical Model
2.1. Force Analysis Equation

The main forces on the particles during their motion are shown in Table 1.

Table 1. Force analysis equations for particle motion.

Action Force Force Analysis Equation Serial Number

Gravity Fg = 1
6πdp

3ρpg (1)
Buoyancy Fg = 1

6πdp
3ρg (2)

Inertial force Fg = − 1
6πdp

3ρp
dup
dt

(3)

Resistance force CD =
Fγ

πrp2[ 1
2 ρ(u−up2)]

(4)

Fr =
π2

2 CD

∣∣∣u− uγ

∣∣∣(u− uγ) (5)

Basset force FB = 3
2 dγ

2√πρµ
t∫
−∞

du
dt −

duγ
dt√

t−τ
dτ (6)

Saffman lift force Fs = 1.61(µρ)
1
2 d2

ρ

(
u− uρ

)∣∣∣ du
dy

∣∣∣
1
2 (7)

Additional mass force FVM = 1
2 ρV

(
du
dt −

duρ

dt

)
(8)

Magnus lift force F1 = 1
3 πd3

pρuv (9)

In addition to the main forces mentioned above, the traction forces on the particles
should not be neglected. For the traction of spherical particles, the particle velocity (v) is
the translational velocity of the particle center of mass, and the continuous fluid velocity
(u) is usually defined in the region without particles. The continuous fluid velocity can also
be extrapolated to the particle center of mass and expressed as u@p, called the “unimpeded
velocity.” The relative velocity of particles (w) based on the “unobstructed velocity” can be
expressed as [30]:

w(t) = v(t)− u@p(t) (10)
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Assuming that the particle and fluid velocities are stable and uniformly distributed
over the space away from the particles, ∇ − u@p = 0 [31]. At this point, the magnitude of
the trapping force is mainly determined by the particle Reynolds number (Rep).

Reρ =
ρ f

∣∣∣w
∣∣∣d

µg
(11)

where d denotes the particle diameter, ρf denotes the fluid density, and µf denotes the fluid
viscosity. Nedelcu [32] derived the trajectory of spherical particles under the condition that
the convection term (Rep� 1) can be neglected:

FD = −3πdµ f w (12)

When the particle Reynolds number increases, the flow behind the particle is initially
an attached laminar flow with Rep < 22, then a separate laminar flow zone, which becomes
an unstable transition zone at 22 < Rep < 130, and then a turbulent zone at 130 < Rep <
1000 [31–35]. At 2000 < Rep < 300,000, the boundary layer starting in front of the particles
(θ = 0◦) is laminar and separates at about 80◦ [35], creating a fully turbulent wake behind
the particles. The total drag force is defined according to the drag coefficient (CD) as:

FD = −π

8
d2ρ f CDww (13)

For smaller values of Rep, the Stokes traction equation is appropriate. The traction
coefficient (CD) measured in the range 2000 < Rep < 300,000 is almost constant, from about
0.4 to 0.45, which is also commonly referred to as the “Newtonian zone” [36]. The Stokes
correction can be obtained by normalizing the traction by the creep flow solution.

fRe =
FD(Reγ)

FD(Reγ → 0)
=

CD(Reγ)

24/Reγ
(14)

Equation (14) is uniform for Rep� 1 and is proportional to Newton’s law for Rep
(about 3000 < Rep < 200,000). A transition occurs in between due to the appearance and
growth of the wake separation bubble [35].

An empirical formula including a traction coefficient can be derived from a series
of assumptions. An empirical curve consisting of 10 components was given by Clift
et al. [37] for extending the study of spheres to Rep as 106. The Stokes correction in this
calculation gives

fRe = 1 + 0.15Reγ
0.687 for Rer < 800 (15)

Regularly shaped non-spherical particles do not have an analytical solution for the
trajectory even in creeping flows with large flow velocities; their shape and the correspond-
ing correction for the trajectory can be approximated as ellipsoids by determining the
effective aspect ratio (E). As shown in Figure 1, the cylinder can also be corrected for shape
(fshape) to maintain sufficient accuracy [38–40]. As with the sphere shape factor, fshape is
inversely proportional to the change in terminal velocity (for d = constant), as the trajectory
correlation is linear in creeping flows.

fshape =
CD,shape

CD,shaere

∣∣∣∣∣Re� 1&const.wol =
Wterm,sphere

Wterm,sphape
(16)
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In order to estimate the shape factor of non-spherical regular particles, two dimen-
sionless area parameters, the surface area ratio and the projected area ratio, are usually
considered [30]:

A∗sur f =
Asur f

πl2 , A∗proj =
Aproj
1
4 πl2

(17)

The surface area ratio and the projected area ratio are usually considered. The surface
area ratio is always greater than 1, i.e., A*surf ≥ 1. The reciprocal of the surface area ratio is
more commonly defined as the “sphericity ratio” [7], “sphericity” [24] or “shape factor”.
For cylinders with length-to-diameter ratio (Acyl), ratio (Acyl), the surface area ratio and
equivalent volume diameter can be determined from geometric relationships [30]:

Ecyl =
Lcyl

dcyl
, A∗sur f =

2Ecyl + 1

(18E2
cyl)

1
3

, d = dcyl

(3Ecyl

2

) 1
3

(18)

The projection area ratio depends mainly on the direction of projection of the particles
and their shape. Under non-isometric conditions, Clift et al. [38] gave the A*surf and
A*proj equations for biconical and rectangular equations. Although there are other ways to
describe the non-spherical properties of particles, these are the two most commonly used
parameters for symmetric particles, and both are also the most effective in correlating the
traction [25,37].

Leith [41] proposed a correlation between the Stokes shape correction factor and these
two area ratios:

fshape =
1
3

√
A∗porj +

2
3

√
A∗sur f for Rep � 1 (19)

From Equation (19), 1/3 of the sphere resistance is shape resistance (related to the
projected area), 2/3 is friction resistance (related to the surface area), and the shape resis-
tance and friction resistance are proportional to the particle size. A review by Ganser [39]
shows that if the surface area ratio of a particle can be reasonably made to approach that of
a sphere, the following relation can be used for a given aspect ratio.

A∗sur f =
E
−2
3

2 + E
4
3

4
√

1−E2 ln
(

1+
√

1−E2

1−
√

1−E2

)

A∗sur f =
1

2E
2
3
+ E

1
3

2
√

1−E−2 sin−1
(

1+
√

1−E2

1−
√

1−E2

) (20)
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2.2. Governing Equation
2.2.1. Drag Equation

The trajectory of the particles in the vicinity of the adsorbed droplet is determined by
Newton’s equation [42].

m
d
→
w

dt
=

CdRep

24

→
Fr +

→
Fτ +

→
Fg (21)

where w represents particle velocity, m represents particle mass, Cd represents traction
coefficient, Rep represents particle Reynolds number, Fr represents drag, Fg represents
gravity, and Fε represents electrostatic force.

Although the forces on the particles change during their motion and their trajectory
changes, the whole physical process still follows the conservation of mass, momentum,
and energy. The conservation of mass equation [43]:

∂ρ

∂t
+

∂(ρvx)

∂x
+

∂
(
ρvy
)

∂y
+

∂(ρvz)

∂z
= 0 (22)

Conservation of momentum equation.

∂(ρvx)

∂t
+ div(ρvxv) =

∂ρ

∂t
+

∂τxx

∂x
+

∂τyx

∂y
+

∂τzx

∂z
+ Fx (23)

∂
(
ρvy
)

∂t
+ div

(
ρvyv

)
=

∂ρ

∂y
+

∂τxy

∂x
+

∂τyy

∂y
+

∂τzy

∂z
+ Fy (24)

∂(ρvz)

∂t
+ div(ρvzv) =

∂ρ

∂z
+

∂τxz

∂x
+

∂τyz

∂y
+

∂τzz

∂z
+ Fz (25)

Conservation of energy equation.

∂

∂t
(ρh) + div(phu) = div[(k + ki)divT] + Sk (26)

2.2.2. Capture Efficiency

The trapping efficiency of a moving particle in a laminar flow varies depending on
the position of release. Here, by denoting y0 as the maximum value of the trajectory of the
trapped particles, the trapping efficiency can be defined as [44]:

ET
(
dd, dp

)
=

N
N0

=

(
2y0

dd

)2
(27)

where dd denotes droplet diameter, dp denotes particle diameter, N denotes the number of
particles trapped and N0 denotes the number of particles released over the projected area
of the droplet.

In turbulent flow, the flow field is unstable and the trajectory of motion is not unique.
For this reason, the collision probability e(dd,dp,Y) is proposed to characterize the collision
of particles with droplets under turbulent conditions. For simple micron spherical particle
capture, the effect of each factor on the capture efficiency can be obtained by modelling the
probability of collision for a given position.

The complexity of turbulent pulsations can be found from Figure 2, the previously
defined trapping efficiency Equation (27) is not applicable to turbulent flows [45]. As the
relative position of the particles, Y, affects the collision efficiency, the trapping efficiency
can be synthesized by fitting the collision probability, as shown in Figure 3.
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We can define the trapping efficiency ηs of droplet trapping particles as [44]

ηs =
R∫
0

e
(
dd, dp, Y

)[
π(y + dy)2 − πy2

]
/πR2

=
R∫
0

2πe
(
dd, dp, Y

)
ydy/πR2

(28)

For ease of fitting, the above equation can be expanded as

ηs =
n
∑

n−1
enπ

(
y2

n − y2
n−1
)
/πR2

=
[
y2

1e1 +
(
y2

2 − y2
1
)
e2 + . . . +

(
y2

n − y2
n−1
)
en
]
/R2

(29)

where y1, y2 . . . yn are the 1st, 2nd . . . n outer circle radii of the micro-element circle,
e1, e2 . . . en are the collision efficiencies of the released particles at the corresponding
positions mentioned above, respectively. Using this equation in combination with numerical
simulations at different locations, the capture efficiency of a single charged droplet can be
fitted to calculate the capture of particulate matter.

The effect of particle sphericity on the capture efficiency is investigated by fitting
the collision probability to the capture efficiency, using a model of spherical particles and
non-spherical particles of different sphericity of the same volume and varying parameters
such as particle size, particle charge, droplet charge, and particle motion velocity to investi-
gate their effect on the capture efficiency and the positive and negative correlation with
particle shape.

2.3. Solving Algorithm

Simulation studies are carried out to validate the computational models by building
them and determining the physical parameters and boundary conditions. Simulation
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studies are then carried out first to investigate the collision probability of trapped micron
particles. The trapping efficiency of submicron particles is then explored. The effects of
particle size, droplet charge, and particle motion velocity are also discussed, and methods
to improve the trapping efficiency are analyzed.

The fluid in the simulation is air, the simulation temperature is room temperature, The
physical parameters are shown in Table 2 and the particle density is set to 2200 kg/m3.
The model inlet condition is a velocity–inlet boundary. The flow at the outlet is assumed
to be fully developed and the model outlet boundary condition is the outflow boundary.
A standard k-ω turbulence model is selected and the SIMPLE algorithm is chosen as the
method for coupling pressure and velocity.

Table 2. Simulated air physical properties parameters [44].

Materials Pressure (Mpa) Temperature
(◦C) Density (kg/m3)

Viscosity Factor
(Pa·s)

(air) 0 26.75 1.225 1.79 × 10−5

2.4. Model Building and Validation

The commercial finite volume software ANSYS FLUENT 18.0 was used to solve
the 3D Navier–Stokes equations and the particle equations of motion directly, with the
computational domain shown in Figure 4. The single spherical droplet is fixed in the
computational domain, and the droplet boundary is a wall boundary condition without
considering the variation of the physical and chemical properties of the droplet. The air is
fed from the left side of the computational domain in the plane (y–z), and the flow direction
is the same as the x-axis. The particles are fed uniformly from the projection of the droplet
on the inlet plane. Three hundred particles are fed at once, and the droplet diameter is
taken to be 250 µm. The particle charge is set to 7.89E–17C, the particle velocity is set
to 1.1 m/s, the electrostatic force is compiled and imported using UDF, and the particle
motion and position are tracked using the DPM model. After each particle is tracked, the
number of particles deposited onto the droplet (divided by the number of particles flowing
since it is the capture efficiency) and the deposition position are counted.
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Considering the characteristics of the droplet boundary layer and the influence on the
trajectory of the particles, the grid around the droplet was treated in an encrypted manner
when dividing the grid, with a minimum grid of 9.4 × 10−13 m3; see Figure 5.
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3. Results and Discussion
3.1. Effect of Particle Sphericity on Trapping Efficiency

A preliminary investigation was first carried out to obtain the effect of sphericity on
droplet trapping micron particle trapping efficiency by investigating the effect of different
particle sphericity on particle collision probability. Particles with sphericity of 0.1, 0.2, 0.3,
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1 were taken to simulate the collision probability of particles
with different sphericity. The particle motion velocity was set at 1.1 m/s. Two particle
sizes, 1.37 µm and 3.50 µm, were chosen for the simulations, and the results are shown in
Figure 6.
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Analysis of Figure 6 shows that for particles of 1.37 µm, the collision probability is
similar for sphericity of 0.6–1, with a significant reduction in particle impact on droplets
occurring below 0.5. For particles of 3.50 µm, the difference in collision probability is slight.
It overlaps more for sphericity of 0.5–1. Still, the difference in collision probability occurs at
a sphericity of 0.4 or less, and particles of size 3.50 µm have a greater collision probability
than particles of 1.37 µm under the same conditions. The analysis shows that particle
sphericity affects the collision probability, and the effect is more significant for smaller
particles. For both the 1.37 µm and 3.50 µm particle sizes, the probability of collision with a
droplet decreases as the particle sphericity decreases. It can be assumed that particle shape
affects the capture efficiency and that the more complex the particle shape, the lower the
capture efficiency of single droplet capture particles.

3.2. Effect of Particle Size on Trapping Efficiency

For simple spherical micron particles, different particle sizes mainly affect their col-
lision behavior, so the effect of particle size on collision probability is explored. Thus its
effect on the trapping efficiency is analyzed. From the results in Figure 7a, it can be seen
that particle size has a significant effect on the collision probability. As the particle size in-
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creases, the collision probability between the particle and the droplet also increases, and the
collision efficiency for the 5.49 µm particles can reach 100%. As the particle release position
gradually moves away from the droplet center, the particle–droplet collision probability
decreases, reducing the capture efficiency.
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For more complex, non-spherical particles, there is a positive correlation between size,
charge, and capture efficiency. The four-micron particles of 1.37 µm, 2.16 µm, 3.50 µm,
and 5.49 µm and seven submicron particles of 0.02 µm, 0.04 µm, 0.08 µm, 0.20 µm, 0.32
µm, 0.53 µm, and 0.86 µm given above were used to form linearly arranged aggregates
of sphericity 1, 0.79, 0.69, and 0.63, respectively. The aggregates were formed with the
sphericity of 1, 0.79, 0.69, and 0.63, respectively. The results in Figure 7b show that the
trapping efficiency of the smaller non-spherical particles aggregated at 1.37 µm is less
affected by aggregation behavior and mainly by electrostatic force. The larger non-spherical
particles aggregated at 5.49 µm do not clearly show the effect of aggregation behavior
because the non-spherical particles have a more significant inertial force and the trapping
force affected by the particle shape is more diminutive. The electrostatic force mainly affects
the non-spherical particles aggregated at 2.16 µm and 3.50 µm. The aggregation behavior
of spherical particles with a size of 2.16 µm had the most significant effect on the capture
efficiency, with an increase of around 25% at a sphericity of 0.79 and around 62.5% at a
sphericity of 0.63. Although non-sphericality reduces the capture efficiency, the charge and
size of the particles increase as they aggregate, which contributes to the increase in capture
efficiency. The results in Figure 7c show that the capture efficiency of submicron spherical
particles decreases as the particle size increases. The trapping efficiency is high for smaller-
sized submicron particles, which are subject to less traction, and the non-spherical particles
under this condition are mainly subject to electrostatic forces. At this point, the particles
are primarily deposited towards the droplet surface, so the trapping efficiency is high. As
the degree of particle aggregation increases, the effect of traction is more pronounced than
the effect of inertia, and the trapping efficiency decreases.
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3.3. Effect of Droplet Charge on Trapping Efficiency

For non-spherical particles, the droplet charge also affects the efficiency of droplet cap-
ture of particles. Droplets with charges of 3.95E–13C, 2.36E–13C, 1.38E–13C, and 6.78E–14C
and non-spherical micron particles with the sphericity of 0.79 and 0.69, respectively, were
selected for the simulations, and the results are shown in Figure 8a. The efficiency of
droplet trapping of particles varies significantly with the droplet charge when the particle
charge is a certain amount. As the droplet charge increases, the electrostatic force on
the particles increases, the particles are pulled towards the droplet, and the efficiency of
trapping non-spherical particles increases significantly. As the electrostatic forces on the
particles are relatively smaller than the inertial and traction forces on the particles, the main
parameter influencing the capture efficiency, in this case, is the particle size. For the same
“equivalent diameter,” the efficiency of trapping non-spherical particles is smaller than
that of trapping spherical particles. For non-spherical particles formed by aggregation of
submicron particles, the electrostatic force on the particles increases as the droplet charge
increases for a given particle charge, making it easier for a droplet with a higher charge to
trap more particles. When the droplet charge is 0C and 3.95E–13C, the capture efficiency
is not affected by the aggregation behavior of the particles because the electrostatic force
on the particles is 0. At a droplet charge of 3.95E–13C, the submicron particles are mainly
affected by the electrostatic force and are less affected by the aggregation behavior of the
particles. Analysis of Figure 8b, for the non-spherical particles formed by the aggregation
of 0.20 µm spherical particles, shows a different trend when the non-spherical particles
are four-particle aggregates, which is due to the larger particle inertial forces at this point
coming into play. Analysis of Figure 8c shows that when the particle size is large enough,
the particle traction force plays a significant role in trapping. The particle aggregation
behavior still affects the trapping efficiency. In contrast, at a droplet charge of 0C, the
submicron particles do not affect the trapping efficiency during aggregation due to their
small size and low inertial forces. For submicron particles, the trapping efficiency decreases
as the degree of particle aggregation increases.

3.4. Effect of Particle Motion Velocity on Trapping Efficiency

For spherical micron particles, the velocities of the above four different sizes of particles
were selected as 0.3 m/s, 0.5 m/s, 0.8 m/s, 1.0 m/s, 1.1 m/s, 1.2 m/s, 1.5 m/s, 1.8 m/s, etc.
The droplet charge was taken as 3.95E–13C, and the particle charge was taken as 7.89E–17C
for the effect of particle motion velocity on the collision efficiency. In turn, its effect on the
trapping efficiency was obtained, and the results are shown in Figure 9. When the particle
velocity is small, the time the particle spends impacting the droplet is also long. At this
time, the particle is subjected to less traction, accompanied by electrostatic force attraction,
inertia force, and impact on the droplet. As can be seen from Figure 9a, the probability of
collision for particles of size 1.37 µm is close to 100% when the velocity of motion is 0.3 m/s
and 0.5 m/s. The impact of particle release position on the collision efficiency is almost
non-existent. In contrast, for particles of larger size 5.49 µm, the analysis in Figure 9b shows
that the collision probability changes as the particle release position changes.
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For non-spherical particles, four different sizes and shapes of micron particles and
submicron particle aggregates were selected above, and the velocities were set to 0.3 m/s,
0.5 m/s, 0.8 m/s, 1.0 m/s, 1.1 m/s, 1.2 m/s, 1.5 m/s, 1.8 m/s, etc. The droplet charge
was set to 3.95E–13C, and the particle charge was set to 7.89E–17C for the simulation,
and the results are shown in Figure 9c. For smaller micron particles of size 1.37 µm, the
electrostatic force plays a dominant role when the velocity is small, and the droplets mostly
trap the particles along with the electrostatic attraction, so their trapping efficiency is high.
When the velocity of particle movement increases, the traction force also increases, which
makes the particles deviate from the trajectory, and the trapping efficiency of non-spherical
particles decreases. As seen from Figure 9d, for larger particles such as 5.49 µm, the effect
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of the electrostatic force is not obvious. The inertia force plays a dominant role when the
particle motion speed is low, causing some particle motion trajectories to deviate from
the droplet direction, leading to a decrease in the capture efficiency. As the velocity of
particle motion increases, the trapping force on the particles increases, and the efficiency
of non-spherical particles hitting the droplet increases under the combined effect of the
forces on the particles. For particles of 1.37 µm size, the effect of particle shape is nearly
absent. However, for particles of 5.49 µm size, the efficiency of capturing non-spherical
particles is less than that of capturing spherical particles for the same “equivalent diameter.”
For non-spherical particles formed by aggregation of submicron particles of 0.08 µm, the
electrostatic force plays a dominant role when the velocity is small. The droplets mostly
trap the particles along with the electrostatic attraction. The trapping efficiency is not
affected by the aggregation behavior of the particles when the velocity is 0.3 m/s and
0.5 m/s.

When the velocity of particle movement gradually increases, the particle is subjected to
increased traction, making the particle gradually deviate from the trajectory. The efficiency
of trapping non-spherical particles decreases, and the higher the degree of aggregation,
the lower the trapping efficiency. The analysis in Figure 9e shows that the non-spherical
particles formed by the aggregation of spherical particles of 0.20 µm are not affected by
the aggregation behavior when the velocity is 0.3 m/s. However, as the velocity increases,
the traction force on the non-spherical particles increases, and the efficiency of the non-
spherical particles hitting the droplets decreases. The higher the degree of aggregation, the
lower the trapping efficiency. As can be seen from Figure 9f, the aggregation of spherical
particles of size 0.53 µm forms non-spherical particles because of the larger particle size,
and the particles are subject to greater inertial forces and traction forces, so the aggregation
behavior of particles has an impact on the capture efficiency, and the higher the degree of
aggregation, the lower the capture efficiency. At an enormous particle movement speed,
around 1.8 m/s, when the inertial force is more significant, particle aggregation behavior
does not affect the capture efficiency. For non-spherical particles formed by the aggregation
of 0.86 µm spherical particles, the effect on the trapping efficiency at 1.2 m/s is mainly
absent; with the higher the degree of aggregation, the lower the trapping efficiency until
then, after which the higher the degree of aggregation, the higher the trapping efficiency
is demonstrated. At lower velocities, the capture efficiency is more significant for non-
spherical particles with simpler aggregation patterns. When the velocity increases, the
capture efficiency is smaller for non-spherical particles with more complex aggregation
patterns, and the capture efficiency decreases as the particle aggregation increases.

4. Conclusions

(1) Using the standard k-ω turbulence model and SIMPLE algorithm, the trapping effi-
ciency of charged droplets is positively correlated with the sphericity and the amount
of charge. For micron particles, the efficiency of capturing spherical particles is greater
than that of capturing non-spherical particles of equal volume. The aggregation be-
havior of submicron particles with low gravity is not conducive to the improvement
of capture efficiency, and the capture efficiency can be reduced by up to 21.1% when
non-spherical particles with a sphericity of 0.636 are formed.

(2) Particle size has a significant effect on the capture efficiency, increasing size increases
the capture efficiency, and the effect of particle velocity on the capture efficiency needs
to be considered in conjunction with particle size. Particle size less than or equal to
2.16 µm has a higher capture efficiency in the range of particle motion velocity less
than 0.5 m/s. In comparison, particle size greater than or equal to 3.50 µm has a
higher capture efficiency in the range of particle motion velocity greater than 0.8/s.

(3) Increasing the charge of particles and droplets could increase the Coulomb force on
particles and improve the trapping efficiency of particles; as the gravity of submicron
particles is minimal, the aggregation behavior is not conducive to the improvement of
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trapping efficiency, and the trapping efficiency can be reduced by up to 21.1% when
tetramers are formed.
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Abstract: In recent years, the rapid consumption of fossil fuels has brought about the energy crisis
and excess CO2 emission, causing a series of environmental problems. Photocatalytic CO2 reduction
technology can realize CO2 emission reduction and fuel regeneration, which alleviates the energy
crisis and environmental problems. As the most widely used LDH material in commercial application,
MgAl-layered double hydroxide (MgAl-LDH) already dominates large-scale production lines and
has the potential to be popularized in CO2 photoreduction. The adjustable component, excellent CO2

adsorption performance, and unique layer structure of MgAl-LDH bring specific advantages in CO2

photoreduction. This review briefly introduces the theory and reaction process of CO2 photocatalytic
reduction, and summarizes the features and drawbacks of MgAl-LDH. The modification strategies to
overcome the drawbacks and improve photocatalytic activity for MgAl-LDH are elaborated in detail
and the development perspectives of MgAl-LDH in the field of CO2 photoreduction are highlighted
to provide a guidance for future exploration.

Keywords: MgAl-LDH; carbon oxide; photoreduction; modification strategy

1. Introduction

The development of human society is closely related to the utilization of fossil en-
ergy, and the consumption of fossil energy has increased sharply accompanied by the
advancement of industrialization. The massive consumption of fossil energy has triggered
an energy crisis and brought about a large amount of CO2 emissions, which leads to the
serious environmental problems, such as climate change [1] and ocean acidification [2].
Therefore, the reduction of CO2 emissions has become one of the common challenges faced
by mankind [3], and developing an efficient and sustainable technology for CO2 emissions
reduction is of great significance. Pacala and Socolow [4] have proposed the technologies
to stabilize the global CO2 concentration at 500 ppm for the next 50 years, including the
improvement in energy utilization efficiency, carbon capture, and storage (CCS) technology,
the development of nuclear power and renewable energy, etc. The improvement in energy
utilization efficiency is limited by technological breakthroughs, and the development of
energy technology has currently hit a bottleneck. The development of nuclear power is
conducive to the control of CO2 and gas pollutant emissions, but radioactive and thermal
pollutions are quite serious. The utilization of renewable energy, including wind, hydrogen,
and biomass energy, is mainly limited by the high cost, which is derived from economic
or technical deficiencies. Carbon capture and storage (CCS) technology is especially suit-
able for the control of CO2 emissions from stationary sources and is considered one of
the most effective methods for large-scale CO2 emission control in the short term, but
it cannot fundamentally solve the CO2 emission problem. In addition, CO2 is the most
abundant and economical carbon source on earth, and the above technologies only focus
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on CO2 emissions reduction without considering the sustainable utilization of CO2. CO2
photocatalytic reduction can utilize solar energy to convert CO2 into carbon-containing
fuels or valued chemical products, which achieves solar energy storage and CO2 cyclic
utilization simultaneously.

Limited by the stable and inert structure of CO2, CO2 reduction reaction is quite hard
to attain [5]. Developing the efficient photocatalysts to promote the reaction process has
attracted much attention, and an ideal photocatalyst should be able to overcome the energy
loss as far as possible in the process of light absorption, charge separation and reduce the
energy barrier of surface reaction. Traditional metal oxides or sulfides are always limited in
practical application by their poor solar utilization efficiency due to the wide bandgap, such
as TiO2 (~3.2 eV) [6], SnO2 (~3.6 eV) [7] and ZnS (~3.6 eV) [8], which can only utilize the
UV light in sunlight. Traditional 2D materials, such as graphene [9] and graphitic carbon
nitride [10], have been reported in photocatalysis due to the outstanding optical, electrical
and mechanical performance, but the fast charge recombination always limits practical
application [11]. Therefore, more novel materials have been explored and various strategies
have been proposed to improve catalytic activity, such as surface loading [12], element
doping [13], morphology control [14] and adsorption strengthening [15], etc.

Layered double hydroxides (LDHs), a class of 2D anionic inorganic materials, have
been wildly reported in heterogeneous catalysis due to their unique layer structure, exclu-
sive physical and chemical properties, and optical characteristics [16]. Due to the abundant
hydroxy groups on the surface of LDHs, the superior affinity to CO2 molecule strengthens
CO2 adsorption and promotes the photocatalytic reaction [17]. The synthetic methods
of LDHs are quite facile, which can expediently regulate and control the components,
morphologies, defects, grain size and electrical properties. Generally, the synthetic methods
of LDHs can be divided into one-step methods and multistep methods. One-step meth-
ods always achieve the synthesis of LDHs by the direct preparation process, including
coprecipitation [18] and hydrothermal [19] methods, etc. However, many specific LDHs
cannot be synthesized by one-step methods directly, and hence multistep methods have
been developed. Multistep methods always include ion exchange [20], structure reconstruc-
tion [21], and a sol–gel process with specific colloid as the precursor [22]. Among various
LDH materials, MgAl-LDH is the most widely used commercially, and has been used in
PVC stabilizer, polymer or asphalt additives and retardant [23,24]. Meanwhile, MgAl-LDH
already has scaled up production lines [25], and it has the potential to be promoted in
CO2 photoreduction due to the low cost and mature market. Moreover, the synthesis of
nanostructured LDHs has been developed in recent years, and the separate nucleation and
aging method is the only industrial method for large-scale synthesis of nanoscale LDHs
at present [26], which has the advantages of simplicity, speed, and yield amplification.
Zhao et al. [27] prepared MgAl-LDH by the separate nucleation and aging method with
uniform particle size distribution (60–80 nm), and found that the control of particle size
could be simply achieved by adjusting the metal ratio, aging time and temperature. This
method has been adapted to the production line of LDHs in China for industrial-scale
preparation. Mature industrial production and the development of synthetic methods
have indicated that MgAl-LDH has the most promising prospects as a photocatalyst for
CO2 photoreduction.

Numerous reviews have been published about the application of LDH materials for
CO2 photoreduction, and the universal structural features and development prospects
of LDH materials have been introduced comprehensively [28–31]. However, systematic
reviews of specific MgAl-LDH in the field of CO2 photoreduction are still scarce. In
this review, the theory and reaction process of CO2 photocatalytic reduction based on
LDH materials are introduced and the key steps are summarized. The properties and
drawbacks of MgAl-LDH are introduced and summarized. Research on the application of
MgAl-LDH in CO2 photoreduction is reviewed and future development trends pointed
out. We believe that this review provides guidance for further development of MgAl-
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LDH in CO2 photoreduction and a direction for the design and construction of MgAl-
LDH-based photocatalysts.

2. Theory of CO2 Photoreduction

CO2 is a linear molecule with a stable structure, and the bond energy of C=O reaches
750 kJ/mol (the bond energy of C-C is 336 kJ/mol and the bond energy of C-O is 327 kJ/mol) [32].
The direct decomposition reaction of CO2 usually requires a temperature above 2000 K [33,34],
and the hydrogenation reaction of CO2 can occur at a relatively low temperature with the
assistance of hydrogen. Kattel et al. [35] realized the hydrogenation of CO2 to methanol in
the temperature range of 525–575 K. CO2 photocatalytic reduction can achieve CO2 reduction
under mild conditions, while originally needing harsh conditions [36,37]. The main products
of CO2 photocatalytic reduction in current reports include CO [38], CH4 [39], HCOOH [40],
HCHO [41] and CH3OH [42], but the conversion efficiency is far from the requirement for
practical application. The potential advantages of CO2 photocatalytic reduction in CO2 emission
control, carbon recycling utilization and solar energy storage are attractive and the exploration
of this promising technology is precious and worthy.

2.1. Basic Concepts of Photocatalysis

Since Inoue et al. [43] first reported the use of TiO2 and other semiconductors in
photocatalytic CO2 conversion into formaldehyde, formic acid and methanol, CO2 photo-
catalytic reduction over semiconductor catalysts has attracted much attention. As shown in
Figure 1a, the reaction process of CO2 photocatalytic reduction utilizes the photogenerated
electrons to achieve CO2 reduction, which is inspired by the photosynthesis of plants in
Figure 1b.
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Figure 1. Schematic diagram of (a) photocatalytic reaction and (b) photosynthesis [44].

When the photon energy is enough to overcome bandgap, the semiconductor catalysts
are activated under light illumination. The electrons transfer to the conduction band (CB)
and the holes remain in the valence band (VB), and then the electron–holes pairs overcome
the Coulomb force to achieve the separation and transfer to surface reaction sites. The
redox reaction of adsorbed reactants occurs on the surface of semiconductor catalysts due
to strong redox ability of photogenerated charge. In the process of photocatalysis, the
interspace between VB and CB represents the energy state that electrons cannot occupy
(forbidden band) and the bandgap of forbidden band determines the difficult degree of
electron transfer from VB to CB. The recombination of electron–hole pairs always occurs in
the process of charge transfer inside or on the surface of catalysts, which greatly limits the
catalytic activity. Meanwhile, the adsorption of reactants on the surface is helpful to break
the stable structure of CO2 molecules, which influences the product yield and selectivity.
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2.2. Performance Evaluation and Influencing Factors of CO2 Photoreduction

Photocatalysts play an important role in the photocatalytic CO2 reduction and the
performance evaluation of photocatalysts is of great significance for estimating the pho-
tocatalytic activity and revealing the reaction mechanism. Product evolution rate is a
common parameter in the performance evaluation of catalysts, which directly reflects the
catalytic activity. The unit of product evolution rate is generally µmol·g−1·h−1 or µmol·h−1.
Photocatalytic CO2 reduction is a reaction involving multiple electrons, and different prod-
ucts will be generated due to the various intermediates. Product selectivity is also an
important parameter for performance evaluation of photocatalysts, and the regulation of
photocatalytic product, to targeting product, is of great significance for practical application.
Generally, the competitive H2 evolution reaction is an important factor affecting product
selectivity. External quantum efficiency (EQEλ) and turnover frequency (TOF) are always
used for performance evaluation of photocatalysts, which reflect the ability of photocat-
alysts to capture the photons with a particular wavelength and frequency of reaction at
specific active sites. In addition, the stability of the catalytic reaction is an important index
to evaluate the catalytic performance of catalysts. The long-term photocatalytic reaction is
the most direct method to evaluate the reaction stability and the cyclic experiment is also
used widely to evaluate the reaction stability. At present, there is still no unified standard
for performance evaluation of photocatalysts in CO2 photoreduction. The performance
evaluation methods and the defined evaluation parameters in various studies are different,
and a unified standard for performance evaluation of photocatalysts is urgently needed.

EQEλ =
the number o f reacted electrons
the number o f incident photons

× 100% (1)

TOF =
the number o f reacted electrons per second

the number o f active sites
(2)

In addition to the properties of catalysts, the experimental conditions also have an
influence on the catalytic performance of photocatalysts, including light intensity, pressure,
temperature, reactor structure and sacrificial reagents. Generally, the photocatalytic activity
is proportional to light intensity, but the recombination of photogenerated electrons and
holes will be aggravated and the catalytic activity will be inhibited when the light intensity
is too high [45]. The increase of pressure in the reaction system can improve the solubility
of CO2 in the aqueous solution, which accelerates the catalytic reaction rate and affects
the product selectivity. Theoretically, the photocatalytic reaction is not sensitive to the
temperature change, but the electron collision frequency and diffusion rate will increase at
the high temperature and the catalytic activity will also be improved. Reactor structure
affects the light absorption and the contact between the catalysts and CO2 molecules, and
the catalytic activity is also affected. The addition of sacrificial reagents can effectively trap
holes and inhibit the recombination of electron–hole pairs, and the catalytic activity can
be greatly improved. Due to the different reaction systems and experimental conditions,
it is very difficult to compare the catalytic activities of photocatalysts strictly in different
reports, and a unified standard for experimental method also needs to be developed.

2.3. Reaction Process of CO2 Photoreduction

Photocatalytic CO2 reduction involves many complex physical and chemical processes,
including the adsorption and activation of CO2 molecules, the generation of electron–hole
pairs, the separation and transfer of charge carriers and the surface redox reaction. Electrons
will transfer from VB to CB of semiconductor catalysts after absorbing the energy of photons
under light irradiation, which is a necessary step for photocatalytic reactions. Only when
the energy of incident photon is higher than the bandgap of the semiconductor catalyst
can electrons be excited from VB to CB and the photogenerated electron–hole pairs can
generate. After the generation of electron–hole pairs, electrons and holes are still bound
together due to the effect of Coulomb force and a bound electron–hole pair is called
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an exciton. The process of overcoming Coulomb force and achieving the separation of
electron–hole pairs has an important influence on the photocatalytic activity. The separation
efficiency of electron–hole pairs is closely related to the structure of the semiconductor
catalysts. For example, layered materials usually have an advantage in the separation
of electron–hole pairs because the presence of interlayer electric field can promote the
transfer of electrons [46]. Photogenerated electrons and holes will diffuse to the surface of
semiconductor catalysts and the recombination of electrons and holes always occurs inside
or on the surface of catalysts. The recombination of charge carriers leads to the annihilation
of electrons and holes and releases energy through radiation simultaneously. For the same
material, the diffusion distance of electrons and holes is fixed and reducing the particle
size can reduce the diffusion length, which is beneficial to reduce the recombination rate of
electrons and holes.

After the electrons and holes migrate to the active sites on the surface of semiconductor
catalysts, the redox reaction will occur between the adsorbed CO2 or H2O molecules and
electrons or holes. Generally, H2O molecules will be oxidized by holes to O2 and CO2
molecules will be reduced to different products depending on the number of electrons
involved in the reaction. In this process, the electrons in the CB should provide higher
energy (more negative) than the reduction potential of CO2 to targeting products and
the holes in the VB should provide higher energy (more positive) than the oxidation
potential. The standard redox potentials of reactions are shown in Table 1 (vs. NHE,
pH = 7). The first step of redox reaction is the activation of CO2 molecule by a single-
electron reaction, and CO2 molecule obtain an electron to form •CO2

− and break the stable
linear structure. The redox potential of •CO2

− formation is quite high, and this step is
very difficult and needs large energy to promote the progression of subsequent reactions.
In view of thermodynamics, the targeting product can be obtained when the electrons
and holes in the CB and VB can provide sufficient energy to overcome the redox potential
of corresponding product. However, the multiple-electrons-involved reaction is quite
hard to achieve compared with the few-electrons-involved reaction in view of kinetics.
For example, only two electrons are required for CO production, but eight electrons are
required for CH4 production, and more electrons are required for C2+ product production.
Therefore, CO is the most readily available product. The selectivity of products can be
regulated by improving the band structure, charge separation and surface adsorption.

Table 1. Standard redox potentials for photocatalytic CO2 reduction to different products [47].

No. Reaction Standard Redox Potential
(V, NHE, pH = 7)

1 CO2 + e−→•CO2
− −1.90

2 CO2 + 2H+ + 2e−→HCOOH −0.61
3 CO2 + 2H+ + 2e−→CO + H2O −0.53
4 CO2 + 4H+ + 4e−→HCHO + H2O −0.48
5 CO2 + 6H+ + 6e−→CH3OH + H2O −0.38
6 CO2 + 8H+ + 8e−→CH4 + 2H2O −0.24
7 2CO2 + 12H+ + 8e−→C2H5OH + 3H2O −0.16
8 H2O + 2h+→1/2O2 + 2H+ +0.82

CO2 adsorption is also an important step that affects the catalytic activity and product
selectivity. Strengthening the adsorption of CO2 is beneficial to overcome the energy barrier
for CO2 activation to •CO2

−, and the metal or defect sites on the surface can facilitate the
adsorption of CO2 and promote the reduction reaction [48]. Product selectivity is closely
related to the adsorption model of the CO2 molecule. If CO2 is absorbed on the surface of
catalysts by only bonding with O atoms, it is inclined to form formic acid ions by combining
with hydrogen atoms. Formic acid may be the final product if the C-O bond is not further
broken. If CO2 is absorbed on the surface of catalysts by bonding with C atom, it is inclined
to form carboxyl groups by combining with hydrogen atoms preferentially and C-O bond is
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broken early to form CO. The adsorbed CO can be further hydrogenated to form CH4 [32].
Zhou et al. [49] found that the introduction of Ru atoms into TiO2 could convert the main
product from CO to CH4 in CO2 photoreduction due to the synergy of Ru and oxygen
defects. The competitive adsorption of CO2 and H2O also has an influence on the product
selectivity, which can be adjusted by changing the surface metal sites. Han et al. [50] found
that the adsorption energies of CO2 and H2O could be adjusted by changing the metal
species over metal–organic framework monolayers and the product selectivity towards
CO was enhanced. Previous research indicated that the metal species in LDHs also greatly
affected product selectivity in CO2 photoreduction, while Zn in LDHs is beneficial for CO
generation [51] and Cu in LDHs is beneficial for CH3OH generation [52].

3. Structures and Properties of MgAl-LDH
3.1. Component and Characteristic of LDH Materials

Layered double hydroxides (LDHs), a class of anionic inorganic materials, is a hydrotalcite-
like compound with the chemical formula of [M2+

1−xM_3+
x(OH)2]x+(An−

x/n) •yH2O, where
M2+ and M3+ represent divalent and trivalent metal cations, x is the molar ratio of trivalent
cations/total cations, and y is the number of H2O molecules between layers [53]. As shown
in Figure 2, the layered structure of LDHs is composed of the arranged divalent and trivalent
metal cations coordinated by OH-octahedrons, while the layered structure is positively charged
and the charge-balancing anions (An−) exist in the interlayer. Common divalent metal cations
in LDHs include Mg2+, Zn2+, Ni2+, Mn2+, and trivalent metal cations include Al3+, Fe3+,
Cr3+, while anions include F−, Cl−, NO3

−, CO3
2−. The basic structural parameters of MgAl-

LDH are shown in Table 2. The chemical stability of LDHs is related to the metal species in
LDHs. Generally, the metal elements with ionic radii similar to Mg2+ can form stable layer
structure [54], which is close to Mg(OH)2, but it is not completely absolute. For example, the
ionic radius of Ca2+ (100 pm) has a huge difference compared with that of Mg2+ (72 pm),
but it can form stable layer structure with Al3+ [55]. In addition, the properties of specific
metal elements also influence the chemical stability. Although the ionic radius of Cu2+ (73 pm)
is similar to that of Mg2+, the Jahn–Teller effect causes the distortion of octahedron and the
stable layer structure cannot be formed [56]. Pt2+ and Pd2+ have strong tendency to form
planar tetra-coordination structures and cannot participate in the construction of stable LDH
layers. The chemical stability of photocatalysts is quite important for practical application and
it should be considered in the design of LDHs.

Table 2. Structural parameters of MgAl-LDH [57].

Structural Parameters Value

Interlayer distance 0.76 nm
Bandgap 4.631 eV

Work function 5.052 eV
CB referred to vacuum level −0.617 eV
VB referred to vacuum level −5.248 eV

Due to the positive charges of layer structure, anions (An−) in the interlayer play
the role of charge compensation for overall electric neutrality. Generally, the volume,
number, valence state of anions and the bonding intensity with layer structure influence the
interlayer spacing [58]. The neighboring layers are connected with each other by hydrogen
bonds originated from H2O molecules and anions. Therefore, the interrelation between
neighboring layers can be weakened by changing anions and the monolayer LDH can be
exfoliated. LDHs will lose surface OH, interlaminar anions and H2O molecules during
the calcining process and the highly dispersed metal oxides can be obtained. When metal
oxides derived from the calcination at relatively low temperature get in touch with water
or anion solution, it will restore the layer structure of LDHs due to the memory effect of
LDHs and the absorbed H2O molecules will convert to OH [59].
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3.2. Advantages of MgAl-LDH for CO2 Photoreduction

As 2D materials with unique layer structure, LDHs have advantages for CO2 photore-
duction derived from physicochemical properties, morphology characteristics, and layer
structure. The advantages of MgAl-LDH for CO2 photoreduction are summarized in this
section, while some advantages are common for LDHs and some advantages are unique
for MgAl-LDH.

3.2.1. Tunable Composition for Demand

The metal species, element ratio and anion species for the construction of LDHs can
be adjusted for demand in the catalytic reaction, which immediately leads to a change
in optical absorption and chemical properties. The introduction of specific metal species
into LDHs can regulate the bandgap to expand the light absorption range and reduce the
energy barrier of CO2 activation. Wang et al. [61] explored the mechanism of d-bands
classification in LDHs for CO2 photoreduction by changing metal cations M (Mg2+, Ni2+,
Cu2+, Zn2+) in MAl LDHs and NiAl-LDH exhibited the highest CO yield. The upward
shift of d-band center position could induce anti-bonding state above the Fermi level and
strengthen CO2 adsorption and activation. Different metal species in LDHs also have an
influence on the product selectivity due to the change of reaction paths over different active
sites. Xiong et al. [62] adjusted the metal cations in Zn-based LDHs for CO2 photoreduction.
The results indicated that the main product of LDHs constructed by Ti4+, Ga3+ and Al3+

was CO or CH4, and the main product of LDHs constructed by Fe3+ and Co3+ was H2. The
d-band center of specific metal (Ti4+, Ga3+ and Al3+) was close to Fermi level, resulting in
the strong CO2 adsorption and the low energy barrier of the conversion from CO2 to CO
and CH4.

The metal element ratio of LDHs can be adjusted easily by changing the amount of
metal precursors, and the chemical property and charge density of layers also change in
this process. When the molar ratio of Mg2+/Al3+ is at the range of 2.0–4.0, the octahedral
structure is formed in MgAl-LDH and the positive charge of the layers is disordered. The
charge density of layers and the electrostatic force decrease with the increase of the molar
ratio of Mg2+/Al3+. Mg(OH)2 and Al(OH)3 maybe appear accompanied with the formation
of MgAl-LDH if the molar ratio of Mg2+/Al3+ is beyond the range of 2–4. The molar ratio of
metal elements in LDHs influences the bandgap and CO2 adsorption directly. Tao et al. [63]
adjusted the molar ratio of Al3+/Ce3+ in NiAlCe-LDH from 4 to 0 and found that the
bandgap decreased from 2.07 to 1.81 eV. Yang et al. [28] found that the intensity of CO2
adsorption over LDHs was strongest when the molar ratio of metal elements was in the
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range of 2–3. Mori et al. realized the isolated single-atom Ru bound on MgAl-LDH and
found that the CO2 adsorption capacity could be adjusted near Ru sites by changing the
molar ratio of Mg2+/Al3+. When the molar ratio of Mg2+/Al3+ was 5, the CO2 adsorption
capacity reached the maximum due to the variation of basicity [64].

The anion species in the interlayer can be adjusted by precursor selecting or ion
exchange, resulting in the change of chemical property, stability and the interaction intensity
between anions and layers. Generally, the volume, amount, valance state of anions and
binding intensity between anions and hydroxyl determine the interlayer distance and
space. Hirata et al. [65] synthesized ZnCr-LDH with different interlayer anions (CO3

2−,
Cl−, SO4

2−, NO3
−) for O2 evolution by photocatalytic H2O decomposition and found

that Cl− intercalated ZnCr-LDH exhibited the highest photocatalytic activity. Previous
studies have shown that CO3

2− intercalated LDHs had more stable structure and stronger
interactions between anions and layers than NO3

− intercalated LDHs [66]. The larger
interlayer distance of NO3

− intercalated LDHs makes the exfoliation of LDHs easier to
implement. Xu et al. [67] obtained the exfoliated MgAl-LDH by the mechanical vibration
after ion exchange from CO3

2− to NO3
−. However, previous studies indicated that the

existence of NO3
− was not beneficial to CO2 adsorption due to the occupancy of active

sites over MgAl-LDH [68].

3.2.2. Outstanding CO2 Adsorption Performance

The basicity of LDHs can promote the adsorption and activation of CO2 molecules on
the surface of catalysts. Meanwhile, the basicity and acidity of LDHs can be adjusted by
changing chemical compositions [69]. Generally, the acidity of LDHs is closely related to
interlayer anions. When the common anions (CO3

2−, NO3
−) occupy the interlayer space,

the acidity of LDHs is always quite weak. The basicity of LDHs is always determined by
the metal species and metal element ratio [66]. Therefore, LDHs always exhibit outstanding
CO2 adsorption performance. In the photocatalytic reaction over LDHs, the adsorbed
CO2 may exist in three forms: (1) dissociative or captured CO3

2− in the interlayer of
LDHs, (2) dissolved CO2 in water, (3) adsorbed CO2 on the surface of LDHs in the form
of linear or nonlinear molecules [70–72]. Compared with the surrounding free CO2 or
CO3

2−, the interlayer CO3
2− is easier to be reduced to target products in the photocatalytic

reaction, which will be supplemented subsequently by surrounding carbon species [73].
The nonlinear CO2 molecules adsorbed on the surface of LDHs are unstable and easy
to be activated under illumination [74]. Extending the interlayer distance of LDHs can
increase the CO2 adsorption capacity, promote the diffusion of CO2 and react with hydroxyl
groups to form bicarbonate intermediates, resulting in the decrease of energy barrier in
photocatalytic reduction [75,76]. Therein, MgAl-LDH shows stronger CO2 adsorption
capacity than other LDHs due to the stronger basicity of Mg2+ compared with Zn2+, Ni2+

and Cr3+. Hong et al. [73] synthesized MgAl-LDH modified g-C3N4 for photocatalytic
CO2 reduction and found that MgAl-LDH greatly enhanced the CO2 adsorption capacity.
MgAl-LDH exhibited much higher CO2 adsorption capacity than NiAl-LDH, ZnAl-LDH
and ZnCr-LDH at room temperature. Meanwhile, MgAl-LDH could realize the targeting
activation of CO2 in the photothermal reaction [77].

3.2.3. Layer Structure for Construction of Composite Catalysts

The layer structure of LDHs has unique advantages for the construction of composite
catalysts. On the one hand, the hierarchical heterostructures containing 2D nanosheets have
multiple intrinsic advantages in heterogeneous photocatalysis, including the increased
light harvesting capacity, the accelerated charge separation and transfer, and the promotion
of surface redox reactions [78]. On the other hand, the intercalation of LDHs can assemble
the layer structure and specific guest anions, and the guest anions can overcome the force
between the layers of LDHs to insert into the interlayers. Therefore, specific heterogeneous
catalysts can be custom-made based on the characteristic of LDHs. Dou et al. [79] fabricated
TiO2@CoAl-LDH nanospheres with core–shell structure by in situ growth of LDHs on the
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surface of TiO2 hollow nanospheres. The interaction between the core–shell structure and
the matched band structure are favorable for photogenerated charge separation and transfer.
Zhao et al. [80] utilized the confined interlayer space of LDHs to enhance the dispersion of
metal active sites and inserted a series of metalloporphyrin molecules (TCPP-M, M = Zn2+,
Co2+, Ni2+, Fe2+) into interlayer of CuAl-LDH by ion exchange, and the heterogeneous
catalysts with highly dispersed metal sites were obtained after calcination. The framework
of metalloporphyrin molecules and the confined interlayer space of LDHs effectively
improved the dispersion of active sites on the surface of catalysts. Nayak et al. [81]
synthesized g-C3N4/NiFe-LDH catalyst by an impregnation method and the exfoliated
g-C3N4 sheets were dispersed on the layer of LDHs. The strong interaction promoted the
charge transport and enhanced the lifetime of carriers, and the composite catalyst exhibited
high activity in the photocatalytic H2 production from water decomposition.

3.3. Drawbacks of MgAl-LDH

Although MgAl-LDH has many advantages in photocatalytic CO2 reduction, some
drawbacks still greatly limit the practical application of MgAl-LDH. The drawbacks related
to the properties of MgAl-LDH are summarized below.

3.3.1. Wide Bandgap of MgAl-LDH

Visible light accounts for 45% in the solar spectrum, while ultraviolet light only
accounts for 5%. MgAl-LDH has a wide bandgap and can only absorb the ultraviolet light
in photocatalytic reaction. As shown in Figure 3, Xu et al. [57] calculated the bandgap and
potentials of Mg-, Zn-, Co-, and Ni based LDHs by DFT calculation. The results indicated
that the bandgaps of Co- and Ni-based LDHs were more narrowed than 3.1 eV and could
absorb the visible light, but the bandgaps of Mg- and Zn-based LDHs were wider than
3.1 eV and could only absorb ultraviolet light. Therein, the bandgap of MgAl-LDH was
4.63 eV and the visible light could not be utilized in photocatalytic reaction. As the most
widely used LDH material, the wide bandgap of MgAl-LDH seriously limits its potential
application. In recent reports, the bandgaps of MgAl-LDH synthesized by Nayak et al. [82],
Gao et al. [83], Chen et al. [84] and Ning et al. [85] are 3.20, 3.57, 3.66 and 4.18 eV, respectively.
The bandgaps of MgAl-LDH in various reports are inconsistent, but none of them can
absorb the visible light. The poor visible light absorption performance is ascribed to the
lack of electrons in the d orbital. As shown in Figure 4, the lack of electrons in the d orbital
leads to the absence of intermediate band and the electron transfer is quite difficult between
the metal atoms. Therefore, the electron transition requires high energy and the utilization
efficiency of visible light is quite unsatisfied.
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3.3.2. High Recombination Rate of Electron–Hole Pairs

Single LDH materials always have a high recombination rate of electron–hole pairs
and the performance of photogenerated charge transfer is poor. As shown in Figure 5,
the different steps and time scales in the photocatalytic reaction based on semiconductor
catalysts are illustrated. The catalyst will generate high-energy electrons and holes under
the excitation of photons (step I). Due to the existence of Coulomb force, some electrons
and holes will recombine in the bulk of catalyst and release energy in the form of light
or heat (step II). Meanwhile, the uncombined electrons and holes will migrate from the
bulk to the surface of catalyst (step III), and some electrons and holes will also recombine
on the surface of catalyst (step IV). The remaining electrons and holes finally reach the
active sites on the surface and participate in the catalytic reaction (step V). Generally, the
generation of electrons and holes is completed at the time scale of femtosecond (fs) and
the migration of electrons and holes from bulk to surface is completed within hundreds
of picoseconds (ps), while the catalytic reaction between charge carriers and absorbed
reactants is completed within a few nanoseconds (ns) to a few microseconds (µs) [87].
In contrast, the recombination of electrons and holes in the bulk of catalyst is always
completed within a few picoseconds (ps) while the recombination of electrons and holes on
the surface is always completed within ten nanoseconds (ns) [88]. The process of charge
recombination is much faster than the process of charge transfer and surface reaction.
With the assistance of DFT calculation, Liu et al. [86] demonstrated that the bandgap of
ZnCr-LDH is 2–3 eV and has satisfactory visible light absorption performance, but the
rapid recombination of charge carriers leads to low separation efficiency of electron–hole
pairs and limited photocatalytic activity. Therefore, most of the electrons and holes will
be annihilated due to the high recombination rate and only a few electrons and holes can
participate in the final surface redox reaction for single MgAl-LDH catalyst.
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4. CO2 Photocatalytic Reduction by MgAl-LDH-Based Materials

Due to the poor visible light absorption and fast charge recombination of MgAl-LDH,
its application in photocatalysis is limited and studies on the application of MgAl LDH
in photocatalytic CO2 reduction are relatively few. In order to overcome the drawbacks
of MgAl-LDH in visible light absorption and charge separation, many efforts have been
devoted to developing different modification methods to improve the photocatalytic per-
formance. Several strategies, such as defect engineering, morphology control, component
regulation and material coupling, have been reported for the modification of MgAl-LDH.
The specific modification methods are summarized in this section and the performance
summary of MgAl-LDH based photocatalysts for CO2 photoreduction is listed in Table 3.

4.1. The Introduction of Active Components into MgAl-LDH

Single MgAl-LDH always exhibits poor photocatalytic activity due to its own draw-
backs. Iguchi et al. [74] compared the catalytic activity of different LDHs in the photo-
catalytic CO2 reduction and found that NiAl-LDH exhibited the highest photocatalytic
activity in the presence of Cl− as the hole sacrificial agent. In contrast, MgAl-LDH only
exhibited the poor CO evolution rate of 0.6 µmol·g−1·h−1 under UV light. Due to the
ordered dispersion of metal cations in the layer structure of LDHs and flexible adjustment
property, active components can be introduced into the layer structure by element doping
to improve the visible light absorption and charge separation of MgAl-LDH.
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Doping suitable elements into MgAl-LDH to construct ternary LDHs can adjust the
band structure, introduce the surface defects, improve the separation of electron–hole pairs
and strength the surface reaction [102]. The introduction of Co, Ni, Ti and other metals
by element doping is always applied to improve the visible light absorption of LDHs
with wide bandgaps, which can enhance d-band electrons and introduce impurity levels
in the forbidden band. Meanwhile, the introduced metal atoms are embedded into the
layer structure of LDHs, which provide abundant active sites and create defect sites. The
active sites and defect sites promote the surface reduction reaction of CO2 and improve
the charge separation performance. As shown in Figure 6, Ning et al. [85] synthesized
Co-doped MgAl-LDH by a hydrothermal method for CO2 photoreduction and the bandgap
was reduced from 4.18 eV to 1.80 eV after the introduction of Co sites. The introduction
of Co into MgAl-LDH led to the broad absorption peaks at 520 nm and 610 nm due to
the d–d transitions of Co2+. Hydroxyl vacancies (VOH) were created after Co doping and
the charge separation was greatly improved. Under the light irradiation above 400 nm,
the TOF value of CO production for CoMgAl-LDH came to 11.57 h−1, which was three
times that of CoAl-LDH. Although the wavelength was up to 650 nm, CoMgAl-LDH still
exhibited high activity with CO evolution rate of 0.35 µmol·h−1. It was noteworthy that
the formation energy of hydroxyl vacancy (VOH) in CoMgAl-LDH was lower than that
of CoAl-LDH, indicating that the high content of Co made it harder to form unsaturated
sites. Xu et al. [48] introduced five kinds of transition metal (Co, Ni, Cu, Fe, Cr) into the
layer structure of MgAl-LDH and found that that the introduction of transition metal could
effectively reduce bandgap and improve visible light absorption performance. Therein, Cr-
doped MgAl-LDH exhibited the highest TOF value of 0.0053 h−1 for CO production under
visible light irradiation (420–780 nm). The bandgap of MgAl-LDH was 5.42 eV and the
introduction of Co, Ni, Cu, Fe, Cr reduced the bandgap to 2.13, 2.72, 3.94, 2.01 and 2.37 eV,
respectively. Except Cu-doped MgAl-LDH, other metal-doped MgAl-LDH all exhibited
visible light response ability. As shown in Figure 7, The introduction of metal elements
introduced the intermediate bands, which led to the decreased OH vacancy formation
energy and the increased defect density. Cr doping into MgAl-LDH provided the ability to
continuously generate defects and the high surface defect density, which led to the highest
charge transfer efficiency. Meanwhile, Cr-doped MgAl-LDH exhibited competitiveness in
the release of CO during the surface reaction, which was confirmed by DFT calculation.
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In addition to the metal doping into MgAl-LDH, the metal compounds can also
be introduced into the layer structure to achieve the substitution of hydroxyl groups.
Iguchi et al. [70] prepared a MgAl-LDH photocatalyst containing AlF6

3− units by a copre-
cipitation method, which achieved the substitution of hydroxyl with fluorine by changing
the precursor species. The fluorination of MgAl-LDH obviously promoted the evolution of
CO in the photocatalytic CO2 reduction with Cl− as a hole scavenger and CO yield was
twice that of pure MgAl-LDH. Meanwhile, the product selectivity of CO was also increased
after the fluorination of MgAl-LDH. UV-vis spectrum indicated that the absorption edge of
MgAl-LDH was not influenced by the fluorination of MgAl-LDH. The increased activity
was due to the enhanced CO2 adsorption on the surface and the high electronegativity of
fluorine units greatly influenced the basicity of MgAl-LDH. In summary, the introduction
of active components into MgAl-LDH always obtains the highly dispersed active sites,
creates the unsaturated defect sites and changes the surface chemical property, resulting
the increased photocatalytic activity.

4.2. Morphology Control of MgAl-LDH

The bulk LDHs always show limited catalytic activity in CO2 photoreduction due to
the limited specific surface area, fast recombination of electron–hole pairs and insufficient
charge transfer [103]. Morphology control can improve the electronic structure and expose
more active sites, which can further improve catalytic activity of bulk MgAl-LDH [104].
Ultrathin or monolayer MgAl-LDH nanosheets can be prepared by a bottom-up or top-
down method [16,105], which always leads to the structural distortion and the formation of
vacancies. The electronic structure and charge transfer will be modified due to the existence
of vacancies, which directly influences the photocatalytic performance.

The ultrathin LDHs always show the increased specific surface area and more active
sites can be exposed. The surface defects in the ultrathin nanosheets are considered to be
important adsorption sites for CO2 molecules and lead to the enhanced conductivity of
LDHs [104]. Xu et al. [67] prepared the ultrathin MgAl-LDH by the mechanical exfoliation
in formamide solution and obtained the nanosheets with the thickness of 1–2 nm. The
exfoliated MgAl-LDH showed the increased specific surface area compared with bulk
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MgAl-LDH due to the expansion of layer structure. Ren et al. [77] prepared Ru-loaded
ultrathin MgAl-LDH (Ru@FL-LDHs) by ultrasonicated exfoliation and impregnation for
photothermal CO2 methanation. The thickness of the ultrathin MgAl-LDH was around
8 Å, which is consistent with the single basal spacing of MgAl-LDH. As shown in Figure 8,
Ru@FL-LDHs showed the fastest initiation of the reaction within 30 min and the highest
CO2 conversion (96.3% after 60 min irradiation). Meanwhile, the highest selectivity of CH4
was also achieved in photothermal CO2 reduction over Ru@FL-LDHs. Compared with
Ru-loaded bulk MgAl-LDH (Ru@LDHs), Ru@FL-LDHs exhibited the higher CO2 adsorp-
tion capacity due to the stronger basicity of the exfoliated LDHs, while CO2 molecules
could be converted into CO3

2− that was easily activated. The exfoliated MgAl-LDH with
abundant basic sites provided the ability to activate CO2 molecules effectively. The excel-
lent photothermal conversion of CO2 was ascribed to the targeting activation of CO2 and
H2 over ultrathin MgAl-LDH and Ru nanoparticles. Bai et al. [91] developed the strategy
of manipulating d-electron configuration in ultrathin LDHs by changing the selection of
divalent metal cations to regulate photocatalytic activity for CO2 reduction. DFT calculation
indicated that the bandgap of ultrathin MgAl-LDH was reduced to 3.33 eV effectively after
the morphology control.
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Ulteriorly, the monolayer LDHs have better advantages in charge separation efficiency
than ultrathin LDHs benefiting from the thickness at the atomic level. Bai et al. [92]
developed a facile method to synthesize monolayer LDHs by adding layer growth inhibitor
(formamide) into a colloid mill reactor and obtained uniform monolayer MgAl-LDH
with the thickness of ~1 nm. EXAFS results confirmed that lots of vacancies (oxygen
and metal vacancies) existed on the surface of monolayer LDHs. The monolayer LDHs
exhibited higher photocurrent density than multilayer LDHs, indicating that the vacancies
in monolayer LDHs improved the electron transport performance. Meanwhile, as shown in
Figure 9, different metal species in monolayer LDHs had an influence on the selectivity and
evolution rate of products in CO2 photoreduction. The synthetic method can be applied
to prepare different monolayer LDHs and achieve the great increasement of preparation
rate, which can be used for large-scale industrial production. Lai et al. [106] prepared
monolayer MgAl-LDH by a similar method in colloid mill reactor. As shown in Figure 10,
the TEM image and AFM image clearly indicate the atomic thickness of monolayer MgAl-
LDH (~1 nm). N2 adsorption–desorption isotherms were used to evaluate the specific
surface areas of monolayer and multilayer LDHs. The specific surface areas of monolayer
and multilayer MgAl-LDH were 294.7 m2/g and 8.3 m2/g, respectively, indicating that
monolayer MgAl-LDH could provide much more active sites.
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4.3. Supported Active Components over MgAl-LDH

The supporting of active components on the surface of MgAl-LDH is a potential
method to improve the photocatalytic activity of catalysts, which provides the highly
dispersed active sites and constructs the interaction between the two components [107].
Generally, multiple active components, such as metals, metal compounds and nonmetallic
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materials, can be loaded on the surface of LDHs to improve the photocatalytic activity.
Depending on the different characteristics of various active components, the interface
engineering can be designed minutely [108]. As a result, the light response range of
composite catalysts can be widened and the transfer efficiency of photogenerated carriers
can be improved.

The surface hydroxyl groups of MgAl-LDH have a strong immobilization effect for the
loading of noble metal, so it is suitable to be the support to form stable noble-metal-based
catalysts [109,110]. For example, Zhu et al. [111] anchored Ru atoms on the surface of
MgAl-LDH by an impregnation method and a strong metal-support interaction between
Ru and LDHs was constructed through the coordinated Ru species with one OH and
three oxygen atoms, which have an important influence on the photocatalytic activity.
Generally, the supported noble metal can act as the active sites to capture photogenerated
electrons and promote the separation of electron–hole pairs. Xu et al. [67] achieved high
dispersion of Pt nanoparticles on the surface of MgAl-LDH by electrostatic attraction for
CO2 photocatalytic reduction. The loading of Pt nanoparticles over MgAl-LDH greatly
improved the charge transfer efficiency of catalysts, further increasing the photocatalytic
activity. 0.1 wt.% Pt-loaded MgAl-LDH exhibited the highest activity with CO evolution
rate of 2.64 µmol·g−1·h−1 under UV light, which is about 8.52 times that of 1 wt.% Pt-
loaded MgAl-LDH. The high content of Pt species did not form the electron traps but
promoted the formation of combination centers, which increased the combination rate of
electron–hole pairs. This method provided a strategy that maintained high photocatalytic
activity while reducing the dosage of noble metal. Iguchi et al. [93] prepared Ag-loaded
MgAl-LDH/Ga2O3 by an impregnation method for CO2 photocatalytic reduction under
UV light. 0.25 wt.% Ag-loaded MgAl-LDH/Ga2O3 exhibited the CO evolution rate of
211.7 µmol·h−1 and CO selectivity of 61.7%. The loading of MgAl-LDH improved the
CO2 adsorption capacity and Ag nanoparticles acted as co-catalyst, which improved the
product selectivity. Photogenerated electrons transferred from Ga2O3 to Ag nanoparticles
via MgAl-LDH, which promoted the conversion of CO2 to CO. In addition, the SPR effect of
noble metals also improves the visible light response performance, which has been reported
over LDHs [112].

The limitation of noble metals in CO2 photoreduction is the high cost, and transition
metal components have been reported to replace noble metals. The coupling of MgAl-
LDH with suitable transition metal components can effectively improve the visible light
absorption and charge separation. Tan et al. [94] prepared CeO2 decorated MgAl-LDH for
photocatalytic CO2 reduction and found that the selectivity of syngas (CO/H2) was closely
related to the loading amount of CeO2. Mg6Al0.85Ce0.15-LDH (Ce-0.15) exhibited the CO
productivity of 0.85 µmol, which was 4.7 and 9.4 times that of MgAl-LDH and CeO2. As
shown in Figure 11, the selectivity and productivity trend of CO achieved the highest point
at Ce-0.15 whit the evolution rate of 85 µmol·g−1·h−1 and selectivity of 42.1%. UV-visible
absorption indicated that Ce-0.15 exhibited the best light absorption performance in the
visible region, which was due to the interaction between CeO2 and MgAl-LDH. EIS spectra
proved that the resistance of Ce-0.15 was smaller than that of MgAl-LDH, indicating that
the loading of CeO2 effectively promoted the separation and transfer of charge carriers.
Gao et al. [83] prepared Fe3O4-loaded ultrathin MgAl-LDH by a coprecipitation method
for photocatalytic CO2 reduction, and it exhibited high catalytic activity with CO and
CH4 yields of 442.2 µmol·g−1·h−1 and 223.9 µmol·g−1·h−1 in the presence of NaOH and
acetonitrile under UV light, which were 1.8 and 1.7 times than those of MgAl-LDH. Fe3O4
with the narrow bandgap and high conductivity, strikingly broadened the absorption edge
to ~700 nm and promoted the transfer of f-photogenerated electrons. Ultrathin MgAl-
LDH reduced the transfer resistance of charge carriers and provided abundant active
sites. Fe3O4 could act as electron traps, which prolonged the lifetime of photogenerated
electrons. The direct loading of transition metal components always obtains the weak
interfacial interaction and it is difficult to ensure the dispersion of transition metal sites.
Xu et al. [95] prepared Co-porphyrin-loaded flower-like MgAl-LDH for photocatalytic CO2
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reduction under visible light. The excellent light absorption of metalloporphyrin effectively
broadened the absorption edge to visible region. The framework of metalloporphyrin
could ensure the high dispersion of transition metal sites and the esterification effect could
obtain tight intramolecular interfaces, which further promoted the separation of electrons
and holes.
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In addition to the loading of metal components, the nonmetal materials are also
reported to improve the photocatalytic activity of MgAl-LDH. Hong et al. [73] reported
the self-assembling catalyst constructed by carbon nitride (C3N4) and MgAl-LDH for
photocatalytic CO2 reduction under UV light. In the presence of Pd cocatalyst, the CH4
yield of C3N4/MgAl-LDH was 0.15 µmol·h−1, but the catalytic activity mainly came from
C3N4, and the role of MgAl LDH is mainly to strengthen CO2 adsorption and activation.
As shown in Figure 12, the enriched CO2 in the form of CO3

2− in the interlayer could
be reduced easily to CH4 by photogenerated electrons from C3N4 at Pd active sites. The
supported active components over MgAl-LDH always provide the visible light absorption
ability and promote the separation of charge carriers, while MgAl-LDH always provide the
considerable CO2 adsorption performance.

4.4. MgAl-LDH as Precursor for Catalyst Preparation

LDO (layer double oxide), which is derived from LDHs precursor, is the mixed
metal oxide with high dispersibility of metal sites and high surface area. The component,
morphology and surface sites can be adjusted expediently by changing the metal cations of
LDHs [113]. As the product after calcination, MgAl-LDO retains the highly dispersed metal
sites and provides abundant surface basic or acid sites (OH−, Mg2+-O2− pairs, Al3+-O2−

pairs) derived from the diffusion of Al3+ into MgO lattice [114]. The Lewis basic sites are
beneficial to adsorb CO2 and form carbonates and bicarbonates, while the Lewis acid sites
are beneficial to dissociate H2O and provide abundant protons [100,115]. Chong et al. [96]
prepared MgAl-LDO/TiO2 by an in situ deposition method and then Pt cocatalyst was
loaded on the surface of catalysts by an in situ photo deposition method for photocatalytic
CO2 reduction in the present of water vapor. CO and CH4 evolution rates of Pt/MgAl-
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LDO/TiO2 were 0.030 and 0.046 µmol·h−1 under UV light, which were 2 and 11 times than
those of Pt/TiO2, respectively. The deposition of MgAl-LDO had a negligible effect on the
light absorption of TiO2 but changed CO2 adsorption states and the adsorbed species. FTIR
spectra indicated that the Lewis basic sites and Lewis acid sites enhanced CO2 adsorption
and H2O dissociation. The recombination of electrons and holes was inhibited due to
the formation of oxygen vacancy derived from the interaction between MgAl-LDO and
TiO2, and Pt cocatalyst effectively promoted the transfer of photogenerated electrons.
Song et al. [97] prepared the composite catalyst between MgAl-LDO and nitrogen-deficient
g-C3N4 (MgAl-LDO/Nv-CN) by an in situ deposition and calcination transformation
method for photoreduction of carbon dioxide. 10% MgAl-LDO/Nv-CN exhibited the
highest CO evolution rate (20.47 µmol·g−1·h−1) under visible light, which was 6 times
that of CN (3.38 µmol·g−1·h−1) and 3 times that of Nv-CN (5.71 µmol·g−1·h−1). The
introduction of MgAl-LDO on Nv-CN led to a slight blue-shift of absorption edge and
the bandgap increased from 2.38 eV to 2.42 eV. As shown in Figure 13, Lewis base/acid
sites provided the targeting activation for CO2 and H2O molecules. The introduction of
nitrogen defects and the interfacial interaction between MgAl-LDO and Nv-CN facilitated
the charge transfer and inhibited the recombination of photogenerated electrons and holes.
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The introduction of active metal components into LDH precursors to prepare the
supported metal catalysts is an efficient method to improve the photocatalytic activity. Due
to the uniform and ordered distribution of metal cations in the layer structure of LDHs,
active metal components will be highly dispersed on the surface of catalysts. The strong
interaction between active metal components and supports will be constructed and the
confined effect will prevent the sintering and aggregation of active metal components. The
memory effect of LDHs can be used for the loading of active metal components with LDHs
as the precursor. Zhao et al. [90] prepared Ti-embedded MgAl-LDH for CO2 photoreduc-
tion by redispersing calcined MgAlTi-LDH in water to achieve the structural reconstruction.
The sample calcined at 400 ◦C exhibited the increased photocatalytic activity under UV
light compared with initial MgAl-LDH and the catalytic activity was closely related to the
crystallinity and specific surface areas. The reduction treatment of LDH precursors can be
used to prepare the supported metal catalysts. Li et al. [98] prepared Fe-based catalysts
by reducing MgFeAl-LDH in the H2/Ar atmosphere for direct photohydrogenation of
CO2. The catalyst reduced at 500 ◦C (Fe-500) exhibited high CO2 conversion (50.1%) and
significant C2+ product selectivity (52.9%) in the photohydrogenation reaction. Fe-500 con-
sisted of Fe0 nanoparticles and FeOx supported on MgO-Al2O3. The Fe species suppressed
the hydrogenation of -CH2 and -CH3 intermediates and promoted the coupling of C-C
bonds, while MgO strengthened the adsorption of CO2 molecules. The supported metal
catalysts over MgAl-LDO can be used for the integration of CO2 capture and photocatalytic
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conversion. Liu et al. [99] prepared MgAl-LDO/TiO2 for CO2 capture and photocatalytic
conversion simultaneously. As shown in Figure 14, MgAl-LDO/TiO2 adsorbed CO2 at
flue gas temperature, while then the desorption of gas-phase CO2 and the conversion of
adsorbed species to CO under UV light took place concurrently at the range of 100–200 ◦C.
The hybrid material can be regenerated automatically for the next cycle. The incorporation
of MgAl-LDO and TiO2 enhanced CO2 capture capacity and the sample containing Ti atoms
of 43% (MgAl/Ti43) exhibited the capacity of 0.648 mmol/g after 2 h, which was 24 times
that of TiO2 and 1.4 times that of MgAl-LDO. There is a trade-off between CO2 capture
and CO2 conversion capability, while MgAl/Ti43 exhibited good CO2 capture capacity and
conversion efficiency (15.3%) as well.
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In addition, the morphology of LDO can be designed by inheriting layer structure
of LDHs precursor, which can be applied to develop the catalysts with special morphol-
ogy [116,117]. Zhao et al. [100] prepared MgAl-LDO-grafted TiO2 cuboids by hydrothermal
and coprecipitation methods. As shown in Figure 15, the SEM images showed that the
morphology of samples composed of MgAl-LDO grafted on TiO2 cuboids and the platelet
shape of MgAl-LDO was almost the same as MgAl-LDH precursor. The graft of MgAl-LDO
on TiO2 cuboids did not significantly improve the photocatalytic activity compared with
bare TiO2 due to the weak CO2 adsorption of MgAl-LDO at low temperature. In the activity
test at 150 ◦C under UV light, 10% MgAl-LDO/TiO2 exhibited the increased activity with
CO production of 4.3 µmol·g−1·h−1, which was 6.1 times that of bare TiO2. The photo-
induced electrons on TiO2 transferred to the CO2 adsorption sites at the interfaces and
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promoted the reduction reaction. The high loading of MgAl-LDO on TiO2 cuboids did
not improve the photocatalytic activity at 150 ◦C, which was ascribed to the weak contact
between TiO2 and adsorbed CO2 and the limited light absorption due to the complete
covering of TiO2 by MgAl-LDO. In summary, the properties of LDHs endow the derived
catalysts the adjustable composition and morphology, excellent CO2 adsorption capacity,
highly dispersed metal sites and large surface area, which ensure the good catalytic activity.
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4.5. Construction of Heterojunction

The separation efficiency of photogenerated charge can be effectively improved and the
light absorption can be widened by constructing heterojunctions between LDHs and other
semiconductors with matched band structures [118]. Studies on LDH-based heterojunctions,
including Type-II [119], Z-scheme [120] and S-scheme [121] heterojunctions, have been
widely reported for CO2 photoreduction. However, the heterojunctions constructed by
MgAl-LDH are rarely reported for CO2 photoreduction due to the wide bandgap and it
is difficult to form a stagger band structure. Yang et al. [122] prepared ZnIn2S4/MgAl-
LDH heterojunction for photocatalytic Cr (VI) reduction and hydrogen evolution. MgAl-
LDH promoted the expose of high-active (001) facets on ZnIn2S4 and acted as a hole
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storage layer, which realized the spatial separation of electrons and holes. As shown in
Figure 16, MgAl-LDH cannot be excited under visible light and the holes in the VB of
ZnIn2S4 transferred to the VB of MgAl-LDH to realize the separation of electrons and
holes. Due to the wide band of MgAl-LDH, the other semiconductor should possess more
positive VB or more negative CB to form stagger band structure, which is strict for the
selectivity of semiconductors. Therefore, it is important to improve the wide bandgap
of MgAl LDH and further construct efficient heterojunctions. Wang et al. [101] prepared
ultrathin GO/TiMgAl-LDH heterojunction by the electrostatic self-assembly method for
CO2 photoreduction. When the proportion of GO was 5%, LDH/5GO exhibited the
highest photocatalytic activity under visible light with CH4 and CO evolution rate of
3.8 µmol·g−1·h−1 and 4.6 µmol·g−1·h−1, respectively. The ultrathin TiMgAl-LDH and GO
created the unsaturated coordination, and introduced Ti3+-Vo and electron-rich carbon
defects. The presence of Ti3+-Vo and GO expanded absorption edge to the visible light
region, while the electron-rich carbon defects promoted the adsorption/activation of CO2.
As shown in Figure 17, electrons in the CB of the ultrathin TiMgAl-LDH would transfer to
carbon defects on GO and react with adsorbed CO2 to form superoxide radicals (CO2

−).
Simultaneously, the photoinduced holes would concentrate in the VB of TiMgAl-LDH,
which achieved the spatial separation of electrons and holes.
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In summary, construction of heterojunctions has been widely considered as an efficient
method to promote the spatial separation of electrons and holes in LDHs, but MgAl-LDH
is rarely selected to construct heterojunctions with other semiconductors due to the wide
bandgap. The reduction of bandgap is of significance to improve visible light absorption
and construct heterojunctions for MgAl-LDH.
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5. Conclusions and Perspectives

LDHs and LDH-based catalysts have been widely applied in the field of CO2 photore-
duction due to the excellent structural and chemical advantages. As the most widely used
LDH material, MgAl-LDH has the advantages in CO2 adsorption and low cost, but the poor
visible light absorption and fast charge recombination of MgAl-LDH limit its application in
CO2 photoreduction. Due to the inherent drawbacks of MgAl-LDH, relatively few studies
have focused on the improvement of photocatalytic activity for MgAl-LDH compared with
other LDHs. More attention should be given to the modification of MgAl-LDH to promote
the practical application of LDH materials in CO2 photoreduction. Although some efforts
have been devoted to overcome the drawbacks of MgAl-LDH in visible light absorption
and charge separation, there are still some scientific issues that need further exploration.
The development perspectives of MgAl-LDH in CO2 photoreduction are as follows.

(1) Monolayer MgAl-LDH is beneficial to improve photocatalytic activity in CO2
photoreduction by exposing as many defect sites and metal sites as possible. Bai et al. [92]
developed the separate nucleation and aging steps (SNAS) method for scale-up synthesis
of monolayer LDHs and more novel methods with the superior adjustment, convenience
and feasibility for large-scale production should be further explored. The structure stability
of monolayer LDHs in the process of preservation and reaction for practical application
should be considered.

(2) A few studies focused on improving the dispersion of active components over
MgAl-LDH by utilizing the confinement effect. For example, the anchoring effect of layer
structure and the limited space of interlayer can obtain the extremely dispersed active
components, such as single-atom catalysts, which may effectively improve the catalytic
activity in CO2 photoreduction. More efforts should be devoted to obtaining the highest
catalytic efficiency of active components over MgAl-LDH.

(3) The methods to reduce the bandgap of MgAl-LDH are still limited, and basically
rely on element doping. More methods should be developed to regulate the bandgap of
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MgAl-LDH that further improve visible light absorption and make it suitable to construct
heterojunction catalysts.

(4) The heterojunction catalysts based on MgAl-LDH for CO2 photoreduction are
still scarce and more efforts should be devoted to exploring the suitable semiconductor
materials to construct heterojunction with MgAl-LDH. In the process, experiment and
theoretical calculation should be combined to explore the properties of different materials
and judge the matching degree of band structure. This can provide guidance for the design
and development of heterojunction catalysts based on MgAl-LDH.

(5) In the condition without H2 or at low temperature, it is quite difficult to generate C2
product over LDHs in CO2 photoreduction. Developing new methods to regulate the con-
version of CO2 to C2 product is important to produce more valuable industrial products.

In summary, MgAl-LDH possesses many advantages in CO2 photoreduction and
has the potential to be widely applied. The application of MgAl-LDH in the field of
photocatalysis can be further popularized through solving the above problems in the future.
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Abstract: The generation and emission characteristics of fine particulates (PM2.5) from three 300 MW
power plant circulating fluidized bed boilers were investigated. One boiler had an external bed and
used an electrostatic precipitator, the other two used an electrostatic filter precipitator and fabric
filter, respectively. The particle size distribution of fine particles was performed by an electrical low-
pressure impactor. PM2.5 samplers were used at the same time to collect fine particles for subsequent
laboratory analysis. The results show that the number size distributions of fine particles presented
one single peak, but there was no peak in mass size distributions. The mass concentrations of three
CFB boilers were similar, but the number concentration of the external bed CFB boiler was much
higher than that of the general CFB boiler. The minimum removal efficiencies of the precipitator
appeared between 0.1~1 µm, but the locations of the minimum point were different. The morphology
of fine particles was mostly irregular. The highest content of fine particles was insoluble oxides and
the content of S element was also high. Different precipitators have different removal effects on Si,
Al, Ca, S and Fe in fine particles, but they all have poor removal effects on Na and K as well as OC
and EC.

Keywords: fine particles; CFB boiler; PSDs; dust removal; physicochemical properties

1. Introduction

With the massive emission of CO2 and fine particles, environmental problems such
as the global greenhouse effect and smog are becoming more serious. Fine particles have
always been a main environmental atmospheric pollutant and a research hotspot in China.
Fine particles whose aerodynamic diameter are less than 2.5 µm are also called PM2.5.
Because of their low sedimentation velocity, caused by small aerodynamic diameter, fine
particles can be suspended for several months in the air and transmitted thousands of
miles away. Studies have shown that between city and suburb, the PM10 concentrations are
different, but PM2.5 concentrations are much closer [1]. PM2.5 can enter the alveolus region
of the lungs and then enter the blood circulatory system [2,3]. Due to their small volume,
the surface area of fine particles is very large, and lots of organic matter (e.g., polycyclic
aromatic hydrocarbons), bacteria and other harmful substances in the atmosphere are
absorbed on them [4]. Fine particles emitted from stationary combustion sources is often
rich in toxic trace elements that are harmful to humans [5].

In the Twentieth Century for 80 years, PM had concerned many foreign scholars. At
that time, the classical theory that particles emitted from coal combustion in pulverized
coal boilers (PCB) had bimodal distribution [6] has been widely accepted. Markowski and
Ensor [7] measured a pulverized coal utility boiler in 1980 and they found a sharp peak of
PM number and mass distribution in the submicron region appeared both upstream and the
downstream of the dust remover. The mode (fine-mode) and chemical composition of these
submicron aerosols were obviously different from a large fly ash aerosol which was formed
by char fragmentation and surface ash aggregation. It appeared to result from a gasification–
coagulation mechanism. However, in 2000, Linak etc. [8] burned three different coals in a
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small fire-tube boiler, a laboratory-scale refractory-lined combustor and a pulverized coal
combustor. Their experimental results showed that, in addition to the fine mode and coarse
mode, coal combustion also generated a central mode which showed a peak at 0.8~2.0 µm
(aerodynamic diameter).

In China, emissions from power generation with coal as fuel are a main source of fine
particles in the environmental atmosphere [9]. PCBs are the most widely used coal-fired
boilers in power plants, and most studies of fine particles have been focused on PCBs, with
little research on circulating fluidized bed (CFB) boilers. Recently though, the application
of CFB boilers in power generation has become more extensive. This is because CFB
boilers have an excellent fuel adaptability, so can burn almost all solid fuel, especially
low-grade fuel. Therefore, recently, some researchers had studied mineral transformation
and ash deposition during the combustion of brown coal and other fuels at laboratory scale
CFB [10,11]. In addition, the SO2 and NOx emissions from CFB boilers are very low, so
there are needless desulphurization facilities and denitration facilities.

The gas–solid flow pattern of CFB boilers was between fixed bed (grate-fired boilers,
GFB) and pneumatic conveying state (PCBs) and the feed size of coal was usually several
millimeters in diameter, which was much larger than pulverized coal. In addition, coal only
constituted a few percent in the dense suspension of CFB boilers and its residence time
was much longer than that in pulverized coal boilers [12]. When coal was burning in CFB
boiler furnaces, the temperature was lower and heat transfer was more efficient. Because
of the above reasons, the generation characteristics and physical/chemical properties of
fine particles emissions from coal-fired CFB boilers was quite different with PCBs. Some
Finnish scholars have conducted research on small-scale CFB boilers with biomass or
waste combustion [13,14]. Ruan et al. [15] compared the particulate matter characteristics
discharged by an industrial CFB (150 t/h) and an industrial GFB (100 t/h), and found that
the PM2.5 generation of CFBs was higher than that of BFBs, but the removal effect of a
fabric filter on PM2.5 of CFBs was better. Liu et al. [16] studied the generation and removal
of PM2.5 from two 135 MW CFBs, and discussed the effect of adding limestone into the
furnace on the generation characteristics of PM2.5. However, studies on fine particles of
large coal-fired CFB boilers in power plants are relatively rare to date.

Three 300 MW power plant CFB boilers were studied in this work, which were
equipped with an electrostatic filter precipitator (EFP), fabric filter (FF) and electrostatic
precipitator (ESP), respectively. We determined fine particle generation and emission
characteristics, including particle size distributions, morphology, and chemical constituents
as well as removal characteristics of fine particles for three kinds of dust removal device.
The experimental data are very helpful to understand the fine particle generation and
emission characteristics of CFB power stations in China.

2. Methods
2.1. Boilers and Measuring Points

We conducted studies on three 300 MW CFB boilers in power plants, with dust removal
methods including EFP, FF and ESP. The method of desulfurization was feeding limestone
as a sorbent into the furnace, and there was no denitration facility. The basic situation of
each boiler is shown in Table 1. During the test period, same kind of fuel was fed into
the furnace and the boiler operated under stable load. Proximate analyses and ultimate
analyses of coal feed into each CFB boiler are in Table 2.
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Table 1. Basic situation of three CFB boilers.

No. Location Boiler Type Coal Load
Pollution Control Technology

Denitration Dusting Desulfurization

1 Shanxi CFB boiler Lignite mixed with peat 300 MW — EFP Adding limestone sorbent
in the furnace

2 Inner
Mongolia CFB boiler Bituminous coal 300 MW — FF Adding limestone sorbent

in the furnace

3 Shandong CFB boiler with
external bed Bituminous coal 300 MW — ESP Adding limestone sorbent

in the furnace

Table 2. Proximate analyses and ultimate analyses of coal feed in the furnace.

No.
Proximate Analysis (wt%) Ultimate Analysis (wt%) Calorific Value

Mad
a Vad b Aad

c FCad
d Cad Had Nad Sad Qad MJ/kg

1 1.83 22.57 42.44 33.16 40.98 3.58 0.54 1.52 14.97
2 2.16 26.79 31.01 40.04 50.75 3.28 0.79 0.86 19.95
3 5.36 20.53 33.63 40.48 46.53 3.53 1.21 1.56 22.38

a Mad means Moisture, air dry; b Vad means Volatile, air dry; c Aad means ash, air dry; d FCad means Fixed carbon,
air dry.

Figure 1 is the schematic of the CFB boiler and the arrangement of measuring points.
The measuring point before the dust collector was used for measuring fine particle gen-
eration characteristics of the CFB boiler. The measuring point after the dust collector was
used for measuring fine particle emission characteristics of the CFB boiler and researching
the effects of different dust collectors for fine particulate emissions. Because fine particles
have good following characteristics and are approximately evenly distributed in the flue
gas, the position of the sampling probe was fixed at every measuring point during the
experiment. The compositions and temperatures of fuel gas measured by TH-880f flue gas
parallel sampler (Wuhan Tianhong intelligent instrument factory) are shown in Table 3.
The measurement error of the flue gas temperature is ±3 ◦C, the measurement error of O2
concentration is ±2.5%, and the error of other gas concentrations is ±3%.
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Table 3. Flue gas analysis results.

Location
SO2 NO CO O2 NO2 Temperature

mg/m3 mg/m3 mg/m3 % mg/m3 ◦C

Boiler 1 before dust removal 178.05 174.13 58.00 5.63 0.00 139.54
Boiler 1 after dust removal 209.16 156.84 61.00 6.09 0.00 115.00

Boiler 2 before dust removal 220.00 283.00 52.00 5.24 1.00 167.80

Boiler 2 after dust removal 371.00 263.00 49.00 5.41 0.00 142.70
Boiler 3 before dust removal 159.20 47.80 92.20 8.32 0.00 179.40
Boiler 3 after dust removal 168.67 69.50 60.00 6.97 0.00 148.80

2.2. Fine Particle Sampling and Measurement

Figure 2 is the diagram of dilution measurement and sampling system used during
this work. The flue gas was successively passed by an isokinetic sampling probe, a cyclone
for PM10 and two dilution devices that diluted using filtered air. When the pressure in
the filtered air supply system was stable at 0.2 MPa, throughout the sampling process, the
dilution ratio (about 9-fold) was stable, so the entire dilution system could keep a stable
dilution ratio of about 80 times. The first stage diluter needed to be heated and injected
with heated air to avoid water and acid condensation.
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This work used an electrical low-pressure impactor (ELPI) (Dekati, Finland) to measure
fine particle number and mass size distributions. The response time of ELPI was generally
less than 5 s, so it could measure instantaneous concentration of particulate matter. The
measuring range of ELPI was 0.007~10 µm that was divided into 12 levels by different
impactors. For fine particles research, only level 1 to level 10 were needed. Average particle
diameters and measurement ranges of all 10 impactors are given in Table 4; the 11th stage
impactor has a cutting diameter of 2.48 µm.

During fine particle sample collection, two dedicated fine particle samplers (Wuhan
Tianhong Instruments Co., Ltd., Wuhan, China) were connected to the tail of a primary
or secondary diluter. As different analytical methods have certain requirements for the
filter, this work selected a Teflon membrane and quartz fiber for analysis of the chemical
composition of fine particles, and polycarbonate membranes for micrographs of single
fine particles.
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Table 4. Average particle diameters and measurement Ranges of all 10 impactor.

Stage Di
[µm]

Cutting Diameter
[µm]

Mass Min
[µg/m3]

Mass Max
[mg/m3]

Number Min
[1/cm3]

Number Max
[1/cm3]

10 1.9 1.59 6.3 630 0.36 4 × 104

9 1.2 0.943 3.5 350 0.8 8 × 104

8 0.76 0.609 2 200 1.6 2 × 105

7 0.48 0.38 1 90 3 3 × 105

6 0.31 0.26 0.4 40 5 5 × 105

5 0.20 0.154 0.17 17 9 9 × 105

4 0.12 0.093 0.078 7.8 15 2 × 106

3 0.073 0.057 0.035 3.5 26 3 × 106

2 0.041 0.029 0.015 1.5 50 5 × 106

1 0.021 0.007 0.005 0.5 90 9 × 106

2.3. Analytical Methods for Physical and Chemical Properties of Fine Particles
2.3.1. Micrographs

Thermal scanning electron microscopy (SEM) produced by German Zeiss company
(Model: EVOMA10) was used to analyze morphology of single fine particles. The sampling
time had to be controlled within 5~10 s, to make sure that enough fine particles were
collected by the polycarbonate membrane, and particle accumulation did not occur. Because
fine particle samples, whose main constituent was aluminosilicate-based non-metallic
compounds, have poor electrical and thermal conductivity, the samples were sprayed with
about 25 nm Au before testing.

2.3.2. Elemental Analysis

Two kinds of laboratory instruments were used for elemental analysis of fine particles
in this testing: EVOMA10 consists of SEM and energy-dispersive X-ray spectroscopy (EDX),
which means that it can also analyze the elemental composition of the tested sample.
However, due to the lower resolution of EDX results, we also used an X-ray fluorescence
(XRF) analyzer to determine fine particle sample on a Teflon membrane. Compared to EDX,
XRF gave a more accurate proportional relationship between various elements, but the test
result was smaller due to the insufficient thickness of fine particle sample. For this reason,
the final result of the elemental analysis was the combination of EDX and XRF analysis.

2.3.3. Organic Carbon and Elemental Carbon

Organic carbon (OC) and elemental carbon (EC) in the study of particulate matter
composition are not strictly defined substances, and they represent two kinds of extremely
complex substances with common physicochemical properties. OC represents aromatic
compounds, aliphatic compounds, organic acids and other organic compounds; EC contains
soot and some oxygen-containing functional groups (such as alcohol, phenol, acyl and
carboxyl). In this work, a carbon analyzer developed by the Desert Research Institute of
the United States, which adopts the method of thermo optical reflection (TOR), was used to
test OC and EC in fine particle samples.

3. Results and Discussion
3.1. Concentration and Size Distributions of Fine Particle

In this research, concentrations of fine particles emitted by three CFB boilers were
characterized before and after dust removal devices. Table 5 shows the number/mass
concentration of fine particles and the ratio of the concentration of different particle size
ranges. Fine particle number concentrations of the CFB boiler before dust removal were
millions per cubic centimeter, much lower than in earlier PCB testing (millions to more
than ten million/cm3); however, the mass concentrations are about 2 g/m3, much larger
than PCB (hundreds mg/m3) [17]. The number concentration of boiler 3 was much higher
than the other two, but mass concentrations of the three boilers were same. Before the
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precipitator, the concentration of fine particles mainly depended on particles in the size
range of 0.38~2.5 µm (PM0.38~2.5), except for boiler 3. This this means that fine particles
generated by the CFB boiler are mostly residual ash. As a result of highly efficient dust
removal devices, fine particle concentrations of the CFB boiler decreased significantly after
dust removal. After dust removal, the mass concentration of fine particles still depended
on PM0.38~2.5, but fine particle number concentration was mainly dependent on PM0.38.
This is due to the dust collection efficiency of small particles being lower than for large
particles, which causes the ratio of PM0.38/PM2.5 to rise.

Table 5. Number/mass concentration of fine particle from three CFB boilers and the ratio of the
concentration of different particle size ranges.

No. Type Location Fine Particles (PM2.5)
Concentration

PM2.5/PM10
(%)

PM1.0/PM2.5
(%)

PM0.38/PM2.5
(%)

Boiler 1

Number
(/cm3)

Before dust removal 2,899,674.8 96.54 75.01 27.86
After dust removal 13,180.1 99.31 97.04 86.24

Mass
(mg/m3)

Before dust removal 1629.0 31.46 12.36 0.37
After dust removal 1.1 46.73 21.27 3.23

Boiler 2

Number
(/cm3)

Before dust removal 3,084,830.0 94.32 72.20 23.30
After dust removal 2316.9 98.34 91.36 65.62

Mass
(mg/m3)

Before dust removal 2026.5 21.70 12.36 0.31
After dust removal 0.5 24.21 18.39 1.65

Boiler 3

Number
(/cm3)

Before dust removal 7,625,854.6 97.68 89.65 72.63
After dust removal 23,984.2 99.74 96.77 81.46

Mass
(mg/m3)

Before dust removal 2043.9 30.60 11.12 1.28
After dust removal 2.0 48.01 29.74 5.78

The number/mass concentration distribution of CFB boiler fine particles before and
after dust removal is shown in Figure 3. The number size distribution was unimodal
distribution that was significantly different with bimodal distribution of PCBs [17]. Before
dust removal, the peak of boiler 1 and boiler 2 was at 0.76 µm, which was similar to central
modal among three modal distributions [8]. However, for boiler 3, the peak was at 0.12 µm.
This peak was more likely to be fine-modal [7]. The possible reason of the number size
distribution difference between boiler 3 and the others was that boiler 3 was equipped with
a series of external heat changers which were equivalent to a series of bubbling fluidized
beds (BFBs) and the concentration of ultrafine particles generated by the BFB boiler was
much higher than the CFB boiler [18]. After dust removal, the concentration of each level
of ELPI decreased significantly and the peak of number concentration distribution had
moved to the direction of small particles. As shown in Figure 3, the mass size distribution
of fine particles of the CFB boiler had no peak, and the mass concentration of particles in
each level increased with particle diameter increasing.

From the foregoing analysis, fine particles generated by power plant CFB boilers were
mainly concentrated in the range of 0.38~2.5 µm, and the broken-coalescence mechanism
was their main generation mechanism. Because the ash content of coal burned in the CFB
boiler was extremely high and the severe abrasion caused by strong horizontal and vertical
mixing promoted coal crushing, residual ash particles in the fuel gas of CFB boilers were
much more than in PCBs. Coal crushing in CFBs is mainly mechanical crushing (mechanical
abrasion) caused by violent collision between coal particles (0–13 mm) and bed material
or heating surface and thermal crushing. Particles generated by mechanical abrasion are
smaller than for thermal crushing, and the process of producing ultrafine particles by
mechanical abrasion is called ultrafine abrasion. Some some researchers [19] believe that
ultrafine abrasion is the main generation mechanism of sub-micron particles in CFB boilers.
Since the temperature in CFB boiler furnaces was much lower (850~950 ◦C) than that of
PCBs (1250~1300 ◦C), the volatilization of minerals in coal was suppressed and ultrafine
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particles (PM0.38) formed by vaporization–condensation mechanisms were rare. The flue
gas discharged from CFB boiler furnaces had to pass through several cyclone separators
to collect the unburned coal char particles. These separators had a large cut diameter and
their direct capture effect of fine particles was poor. However, they increased the residence
time and collision of particles, which increased the trapping of large particles to ultrafine
particles and caused further reduction of PM0.38. Some articles claim that adding limestone
in the furnace as a desulfurization sorbent can reduce PM1.0 emissions of a CFB boiler: On
one hand, CaO generated by limestone when it is heated could adsorb volatile substances
steam or react with it [20]; on the other hand, the large surface area of limestone not only
made the absorption of minerals steam more efficient but also provided attachment sites for
nanoscale particles in flue gas [21]. However, limestone with a high degree of fragmentation
was also a source of fly ash of the CFB boiler. Due to the CaCO3/CaO content and particle
size distribution of limestone used in power plants every day varying greatly, this paper
cannot clarify the effect of adding limestone in the furnace on the generation characteristics
of fine particles of CFB boilers.
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Figure 3. Concentration size distributions of fine particle at upstream and downstream of CFB boiler 
dust remover. (a) number concentration; (b) mass concentration. 
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3.2. The Influence of Dust Removal Device to Fine Particle

The key parameters of the dust collectors of three boilers are shown in Table 6. The total
removal efficiency of number/mass of fine particles emitted by three CFB boilers is shown
in Table 7. For all three kinds of dust removal device, the mass removal efficiency was higher
than the number removal efficiency, and the removal effect of FF on fine particles (boiler 2)
was better than that of ESP (boiler 3). Size-classified removal efficiency of fine particles
by different dust removal devices was shown in Figure 4. The size-classified removal
efficiency of EFP, FF and ESP on fine particles all had a minimum point in 0.1~1.0 µm, but
the locations of the minimum points were different. After the minimum point, the removal
efficiency of ESP and FF was higher and rose faster than for ESP. The EFP of boiler 1 in
Figure 4 did not show the advantages of a composite dust removal device in particulate
matter removal, especially for the low efficiency of submicron particle removal, which
was caused by the use of needle felt with a poor filtering effect as filter material. Since an
electrostatic precipitator was arranged in front of EFP, and fabric filter was arranged at the
rear, the classified dust removal efficiency curve of EFP for fine particles is similar to that
of FF.
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Table 6. Key parameters of the dust collectors of three boilers.

Boiler No. 1 2 3

Type Electrostatic-fabric filter integrated
precipitator (air blowback)

Fabric filter
(flue gas blowback)

Electrostatic precipitator
(5 electric field)

Chamber × field 2 × (2-field + 2-baghouse) 2 × 4 2 × 5

Full load flue gas flow(hot), Nm3/s 597.23 541.73 577.57

Flue gas temperature, ◦C 139.54 167.80 179.40

Sectional area, m2 576 660.96

Flow velocity, m/s 1.04 0.874

Specific collection area, m2/m3/s 35.7 109.86

Field length of Single electric field, m 4.0 3.84

Total filter area, m2 36,363 34,696

Filter velocity, m/min 1.2 0.8

Filter material PTFE + PPS 85%PPS + 15%P84

Table 7. Total removal efficiency of number/mass of fine particles emitted by CFB boiler.

Removal Efficiency (%) Boiler 1 Boiler 2 Boiler 3

Removal efficiency of number 99.545 99.925 99.685
Removal efficiency of mass 99.936 99.975 99.902
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Figure 4. Size-classified removal efficiency of fine particle emitted by CFB boiler through different
dust removal devices.

The removal process of particles through fabric filter was mainly influenced by the
interception of a filter layer and ash layer, inertial impaction and diffusion collision. For
larger particles, inertial impaction was the main trapping mechanism, which means the
particles deviate from the streamline due to inertia and collide with interceptors. How-
ever, the capture of ultrafine particles was largely dependent on the diffusion effect. The
Brownian motion free path of ultrafine particles was less than the filter layer clearance, so
ultrafine particles would collide with the filter layer or ash layer and be adsorbed when
it made a random motion [22]. The minimum point (0.12 µm) of size-classified removal
efficiency was in the transition zone between these two mechanisms.

There was also a minimum value of size-classified removal efficiency of ESP in
0.1~1 µm [23,24]. Static electricity was the main force that influenced particle removal
in ESP. For particles less than 0.1 µm, their charge mainly depended on collision with
ionized gas during irregular Brownian motion; and charge of particles larger than 1 µm
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was mainly dependent on the electric field. However, 0.1~1 µm was the transitional stage
of these two charging mechanisms. Charge of particles in this transitional stage was less
effective, and thus the collection efficiency was relatively low. Some studies have shown
that due to the high resistance of limestone in fly ash, ESP may not be well-suited for CFB
boiler dust removal [25,26]. Since the collection efficiency of FF is not affected by fly ash
resistivity, it is especially suitable for use in CFB boiler dust removal.

3.3. Morphological Characteristics of Fine Particle Generated by CFB Boiler

The micrographs of fine particles formed by power plant CFB boiler are shown in
Figure 5. Figure 5a is a micrograph of a great quantity of fine particles. It shows that fine
particles generated by CFB were mostly irregular in shape, which means their specific
surface area was much bigger than fine particles with the same particle diameter but gen-
erated by PCB. This was because the temperature in the CFB boiler furnace was low, so
the majority of minerals in coal would not completely melt and reduce the gasification
amount. Residual ash particles were mostly keeping the original morphology in coal, and
ultrafine particles formed via nucleation of vaporized minerals and grown via coagulation
and heterogeneous condensation were very small, so irregular particles were the major
component of fine particles generated by the CFB boiler. Figure 5b–d are the main mor-
phology of irregular fine particles formed by the CFB boiler. Ultrafine particles formed
via nucleation of vaporized minerals were rare, and since most minerals did not melt, the
adhesion between particles was smaller than for PCB, so the surface of large particles rarely
adhered to ultrafine particles. However, there was occurrence of gasification–condensation
and melting in the CFB boiler, the surface of particles in Figure 5e adhered to some circular
ultrafine particles, and particles in Figure 5f had partially melted.
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3.4. Study of Chemical Constitutes of Fine Particle Emitted by CFB Boiler

The content of different elements in fine particles varies greatly, wherein Al, Si, S, Ca,
Fe, etc. accounts for the vast majority. Therefore, the test results of these elements were
credible and representative, and in this section the influence of fluidized bed combustion
and dust removal device on fine particle generation and emission were determined by
studying the content of these elements. According to fine particle formation mechanisms
and research methods of the past researchers [27], the high content or representative
elements were broadly divided into four kinds. (These elements are usually present in fine
particles as salts or oxides, but in this section they are expressed in terms of oxides.):

(1) Difficult melting oxides, including Al2O3, SiO2, CaO, Fe2O3;
(2) Alkali metal oxides, including Na2O and K2O;
(3) SO3, assuming S exists in the form of sulfur oxides;
(4) Other elements, including MgO, compounds of trace elements, OC and EC, etc.

According to the classification method described above, the percentage of the different
components contained in fine particles collected before dust removal were calculated, as
shown in Figure 6.
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Figure 6. The percentage of representative elements contained in fine particles collected at the outlet
of the furnace of a CFB boiler.

As shown in Figure 6, in fine particles generated by the CFB boiler, the content of
difficult melting oxides was the highest and the content of alkali metal oxides was the
lowest. Al, Si, Ca, Fe were also the highest mineral elements in coal. Compared with PCB,
chemical composition of fine particles generated by the CFB boiler was more akin to the ash
composition [28,29]. The content of S in fine particles was also high, which means that there
were a lot of adsorbent particles in the CFB boiler fine particles. Terttaliisa Lind et al. [24]
detected CFB boiler fly ash using CC-SEM and found that there were a lot of particles with
Ca or Ca/S as the main material. Fly ash particles formed by these adsorbents may also be
an important source of fine particles from a CFB boiler.

To analyze the effects of different types of precipitator on representative elements
contained in fine particles of a CFB boiler, Figure 7 shows the contrast of representative
elements content of fine particles before and after dust removal (OC and EC were also
given separately in this report).

As it shown in Figure 7, after dust removal, the content of Na and K increased, because
Na and K allow easy gasification and enrichment in PM0.38, and the removal efficiency
of each precipitator for PM0.38 is lower than PM0.38~2.5. The removal effect of the dust
remover on different elements was different. After FF, the content of Ca, S and Fe decreased
significantly but the content of Si and Al increased, which means that the removal effect
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of FF on fine particles rich in Ca, S and Fe was better than particles rich in Si and Al. This
may be due to the different removal efficiency of FF on different-sized particles, which are
enriched with different elements. Since Ca can greatly increase the fly ash resistivity [24,25],
ESP found it difficult to remove Ca-rich particles, and after the dust removal device, the
reducing of flue gas temperature can cause sulfuric acid generation and condensation on
fine particle surfaces. Therefore, after ESP (boiler 3), the content of Ca and S increased. ESP
was not as effective as FF in the removal of Fe-containing particles. Because the element-
removal characteristics were controlled by two types of dust removal device, the changes
in the content of elements other than Ca and S in fine particles after EFP are the same as
FF. The content of Ca and S increased due to the influence of the electrostatic precipitator
in EFP.
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After dedusting equipment, the content of OC and EC in fine particles increased.
With flue gas temperature decreasing in the dust remover, some gaseous organics were
transformed into particulate organics, which increased the OC content in fine particles.
Soot particles, the main component of EC, had a great quantity of oxygen-containing
functional groups on the surface (which affected the charging of soot particles [30,31]) and
had a special chain or cluster structure (which affected the charging and aerodynamic
characteristics of soot [32,33]). Obviously, the capture efficiency of soot aggregates by the
two dust removal methods was lower than for other particles, which was an important
reason for the increase of EC content in fine particles after dust removal.
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4. Conclusions

In this work, fine particle characteristics of three 300 MW power plant CFB boilers were
determined before and after a dust remover. Generation and emission characteristics were
measured in situ with ELPI. Physical and chemical properties of fine particles were per-
formed by SEM, EDX, XRF and TOR. This comprehensive analysis of particle concentration
distribution, physical morphology and elemental composition was helpful to understand
the formation mechanism of fine particles in the fluidized bed combustion process. It can
also be compared with other or follow-up studies on the formation mechanism of fine
particles in pulverized coal boilers and layer fired boilers. Conclusions are as follows:

(1) The broken-coalescence mechanism was the fine particle main generation mech-
anism in the CFB furnace. Ultrafine abrasion was the main generation mechanism of
ultrafine particles. The number size distribution of fine particles of the CFB boiler was
unimodal, the peak of the general CFB boiler was at 0.76 µm, but for the CFB boiler with
external bed, the peak was at 0.12 µm.

(2) The size-classified removal efficiency of fine particles through three kinds of dust
remover all had a minimum point in 0.1~1.0 µm, but the locations of minimum points are
different. Due to the high resistance of fly ash caused by limestone, ESP may not be well
suited for CFB boiler dust removal.

(3) Fine particles generated by CFB were mostly irregular in shape and had a large
surface area. Because the temperature in the CFB boiler furnace was low, residual ash
particles were mostly keeping original morphology in coal, and ultrafine particles formed
via nucleation of vaporized minerals were very low. Therefore, irregular particles without
ultrafine particles in the surface was the major component of fine particles generated
by CFB.

(4) In fine particles from the CFB boiler, the content of difficult melting oxides was the
highest, the content of SO3 followed, and the content of alkali metal oxides was the lowest.
After dust removal, the content of Na and K increased. The content of Al and Si increased
after EFP and FF, but decreased after ESP. After EFP and ESP, the content of Ca and S
increased. However, after FF, the content of these two elements decreased significantly.
After three kinds of dust remover, the content of OC and EC in fine particles increased.
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Abstract: As a chemical absorption method, the new ammonia carbon capture technology can cap-
ture CO2. Adding ethanol to ammonia can reduce the escape of ammonia to a certain extent and
increase the absorption rate of CO2. The dissolution and crystallization of ethanol can realize the
crystallization of ammonium bicarbonate and generate solid products. The induction of the crystal-
lization process is influenced by many parameters, such as solution temperature, supersaturation,
and solvating precipitant content. The basic nucleation theory is related to the critical size of nucle-
ation. Accurate measurement of the induction period and investigating relevant factors can help to
assess the nucleation kinetics. The effects of solubilizer content, temperature, and magnetic field on
the induction period of the crystallization process of ammonium bicarbonate in the ethanol–H2O
binary solvent mixture and determining the growth mechanism of the crystal surface by solid–liquid
surface tension and surface entropy factor are investigated. The results indicate that under the same
conditions of mixed solution temperature, the crystallization induction period becomes significantly
longer, the solid–liquid surface tension increases, and the nucleation barrier becomes more significant
and less likely to form nuclei as the content of solvating precipitants in the components increases.
At the same solubilizer content, there is an inverse relationship between the solution temperature
and the induction period, and the solid–liquid surface tension decreases. The magnetic field can
significantly reduce the induction period of the solvate crystallization process. This gap tends to
decrease with an increase in supersaturation; the shortening reduces from 96.9% to 84.0%. This
decreasing trend becomes more and more evident with the rise of solvent content in the solution. The
variation of surface entropy factor under the present experimental conditions ranges from 0.752 to
1.499. The growth mode of ammonium bicarbonate in the ethanol–H2O binary solvent mixture can
be judged by the surface entropy factor as continuous growth.

Keywords: crystallization induction period; ammonium bicarbonate; binary blend solvent; crystal
surface growth mechanism

1. Introduction

As the primary source of greenhouse gas in recent years, CO2 affects the living envi-
ronment of humans. Carbon capture and storage (CCS) technology is considered the most
economical and feasible way to reduce greenhouse gas emissions and slow down global
warming on a large scale in a short period of the future. The new ammonia-based carbon
capture technology using ammonia water as an absorbent is essentially a liquid-phase CO2
capture technology of chemical absorption. It is one of the most potent ways to effectively
achieve large-scale CO2 emission reduction [1–4].

Since the new absorbent ammonia was proposed, many researchers have explored
the reaction mechanism, absorption, and regeneration law of ammonia decarbonization
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with various reaction devices and processes [5–9]. The CCS technology route for industry
contains pre-combustion decarbonization, oxygen-enriched combustion, chemical chain
combustion, and post-combustion decarbonization [10]. For conventional coal-fired power
plant units, the flue gas volume is about 4 × 105 to 5 × 105 Nm3/h per 100 MW unit, with
a CO2 concentration of about 8% to 16% in the main composition and the rest containing
4% to 10% O2, 70% to 75% N2, 4% to 6% H2O, and some micro/trace components. The
post-combustion CO2 capture technology is the most mature, complete, applicable to
most industrial plants, and easy to retrofit. Chemical absorption, the most feasible post-
combustion carbon capture technology, shows great promise for industrial applications.
Currently, the primary industrial method is alcohol-amine solution ethanolamine (MEA)
absorption. Still, in the practical application, there are many insurmountable problems
such as high energy consumption for regeneration, severe equipment corrosion, and easy
solvent volatilization and decomposition [11]. The ideal CO2 chemical absorbent should
have a high CO2 absorption rate, low reaction heat, low corrosiveness, low viscosity,
low degradation rate, low raw material price, and environmental friendliness. Therefore,
ammonia decarbonization technology was probably one of the most likely technologies
to be applied to industrial large-scale post-combustion carbon capture. Compared with
MEA, the ammonia solution as a CO2 absorber has many advantages [12,13]: CO2 solid
absorption capacity, low heat of absorption reaction, low degradation by O2 in flue gas,
low corrosiveness, and low raw material price, which helps to form an integrated system
of energy gradient utilization and integrated removal of multiple pollutants. At the same
time, its by-products also have some agricultural utilization value. In a typical post-
combustion ammonia decarbonization system flow, the typical existing processes of this
technology are as follows: the Alstom frozen ammonia process mainly uses ammonium
carbonate and ammonium bicarbonate mixed slurry as recycled absorbent and can achieve
an absorption capacity of up to 1.2 kg CO2/kg NH3 and its removal rate is as high as 90%
with regeneration energy consumption of only 1.0 GJ/t CO2 [2]. The Powerspan ECO2
process does not require cooling like the CAP method, and the ECO2 pilot plant has a
power loss of only 16% and energy consumption of 1.1 GJ/t CO2, which is only 27% of
the energy consumption of the MEA method and can achieve a removal efficiency of more
than 90% [14]. The CSIRO ammonia process in Australia has an absorption temperature of
15–30 ◦C; ammonia concentration below 6 wt.%; carbon burden of the lean liquor between
0.2 and 0.4; CO2 removal efficiency of more than 85% [15]. The new ammonia carbon
capture technology is promising, and the addition of ethanol can reduce the ammonia
escape to a certain extent and increase the rate of CO2 absorption, among other advantages.
The application of this technology for industry is reflected in the mixture of CO2 and
ammonia to produce ammonium bicarbonate, which can provide a new way to produce
ammonium fertilizer by solubilization and crystallization. It can also be coupled with
sucrose production to synthesize nitrogen fertilizer. The new ammonia carbon capture
technology can provide a new way to synthesize nitrogen fertilizer and other similar
fertilizers, and can also be used for industrial applications in industries such as agricultural
products and heating and power generation.

The induction period and metastable zone width are two essential parameters in the
crystal nucleation process and play an important role in the crystallization process and the
design of the crystallizer [16–18]. The core process of ammonium bicarbonate dissolution
and crystallization in the new ammonia-based carbon capture system is the crystallization
of ammonium bicarbonate. Nucleation has a significant impact on crystallization products.
Improper operation easily causes problems such as small particle size, wide particle size
distribution, and poor fluidity [19–21], which affect the application of the overall carbon
capture process. Therefore, it is necessary to systematically study the induction period of
the ammonium bicarbonate crystallization process.

The induction period can be generally divided into several parts. The relaxation time
tr requires for the system to reach the quasi-steady state of the molecular cluster. The time
tn is required to form a stable nucleus and the growth time tg is required for the nucleus to
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grow to the size detected by the detection device [22–24]. The length of the induction period
mainly depends on the supersaturation of the solution. The larger the supersaturation of
the solution is, the shorter the induction time. When the magnitude of supersaturation
tends to the middle line of the first metastable zone and the second metastable zone, the
induction period is more significant. If the supersaturation is in the first metastable zone
and no crystalline seed is added, no crystals are produced [23,25].

In the crystallization process, the degree of influence of the solution itself and external
forces on the degree of supersaturation is usually explored. Then the degree of supersat-
uration is controlled in the appropriate metastable zone to shorten the induction period
while obtaining crystalline products with larger and more uniform particle sizes [26–28].
Maheswata Lenka et al. [19] systematically studied the induction period and the width of
the metastable zone of cooling crystallization of l-aspartic acid hydrate, the variation of
the induction period at different temperatures and in the range of supersaturation, and
the resulting calculation of parameters such as surface tension and critical nucleation. You
et al. [29] measured the metastable zone and induction period of the crystallization process
of aluminum ammonium sulfate in water by the aggregated laser reflectivity method.
The effect of temperature and supersaturation on the induction period was systemati-
cally investigated. The mechanism of primary homogeneous phase nucleation with liquid
surface energy was determined using Sangwal’s classical three-dimensional nucleation
method. Wang et al. [30] systematically measured the induction period and the width of
the metastable zone of sodium vanadate crystallization in NaOH at different temperatures
using laser scattering and analyzed the effects of NaOH concentration, supersaturation,
stirring rate, cooling rate, and other influencing factors on the induction period, and de-
termined the primary nucleation kinetics from the results of the induction period and
metastable zone. Feng et al. [1] investigated the process of CO2 mass transfer in an amine
absorption reactor under the action of a static magnetic field. They elucidated that ammonia
as an absorbent can lead to effective mass transfer in CO2 absorption that the addition of an
external influencing factor, the static magnetic field, can enhance the facilitation of the mass
transfer process, and that the facilitation of the static magnetic field is more pronounced for
low concentration CO2 absorption mass transfer.

In summary, it can be seen that the solution temperature, ultrasound, solubilizer con-
tent, magnetic field, and other factors influence the supersaturation of the induction period
of the crystallization process. The induction period can calculate the nucleation rate, and
accurate measurement can provide essential parameters for assessing the crystallization
kinetics. There is no report on the induction period of the crystallization process of ammo-
nium bicarbonate in the ethanol–H2O binary solvent mixture in the new ammonia carbon
capture system. Therefore, this paper mainly studies the influence factors of the induction
period of ammonium bicarbonate crystallization in the ethanol–H2O binary solvent mixture,
investigates the influence of the ethanol content of the solvating agent and the magnetic
field on the induction period, and determines the growth mechanism of crystal surface
by calculating the solid–liquid surface tension and surface entropy factor. The relevant
characteristics of nucleation and the growth of the ammonium bicarbonate crystallization
process in ethanol–H2O binary mixed solvent, which has important guiding significance for
the selection of temperature and solvent ratio in the core process of ammonium bicarbonate
crystallization in the new ammonia carbon capture system, are investigated.

2. Materials and Methods
2.1. Experimental Chemicals

The drugs used in the experimental procedure to determine the crystallization induc-
tion period are shown in Table 1.
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Table 1. List of experimental chemicals.

Name Chemical Formula Purity/Concentration

Ammonia NH3·H2O 25~28 wt.%
Ammonium bicarbonate NH4HCO3 Analysis of pure
Ammonium carbamate NH2COONH4 Analysis of pure

Anhydrous ethanol CH3CH2OH Analysis of pure
Sulfuric acid H2SO4 0.05 mol/L

2.2. Experimental System

The experimental setup used during the experiment is shown in Figure 1. The photo-
electric transmitter emits laser light, the laser receiver receives laser light, and the recorder
converts the received optical signal into an electrical signal and outputs the relevant infor-
mation. The glass jacketed crystallizer serves as the core reactor for the reaction with an
inner diameter of 10 cm and a height of 12.0 cm. A super thermostatic water bath with a
temperature control accuracy of ±0.1 ◦C is used to control the temperature of the induction
phase process in the dissolver. A magnetic stirrer powers the magnetic stirring rotor and
provides a specific stirring rate for the solution in the dissolver. A precision thermometer is
used to record the temperature changes of the reaction process in the dissolver.

Figure 1. Schematic diagram of the induction period determination device (1—recorder; 2—laser
receiver; 3—precision thermometer; 4—dissolver; 5—magnetic stirring rotor; 6—magnetic stirrer;
7—photoelectric transmitter; 8—super thermostat water bath).

2.3. Experimental Steps

The steps for the determination of crystallization induction of ammonium bicarbonate
in ethanol–H2O binary solvent are as follows: (a) Accurately weigh a certain mass of solute,
configure a certain solvent ratio of mixed solvent, dissolve the weighed solute in the mixed
solvent, and prepare the solution at a specific temperature. (b) Add the prepared solution
into the crystallizer, turn on the super thermostat water bath, turn on the photoelectric
emitter and the receiver, set a specific stirring rate, and preheat for 30 min. (c) Pour a certain
amount of reaction solvent with the same set temperature into the crystallizer quickly, and
start the recorder simultaneously. (d) Stop the recorder when there is a sudden change
in the data displayed by the receiver. At this time, the data displayed by the recorder is
the experimental data of the crystallization induction period. (e) Adjust the temperature
and composition of the reaction solvent, adjust the operating conditions, and measure
the induction period under each working condition. (f) Cycle the above experimental

124



Energies 2022, 15, 6231

steps to obtain the induction periods under different supersaturation, temperature, and
solvent composition.

2.4. Analytical Methods

The induction period can be expressed by Equation (1):

tind = tr + tn + tg (1)

According to the crystal nucleation theory, it is known that the solid–liquid surface
tension mainly expresses the physical properties of crystals, and the crystal nucleation
mechanism is primarily determined by the solid–liquid surface tension [31–33]. Mean-
while, the solid–liquid surface tension is an essential thermodynamic parameter for the
optimization process of the solvation and precipitation crystallization process, as well as
for describing the nucleation of primary crystals and the crystal growth process [34,35].
Homogeneous nucleation can be generated only by overcoming the nuclear energy barrier,
and the free energy required in the crystal nucleation process can be calculated using the
following equation [36–38]:

∆G =

(
KAi

2
3 v

2
3 γ
)

KV + iVkT ln S
(2)

When the change in free energy satisfies d(∆G)
di = 0, it is determined that a critical

nucleus is formed [39]. The minimum number of molecules required to form a critical
nucleus can be obtained and expressed as icr, and the minimum size to form a critical
nucleus can be defined as rcr.
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(2KAvγ)
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(3)
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(4)

∆G =
4K3

avγ3

27K2
VV2k2T2 ln2 S

(5)

For spherical particles, the above equation can be simplified to [40]:

∆Gcr =
16πv2γ3

3k2T2 ln2 S
(6)

Using the induction periods obtained for different supersaturation solution conditions,
we can get the surface tension, which can be obtained by Equation (7) [41]:

ln τ = ln B +
∆Gcr

kT
(7)

In the equation, T is the solution temperature, ∆Gcr is the critical nucleation free energy
change, B is a constant, and k is the Boltzmann constant. Bringing (6) into (7), the following
equation is obtained:

ln τ = ln B +
16πγ3v2

3k3T3 ln2 S
(8)

lnτ is linearly related to 1/ln2S [42], and the solid–liquid surface tension can be obtained
by calculating the slope of the straight line [25,43].

The surface entropy factor is defined as:

f =
ε∆Hm

RT
(9)
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In the equation, ∆Hm denotes the heat of melting, and ε denotes the surface anisotropy factor.
The smoothness of the crystal surface follows with the increase in the surface entropy

factor. As the smoothness of the crystal surface increases with the rise of the surface entropy
factor, the growth rate of the crystal decreases and the crystal growth at this time belongs
to helical dislocation-type growth [44–46]. Conversely, when the surface entropy factor
is low, the growth rate of the crystal surface is faster when the crystal exhibits reduced
surface smoothness and when the growth satisfies the continuum-type growth mode [47,48].
However, if we follow Equation (9), calculating the surface entropy factor is difficult to
achieve, so we need to simplify this equation. Barata et al. [49] proposed to predict the
surface entropy factor in terms of molecular volume v, temperature, and solid–liquid
surface tension γ, three variables.

f =
4v

2
3 γ

kT
(10)

3. Results and Discussion
3.1. Effect of Lysis Precipitant Content on Induction Period

The relationship between the induction period and the supersaturation of the solution
can be used in the experimental process to select a suitable supersaturation solution for
the solvation crystallization test and the solid–liquid surface tension under different work-
ing conditions calculated to help understand the crystallization process mechanistically.
Figure 2a,c,e are the relationships between the induction periods and the corresponding
supersaturation degrees at 15 ◦C, 20 ◦C, and 25 ◦C, for different solubilizer contents in
the mixed solvents. It can be found that the nucleation induction period is significantly
shortened with the increase in the supersaturation of the solution under the condition of
certain solubilizer content, and the supersaturation is mainly concentrated between 1.1
and 2.4 during this experiment. The shortening of the induction period is about 93.3% at
0.2359 mol/mol, 87.2% at 0.1707 mol/mol, and 60.0% at 0.1169 mol/mol. The shortening
of the induction period is evident with the increase in supersaturation at high solubilizer
contents. Meanwhile, under the same temperature and the same supersaturation, the
crystallization induction period is prolonged significantly with the increase in ethanol
content of the solubilizer in the mixed solvent fraction, and the induction period time is as
high as 220 s at the solution temperature of 15 ◦C and supersaturation of 1.25. Because the
solubility of the mixed solvent decreases when the solubilizer content increases, the solute
in the mixed solvent decreases under the same supersaturation condition, which reduces
the chance of practical collision and is not conducive to the generation of spontaneous
nucleation, resulting in a significantly more extended induction period.

Figure 2b,d,f are the graphs of supersaturation versus induction period at different
solubilizer contents in the mixed solvents at temperatures of 15 ◦C, 20 ◦C, and 25 ◦C. If
the crystallization is a spontaneous homogeneous nucleation process, lntind~1/ln2S should
be a straight line according to Equation (8). From Figure 2b,d,f, it can be found that the
logarithm of the induction period in the binary ethanol–H2O solvent mixture at different
temperatures in the experimental supersaturation range is linearly related to the inverse
of the square of the logarithm of the supersaturation. The linearity of the two data sets
indicates that the experimental process is homogeneous nucleation under these conditions.
Since no crystalline species were added and the experiments were performed under dust-
free conditions, no heterogeneous nucleation occurred. The homogeneous nucleation
solid–liquid interfacial tension of the ethanol–H2O binary solvent system can be calculated
from the slope of the straight line. When the solution temperature is 15 ◦C, the straight line
slope is 0.0896 when the solubilizer content is 0.1169 mol/mol, 0.1128 when the solubilizer
content is 0.1707 mol/mol, and 0.3719 when the solubilizer content is 0.2359 mol/mol.

It can also be found that at the same temperature, with the increase in the molar fraction
of ethanol in the ethanol–H2O binary solvent mixture, the slope of the lntind~1/ln2S straight
line increases and the induction period time is prolonged, indicating that the nucleation
barrier becomes more significant and less likely to form nuclei.
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Figure 2. (a) Relationship between supersaturation and induction period at different solubilizer
contents (t = 15 ◦C). (b) Relationship between lntind and 1/ln2S at different solubilizer contents
(t = 15 ◦C). The lines are the linear fit curve of lntind and 1/ln2S. (c) Relationship between supersat-
uration and induction period at different solubilizer contents (t = 20 ◦C). (d) Relationship between
lntind and 1/ln2S at different solubilizer contents (t = 20 ◦C). The lines are the linear fit curve of lntind

and 1/ln2S. (e) Relationship between supersaturation and induction period at different solubilizer
contents (t = 25 ◦C). (f) Relationship between lntind and 1/ln2S at different solubilizer contents
(t = 25 ◦C). The lines are the linear fit curve of lntind and 1/ln2S.

3.2. Effect of Temperature on Induction Period

Figure 3a,c,e are the relationships between the induction period and the corresponding
supersaturation at different temperatures of the solutions when the molar fractions of
the solubilizer ethanol are 0.1169, 0.1707, and 0.2359 mol/mol. The induction period of
the solution temperature of 15 ◦C is more extended than that of the solution temperature
of 20 ◦C and 25 ◦C for a solution content of 0.1169 mol/mol under the premise of equal
supersaturation. The above trend is also satisfied for other solubilizer content conditions.
The inverse relationship between the solution temperature and the induction period is
observed at a certain solubilizer content. The higher the temperature, the shorter the
induction period, which indicates that the high temperature could promote homogeneous
nucleation to a certain extent. The influence of temperature on the spontaneous nucleation
of crystals is mainly reflected in two aspects: on the one hand, the increase in temperature
can increase the diffusion coefficient of solute and strengthen the diffusion process of the
solute; on the other hand, the temperature rise can make the energy of solute molecules
increase, so that the probability of practical collision of solute molecules increases, and thus
spontaneous nucleation is more likely to occur.
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Figure 3. (a) Relationship between supersaturation and induction period at different temperatures
(xc = 0.1169). (b) Relationship between lntind and 1/ln2S at different temperatures (xc = 0.1169).
The lines are the linear fit curve of lntind and 1/ln2S. (c) Relationship between supersaturation and
induction period at different temperatures (xc = 0.1707). (d) Relationship between lntind and 1/ln2S
at different temperatures (xc = 0.1707). The lines are the linear fit curve of lntind and 1/ln2S. (e)
Relationship between supersaturation and induction period at different temperatures (xc = 0.2359).
(f) Relationship between lntind and 1/ln2S at different temperatures (xc = 0.2359). The lines are the
linear fit curve of lntind and 1/ln2S.

Figure 3b,d,f are the graphs of supersaturation versus induction period at different
temperatures for the molar fractions of ethanol, and 0.1169, 0.1707, and 0.2359 mol/mol of
a solubilizer. The slope of the straight line is 0.1092 when the solution temperature is 15 ◦C,
0.1608 when the solution temperature is 20 ◦C, and 0.2878 when the solution temperature
is 25 ◦C under the condition of 0.2359 mol/mol solubilizer content. It is found that the
slope of the straight line lntind~1/ln2S decreases with the increase in temperature for the
same solubilizer content. Moreover, it can be seen that the solid–liquid surface tension
between the solution and crystal surfaces tends to decrease when the temperature increases,
indicating that the rise in temperature helps to lower the nucleation barrier and promote
the homogeneous nucleation process. This is verified in Section 3.4.

3.3. Effect of Magnetic Field on Induction Period

Figure 4a–c show the relationship between the induction periods and the correspond-
ing supersaturation degrees at temperatures of 15 ◦C, 20 ◦C, and 25 ◦C with and without
magnetic fields. It can be found that when the temperature and solubilizer content are
the same, the induction period under the magnetic field is smaller than that without the
magnetic field. The shortening of the induction period tends to decrease with the super-
saturation increase. The induction period’s shortening becomes more evident with the
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rise of the content of the solubilizer in the solution. Because a magnetic field changes the
hydrogen bonding in water molecules, the polarity of the water is enhanced. The viscosity
of the water is reduced [50,51], so the diffusion process of solute is accelerated under the
effect of the magnetic field, the range of motion of solute molecules is more extensive and
more accessible, there are more opportunities for solute molecules to collide, the practical
collision is increased, and the nucleation process is promoted. On the other hand, the
presence of a magnetic field decreases the surface tension of the solution, and the free
energy of the liquid–solid transition during crystallization decreases, which reduces the
critical nucleation radius [52,53]. In summary of the above two reasons, the presence of a
magnetic field can shorten the induction period time.

Figure 4. (a) Variation of induction period with supersaturation in the presence and absence of a
magnetic field (t = 15 ◦C). (b) Variation of induction period with supersaturation in the presence and
absence of a magnetic field (t = 20 ◦C). (c) Variation of induction period with supersaturation in the
presence and absence of a magnetic field (t = 25 ◦C).
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Comparing Figure 4a–c, it can be found that the effect of a magnetic field on shortening
the induction period becomes weaker as the temperature increases. At a solubilizer content
of 0.2359 mol/mol, the shortening of the induction period is about 96.9% at a solution
temperature of 15 ◦C, 87.5% at a solution temperature of 20 ◦C, and 84.0% at a solution
temperature of 25 ◦C. The above trends are also satisfied under the conditions of other
solubilizer contents. This is mainly because when the temperature is lower, the average
spacing between molecules is smaller, and the water molecules are bound together by
hydrogen bonds [54]. When the temperature increases, the magnetization rate tends to
decrease with the increased temperature, the intermolecular spacing increases, and the
interaction between the magnetic moments of water molecules is weakened. At the same
time, the thermal motion of molecules increases with temperature, and the orientation of
molecular magnetic moments is disrupted, which eventually leads to the weakening of the
magnetic field on the solution. The effect of a magnetic field shortens the induction period
and decreases with temperature.

3.4. Crystal Surface Growth Mechanism

The line between lntind and 1/ln2S is straight, and the slope of the line can be obtained
and combined with Equation (8), and the solid–liquid surface tension value can be found.
The solid–liquid surface tension calculated using the relationship between supersaturation
and induction period under this experimental condition is listed in Table 2. In studying
crystal growth mechanisms, the surface entropy factor can theoretically be used to de-
termine the crystal surface growth mechanism. In the experimental study of this paper,
Equation (10) is used to calculate the surface entropy factor, and the calculation results are
listed in Table 2.

Table 2. The calculated results of interfacial tension and surface entropy factor.

T/K Solvent Composition/(mol·mol−1) γ/(J·m−2) f

283.15 0.1169 0.004187 0.752
283.15 0.1707 0.004683 0.8612
283.15 0.2359 0.008404 1.499
288.15 0.1169 0.00414 0.777
288.15 0.1707 0.00433 0.818
288.15 0.2359 0.008167 1.403
293.15 0.1169 0.003664 0.804
293.15 0.1707 0.003957 0.876
293.15 0.2359 0.00589 1.127

Comparing the data in the table, the solid–liquid surface tension and surface entropy
factor of ammonium bicarbonate in the binary ethanol–H2O solvent mixture show de-
creasing trends with increasing temperature. At the same temperature, the solid–liquid
surface tension increases with the ethanol content of the solubilizer in the mixed solvent.
In the range of experimental study conditions in this paper, the variation of surface entropy
factor ranges from 0.752 to 1.499. The Monte Carlo method is used to simulate the crystal
surface’s growth. The range of entropy factor variation can be determined when the crystal
growth mechanism changes [55–57], and the results are shown in Table 3. It is found that
the solubilizer content and temperature do not significantly affect the growth mechanism
of ammonium bicarbonate crystal surface within the scope of this experiment, and the
growth mode of ammonium bicarbonate in the binary mixture of ethanol and water could
be determined as continuous growth. It can also be seen from the above data that as the
temperature decreases and the content of ethanol in the binary solvent mixture increases,
the surface entropy factor gradually increases, the crystal surface becomes smoother, and
the crystal growth energy barrier gradually increases. The nucleation and growth char-
acteristics of ammonium bicarbonate crystallization in ethanol–H2O binary solvents are
essential for selecting the temperature and solubilizer ratio in the crystallization process.
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Table 3. Relationship between surface entropy factor and crystal growth.

Surface Entropy
Factor Growing Position Roughness of Crystal

Surface Growth Type

f < 3 A bumpy ride into the crystal plane Rougher Continuous Growth

3 < f < 5 Direct growth onto the crystal surface, and also
diffusion to the crystal surface of the step Smoother Transmissive growth

f > 5 Dislocations through the surface into the lattice Very smooth Spiral dislocation growth

4. Conclusions

(1) Under the same mixed solution temperature, the crystallization induction period
becomes significantly longer with the increase in ethanol content of the solubilizer in
the components. The nucleation induction period becomes significantly shorter with
the increase in the solution’s supersaturation under certain solubilizer content, and the
shortening is increased from 60.0% to 87.2% and 93.3%. The increase in supersaturation
could significantly enhance the homogeneous nucleation process.

(2) Under the same solubilizer content, there is an inverse relationship between so-
lution temperature and induction period. The increase in mixed solution temperature
decreases the solid–liquid surface tension, and the induction period is significantly short-
ened. Temperature can promote homogeneous nucleation to a certain extent.

(3) At the same temperature of the mixed solution, the presence of a magnetic field can
significantly reduce the induction period of the solvation crystallization process, and this
gap tends to decrease with the increase in supersaturation. This decreasing trend becomes
more and more evident with the rise of the solvating agent content in the solution. As the
temperature increases, the magnetic field shortens the induction period less and less, and
the shortening reduces from 96.9% to 84.0%.

(4) The solid–liquid surface tension and surface entropy factor gradually increase
with the decrease in temperature and the increase in ethanol content of the solubilizer in
the binary solvent mixture, and the variation of surface entropy factor under the present
experimental conditions ranges from 0.752 to 1.499. The crystal surface becomes smoother
and smoother, and the crystal growth energy barrier steadily increases. It can be judged that
the growth mode of ammonium bicarbonate in the ethanol–H2O binary solvent mixture is
continuous growth.

(5) This paper investigates the efficiency of the mass transfer characteristics and
the enhancement of the CO2 absorption rate of the new carbon capture system from a
quantitative point of view under the conditions of the new ammonia carbon capture system
with the addition of the additional field, the solubilizer ethanol, and the addition of the
static magnetic field. The new ammonia carbon capture technology can provide a new way
to synthesize nitrogen fertilizer and other similar fertilizers and can also realize industrial
applications for industries such as agricultural products and heating and power generation.
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Abstract: The geological storage of CO2 in the Earth’s subsurface has the potential to significantly
offset greenhouse gas emissions for safe, economical, and acceptable public use. Due to legal
advantages and vast resource capacity, offshore CO2 storage provides an attractive alternative to
onshore options. Although offshore Lower Cretaceous reservoirs have a vast expected storage
capacity, there is a limited quantitative assessment of the offshore storage resource in the southeastern
United States. This work is part of the Southeast Offshore Storage Resource Assessment (SOSRA)
project, which presents a high-quality potential geological repository for CO2 in the Mid- and South
Atlantic Planning Areas. This is the first comprehensive investigation and quantitative assessment of
CO2 storage potential for the Lower Cretaceous section of the outer continental shelf that includes
the Southeast Georgia Embayment and most of the Blake Plateau. An interpretation of 200,000 km of
legacy industrial 2D seismic reflection profiles and geophysical well logs (i.e., TRANSCO 1005-1-1,
COST GE-1, and EXXON 564-1) were utilized to create structure and thickness maps for the potential
reservoirs and seals. We identified and assessed three target reservoirs isolated by seals based on their
effective porosity values. The CO2 storage capacity of these reservoirs was theoretically calculated
using the DOE-NETL equation for saline formations. The prospective storage resources are estimated
between 450 and 4700 Mt of CO2, with an offshore geological efficiency factor of dolomite between
2% and 3.6% at the formation scale.

Keywords: carbon dioxide (CO2); carbon capture and storage (CCS); offshore Atlantic; efficiency
factors; southeastern United States

1. Introduction

Offshore geologic storage of carbon dioxide (CO2) as a form of carbon capture and
storage (CCS) technology has recently attracted considerable scientific attention. CCS
technology is a potentially vital tool to reduce the levels of CO2 emissions in the atmosphere
and to prevent the most dangerous consequences of climate change [1–8]. The term
offshore CO2 storage refers to the injection of CO2 into the geological strata beneath the
seabed for safe and permanent storage [9–12]. Due to legal considerations and the vast
resource storage capacity, offshore storage offers an attractive alternative to the onshore
options. After many failed attempts, the Sleipner project in the North Sea was an early
successful opportunity for commercial deployment of CO2 storage. Although offshore
Lower Cretaceous reservoirs have an extensive expected storage capacity, there has been
no comprehensive assessment of the offshore storage resource estimate in the southeastern
United States. An analysis of a 25,900 km2 area of offshore Alabama and the western
Florida Panhandle suggested that approximately 170 Gt of CO2 could be stored in Miocene
sandstone, whereas at least 30 Gt could be stored in the deeper Cretaceous formations [13].
Around 32 Gt of CO2 could be stored within 190,000 km2 of the Upper Cretaceous strata in
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the offshore southeastern United States [14]. A study offshore of the northeastern United
States has recently concluded that the Cretaceous and Jurassic sandstone is able to store
approximately 37–403 Mt of CO2, with geological storage efficiency of 1–13% [15]. Realizing
that the US Environmental Protection Agency estimates that about 40% of anthropogenic
CO2 emissions in the US are produced in the southeast, the lack of an offshore CO2
assessment constitutes a significant gap in understanding of this prospective regional
storage resource [16–19].

The research area is located offshore of the southeastern United States, covering the
southern part of the Mid-Atlantic Planning Area (including the Carolina Trough) and the
South Atlantic Planning Area (including the Southeast Georgia Embayment and Blake
Plateau), as defined by the Bureau of Ocean Energy Management (BOEM) (Figure 1).
Within the Mid-Atlantic Planning Area and South Atlantic Planning Area, there is a thick
sequence of post-rift stratigraphy, which is considered to be a semi-closed saline aquifer,
with sediments ranging in age from Jurassic to Pleistocene [20,21]. In these areas, the
significant sedimentary deposits from north to south include the Carolina Trough, the
Southeast Georgia Embayment, and the Blake Plateau Basin, with a range in sediment
column thicknesses from 3048 to 7010 m [22–25]. A regional unconformity under the
post-rift sediments known as the post-rift unconformity (PRU) cuts the entire region after
rifting between Africa and North America ceases. This unconformity marks the transition
to a widespread sediment deposition zone during the drifting stage.
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This research evaluates the potential offshore CO2 storage capacity within the Lower
Cretaceous strata in the Mid- and South Atlantic Planning areas.

2. Geological Framework

The evolution of the Atlantic continental margin, including the study area, is broadly
characterized by the terminal collision of the Laurentian and Gondwanan continents in the Late
Paleozoic Era, followed by continental rifting beginning in the Early Triassic [9,20,23,25,26].
Mesozoic rifting involved local tectonic subsidence in early restricted extensional basins, fol-
lowed by regional thermal subsidence along the eastern North American margin [21,24,26–28].
Stratigraphic sequences on this passive margin show extensive lateral continuity and
relatively minor structural disturbance [25–27]. There is a thick sequence of post-rift
stratigraphy ranging from Jurassic- to Pleistocene-aged sediments in the Mid-Atlantic and
South Atlantic Planning Areas. The significant depositional centers in these areas from
north to south include the Baltimore Canyon Trough, the Carolina Trough, the Southeast
Georgia Embayment, and the Blake Plateau Basin. The oldest post-rift sediments are of
Jurassic age, and are the product of rapid clastic sedimentation from erosion, followed by
a period of evaporate deposition and then initiation of broad, shallow-water, carbonate
deposition with some terrigenous intrusions [28,29]. The Jurassic section thickens seaward,
and estimates from geophysical and stratigraphic studies suggest thicknesses of at least
7–8 km in the basins [20,21]. Typically, the Cretaceous section is characterized by more
clastic sedimentation in the north and more carbonate deposition in the south, forming
an extensive carbonate platform over the Blake Plateau and offshore Florida. From the
Late Cretaceous to the Cenozoic, strong paleocurrents controlled the deposition of the
clastic offshore sediments. The Late Cretaceous in the Blake Plateau exhibited a distinct
facies change to the neighboring offshore Florida and Bahamas carbonate platforms [23–25].
The Suwannee Strait eventually evolved into the current Gulf Stream, providing strong
erosive power that eroded most of the Paleogene sediments on the Blake Plateau and
prevented deposition off the Florida–Hatteras slope, where it continues to the north along
the shelf edge [25,28].

3. Materials and Methods

This study involves the integration of geological and geophysical data, combining
regional 2D seismic reflection surveys, published sidewall core analyses, and well logs
from commercial exploration wells. Seismic reflection data provide fundamental structural
control over the subsurface geology, confirmed by accessible exploration wells. A total of
36 separate 2D seismic surveys was integrated and analyzed (Figure 1B), and a seismic
mistie analysis was conducted to merge the individual surveys for this study. The well
logs were then calibrated with the seismic reflection profiles. The seismic surveys were
interpreted regionally for key stratigraphic horizons, and then porosities and permeabil-
ities were derived from the log data and core reports. Subsequently, the porosity and
permeability estimates were compared between the published sidewall core data and the
derived values.

3.1. Well Sections

Seven commercial exploratory offshore wells (GETTY 913, TRANSCO 1005-1-1, TEN-
NECO 208, COST GE-1, TENNECO 427, EXXON 472, and EXXON 564-1) (Figure 1C) were
drilled in the Southeast Georgia Embayment from 1979 to 1980. These wells were strati-
graphically correlated by Poppe et al. [25], and have also been seismic-stratigraphically
interpreted and correlated with similar Mesozoic sedimentary sequences [30]. TRANSCO
1005-1, COST GE-1, and EXXON 564-1—the deepest three wells in the Southeast Georgia
Embayment—were used in the present study. TRANSCO 1005-1 and COST GE-1 are
the only two wells that penetrate the pre-rift sedimentary sequences from the Paleozoic
Era. The EXXON 564-1 well penetrates only the post-rift sedimentary sequence from the
Mesozoic Era.
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The TRANSCO 1005-1-1 well encounters the pre-rift unconformity at a depth of
~2743 m, and bottoms in Paleozoic sedimentary rocks at a total depth (TD) of 3546 m [25].
The Paleozoic section in the TRANSCO 1005-1 well is a weakly metamorphosed shale and
sandstone with meta-igneous intrusions (Figure 2). The log suite for this well includes
mud logs, electric logs, drill cuttings, and biostratigraphic data. The Paleozoic rocks
in the TRANSCO 1005-1 well have been correlated with Devonian strata in the COST
GE-1 well [25].
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1995, copyright Poppe et al., and Ref. [31]. Copyright 2016, copyright Boote and Knapp.

The COST GE-1 well penetrates the pre-rift unconformity at 3200 m, drilling approxi-
mately 686 m of the Paleozoic sedimentary sequences and reaching 4040 m [9]. The COST
GE-1 well showed a thick sequence from Paleozoic to Cenozoic (Figure 2). The Paleo-
zoic section generally consists of non-fossiliferous quartzite, shale, and salt, underlain by
metamorphic and meta-volcanic rocks [9].

Scholle [9] provided an analysis of the COST GE-1 well data, and described the
stratigraphic units, porosity, and permeability measurements by both a conventional core
and a sidewall core with respect to depth. The thickness of fossiliferous chalky limestone
below the drill platform reaches 1006 m, corresponding to strata of Tertiary age. The Upper
Cretaceous section is marked at a depth ranging from 1006 m to 1798 m, and is composed
of calcareous shale, dolomite, and limestone. The section from 1798 to 2195 m is the Lower
Cretaceous. Rocks encountered below 3353 m depth consist of highly indurated to weakly
metamorphosed Paleozoic strata [9].

The EXXON 564-1 well encounters the pre-rift unconformity at a depth of 3737 m [30].
The last 183 m, under the post-rift unconformity in the EXXON 564-1 well, is a weakly meta-
morphosed shale and sandstone with meta-igneous intrusion of Triassic rocks. The EXXON
564-1 well has been correlated with the Devonian rocks in the COST GE-1 well (Figure 2).
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3.2. Seismic Interpretation

The primary dataset consists of legacy 2D seismic reflection profiles offshore of the
southeastern United States in the Atlantic Ocean. The dataset has been released by the
Bureau of Ocean and Energy Management (Figure 1B). We interpreted and correlated a
continuous surface stratigraphy of the storage elements (sinks and reservoir seals) along
200,000 km of the seismic profiles, covering approximately 200,000 km2. Seismic inter-
pretation started with picking high-frequency stratigraphy sequences targeted at creating
three-dimensional maps of the reservoirs and seals. The TRANSCO 1005-1 well, COST
GE-1 well, and EXXON 564-1 well were tied with the seismic profiles (Figure 3). The
Schlumberger Petrel software can generate advanced velocity models using check-shot
data. The velocity model uses input parameters such as tops and surfaces and the time–
depth link [32]. The velocity model is created based on the time–depth relationship from
the well data. The time–depth conversion uses linear velocity related to the depth functions
(V = V0 + K × Z) and (V = V0 + K × (Z − Z0)) for evaluating a velocity model [33]. Both
K and the linear velocity slope indicate that the velocity increases with depth and reflects
layer compaction. The compaction factor K is estimated with the fewest mistakes feasible
and used to generate a V0 surface; any modifications incorporated into the velocity model
are reflected on the V0 surface. The check-shot data of the three wells (COST GE-1, Exxon
564-1, and Transco 1005-1) were used to identify the depth of the upper and bottom surfaces
of the Lower Cretaceous section.
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TRANSCO 1005-1-1 well. (A2) The seismic profile Number MME-101 intersecting the COST GE-1
well. (A3) The seismic profile Number E8-78-7065 intersecting the EXXON 564-1 well.
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3.3. Calculation of CO2 Storage Capacity

We developed an estimate of the regional CO2 storage capacity offshore of the Lower
Cretaceous section in the Mid–South Atlantic Ocean using the US Department of Energy
(DOE) National Energy Technology Laboratory (NETL) method [16,34,35].

The US-DOE approach estimates CO2 storage volume based on geological parameters
such as formation area, thickness, and porosity [16,17,36]. Some articles such as the work
of Teletzke et al. [37] criticize the DOE method or the Goodman method. However, the
DOE method is the most comprehensive and well-documented storage method available
at this time. The DOE method estimates carbon storage resources at the prospective scale
in subsurface saline formations. This information plays an important role in establishing
the scale of carbon capture and storage activities for governmental policy and commer-
cial project decision making. When calculating the storage efficiency terms, the DOE
method accounts for several parameters, as presented in Gorecki et al. [35]: reservoir width,
reservoir length, thickness, domain discretization, rock properties, porosity, permeability
(lateral), permeability anisotropy, relative permeability, capillary pressure, reservoir prop-
erties, initial pressure, pressure gradient, initial temperature, temperature gradient, brine
concentration, pore compressibility, operation properties, injection rate, injection period,
and perforation. Goodman et al. [16] used the static volumetric methodology and the
CO2 storage prospective resource estimation Excel analysis (CO2-SCREEN) tool developed
by the US Department of Energy National Energy Technology Laboratory (DOE-NETL)
(Equation (1)). Equation (1) is mathematically expressed as follows:

GCO2 = A ×
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is the gross strata thickness (in meters), ϕ is the effective porosity, ρ is the CO2 density
in kilograms per cubic meter (kg/m3), and ρCO2 is the average CO2 density evaluated at
pressure and temperature, representing storage conditions anticipated for a specific deep
saline aquifer. Ennis-King and Paterson [38] pointed out that the CO2 density rises with a
decrease in volume in the reservoir at depths ranging from 600 to 1000 m, depending on the
specific geothermal conditions and pressure. Due to heat transfer, the average temperature
in several geological formations increases by approximately 25–30.8 ◦C/km below the
sea bed [39]. However, geothermal gradients vary significantly between local and global
basins [40]. Nevertheless, the subsurface units suitable for geological carbon sequestration
are 800 m or deeper below the seafloor, and seem to have higher pressure and temperature
at depths greater than the CO2 critical point [12]. The critical point indicates that CO2 is
injected at supercritical temperatures and pressures. CO2 and certain other supercritical
gases possess gas viscosity, which reduces resistance to flow compared to liquid and semi-
liquid density, significantly reducing the volume required to store a given mass of fluid.
Carbon dioxide behaves as a supercritical fluid at temperatures and pressures above the
critical points of 30.85 ◦C and 7.38 MPa, respectively [39]. The 800 m depth requirement is
a reasonable guess that varies based on the geothermal gradient and formation pressure
at a given location [41]. The pressure in the pore spaces of sedimentary rocks is identical
to hydrostatic pressure. This pressure is generated by a water column at a corresponding
elevation to the depth of the pore space, since the pore space is frequently filled with water
and, although in a convoluted manner, is connected to the ground surface. When the pore
space is not connected with the surface at equilibrium, the hydrostatic pressure can be
exceeded, and overpressure occurs [38].

Scholle [9] pointed out that pressure and temperature data for the COST GE-1 well
were identified based on three temperature logs. The Lower Cretaceous temperature was
estimated as 72.3 ◦C at the top and 81.4 ◦C at the bottom, with a geothermal gradient of
16 ◦C/km, based on a geothermal gradient that was only available at the COST GE-1 well.
The parameters (A, h̄, and ϕ) are the yield of the total pore volume of the studied section.
The ρ parameter is the volume conversion to the mass of CO2, and the efficiency factor
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(E) reduces the total CO2 mass for storage to an accurate, realistic value [41,42]. The CO2
storage efficiency factor is the portion of rock suitable for CO2 storage, and is defined as the
fraction of pore space where injected CO2 can permanently displace formation fluids [43].
Table 1 shows efficiency factors for different lithologies and estimated with different meth-
ods, including numerical and Monte Carlo simulations [11,16,35,44]. According to the
US DOE approach, storage efficiency is a function of aquifer characteristics such as area,
thickness, and porosity—the product of which represents the aquifer pore volume—as well
as displacement efficiency components such as areal, vertical, and microscopic components,
and is expressed as the product of these individual efficiencies [16,35,45].

Table 1. Numerical and Monte Carlo estimates for saline formation efficiency factors at the formation
scale. Adapted with permission from Ref. [16]. Copyright 2011, Copyright Goodman et al., Ref. [35].
Copyright 2009, copyright Goreckie et al., and Ref. [46]. Copyright 2009, copyright Preston et al.

Lithology Monte Carlo Method (E%) Numerical Method (E%)
P10 P50 P90 P10 P50 P90

Clastic 1.86 2.7 6 1.2 2.4 4.1
Dolomite 2.58 3.26 5.54 2 2.7 3.6
Limestone 1.41 2.04 3.27 1.3 2 2.8

Goodman et al. [16] used Monte Carlo sampling to calculate local- and regional-
scale storage efficiency values based on statistical properties (i.e., mean values, standard
deviation, ranges, and distributions) that describe geological and displacement parameters
for three lithologies: clastics, dolomite, and limestone. They obtained slightly lower values
for storage efficiency (E) than Gorecki et al. [35]. Efficiency in saline formations can be
calculated using Equation (2):

E = EAn/At × EHn/Hg × EØe/Øt × EA × Ev × Ed (2)

where EAn/At is the percentage-to-total-area ratio ideal for CO2 storage; EHn/Hg is the
fraction-to-gross-thickness ratio that meets the porosity and permeability standards for CO2
storage; EØe/Øt represents the ratio of linked porosity to total porosity; EA is the effective
aquifer area; Ev is the volumetric displacement; and Ed is the microscopic displacement.
The net-to-total-area ratio EAn/At is the proportion of the aquifer area suitable for CO2
storage, expressed as a net-to-gross-thickness ratio. EHn/Hg is the fraction of the geological
formation in the vertical dimension that meets the porosity and permeability requirements
for CO2 injection and storage, and EØe/Øt is the effective (interconnected)-porosity-to-total-
porosity ratio. The storage efficiency factor reflects the total pore volume filled with CO2.
There is no comparison established between the CO2 stored by different processes. For a
15–85% certainty value, Monte Carlo simulations generate an E range between 1 and 4% of
the bulk volume of a deep saline aquifer, with an average of 2.4% for 50% confidence. The
Monte Carlo simulated by USDOE-NETL [47] that established the proposed range for E
varied several calculation factors, i.e., from 0.20 to 0.80 of the saline aquifer appropriate
for CO2 storage; 0.25 to 0.75 of the geological unit has the porosity and permeability
required for CO2 injection; the interconnected porosity fraction ranges from 0.6 to 0.95; the
areal displacement efficiency ranges between 0.5 and 0.8, while the vertical displacement
efficiency ranges between 0.6 and 0.9. Due to CO2 buoyancy, CO2 occupies between 0.2 and
0.6 percent of the net aquifer thickness. The effectiveness of pore-scale displacement ranges
from 0.5 to 0.8. The maximum and minimum values for each parameter were calculated to
reflect varied lithologies and geological depositional systems in North America, with the
maximum and minimum values representing reasonably high and low values, respectively.

Several analogies are found in the US DOE method [48]; the effect of total water satu-
ration is included in the efficiency factor E through the pore-scale displacement efficiency.
The salty aquifers with TDS more than 10,000 ppm and deeper than 800 m should be
considered, as this is the minimum depth required to assure that CO2 is in a dense liquid
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or supercritical phase confined by aquitards or aquicludes (caprock), which include shale,
anhydrite, and evaporite. The considerations of the US DOE method introduce storage
efficiency coefficient calculations through Monte Carlo simulations of CO2 storage within
deep saline aquifers in North America. The US DOE obtained a range of values for these
storage efficiency coefficients for the 0.15 and 0.85 confidence intervals, ranging between
0.1 and 0.4 for deep saline aquifers. Based on the IPCC [1] report, the US DOE screening
requirements were assumed, and these coefficients have a value of unity in local-scale
assessments or, more broadly, when the effective aquifer area, thickness, and porosity
are known. In this study, we used the value of the efficiency factor suggested by the US
DOE [35] (Table 1).

Goodman et al. [16] demonstrated that geological uncertainty has a greater impact on
storage estimation than the approach used. Thus, it is critical to determine the geological
estimates and ranges of storage efficiency factors for certain geological parameters to
improve or refine storage estimates. In addition, due to the legacy of seismic data and the
relatively limited well data available over the 200,000 km2 study area, uncertainty associated
with the subsurface data gap must be assumed in the storage resource assessment. The
potential capacity of the several reservoirs of the Lower Cretaceous section was calculated
using all parameters in Equation (1).

4. Results and Discussions
4.1. Well Data Analysis

The well log interpretation is the most fundamental geophysical approach for geologi-
cal and geophysical reservoir characterizations. The density log (RHOB) provides lithology
interpretation, porosity calculation, and petrophysical properties. The gamma ray (GR) log
is used to interpret lithology, porosity, and permeability. The spontaneous potential (SP)
log is useful for lithology identification and permeability calculation. Both GR and SP have
a similar response to porous layers, and can determine lithology and correlate stratigraphy.
Density logs (RHOB) provide a continuous record of the bulk density, determined by the
porosity of the formation and the fluid content of the pore spaces. GR and ROHB logs for
the TRANSCO 1005-1 well, COST GE-1 well, and EXXON 564-1 well were stratigraphically
interpreted and correlated in this study to obtain similar equivalents in the sedimentary
sequences (Figure 2). Related to the sidewall core analysis on the COST GE-1 well, the
porosity was valued between 0.12 and 0.35, and the permeability was estimated between
9.87 × 10−18 and 5.4 × 10−13 m2, within the Lower Cretaceous strata [9].

The Lower Cretaceous strata, between depths of 1798 m and 2195 m, have 14 litho-
logical intervals, which are mainly composed of varying proportions of calcite, clay, shale,
sandstone, limestone, and dolomite with carbonite materials [9] (Table 2).

Table 2. The 14 lithological intervals of the Lower Cretaceous strata, between depths of 1798 and
2195 m in the COST GE-1 well, based on [9]. Adapted with permission from Ref. [9]. Copyright 1979,
copyright Scholle.

Unit Depth Lithology Porosity

ft m

1 5900 1798 Shale, gray, silty, calcareous, micaceous, and sandstone. Low
2 5990 1826 Shale, silty, calcareous, micaceous, non-calcareous sandstone. Very low
3 6080 1853 More shale, slightly calcareous, carbonaceous, fossiliferous. Low to moderate
4 6320 1926 Coarse-to-medium crystals, dense, and fossil fragments. Low to high
5 6500 1981 Partly sandy, dense silty, hard, calcareous to non-calcareous. Low
6 6800 2073 Sandstone, shell, sandstone, anhydrite, and gypsum. Low to high

7 6890 2100 Limestone, shale, very fine-grained calcareously cemented
sandstone, and anhydrite with dense dolomite. Moderate

8 7020 2140 Dolomite, finely crystalline to dolomite, limestone increasing
with depth, shale, and sandstone. Low to high

9 7070 2155 Limestone, fossiliferous, dolomite, and non-calcareous. Low to high
10 7160 2182 Shale and sandstone, much calcareous cement. Moderate to low
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Table 2. Cont.

Unit Depth Lithology Porosity

ft m

11 7200 2195
Shale, sandstone, and silty shale with calcareous cement.
Limestone, some dolomite, and fossiliferous to
non-fossiliferous.

High

12 7400 2256 Shale, some gravel trace, dolomite, and fossiliferous to
non-fossiliferous. High

13 7490 2283 Lithology like unit 12 with decreasing shale,
increasing dolomite. High

14 7910 2411
Shale to fine sandstone, gravel, faintly calcareous and
non-calcareous shale, dolomite with some clayey coatings,
non-fossiliferous, much coal, anhydrite, and sandy dolomite.

Moderate

For the COST GE-1 well, the net porosity was geophysically derived by the ratio of
the density log (RHOB) and the gamma ray log (GR). The values calculated from the log
data were then compared with the measured values from the conventional and sidewall
cores for the Lower Cretaceous lithological units to identify potential reservoirs and seals
(Figure 4). Significant CO2 storage was predicted where high primary and secondary
porosity values ranged from 0.20 to 0.33, accounting for the greatest permeability range of
1.97 × 10−13–5.43 × 10−13 m2 recorded in the Lower Cretaceous section.
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estimated porosity from analysis of core samples from the COST GE-1 well.
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4.2. Geological CO2 Storage

In a practical CO2 storage evaluation, Chadwick et al. [42] concluded that a generic
case may be associated with injecting large quantities—reaching 400 Mt—of CO2 into a
single anticlinal aquifer structure. The effective size of the reservoir is a critical parameter
to determine water displacement, with high pressure leading to increased porosity of 20%
or higher, which is a requirement for safe injection into porous strata. While the CO2
injection pressure significantly increases from 5 to 10 MPa in the injection zone, the effective
storage capacity in the caprocks increases when the pressure of the injected CO2 exceeds the
initial formation pressure [49]. Table 3 demonstrates atypical geological criteria of the static
and dynamic storage capacities for the reservoir depth of 1000–2500 m with a thickness
of 21–50 m, where the porosity is greater than 0.20 and the permeability is greater than
1.978 × 10−13 m2. The ideal seal thickness is 100 m with lateral continuity, and non-faulted
strata or capillary entry pressure is present.

Table 3. Ideal geological CO2 storage criteria for reservoir properties and caprocks. Reprinted with
permission from Ref. [42]. Copyright 2008, copyright Chadwick et al., and Ref. [50]. Copyright 2017,
copyright Chadwick et al.

Media Properties Positive Indicators Cautionary Indicators

Reservoir Static storage
capacity

Evaluated effective CO2 storage
capacity greater than total injected CO2

Evaluated effective CO2
storage capacity equal to total

injected CO2

Dynamic storage
capacity

Predicted injection-induced pressures
below the rate of inducing

geomechanical damage to the reservoir
or caprock.

Geomechanical instability
limits reaching the predicted
injection-induced pressures.

Depth (m) Greater than 800 Less than 800

Thickness (m) Greater than 50 Less than 20

Porosity Greater than 0.20 Less than 0.10

Permeability (m2) Greater than 4.93 × 10−12 Less than 1.97 × 10−13

Stratigraphy Capacity much larger than total
injected CO2

Capacity ≤ total injected CO2

Caprocks Lateral stratigraphy Uniform and small or no fault Lateral variations and
medium-to-large fault

Thickness (m) Greater than 20 Less than 20

Capillary entry
pressure

Greater than the maximum predicted
injection-induced pressure increase

Equal to the maximum
predicted injection-induced

pressure increase

The Lower Cretaceous section from the COST GE-1 well was described in terms of
lithology and rock properties through 14 core samples [9]. Dolomite rocks are the most
dominant rocks in this section. The porosity and permeability of the different stratigraphic
intervals were the primary basis for identifying the main storage units. The reservoirs
and seals were classified and evaluated with the observance of the positive indicators of
the CO2 storage criteria described by Chadwick et al. [42] (Figure 5). Three reservoirs
separated by three seals were identified within the Lower Cretaceous section. Figure 3
illustrates the 14 intervals that appear most suitable for permanent offshore CO2 storage.
Figure 6 reveals structural maps for the top and bottom topographic surfaces and the
thickness of the Lower Cretaceous strata. The Lower Cretaceous section ranges in depth
between 1798 m and 2539 m, and consists of dolomite interbedded with sandstones and
calcareous silty shales. Based on the rock composition and physical rock properties, this
section (Table 2) records the lithological description and porosity values with depth for
the COST GE-1 well, based on core analyses and geophysical logs. Figure 5 shows the
potential CO2 storage reservoirs and seals based on the rock properties compared with
the favorable conditions for CO2 storage [42]. Scholle [9] noted impermeable shale with
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calcareous shale layers interbedded with highly permeable dolomite in the COST GE-1
well. However, a few samples of sandstone were marked between 1768 m and 2530 m, with
high primary and secondary porosity and high permeability, suitable as reservoir rock for
CO2 storage. This section is dominated by dolomite with porosities that vary widely and
unsystematically, with depth from 0.17 to 0.32 and permeability between 2.096 × 10−13 and
5.43 × 10−13 m2. The porosity log was derived and calculated from well logs to fill in the
gaps between the core intervals (Figure 4).
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Figure 6. Structural maps of the study area: (A) the location map of the study area, (B) the depth
map for the top topographic surface of the Lower Cretaceous section, (C) the depth map for the
bottom topographic surface of the Lower Cretaceous section, (D) the thickness map of the Lower
Cretaceous section, and (E) is the cross-section AB shown in panels (B,C) in this figure. The cross-
section AB demonstrates the lateral extension and thickness of the reservoirs and seals across the
Lower Cretaceous strata in the study area.

4.3. CO2 Storage Capacity Calculations

The capacity for CO2 storage potential of the Lower Cretaceous section was calculated
based on the rock compositions and petrophysical properties at the COST GE-1 well. Three
potential reservoirs were associated with four potential seals characterized and assessed
in the Lower Cretaceous section. The three reservoirs are sealed by thick caprocks mainly
composed of shale, siltstone, anhydrite, and limestone. These reservoirs are marked as
R1, R2, and R3, and their seals are marked as S1, S2, S3, and S4 (Figure 5). According to
Scholle [9], the trapping mechanism, characterized as an overlying seal, involves strati-
graphic trapping through lateral facies variations. Figure 5 shows that reservoir R1 ranges
in depth from 1855 to 1989 m, reservoir R2 ranges in depth from 2119 to 2210 m, and
reservoir R3 ranges in depth from 2349 to 2442 m. The three reservoirs are composed as
follows: (1) R1 is composed of calcareous shale, anhydrite, and gypsum; (2) R2 is composed
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of limestone and shale; and (3) R3 is composed of calcareous shale, anhydrite, fossil frag-
ments, and gypsum. The average porosities of the reservoirs (R1, R2, and R3) are 0.23–0.28,
0.28–0.32, and 0.25–0.32, respectively. We used Equation (1), which was developed earlier
by Goodman et al. [16], for applying the dolomite efficiency factor (Equation (2)) at the
formation scale to give 2.58%, 3.26%, and 5.54% for probabilities of 0.10, 0.50, and 0.90,
respectively. This work considers the probabilities for the area (A) parameter with a wide
range of thickness values over the area (Table 4) to apply Equation (1). The uncertainty of
CO2 density with depth and thickness in the Lower Cretaceous section can be reduced by
calculating the density of CO2 based on the depth of each reservoir (Figure 6). For accuracy
of CO2 density values, the Lower Cretaceous section is divided into three depth zones:
(1) the shallow depth (SLK) is in the 300–1000 m range, (2) the depth of the COST GE-1 well
(GLK) is in the 1600–2450 m range, and (3) the deep reservoir (DLK) ranges from 3000 to
3500 m. To identify the temperature of the reservoirs in the three depth zones, we assumed
that the geothermal gradient at COST GE-1 well (16 ◦C) is constant across the study area
(Figure 7A; Table 5). Based on the temperature–pressure–density graph [41] (Figure 7B),
the density values of supercritical CO2 were estimated based on the depth and temperature
considered in the NETL CO2 calculation method [47].
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Table 4. The physical parameters for the three reservoirs applied in the NETL method (Equation (1))
in the local and regional zones.

Zone Reservoir Area (km2)
Gross Thickness (m) Total Porosity (%) Pressure (MPa) Temperature (◦C)

Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev

Local
1 10,000 134 0.0093 0.28 0.0012 26 0.0004 72.8 0.06

2 10,000 91 0 0.32 3.2 ×
10−18 29 0.0193 75.4 0.006

3 10,000 93 0 0.32 0 32 0.0385 76.2 0.06

Regional
1 200,000 83 0.193 0.245 0.012 26.3 0.1925 70 1.6

2 200,000 60 0.0001 0.3 3.2 ×
10−17 29.3 0.1925 73.4 1.6

3 200,000 63 0.0001 0.285 0 32.6 0.3849 75.5 0.06
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Table 5. CO2 density values estimated based on depth, temperature, and overburden pressure for
the reservoirs in the three depth zones.

Zone Reservoir Depth (m) Temp. (◦C) Pressure Density
(MPa) (kg/m3)

SLK
R1 1100 56.2 18 700
R2 1300 58.6 20 708
R3 1550 60.2 22 712

GLK
R1 1855 72.8 26 722
R2 2120 76.2 29 732
R3 2350 75.4 32 740

DLK
R1 2550 81.1 35 760
R2 2680 85.4 39 768
R3 2860 90.9 44 778

We estimated the potential storage resources of the three reservoirs for local and
regional areas. The local area was detected where seismic profiles and well data were
densely concentrated in the Southeast Georgia Embayment, which covers approximately
10,000 km2. The regional storage resource covers approximately 200,000 km2, which we
detected based on the abundance and density of the data. We considered three probabilities
(P10, P50, and P90) for each reservoir to determine the geological storage efficiency factor in
both areas. For the integrity and safety of CO2 storage, we interpreted and evaluated imper-
meable rock units that were denoted as seals. Although the seismic interpretation indicated
no significant faults in the Lower Cretaceous section, the uniform lateral stratigraphy was
a considerable concern due to the lack of wells in the study area. Table 4 demonstrates the
required parameters that were applied in Equation (1) to identify the probabilistic estimate
of the efficiency factor from P10 to P90 in Equation (2), as shown in Table 6.

Table 6. The probabilities from P10 to P90 of the ratio parameters that were considered in Equation
(2) to identify the efficiency factor (E) at the formation scale for dolomite reservoirs of the Lower
Cretaceous section.

Lithology
Net-to-Total Area

(EAn/At)
Net-to-Gross

Thickness (EHn/Hg)
Effective-to-Total
Porosity (EØe/Øt)

Volumetric
Displacement (Ev)

Microscopic
Displacement (Ed)

P10 P90 P10 P90 P10 P90 P10 P90 P10 P90

Dolomite 0.2 0.8 0.17 0.68 0.53 0.71 0.26 0.43 0.57 0.64

Table 7 shows the results of the quantitative estimates of CO2 storage capacity in the
local and regional potential storage resources for the Lower Cretaceous potential reservoirs.
The total capacity of the three storage resources with a geological storage efficiency (E) of
dolomite between 0.65 and 5.40% ranges between 48.98 and 376.70 Mt of CO2 at P10 to P90
for the local area (Figure 8), and the E ranges between 450.85 and 4705.46 Mt of CO2 for the
regional area (Figure 9).

Table 7. Volumetric CO2 storage capacity (GCO2) in Mt with the storage efficiency factor (E%) at
P10, P50, and P90 for the three Lower Cretaceous reservoirs within local and regional zones in the
Mid–South Atlantic Ocean.

Zone Reservoir
Storage Resource (Mt) Storage Efficiency (%)

P10 P50 P90 P10 P50 P90

Local
1 19.12 60.45 146.57 0.69 2.19 5.31
2 14.85 47.77 117.57 0.67 2.17 5.34
3 15.01 51.08 122.56 0.65 2.2 5.28

Regional
1 182.63 635.83 1628.72 0.65 2.18 5.25
2 88.54 414.75 1574.37 0.67 2.22 5.4
3 179.67 597.97 1502.37 0.67 2.17 5.3
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At P50, the average CO2 storage in the Lower Cretaceous section is approximately
1.65 Gt. Reservoir R1 has a maximum storage capacity value of 0.63 Gt of CO2. R2 is greater
than 0.42 Gt of CO2, and R3 is greater than 0.59 Gt of CO2 at P50.

5. Summary and Conclusions

This work presents the first comprehensive study to identify and evaluate the CO2
storage potential of the Lower Cretaceous section of the Mid–South Atlantic offshore
southeastern United States. Based on the analysis of three wells in the Southeast Georgia
Embayment, the CO2 geological storage capacity estimate provides evidence of three
significant permeable storage strata that are isolated by impermeable seals in the depth
interval of 1767.84–2529.84 m. Based on an analysis of the COST GE-1 well, we identified
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wide and unsystematic porosity ranges from 0.17 to 0.32, and permeabilities between
2.1 × 10−13 and 5.43 × 10−13 m2 (low percentage of sandstone and high percentage of
dolomite). These layers are suitable reservoir rocks qualified for permanent CO2 storage.

The US DOE methodology was used for calculating pore volume spaces to estimate
the geological CO2 storage potential capacity in megatons (Mt). The CO2 storage potential
of the Lower Cretaceous section was calculated based on the rock compositions and
petrophysical properties at the COST GE-1 well. Three potential reservoirs were associated
with four potential seals that were characterized and assessed. According to Scholle [9], the
trapping mechanism indicated by an overlying seal involves stratigraphic variations. The
prospective storage resources of the three reservoirs were calculated locally, where seismic
profiles and well data were densely concentrated in the Southeast Georgia Embayment
(10,000 km2), and regionally, where we suggested a regional storage resource of 200,000 km2.
We considered three probability values (P10, P50, and P90) of each reservoir for determining
the geological storage efficiency factor in both areas. This study suggests that the CO2
storage capacity ranges approximately from 48.98 to 376.70 Mt locally, and from 450.85 to
4705.46 Mt regionally, in the three Lower Cretaceous reservoirs, with geological storage
efficiencies from 0.65% to 5.4%.

The average storage potential is approximately 82 tons of CO2, which could be safely
stored per 1 km2 offshore of the Lower Cretaceous section, at a probability of 0.5. The
largest CO2 storage capacity value for reservoir R1 was >3.2 tons/km2. The intermediate
and lowest values at P50 in reservoirs R3 and R2 were less than or equal to 2.7 tons/km2.
Since the reservoir heterogeneity impacts the pressure distribution, and the CO2 plume
migration is significantly affected by the permeability, we suggest that reservoir R2 and
seals S2 and S3 can provide additional protection for safe injection and storage in case
unpredictable leakage occurs due to unexpected natural hazards.

The uncertainty associated with subsurface data gaps was incorporated into the
storage resource evaluation due to the legacy of seismic data and the relatively limited well
data available over the study area.
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Abstract: The system performance of the supercritical CO2 Brayton cycle for the Sodium Fast Reactor
with a partial-cooling layout was studied, and an economic analysis was carried out. The energetic,
exergetic, and exergoeconomic analyses are presented, and the optimized results were compared
with the recompression cycle. The sensitivity analyses were conducted by considering the variations
in the pressure ratios and inlet temperatures of the main compressor and the turbine. The exergy
efficiency of the partial-cooling cycle reached 63.65% with a net power output of 34.39 MW via
optimization. The partial-cooling cycle obtained a minimum total cost rate of 2230.36 USD/h and
exergy efficiency of 63.65% when the pressure ratio was equal to 3.50. The inlet temperature of the
main compressor was equal to 35 ◦C, and the inlet temperature of the turbine was equal to 480 ◦C. The
total cost of recuperators decreased with the increase in the pressure ratio and the inlet temperatures
of the main compressor. In addition, the total cost of recuperator could be reduced by increasing
the outlet temperature of the turbine. The change in cost from exergy loss and destruction with the
pressure ratio was substantially larger than with the inlet temperature of the turbine or the main
compressor. Manipulating the pressure ratio is an essential method to guarantee good economy of
the system. Moreover, capital investment, operation, and maintenance costs normally accounted
for large proportions of the total cost rate, being almost double the cost from the exergy loss and
destruction occurring in each condition.

Keywords: partial-cooling cycle; supercritical CO2 Brayton cycle; advanced fast reactors; exergoeconomic
analyses; CO2 utilization

1. Introduction

The supercritical CO2 (sCO2) cycle was proposed in a patent that used CO2 as the
working fluid [1] in 1968, but this cycle slowly developed due to the technology limitation
at that time. The sCO2 cycle is currently regarded as having the potential to work effectively
with multiple heat sources. The first known business unit of the CO2 cycle is EPS-100,
and many studies on the waste heat recovery have also been conducted [2,3]. Numerous
countries have also launched different scales of experimental projects. The R&D of sCO2
Brayton technology is generally divided into several phases from the system design to
the pilot station operation. In addition to EPS-100, the SunShot Program in the USA, the
Hero-sCO2 Program and the flex-sCO2 Project in the European Union, and the 5-MWe
sCO2 pilot station in China are available. The application of the sCO2 Brayton cycle has
advantages of a high energy density, compactness, and high efficiency due to the good
thermophysical properties of sCO2 [4]. In addition to pure CO2, using a CO2-based binary
mixture may be used for raising the critical temperature [5,6].
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The sCO2 cycle is believed to be applied for fossil combustion power [7,8], heat
recovery [9,10], solar thermal power [11,12], and generation IV nuclear reactors [13,14],
and can even be combined with other cycles [15]. Among these heat sources, the new-
generation nuclear reactor is regarded as a major source of sustainable energy, with a
tremendous capacity, near-zero emissions, and multipurpose products [16]. Previous
studies [17] revealed that the sCO2 Brayton cycle can be combined with the helium-cooled
fast reactor [18,19], the sodium-cooled fast reactor (SFR) [20], the lead–bismuth fast reactor,
and the high-temperature gas reactor. The SFR, which is the fastest-growing reactor type,
has several demonstration reactors in different countries. Therefore, it is regarded as the
quickest route to applying the sCO2. As a heat source, the SFR has a limited range at
moderate temperatures. The sCO2 Brayton cycle has been demonstrated to be well-suited
to a combination with the SFR in previous studies [21]. The specifications considering
the temperature of the secondary sodium loop are as follows: 550 ◦C/395 ◦C with the
Advanced Fast Reactor (AFR) [22], 520 ◦C/335 ◦C with the Japan Atomic Energy Agency
Sodium Fast Reactor (JSFR) [23], and 520 ◦C/350 ◦C with the China Experimental Fast
Reactor (CEFR). Considering power class, CEFR-1200 has four cycles with 300 MW per
cycle, AFR-100 can output 100 MWe, and the electricity output of JSFR is 1500 MWe with
two loops. A certain number of kWe/Mwe-class space reactors are also currently being
developed. The sCO2 Brayton cycle fits the temperature gap of the secondary sodium
inlet and outlet at 155–185 ◦C. Moreover, sCO2 could avoid sodium–water interactions
considering the safety aspect and operational advantages. Thus, replacing the steam
Rankine cycle with the sCO2 Brayton cycle with high conventional loop pressure could
increase the safety of the system. In general, combined with the SFR, the sCO2 Brayton
cycle is used as a conventional loop, which is well-adapted to the reactor [21] regarding the
temperature gaps and ranges of heat exchange processes [17]. The AFR–100 can reach a
higher efficiency of 42.3% and 104.9 MW net power with the sCO2 Brayton cycle [21].

The recuperation cycle is the preliminary layout of the sCO2 Brayton cycle, as shown
in Figure 1. The conventional loop includes the Na-sCO2 heat exchanger as the heat
source, turbine, recuperator, cooler, and compressor. Unlike the steam Rankine cycle, the
sCO2 Brayton cycle must have a recuperation process to avoid heat waste of the high-
temperature working fluid from the turbine outlet. The system performance in terms of
the cycle efficiencies of the recuperation cycle remains unsatisfactory. A recuperation cycle
with a concise structure was adopted as a reference for the system design and performance
analysis. The recompression cycle, the partial-cooling cycle, and even substantially complex
structures were considered to realize an improved system performance [24–26]. Aside
from layouts, operation parameters, such as working fluid pressures, temperatures, and
recuperated points, affect the system efficiency remarkably [27].

Figure 1. Layouts of the SFR-sCO2 recuperation cycle. a–h represent state points of working fluid in
the cycle.
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Moreover, applying the sCO2 Brayton cycle is expected to reduce the capital cost per
unit output electrical power of the nuclear power plant or the levelized cost of electricity [17].
Exergy analysis shows that the highest exergy loss takes place in the heliostat field, at nearly
42.5% of incident solar exergy, with a recompression Brayton cycle with partial-cooling and
an improved heat recovery (RBC-PC-IHR) configuration [28]. Exergoeconomic analysis was
applied to sCO2 power systems with several configurations of the turbine inlet temperature
and cooling system. The recompression concept and the novel cycle showed the best
performance [29]. With the recompression cycle, the maximum exergy efficiency reached
about 55% in previous reports, and that using the CO2-C7H8 binary mixture was nearly
60% [5]. Previous research has already performed exergoeconomic investigation of the
sCO2-SFR with the recompression cycle [30]. However, the exergoeconomics of the partial-
cooling cycle of the SFR has not been presented.

The system performance and economic analyses of the sCO2 Brayton cycle, particularly
for the SFR with the partial-cooling layout, are discussed in the current research. The
energetic, exergetic, and exergoeconomic analyses are presented, and the optimized results
are compared with the recompression cycle. The sensitivity analyses mainly focus on the
effect of the pressure and temperature ranges.

2. Analysis Methods
2.1. Energetic Analysis

The sCO2 power cycle includes heat exchangers, turbomachinery, pipes, and valves.
The balance equation of heat exchangers is as follows:

.
QHX =

.
mhot∆hhot =

.
mcold∆hcold (1)

The balance equation of turbomachinery is as follows:

.
W =

.
mCO2 ∆h (2)

The thermal efficiency of the cycle is as follows:

ηcyc =

.
Wnet

.
QInCycle

(3)

where
.

QInCycle represents the heat transferred to the sCO2 via the Na-sCO2 heat exchanger,

and
.

Wnet is the net power outputted from the cycle. The pressure loss of pipes and valves
is not considered.

2.2. Exergetic Analysis

The exergetic analysis elucidates the route and the amount of the exergy lost with
the same simulation results [4]. The exergy of the working fluid stream can be expressed
as follows:

esCO2 = h − ha − Ta(s − sa) (4)

The exergy rate of the working fluid stream can be expressed as follows:

.
EsCO2 =

.
msCO2 esCO2 (5)

The exergy loss for heat exchangers can be calculated by the following:

155



Energies 2022, 15, 3555

.
Eloss = ∆

.
Ehot − ∆

.
Ecold =

( .
Ehot,in −

.
Ehot,out

)
−

( .
Ecold,out −

.
Ecold,in

)
(6)

For the turbine, the exergy loss can be calculated as follows:

.
Eloss,turbine = ∆

.
Eturbine −

.
Wturbine =

.
Eturbine,in −

.
Eturbine,out −

.
Wturbine (7)

The exergy loss for compressors can be calculated as follows:

.
Eloss,comp =

.
Wcomp − ∆

.
Ecomp =

.
Wcomp −

( .
Ecomp,out −

.
Ecomp,in

)
(8)

The exergy efficiency of the cycle is computed as follows:

ηexe,cyc =

.
Wnet

.
EInCycle

(9)

where
.
EInCycle represents the exergy transferred to the sCO2 via the Na-sCO2 heat exchanger.

2.3. Exergoeconomic Analysis

Economic analysis is an essential aspect of evaluating technical applications. Exer-
goeconomic analysis is used for the establishment of a guideline of the cost per exergy
unit. Specifically, the exergy costing method, which is simple and direct, is widely used
in the field of exergoeconomic analysis [31–33]. The exergy costing method was selected
for this study, and the results were analyzed in combination with energetic and exergetic
calculations.

The cost balance equation for the kth component in a power conversion system is as
follows [30]:

∑
(

cout
.
Eout

)
k
+ cW,k

.
Wk = ∑

(
cin

.
Ein

)
k
+ cq,k

.
Ek +

.
Zk (10)

The cost rate of the overall system (
.
Ctotal) is the sum of capital investment, operation

and maintenance costs (
.
Z, in Table 1), and the cost derived from exergy loss and destruction

(
.
CL+D), as follows:

.
Ctotal=

.
Z +

.
CL+D (11)

Table 1. Cited data for cost of components.

Component Cited Data for Cost of Components

Reactor core [34]
.
Zk = ccore ×

.
Qr

Turbine [35]
.
Zk = 479.34

( .
min

0.93−ηTurb

)
·ln(β)·

(
1 + e0.036Tin−54.4)

Compressors [35]
.
Zk = 71.1

( .
min

0.93−ηComp

)
·β·ln(β)

Recuperators [36]
.
Zk = 2681A0.59

Coolers [36]
.
Zk = 2143A0.514

Reactor core [33,37–39] c f uel = 7.4 USD/(MW·h)

The definitions of “fuel” and “product” considering the partial-cooling cycle are
summarized in Table 2. In addition, the solution for a set of equations is provided in
Table 3.
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Table 2. Fuel–product definition of the partial-cooling cycle.

Component Fuel Product

Reactor core (including Na-sCO2 Heat Exchanger)
.
Ec +

.
E f uel

.
Ed

Turbine
.
Ed −

.
Ee

.
WT

Recuperator HT
.
Ee −

.
Ej

.
Ec −

.
Ei

Recuperator LT
.
Ej −

.
E f

.
En −

.
Em

Main Cooler
.
E f −

.
Ea ∆

.
EMcooler,water

Subcooler
.
Ek −

.
El ∆

.
EScooler,water

Main Compressor
.

WMC
.
Eb −

.
Ea

Recompressor LT
.

WRCLT
.
Em −

.
El

Recompressor HT
.

WRCHT
.
Eh −

.
Eg

Table 3. Exergetic cost rate balance and auxiliary equations for the partial-cooling cycle.

Component Balance Equation Auxiliary Equation(s)

Reactor core (including Na-sCO2 Heat Exchanger)
.
Cd =

.
C f uel +

.
Cc +

.
Zcore -

Turbine
.
Ce +

.
CT =

.
Cd +

.
ZT

.
Ce/

.
Ee =

.
Cd/

.
Ed

Recuperator HT
.
Cj +

.
Cc =

.
Ce +

.
Ci +

.
ZRHT

.
Cj/

.
Ej =

.
Ce/

.
Ee

.
Ci =

.
Cn +

.
Ch

Recuperator LT
.
C f +

.
Cn =

.
Cj +

.
Cm +

.
ZRLT

.
C f /

.
E f =

.
Cj/

.
Ej

Main Cooler
.
Ca +

.
CMcooler =

.
C f +

.
ZMcooler

.
Ca/

.
Ea =

.
C f /

.
E f

Subcooler
.
Cl +

.
CScooler =

.
Ck +

.
ZScooler

.
Cl =

.
Ck.

Ck = x
.
Cb.

Cg = (1 − x)
.
Cb

Main Compressor
.
Cb =

.
CMC +

.
Ca +

.
ZMC

.
CMC/

.
WMC =

.
CT/

.
WT

Recompressor LT
.
Cm =

.
CRCLT +

.
Cl +

.
ZRCLT

.
CRCLT/

.
WRCLT =

.
CT/

.
WT

Recompressor HT
.
Ch =

.
CRCHT +

.
Cg +

.
ZRCHT

.
CRCHT/

.
WRCHT =

.
CT/

.
WT

Following the previous research [30], the primary circuit, the second loop, and the
Na-sCO2 heat exchanger were categorized as the “Reactor core”.

.
C f uel represents the fuel

cost rate of the entire part and can be calculated as follows:

.
C f uel = c f uel

.
Qcore , (12)

where c f uel is the fuel cost (USD/(MW·h)). c f uel was set as 7.4 USD/(MW·h) based on the
mean value comparison of the constant dollar unit costs between the fast reactors and the
gas-cooled reactor [33,37–39].

2.4. Solution Procedures

A system simulation program (The original program was developed by Harbin Electric
Company Limited, and the Software Copyright Registration Number is 2018SR349409)
was developed with the functions energy and exergy balance calculations, parameter
sensitivity analyses, and system performance optimizations. Multiobjective optimization
was performed using a genetic algorithm developed in Python 3 (Figure 2), which was
crosschecked with an enumeration algorithm. A genetic algorithm begins with randomly
selected values of parameters (as the initial population). Then, each parameter is evaluated
via fitness calculation to test its ability to solve a problem. The selection operation selects
some of the parameters for reproduction. The biological crossing over and recombination
of parameters are conducted in coupling and mutation operation. Then, a new population
is used in a new calculation until the operation objectives are attained. Table 4 shows
the manipulated parameters in the optimization. The optimization aims to obtain the
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maximum value of ηexe,cyc or the minimum value of Ctotal . The split ratios in the cycle are
adjusted based on the optimization process in the range of 0.1–0.9 to obtain the best result.
It is one of the optimization parameters, and it is manipulated as other parameters in the
genetic algorithm and the enumeration algorithm.

Figure 2. Flow diagram of genetic algorithm method.

Table 4. Manipulated parameters in the optimization.

Parameter Symbol Range Step Size

Maximum pressure of the cycle pH [15.00, 28.00] MPa 0.50 MPa
Minimum pressure of the cycle pL [8.00, 12.00] MPa 0.50 MPa

Mass flow rate of the sCO2
.

msCO2 [300.00, 450.00] kg/s 1.00 kg/s
Maximum temperature of the cycle Tmax [430.00, 480.00] ◦C 1.00 ◦C
Minimum temperature of the cycle Tmin [32.00, 38.00] ◦C 1.00 ◦C

Split ratios r [0.1, 0.9] 0.05

3. Results and Discussions
3.1. Energy and Exergy Analyses with Different Layouts

The heat and work distribution of the recuperation cycle based on the energy and
exergy analyses in previous studies is shown in Figure 3a. The heat flow map indicates
that the heat flow rate into the cycle (

.
Qin) was set as the reference quantity of energy. The

power input was 0.137
.

Qin when 1
.

Qin energy came into the cycle to support the sCO2

compression. As the output energy, the turbine output 0.473
.

Qin as power, while the energy
released 0.664

.
Qin from the cooler. The heat flow rate of the recuperator in the recuperation

process, which is an enormous heat exchange process, was 1.497
.

Qin. The cooler wasted a
considerable amount of energy according to the heat flow map. However, the discharging
energy from the cooler could not be reused due to the low pressure and temperature.

Figure 3. Energy and exergy distributions of the recuperation cycle [25]. (a) Heat and power,
(b) Exergy and exergy loss. A–h represent state points of working fluid in the cycle.
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The exergy flow map and the exergy losses of the process to improve the cycle structure
are illustrated and shown in Figure 3b. The exergy flow rate into the cycle (

.
Ein) was set as

the reference quantity of exergy in the exergy flow map. The input exergies were 1
.
Ein and

0.23
.
Ein from the heat source and the compression process, respectively. The main output

exergy was 0.81
.
Ein via the turbine. Exergy losses mainly occurred in the recuperation,

cooling, and heat exchange in the heat source processes as 0.17
.
Ein, 0.10

.
Ein, and 0.06

.
Ein,

respectively. Most exergy losses occurred in the heat exchange processes; thus, many types
of cascade cycles could be adopted to reduce the exergy losses. Among these cycles, the
recompression cycle, which is known as the Feher cycle, had good performance application
in the sCO2 Brayton cycle with the SFR, as shown in Figure 4a. Moreover, the partial
cooling in Figure 4b had a relatively simple structure and good performance compared
to the compression cycle. The energy and exergy performance of the compression cycle
were analyzed in the previous research. The current research focuses on the study of the
partial-cooling cycle and completes its comparison with the compression cycle.

Figure 4. Advanced cycle layouts of sCO2-SFR. (a) Recompression cycle, (b) partial cooling cycle.
a–n represent state points of working fluid in the cycle.

3.2. System Performance of the Partial-Cooling Cycle

The optimization of the sCO2-SFR with the partial-cooling layout at the highest exergy
efficiency reaching 63.65% with a net power output of 34.39 MW is shown in Figure 5. A
series of parameter limitations was set during the optimization based on the engineering
practice, as listed in Table 4.

Figure 5. Optimal simulation results of the partial-cooling cycle with sCO2-SFR. a–n represent state
points of working fluid in the cycle.

Figure 6 shows the T-s diagram of the recompression [30] and partial-cooling cycle with
optimization results. Compared with the recompression cycle, the compression processes
are more complex, including three parts. In the partial-cooling cycle, the pressure of the
working fluid was raised in the main compressor (a–b). A part of sCO2 was cooled in the
subcooler (k–l), and the recompressor LT further raised the working fluid pressure (l–m),
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and then the temperature of sCO2 was increased in the recuperator LT (m–n). The other part
of sCO2 from the main compressor went into the recompressor HT (g–h) without the cooling
process. Both sCO2 streams entered the mixer with roughly comparable temperatures.
sCO2 went into the recuperator HT to recycle the heat (i–c) after the mixing, and then the
working fluid absorbed heat from the heat source of the conventional loop (c–d). Afterward,
the working fluid stream with a high temperature and pressure expanded in the turbine
(d–e) outputting power. Processes e–j, j–f, and f–a are the heat discharges in the recuperator
HT, the recuperator LT, and the main cooler, respectively.

Figure 6. T-s diagram at the optimum point with the advanced cycles. (a) Recompression cycle,
(b) partial cooling cycle. a–n represent state points of working fluid in the cycle.

The following observations are presented in Table 5: a 3.57 MW exergy loss from
the heat source of the conventional loop (6.61%∆

.
Ein), a 5.82 MW exergy loss from the

recuperators (10.77%∆
.
Ein), a 4.38 MW exergy loss from the coolers (8.10%∆

.
Ein), a 3.60 MW

exergy loss from the turbine (6.67%∆
.
Ein), and a 2.27 MW exergy loss from the compressors

(4.21%∆
.
Ein). Table 5 also reveals that the exergy losses from the Na-sCO2 heat exchanger

were greater in the partial-cooling cycle than in the recompression cycle due to the wide
temperature gap between the two sides of the exchanger. Moreover, additional exergy
loss was observed from these coolers due to the subcooler application in the partial-
cooling cycle.

Table 5. Comparisons of exergy losses between the partial-cooling and recompression cycles.

Items
Partial Cooling Recompression

Power
(MW)

Ratio
(%)

Power
(MW)

Ratio
(%)

.
Eloss,Na−sCO2 3.57 6.61 2.06 4.23
.
Eloss,recup 5.82 10.77 5.02 10.28
.
Ecooler 4.38 8.10 3.17 6.49
.
Eloss,turbine 3.60 6.67 3.48 7.13
.
Eloss,comp 2.27 4.21 2.37 4.85

3.3. Effects of Operation Parameters on Cycle Efficiencies

The cycle efficiencies are discussed on the basis of sensitivity analysis results. The
sensitivity of efficiencies to the main system parameters, including the pressure ratio
(β = pH/pL), the inlet temperature of the main compressor (Tmin), and the inlet temperature
of the turbine (Tmax), was analyzed.
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3.3.1. Pressure Ratio

β was set in the range of [2.00, 3.50] with the pcomp,in = 8.00 MPa, Tmin = 35.00 ◦C,
Tmax = 480.00 ◦C, and

.
mCO2 = 350.00 kg/s. Theoretically, the maximum β could be reached

at a high pH . However, realizing a high pH is difficult under the current situation of
compressor technology. Therefore, only the calculation with the β range in [2.00, 3.50] is
shown in this section.

The cycle efficiencies (ηcyc and ηexe,cyc) of the partial-cooling cycle were generally lower
than those of the recompression cycle, as shown in Figure 7, but the gap was narrowed
with the increase in β. The effect tendencies of β on ηcyc and ηexe,cyc were based on the
partial-cooling cycle rise with the increase in β from 32.51% to 36.53% and from 54.90% to
63.65%, respectively. If the value of β can be raised, then superior system efficiencies could
be reached. Unlike the partial-cooling cycle, the maximum value of ηcyc at β = 2.75 was
37.96%, and that of ηexe,cyc at β = 3.00 was 64.84% as observed in the specified β range in the
recompression cycle. Therefore, a high β would not elicit a superior system performance in
the recompression cycle case.

Figure 7. Effects of β on ηcyc and ηexe,cyc with the partial-cooling cycle compared with the recompres-
sion cycle.

3.3.2. Inlet Temperature of the Main Compressor

Tmin cannot be less than 32.00 ◦C (close to the critical point) because only the su-
percritical Brayton cycle was considered in this study. The range of Tmin was decided
to fall within [32.00, 36.00] ◦C with β = 2.75, pcomp,in = 8.00 MPa, Tmax = 480.00 ◦C, and
.

mCO2 = 428.57 kg/s. Figure 8 shows that the cycle efficiencies of the partial-cooling cycle
were better stabilized under Tmin than the recompression cycle. ηcyc increased initially and
decreased from 35.94% to 36.06% (maximum value, at Tmin = 35.00 ◦C), then to 35.37%
under the partial-cooling cycle. Similarly, ηexe,cyc initially rose from 61.68% to 62.31% (max-
imum value, at Tmin = 35.00 ◦C) and then dropped to 61.70%. As discussed in Section 3.3.1,
the decreasing Tmin not only reduced the outlet temperature of the compressor, leading to
high efficiencies, but also enhanced the heat loss from the subcooler, resulting in energy
and exergy losses of steam due to the application of the subcooler. Optimized Tmin, which
could maximize the efficiencies, was elicited by the aforementioned influences.
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Figure 8. Effects of Tmin on ηcyc and ηexe,cyc with the partial-cooling cycle compared with the recom-
pression cycle.

3.3.3. Inlet Temperature of Turbine

Figure 9 shows that the range of Tmax was decided to fall within [430.00, 480.00] ◦C
with β = 3.5, pcomp,in = 8.00 MPa, Tmin = 35.00 ◦C, and

.
mCO2 = 350.00 kg/s. ηcyc and ηexe,cyc

linearly increased with Tmax regardless of the partial-cooling or the recompression cycle.
ηcyc increased by 2.79% from 33.74% to 36.53% under the partial-cooling cycle, whereas
ηexe,cyc dramatically rose by 5.19% from 58.46% to 63.65%. These variations indicate that
Tmax is essential to obtain high ηcyc and ηexe,cyc. The highest Tmax reached in the current
research was 480 ◦C due to the temperature limit of the SFR core (the outlet temperature of
the core is close to 550 ◦C).

Figure 9. Effects of Tmax on ηcyc and ηexe,cyc with the partial-cooling cycle compared with the
recompression cycle.

The partial-cooling cycle showed a good system performance with the optimization
results and the sensitivity analysis. The exergoeconomic of the two layouts will be analyzed
in the next section for further comparison.
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3.4. Exergoeconomic Discussion

The effects of system parameters on exergoeconomic are initially analyzed in this
section. The exergoeconomic optimized results of the partial-cooling cycle are then summa-
rized and compared with the recompression cycle.

3.4.1. Pressure Ratio

Pressure ratio (β) is a major factor causing cost variation. A large β results in a
high outlet pressure of the compressor with the same inlet pressure. Thus, a high outlet
pressure would provide additional power support to the compressor. Moreover, the
cost of the compressor and the turbine increased in accordance with the equations in
Table 1. Figure 10 shows that β was within the range [2.00, 3.50] with pcomp,in = 8.00 MPa,

Tmin = 35.00 ◦C, Tmax = 480.00 ◦C, and
.

mCO2 = 428.57 kg/s.
.
Ctotal dropped 261.19 USD/h

from 2491.55 USD/h to 2230.36 USD/h with the partial-cooling cycle. Meanwhile, both
efficiencies continuously increased.

Figure 10. Effects of β on
.
Ctotal with the partial-cooling cycle compared with the recompression cycle.

.
Ctotal comprises capital investment, operation, and maintenance costs (

.
Z), and the cost

from exergy loss and destruction (
.
CL+D). The effect of β on

.
CL+D is generally larger than

that on
.
Z, and the variation in

.
CL+D with β introduces changes in

.
Ctotal . Considering

.
Z,

the increase in β indicates that the maximum cycle pressure would be high, further causing
additional

.
Z of compressors and turbines. Therefore,

.
Z slightly increased with the rise in β,

as shown in Figure 11. Unlike
.
Z, the variation in

.
CL+D is complicated due to exergy loss

and destruction in the partial-cooling cycle, and
.
CL+D significantly dropped initially and

then declined from 984.35 USD/h to 660.20 USD/h.

163



Energies 2022, 15, 3555

Figure 11. Effects of β on
.
Z and

.
CL+D with the partial-cooling cycle.

.
Ccomponent is the total cost of each component, such as the compressor, the cooler, the

turbine, the recuperator, and the Na-sCO2 heat exchanger. As seen in Figure 12, the total
cost of the Na-sCO2 heat exchanger barely changed with β maintaining a value of around
1570–1580 USD/h. The total costs of other components are shown in Figure 12. Turbines
and compressors had a lower cost at lower β. By contrast, the total cost of recuperators
decreased with increasing β. With higher β, the exergy of the working fluid at the outlet of
turbine decreased, as did the energy needed for recuperation. Therefore, the total cost of
recuperator was reduced.
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Figure 12. Effects of β on
.
Ccomponent with the partial-cooling cycle.

3.4.2. Inlet Temperature of the Main Compressor

Considering the effect of Tmin, the range of Tmin was decided to fall within [32.00, 38.00] ◦C
when β = 3.00, pcomp,in = 8.00 MPa, Tmax = 480.00 ◦C, and

.
mCO2 = 350.00 kg/s. The

.
Ctotal of

the partial-cooling cycle was significantly higher than that of the recompression cooling
cycle. This value decreased from 2308.44 USD/h to 2249.50 USD/h when Tmin increased
from 32.00 ◦C to 36.00 ◦C, and then remained around 2250 USD/h with the increase in Tmin,
as shown in Figure 13.
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Figure 13. Effects of Tmin on
.
Ctotal with the partial-cooling cycle compared with the recompression cycle.

Figure 14 shows that the variation in
.
Ctotal was caused by the change in

.
CL+D, and

.
Z barely changed with Tmin. As the inlet of the compressor, Tmin increased the outlet
temperature of the compressor with the same pressure ratio in the range of [32.00, 38.00] ◦C
in the partial-cooling cycle. However, temperatures were not the major influencing factors
on

.
Z according to the equations in Table 1. By contrast, Tmin can affect the variations in

exergy loss and destruction in the entire system.
.
CL+D decreased by 60.55 USD/h from

759.31 USD/h to 698.76 USD/h when Tmin varied from 32.00 ◦C to 36.00 ◦C, and then
remained at approximately 700 USD/h.

.
CL+D continued to decrease with the increase in

Tmin when Tmin was less than 35.00 ◦C.

Figure 14. Effects of Tmin on
.
Z and

.
CL+D with the partial-cooling cycle.

Figure 15 shows the variation in component total cost with Tmin. Tmin hardly affected
the total cost of turbines and compressors. The total cost of the Na-sCO2 heat exchanger
barely changed with β maintained around 1564–1584 USD/h. The total cost of the recu-
perator continued to decrease with the increase in Tmin. During the compression process,
a higher outlet temperature of the compressor could be obtained with higher Tmin. The
former narrowed the temperature gap of the recuperators. Therefore, the heat exchange
capacity and the cost of recuperators were reduced.
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the total cost considering system efficiencies. However, the heat source temperature for
SFR limited the Tmax of the sCO2 cycle. High Tmax could be reached in the future with the
optimization of the SFR core design and the performance enhancements of the Na-sCO2
heat exchanger.

Figure 16. Effects of Tmax on ηcyc, ηexe,cyc, and
.
Ctotal with the partial-cooling cycle compared with the

recompression cycle.

Similar to the effect of β and Tmin, Figure 17 shows that
.
Z barely changed with Tmax.

.
CL+D dropped because the increase in Tmax reduced the exergy loss and the destruction of
the cycle from 823.42 USD/h to 660.20 USD/h for the partial-cooling cycle.
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Figure 17. Effects of Tmax on
.
Z and

.
CL+D with the partial-cooling cycle.

Figure 18 shows the variation in component total costs with Tmax. Tmax barely affected
the total cost of turbines and compressors. The total cost of the compressor, cooler, turbine,
and recuperator barely changed with Tmax. However, the total cost of the Na-sCO2 heat
exchanger was significantly affected by Tmax. The total cost of the recuperator decreased by
increasing Tmax; the former dropped about 155.36 USD/h when Tmax changed from 430 ◦C
to 480 ◦C.

Figure 18. Effects of Tmax on
.
Ccomponent with the partial-cooling cycle. (a) Multiple components,

(b) Na-sCO2 heat exchanger.

The comparison among β, Tmin, and Tmax revealed that the change in
.
CL+D with β

was substantially larger than that with Tmax or Tmin. Thus, manipulating β is important
to guarantee the good economy of the system. Moreover, the sum of capital investment,
operation, and maintenance costs (

.
Z) accounted for large proportions of the total cost rate,

which was almost double that of
.
CL+D in each condition.

3.5. Comparison Summary of the Two Layouts

The partial-cooling cycle showed good system performance with high efficiency and
net power via the optimization process based on the operation conditions of the SFR in
this study.

Compared with the recompression cycle, the exergy losses from the Na-sCO2 heat
exchanger were greater in the partial-cooling cycle due to the wide temperature gap
between the two sides of the exchanger. Moreover, the coolers demonstrated additional
exergy losses due to the subcooler application in the partial-cooling cycle.
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Furthermore, the recompression cycle could slightly improve the exergoeconomic
performance compared to the partial-cooling cycle. The minimum

.
Ctotal of 2230.36 USD/h

with ηexe,cyc = 63.65% could be obtained for the partial-cooling cycle, where β = 3.50,

Tmin = 35.00 ◦C, and Tmax = 480.00 ◦C. Similarly, the minimum
.
Ctotal reached 2088.88 USD/h

with ηexe,cyc = 64.72% at β = 2.75 for the recompression cycle [30]. Meanwhile, the partial-
cooling cycle showed good potential for reducing the total cost by increasing the pressure
ratio with the development of sCO2 technology.

4. Conclusions

The current research investigated the system performance and carried out economic
analysis of the sCO2 Brayton cycle for the SFR with a partial-cooling layout. The exergy
efficiency of the partial-cooling cycle reached 63.65% with a net power output of 34.39 MW
after optimization, and the minimum

.
Ctotal was 2230.36 USD/h. Similarly, the minimum

.
Ctotal reached 2088.88 USD/h with ηexe,cyc = 64.72% at β = 2.75 for the recompression
cycle. Compared with the recompression cycle, the exergy losses from the Na-sCO2 heat
exchanger were greater in the partial-cooling cycle due to the wide temperature gap
between its two sides. Moreover, the coolers had additional exergy losses due to the
subcooler application in the partial-cooling cycle.

The cost derived from exergy loss and destruction in the selected ranges of parameters
were significantly affected by the pressure ratio and the inlet temperatures of the main
compressor and the turbine. The change in cost from exergy loss and destruction with the
pressure ratio was substantially greater than that from the inlet temperature of the turbine
or the inlet temperature of the main compressor. The total cost of recuperators decreased
with the increase in β, Tmin. In addition, the total cost of the recuperator could be reduced
by increasing Tmax. Therefore, manipulating β is important to guarantee the good economy
of the system. Moreover, the capital investment and operation and maintenance costs
normally accounted for large proportions of the total cost rate, which was almost double
the cost from exergy loss and destruction in each condition. The partial-cooling cycle
obtained the minimum total cost rate when the pressure ratio was equal to 3.50. The inlet
temperatures of the main compressor and the turbine were 35 ◦C and 480 ◦C, respectively.
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Nomenclature

Symbols
A heat transfer area (m2)
β compressor pressure ratio
c cost rate per exergy unit (USD/GJ)
.
C cost rate (USD/h)
e specific exergy (kJ/kg)
.
E rate of exergy (MW)
h specific enthalpy (kJ/kg)
.

m mass flow rate (kg/s)
p pressure (MPa)
.

Q rate of heat (MW)
.

W rate of work (MW)
s specific entropy (kJ/(kg·K))
T temperature (◦C)
η efficiency
.
Z capital cost rate (USD/h)
Subscript
a setting of environment for analysis
cyc cycle
comp compressor
exe exergy
MC main compressor
Na-sCO2 Na-sCO2 heat exchanger
partial partial-cooling cycle
RC recompressor
recomp recompression cycle
recup recuperators
RHT recuperator HT
RLT recuperator LT
Turb turbine
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Abstract: A distributed parameter model was developed for an evaporation system in a 35 MW
natural circulation pulverized-coal oxy-fuel combustion boiler, which was based on a computational
fluid dynamic simulation and in situ operation monitoring. A mathematical model was used to
consider the uneven distribution of working fluid properties and the heat load in a furnace to predict
the heat flux of a water wall and the wall surface temperature corresponding to various working
conditions. The results showed that the average heat flux near the burner area in the air-firing
condition, the oxy-fuel combustion with dry flue gas recycling (FGR) condition, and the oxy-fuel
combustion with wet flue-gas recycle condition were 168.18, 154.65, and 170.68 kW/m2 at a load of
80%. The temperature and the heat flux distributions in the air-firing and the oxy-fuel combustion
with wet FGR were similar, but both were higher than those in the oxygen-enriched combustion
conditions with the dry FGR under the same load. This study demonstrated that the average metal
surface temperature in the front wall during the oxy-fuel combustion condition was 3.23 ◦C lower
than that under the air-firing condition. The heat release rate from the furnace and the vaporization
system should be coordinated at a low and middle load level. The superheating surfaces should
be adjusted to match the rising temperature of the flue gas while shifting the operation from air to
oxy-fuel combustion, where the distributed parameter analytical approach could then be applied
to reveal the tendencies for these various combustion conditions. The research provided a type of
guidance for the design and operation of the oxy-fuel combustion boiler.

Keywords: oxy-fuel combustion; evaporation system; distributed parameter modeling; pulverized
coal boiler

1. Introduction

Oxy-fuel combustion is a promising power production technology being actively
investigated [1]. This operation method could lead to retrofitting of the existing pulverized-
coal combustion power plant boiler, based on flue gas recirculation and pure oxygen
injection rather than using air. The medium flow and heat transfer characteristics in
the furnace should be regulated by flue gas recycling (FGR) in order to obtain a higher
CO2 concentration. This technique could be easily implemented for large-scale emission
reductions of CO2, due to the reduced flue gas exhaust and the significant heat loss
reduction, especially in the context of carbon neutralization.

Pulverized coal combustion in ordinary air and CO2 atmospheric conditions differ in
their heat and mass transfer characteristics. The furnace heat exchange is dependent on the
flame temperature, flue gas composition, particle composition, and radiation absorption
rate between the water wall temperature and the interior flow field of the furnace. The
radiation heat transfer in the furnace primarily occurs through CO2, moisture, char, soot,
and ash. The flue gas and the heat transfer law in the design and operation of the boiler
focus on exploring the radiation characteristics of oxy-fuel combustion. Guo et al. [2]
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constructed a 200 MW tangential pulverized-coal boiler numerical simulation with oxy-fuel
and air combustion conditions to show the radiation characteristics of these fluid properties
and compositions. The gray and non-gray radiation models over various performances
have been adopted to obtain the characteristics of heat transfer, the temperature distribution
in the furnace, and the composition of exhaust gas in air-firing and oxygen-enriched
wet/dry FGR conditions [3]. Black et al. investigated the difference in heat transfer
between the air and the oxy-fuel combustion environment within a 500 MW pulverized-
coal power plant boiler [4], where the radiation heat transfer over various concentrations
of the oxy-fuel combustion conditions were analyzed. Gani et al. [5] carried out a modeling
study on coal combustion in air and oxy-fuel mode by using Fluent, a CFD tool, and
investigated the effects of balance gas N2 and CO2 and the effects of oxygen concentration
on coal burning. Ahn et al. [6] studied the heat transfer and gas radiation characteristics
in a 0.5 MW class oxy-fuel boiler under different loads with or without FGR. The natural
circulation boiler furnace water wall was the primary heat-absorbing surface, where the
fire-facing side was the radiant endothermic process, and a specific velocity of hot water
and steam flowed inside the water wall. The evaporator was the worst within the operating
equipment. The working fluid status was fickle in the part. De Kerret et al. [7] proposed a
new methodology based on the understanding of key contributions to vertical two-phase
flow pattern maps in tube bundles, leading to a more complete flow pattern map. The
different two-phase flow patterns can be bubbly, intermittent, or annular. The heat transfer
mode of the working fluid varies along the tube length corresponding to the different flow
patterns. Guzella et al. [8] put forward two-dimensional simulations of nucleation, growth
and departure of bubbles and boiling heat transfer at different reduced temperatures.
Weise et al. described the heat transfer coefficient during flow boiling in horizontal tubes
with circumferentially varying heat flux [9], adapting flow-pattern-based heat transfer
models using local heat flux. The model of a gas–liquid two-phase flow in a helically coiled
tube was established by Wu et al. [10] based on the separated phase flow model. The model
can be used to solve gas-film velocity, gas-film thickness and heat transfer coefficient, and
predict gas–liquid two-phase boiling heat transfer in helically coiled tubes. Studying the
working fluid and the heat transfer in the heat exchanger of oxy-fuel combustion boilers is
important when reducing the flow resistance, preventing the deterioration of heat transfer,
and avoiding the unstable working medium flow of the heat-absorbing surface.

Boiler evaporation system modeling is generally constructed by the following three
methods: the lumped parameter model, the linear and nonlinear parameter model, and the
distributed parameter model [11]. The lumped parameter model is a model established
under a simplified assumption that the state parameters of the medium in the heating
pipes are uniform. Then, a representative point is selected in space, and the medium
parameters of the point are used as the lumped parameters of the link. The distributed
parameter model can fully reflect the linear/nonlinear distributed parameter characteristics
of thermal objects and can also accurately reflect the variation law of metal wall tempera-
ture. Li et al. [12] improved the traditional thermodynamic method, where the evaporator
heat-absorbing surface was divided into the preheater, the evaporator, and the superheater.
The established model could conduct static and dynamic simulation analyses. Yu et al. [13]
established a lumped-parameter model for natural circulation drum-boilers to calculate the
heat flux transferred into water wall tubes, which can be used to describe the complicated
dynamics of the entire evaporation system. Laubscher et al. [14] proposed a computa-
tional fluid dynamics modeling methodology used to evaluate the thermal performance
of the water wall evaporator, the platen, and the final stage superheaters of a subcritical
pulverized coal-fired boiler at full and reduced boiler loads. Tang et al. [15] developed
a thermal–hydraulic model for the evaporator system of a 660 MWe ultra-supercritical
CFB boiler. Pressure drop, mass flux distribution and metal temperature in the evaporator
system were estimated. Chu et al. [16] proposed a 2D accurate, distributed parameter
model for the evaporation system of a controlled natural circulation boiler, based on the
3D temperature distribution and the emissivity of the particle phase. The evaporation
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system is divided into a subcooled region, a boiling region, and a super-heated region,
according to the secondary water/steam status. The boundaries of these regions are mov-
able. The steam–water separation takes place at the dryout location in the evaporating
tubes. Zheng et al. [17] presented the distributed parameter model for the evaporation
system based on 3D combustion monitoring in the furnace. The mathematical model was
formulated to predict the transient distribution of the parameters, such as heat flux, the
metal surface temperature, and steam quality. A distributed parameter model was built
in a supercritical W-shaped once-through boiler, which accounted for the non-uniform
distributions of the surface heat transfer and the frictional resistance coefficient [18]. The
heat transfer characteristics of the W-shaped water wall at the near-critical and supercrit-
ical pressures were analyzed. Laubscher et al. [19,20] developed a computational fluid
dynamics model and a steady-state 1D computer model, simulating the heat transfer in
the evaporation system of grate-fired biomass boilers. Many scholars have carried out
evaporation system modeling research studies on various types of boilers, but there are
relatively few studies on the heating surfaces of oxy-fuel combustion boilers. At the same
time, most of the studies above were based on boiler side mechanisms and lack of furnace
side combustion information.

In this paper, a medium temperature and medium pressure natural circulation air/oxy-
fuel combustion boiler was investigated. The conventional air-firing and oxy-fuel com-
bustion boiler was simulated numerically under various load conditions by using Fluent
to establish a distribution parameter model on the wall temperature and heat flux. This
demonstration unit was proven to be an effective strategy for the design, operation, and
combustion diagnosis of an oxy-fuel combustion boiler.

2. Materials and Methods
2.1. Numerical Simulation of Oxy-Fuel Combustion Boiler

The boiler was a pulverized-coal combustion unit single-furnace, with a slightly
positive pressure, a π-type arrangement, and swirl burners mounted on the front wall.
The steam mass flow rate was 38 t/h, the main steam pressure was 4.3 MPa, and the feed
water temperature was 105 ◦C. The structure of the boiler and the thermodynamic system
diagram are shown in Figure 1.
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Figure 1. Structure of the boiler: (a) z–y plane of the furnace, (b) z–x plane of the furnace, and the
thermodynamic system diagram (c). OFA nozzles: over-fire air nozzles; SH1, 2: 1-stage superheater,
2-stage superheater; CCD: charge-coupled device; ECO: economizer.

As a part of our work on oxy-fuel combustion [21], the cross-section of the boiler was
4733 mm wide, 3533 mm deep, and 15,150 mm tall. The designed chamber volume heating
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load was 163.3 kW/m3 and the cross-section heating load was 1.993 MW/m2. The front
wall was arranged to have three swirl burners in a triangular shape. B1–B4 (Figure 1a)
are four measurement openings arranged symmetrically for measuring the temperature
and heat flux. The whole furnace was composed of the entire steel framework and the
suspension structure.

The oxy-fuel combustion system included the swirl burner, the over-fire air, the oxygen
injectors, and the auxiliary equipment. The staged air/flue gas was used for combustion-
supporting organization of the flow field, which ensured the stability of the coal combustion.
Pure oxygen should be mixed previously with flue gas as the primary air and then conveyed
with pulverized-coal into the furnace via burners. Table 1 shows the proximate and the
ultimate analysis of coal. The coal had low sulfur, high ash content and was easily ignited.
The inlet flow rates of the air/flue gas at all stages under different working conditions are
shown in Table 2.

Table 1. Proximate and ultimate analyses of the coal.

Proximate Analysis/% Ultimate Analysis/% Qnet,ar/(MJ/kg)

Mar Aar Var FCar Sar Nar Car Har Oar 21.539.22 22.77 16.93 51.08 0.32 0.50 54.14 3.65 9.40

Table 2. Velocity of the flow rates at the inlet of the boiler.

Items

Velocity, m/s

60% Load 80% Load 100% Load

Air/1 Dry
FGR/2

Wet
FGR/3 Air/4 Dry

FGR/5
Wet

FGR/6 Air/7 Dry
FGR/8

Wet
FGR/9

Prim. air 12.8 11.0 11.0 17.1 14.6 14.9 23.0 20.0 20.4
Sec. air 18.9 17.8 18.0 25.3 23.7 25.0 37.0 38.6 40.0

OFA 22.9 0 0 30.6 0 0 32.2 0 0
Cool. air 4.8 4.8 4.8 7.2 7.2 7.2 8.8 11.1 11.4

Air: conventional combustion situation; Dry FGR: oxygen-enriched combustion with dewatering flue gas recircu-
lation; Wet FGR: oxygen-enriched combustion without dewatering flue gas recirculation. The concentration of the
oxygen in the dry/wet FGR oxygen-enriched combustion was 28%. 1–9: case 1–case 9. Prim. air-Primary air; Sec.
air-Secondary air; OFA-Over Fire Air; Cool. air-Cooling air.

2.2. Distributed Mathematical Model

The natural circulation oxy-fuel combustion boiler had 4 common down-comers,
28 connecting pipes, 202 rising water wall tubes, and 28 steam-water leading pipes. The
boiler water wall was designed with a 12-water circulation circuit. The evaporation
zone between the ash hopper (6.33 m) and the furnace arch (15.33 m) was divided into
18 layers. The horizontal cross-section was uniformly divided into 10 × 10 grids. There
were 720 surface meshes in total.

The inner water wall heat flux adopted the average surface temperature of the inner
tube wall, and the flue gas model adopted the temperature outside the fire-facing tube wall.
The water/steam model considered the inner wall temperature as the input for calculating
the working fluid enthalpy, whereas the external wall temperature was used to validate
the model and evaluate the safe operation of the boiler. Neither the average temperature
of the inner wall nor that of the outer wall can be used as the lumped parameter to meet
the requirements at the same time. Therefore, a dynamic lumped model with the average
temperature of the inner wall of the tube as the lumped parameter combined with a steady-
state two-dimensional heat conduction model that can reflect the temperature of the outer
wall of the tube was adopted. The lump-parameter model is:

MCp
dTin
dτ

= Qout − Qin (1)
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The two-dimensional steady-state heat conduction model is:

∂

∂r

(
r

∂T
∂r

)
+

1
r

∂2T
∂ϕ2 = 0 (2)

The dynamic model of the water/steam in the risers, coupled with mass, momentum,
and energy conservation equations is shown as:

Di1 − Di2 = Vi
dρi2

dτ
(3)

Qiin + Di1(hi1 − hi2) = Viρi2
dµi2
dτ

(4)

pi1 − pi2 − ρi1gH = ξ
1

2A2
i

D2
i1

ρi1
(5)

The single-phase water pressure variations under subcritical conditions and the surface
heat transfer coefficient α were calculated with the Dittuse–Boelter correlation [17]:

α = 0.023
λ

D

(
µCp

λ

)0.4(ρwD
µ

)0.8
(6)

The vapor–liquid two-phase flow expressing the correlation of heat transfer coefficient
between the two-phase flow and liquid is [17]:

α= 0.00122

[
k0.79

L C0.45
PL ρ0.49

L
σ0.45µ0.29

L h0.24
LG ρ0.24

G

]
∆T0.24

S ∆P0.75
S S + 0.023

[
G(1 − x)D

µL

]0.8(µLCPL
kL

)
kL
D

F (7)

3. Results and Discussion

The in situ operating conditions were performed to verify the results from the air and
oxy-fuel combustion boiler. Table 3 shows the typical cases during the mode transition of
the study.

Table 3. Operation parameters during the mode transition.

Case Load/MW Feedwater Pres./MPa Feedwater Temp/◦C Feedwater Flow/(t/h)

1/2/3 21 4.59 103 24.37

4/5/6 28 6.13 105 32.44

7/8/9 35 7.66 112 38.50

Figure 2 shows the online measurement of the external wall temperatures and the sim-
ulation results at 60%, 80%, and 100% load rates during the dry FGR oxy-fuel combustion at
a height of 11.5 m. The maximum temperature relative error in case 5 was 2.14% at a width
of 2.58 m. The wall temperature rose as the load increased, and the metal wall temperature
in the middle of the front wall was higher than that on both sides, due to the arrangement
of the swirl burners. The tube wall temperature predicted by the mathematical model
was in agreement with that in the in situ operation. The highest temperature of the front
wall was higher than that of the left, and the average temperature of the left wall close to
the front was higher than that near the rear wall. The swirl burners were installed on the
front wall in a triangular configuration; thus, the heat flux of the front wall was higher,
corresponding to the higher wall metal surface temperature.

Figures 3 and 4 depict heat flux distributions on the front water wall and the metal
wall temperature on the rear water wall under three different combustion conditions with a
100% load. The heat flux in the air-firing condition was more non-uniform than that in the
oxy-fuel dry/wet FGR conditions at the 100% load. The front wall heat flux in the air-firing

177



Energies 2022, 15, 2354

condition was more uneven than in the other two oxy-fuel combustions. The wall heat
flux in the dry FGR condition was well distributed, due to the three atomic gases (CO2
and H2O) present in the specific heats, diffusion coefficients, and radiation characteristics.
The wall heat flux in the wet FGR oxy-fuel condition was higher than that in the dry FGR
oxy-fuel condition on account of the higher gas emission rate and temperature.
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As shown in Figure 4, the distributions of the metal wall temperature on the rear water
wall had similar tendencies with the heat flux distributions under the same combustion
conditions. There was a high temperature region near the central position with symmetrical
arrangement of the swirl burners, and the high temperature flue gas aggregated in the
combustion area. The wall temperature in the air-firing, oxy-fuel dry/wet FGR conditions
showed that the metal temperature was consistent with the uneven wall heat flux during
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the mode transition. The temperature difference of the front wall under the air-firing
condition was 7.37 ◦C higher than that under the oxy-fuel wet FGR condition. The metal
wall temperature distribution in the oxy-fuel dry/wet FGR condition was more uniform
than that in the air-firing condition at the same load, which was consistent with the result
that the wall heat flux distribution was more uniform under the oxy-fuel condition than
under the air condition.
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Figure 5 shows the metal temperature distribution on the front water wall, which
was similar to the distribution of heat flux in the corresponding cases. The highest water
wall temperature in the oxy-fuel dry/wet FGR condition was lower than that in the air-
firing condition. It can also be found that when the load rose from 60% to 80%, the wall
temperature rose. This is because when the load increased, the corresponding wall heat flux
grew, and the wall temperature grew. The oxy-fuel dry/wet FGR water wall temperature
and heat flux varied with the in situ operation conditions, which means the model can
produce correct predictions.
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Figure 6 illustrates the variation at a specific location of the boiler. The heat flux rose
with the height increment, reached its maximum at 4 to 5 m, and then decreased with the
increase in height. This maximum position was slightly over the burner combustion region.
The pulverized-coal was mixed with the secondary air at the center of the three-swirl
burner region; thus, the flue gas temperature was relatively higher, and the radiant heat
flux was the highest. The flue gas temperature and the heat flux decreased with the rising
height. The highest heat fluxes in the air-firing and the oxy-fuel wet FGR conditions were
significantly higher than that in the oxy-fuel dry FGR condition at the same load. The
maximum heat fluxes in the three cases were 192.6, 187.3, and 201.8 kW/m2 at 100% load.
The wall heat flux in the oxy-fuel dry FGR condition near the burner region increased more
smoothly than that in the other two working conditions at the same load. The heat flux had
a smooth change in the variable operation conditions.
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Figure 6. Heat flux distributions at 2.36 m wide at the three typical loads in air-firing (A), dry FGR
(B), and wet FGR (C) conditions.

The oxy-fuel dry FGR heat flux in the burner region was significantly lower than the
other two conditions at 80% load, as seen in Figure 7. The front wall average heat flux
and metal temperature are illustrated in Table 4. The wall heat flux in the oxy-fuel dry
FGR condition varied with the changing load. When the load rose from 60% to 80%, and
then from 80% to 100%, the oxy-fuel dry FGR condition wall heat flux increased by 14.054
and 14.586 kW/m2, the relative change rate of the average wall heat flux was 1.038, and
the relative change rates of the average wall heat flux in air-firing and oxy-fuel wet FGR
conditions were 1.455 and 1.477. These values were higher than that in the oxy-fuel dry
FGR condition (1.038).
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Table 4. Comparison of the average heat flux and temperature of the front wall in different cases.

Air-Fired Dry FGR Wet FGR

Case 1 4 7 2 5 8 3 6 9

Heat flux/(W/m2) 104.78 117.52 136.03 96.94 110.99 125.52 106.63 119.58 138.71

Water wall
temperature/◦C 267.99 271.03 279.45 263.66 269.47 276.94 268.43 271.47 280.22

Figure 8 illustrates the steam quality distribution on the rear wall in the three different
combustion environments at 100% load. The steam quality under the three different
combustion modes showed that the middle value was higher than both sides at the same
height, due to the high density of the heat flux in the middle area of the furnace. The water
wall steam quality distribution in the dry FGR oxy-fuel condition was more uniform than
that in the air-firing condition under the same load. The outlet steam quality of the rear
wall in the air-firing condition was 0.063. The heating surface should be rearranged taking
into account both the air-firing and the oxy-fuel combustion in the boiler.

Energies 2022, 15, 2354 10 of 14 
 

 

   

Figure 8. Distributions of the steam quality on the rear wall. (a)-case 7, (b)-case 8, and (c)-case 9. 

As seen in Figure 9, the steam quality varied at the width of 2.36 m on the front water 
wall under the three typical loads in the oxy-fuel dry FGR combustion condition. The 
steam quality rose with the increment of height. As the load increased, the starting point 
of the gas vaporization advanced, and the steam quality increased. The present study 
demonstrates that the heat transfer to the membrane wall has a similar property under a 
28% concentration of dry FGR oxy-fuel combustion. 

 
Figure 9. Steam quality on the front water wall under the dry FGR condition. 

4. Conclusions 
(1) A distribution parameter model for the evaporation system was developed in a 35 

MW natural circulation air/oxy-fuel combustion boiler. Comparing the calculated 
value of the wall temperature with the measured value, it was found that the maxi-
mum relative error was 2.14%, which was located at the width of 2.58 m under the 
condition of oxy-fuel dry FGR combustion at 80% load, and the error was within a 
reasonable range. Therefore, the model proposed in this paper can produce correct 
predictions. 

(2) When compared to the conventional air combustion, the water wall heat flux in the 
oxy-fuel dry/wet FGR combustion conditions remained even and uniform at the 
same load due to the changes of the specific heat, the diffusion, and the radiation 
coefficient of the three atomic gases (CO2 and H2O). The flue gas temperature in the 
oxy-fuel wet FGR combustion was much higher than that in the dry FGR situation, 
and the metal temperature in the oxy-fuel dry FGR condition was lower than that in 
other two operation modes. Therefore, the wall heat flux distribution and the wall 

0.0070
0.014

0.021

0.028
0.035

0.042

0.049
0.056

0.0630.063

2 4 6 8 10
1

8

10

12

14

16

18 a

H
ei

gh
t /

 m

Width / m

Rear wall

0.0079

0.016

0.024
0.031

0.039

0.047

0.055
0.063

0.0710.071

2 4 6 8 10
1

8

10

12

14

16

18
b

H
ei

gh
t /

 m

Width / m

Rear wall

0.0080
0.016

0.024
0.032

0.040
0.048

0.056
0.064

0.0720.072

2 4 6 8 10
1

8

10

12

14

16

18
c

H
ei

gh
t /

 m

Width / m

Rear wall

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07
4

6

8

10

12

14

16

18

H
ei

gh
t /

 m

Steam quality

 dry-oxy-100% Load
 dry-oxy-80% Load
 dry-oxy-60% Load

Figure 8. Distributions of the steam quality on the rear wall. (a)—case 7, (b)—case 8, and (c)—case 9.

As seen in Figure 9, the steam quality varied at the width of 2.36 m on the front water
wall under the three typical loads in the oxy-fuel dry FGR combustion condition. The
steam quality rose with the increment of height. As the load increased, the starting point
of the gas vaporization advanced, and the steam quality increased. The present study
demonstrates that the heat transfer to the membrane wall has a similar property under a
28% concentration of dry FGR oxy-fuel combustion.
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Figure 9. Steam quality on the front water wall under the dry FGR condition.
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4. Conclusions

(1) A distribution parameter model for the evaporation system was developed in a 35 MW
natural circulation air/oxy-fuel combustion boiler. Comparing the calculated value
of the wall temperature with the measured value, it was found that the maximum
relative error was 2.14%, which was located at the width of 2.58 m under the condition
of oxy-fuel dry FGR combustion at 80% load, and the error was within a reasonable
range. Therefore, the model proposed in this paper can produce correct predictions.

(2) When compared to the conventional air combustion, the water wall heat flux in the
oxy-fuel dry/wet FGR combustion conditions remained even and uniform at the
same load due to the changes of the specific heat, the diffusion, and the radiation
coefficient of the three atomic gases (CO2 and H2O). The flue gas temperature in the
oxy-fuel wet FGR combustion was much higher than that in the dry FGR situation,
and the metal temperature in the oxy-fuel dry FGR condition was lower than that in
other two operation modes. Therefore, the wall heat flux distribution and the wall
temperature distribution of the oxy-fuel dry FGR combustion were the most uniform
and reasonable.

(3) This subject effectively integrated the numerical simulation information of the fur-
nace side with the thermal system model of the boiler side, and the research results
provided novel guidance for the design, operation, and diagnosis of large capacity
oxy-fuel combustion boilers.
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Nomenclature

cp specific isobaric heat capacity
[
J kg−1 K−1

]

d diameter [m]
D mass flow rate

[
kg s−1]

F flow area
[
m2]

g acceleration of gravity
[
m s−2 ]

G mass velocity
[
kg m−2 s−1]

h specific enthalpy
[
J kg−1]

H height [m]
M mass [kg]
Nu Nusselt number
p pressure [Pa]
Pr Prandtl number
q heat flux

[
W m−2]

Q heat flow rate [W]
Re Reynolds number
S surface area

[
m2]

T absolute temperature [K]
u specific internal energy

[
J kg−1]

V volume
[
m3]

x steam quality
Xtt Martinelli number
hLG latent heat of vaporization
k heat conductivity coefficient
F Reynolds factor
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Greek symbols

α heat transfer coefficient
[
W m−2 K−1

]

β frictional resistance coefficient
∆ difference in any quantity
ε emissivity
κa absorption coefficient

λ thermal conductivity
[
W m−1 K−1

]

µ dynamic viscosity
[
N m−1 s−1]

ξ resistance coefficient
ρ density

[
kg m−3]

σ Stefan-Boltzmann constant
ω velocity

[
m s−1]

Subscripts
i, j number of element
l liquid
G gas
max maximum value
in inner
out outer
w water wall
s saturation
1 inlet
2 outlet
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Abstract: Lowering the regeneration temperature for solid CO2-capture materials is one of the critical
tasks for economizing CO2-capturing processes. Based on reported pKa values and nucleophilicity,
we compared two different polyethylenimines (PEIs): branched PEI (BPEI) and linear PEI (LPEI).
LPEI outperformed BPEI in terms of adsorption and desorption properties. Because LPEI is a solid
below 73–75 ◦C, even a high loading amount of LPEI can effectively adsorb CO2 without diffusive
barriers. Temperature-programmed desorption (TPD) demonstrated that the desorption peak top
dropped to 50.8 ◦C for LPEI, compared to 78.0 ◦C for BPEI. We also revisited the classical adsorption
model of CO2 on secondary amines by using in situ modulation excitation IR spectroscopy, and
proposed a new adsorption configuration, R1(R2)-NCOOH. Even though LPEI is more expensive
than BPEI, considering the long-term operation of a CO2-capturing system, the low regeneration
temperature makes LPEI attractive for industrial applications.

Keywords: CO2 capture; polyethylenimine; regeneration temperature

1. Introduction

A record-high level of CO2 concentration in the atmosphere (ca. 415 ppm) poses
a global concern about how to suppress or stop anthropogenic CO2 emissions [1]. CO2
capture technology is considered to help to reduce the CO2 concentration in the atmosphere.
It falls into two categories: direct CO2 capture from the air (ca. 415 ppm CO2) [2] and CO2
capture from power plants and other industrial sectors (4–100% CO2) [3,4]. In either case,
the regeneration temperature to collect the adsorbed CO2 is as high as 80–120 ◦C. With
regard to adsorbent degradation and operation cost, lowering the regeneration temperature
is strongly desired [5,6]. Traditionally, liquid amine scrubbing has been employed for
CO2 capture [5,7]. However, its downsides, such as loss of volatile amine, corrosion, and
high energy consumption in the regeneration step, make industries long for an alternative
capturing system [8]. In this regard, solid adsorbents such as mesoporous oxides, zeo-
lites, and metal–organic frameworks (MOFs) have recently gained attention due to their
feasibility for desorbing CO2 from a material surface by simply heating the material. In
particular, porous materials functionalized with amines are under the spotlight due to
their high adsorption capacity and simple synthetic procedure (wet impregnation) [8–11].
Among amines reported so far, polyethylenimine (PEI) supported on mesoporous support
is advantageous over amines with low molecular weight, such as diethylenetriamine and
tetraethylenepentamine, because PEI is more thermally stable and tolerant to oxidative
conditions [12–14]. Its unique characteristic of enhanced CO2 adsorption in the presence
of moisture is also attractive for industrial applications. Branched PEI (BPEI) contains
primary, secondary, and tertiary amines, and their CO2 adsorption property is in the or-
der of primary > secondary > tertiary [15]. Tertiary amines of BPEI do not adsorb CO2
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under dry conditions. So far, its application has been limited to CO2 removal in spacecraft
by NASA [16]. Large-scale industrial applications of BPEI for CO2 capture demand sig-
nificant improvements in the regeneration process in terms of energy consumption and
long-term durability. CO2 desorption from BPEI requires a relatively high temperature
(>90 ◦C) [15]. Lowering the regeneration temperature contributes to a considerable de-
crease in the energy input and the total cost of capturing systems when long-term operation
is considered without exchanging adsorbent materials for several years. In spite of its
importance, lowering the regeneration temperature has not been the main focus in this
field. One way to enhance CO2 desorption was reported by using co-functionalization of
BPEI with 1,2-epoxybutane [14]. The impregnation of BPEI onto a resin can also lower the
desorption temperature down to 70 ◦C [17]. Previously, we also reported a reduction in the
desorption temperature (50 ◦C) by co-impregnating BPEI with ionic liquids [6]. However,
high toxicity and poor biodegradability of ionic liquids make their use in the environment
unattractive [18]. PEI has another structure, which is linear PEI (LPEI). The utilization of
LPEI for CO2 capture was also extensively studied [19–27]. The adsorption capacity of LPEI
is slightly low compared to BPEI, but LPEI has much better tolerance against oxidative
conditions [24]. Similar to BPEI, LPEI also has a better adsorption capacity under humid
conditions [25]. These properties make LPEI attractive for practical use. All the reports on
LPEI focused on adsorption capacity, and its desorption property has never been a main
target. In light of this, we focused on desorption properties of BPEI and LPEI in this study.

Among the three different amines of BPEI, primary amines are the most nucleophilic,
with the highest pKa value [28,29]. Therefore, LPEI with high content of secondary amines
would allow CO2 desorption at a lower temperature. We herein report a comparative study
of BPEI and LPEI, with a particular focus on CO2 desorption properties.

2. Materials and Methods
2.1. Materials

Branched polyethylenimine (BPEI, Sigma-Aldrich, St. Louis, MO, USA; average
Mw: ~25,000, average Mn: ~10,000), linear polyethlenimine (LPEI, Polysciences Inc.,
Warrington, PA, USA; average Mw: 250,000), silica (Sigma-Aldrich, St. Louis, MO, USA,
fumed powder, average particle size: 0.2–0.3 µm), and ethanol (Acros Organics, Pittsburgh,
PA, USA, 99.8%, anhydrous) were used as received without any purification. Helium
(PanGas, Winterthur, Switzerland, ≥99.9999%) and 5000 ppm CO2 in He balance (PanGas,
Winterthur, Switzerland, ≥99.995% CO2, ≥99.9999% He) were also utilized without any
further purification.

2.2. Synthesis

PEI/SiO2 adsorbents were prepared by a conventional wet-impregnation method as
previously reported [6]. BPEI or LPEI was dissolved in anhydrous ethanol and stirred
with a magnetic stirrer (IKA, Staufen, Germany, RCT standard) at room temperature for 30
min. The solution was then poured into a flask containing silica powders. The resulting
suspension was vigorously stirred at room temperature for 1 h. The suspension was then
transferred to a rotary evaporator (Büchi, Flawil, Switzerland, Rotavapor R-210) and slowly
evacuated at 80 mbar and 32 ◦C to remove the ethanol solvent for 1 h. To completely dry
the sample, it was kept under vacuum at 25–30 mbar at 50 ◦C for 20 min.

2.3. Adsorption and Desorption

The experimental set-up and procedure were exactly the same as in the previous
report [6]. Briefly, CO2 adsorption was performed in a fixed-bed plug-flow reactor. The
CO2 breakthrough was monitored by FT-IR spectrometer (Bruker, Billerica, MA, USA,
ALPHA) equipped with a transmission gas-analysis module and deuterated triglycine
sulfate (Bruker, Billerica, MA, USA, DTGS) detector. The adsorbent samples (300 mg) were
placed into the tubular reactor and pretreated with a pure helium flow (200 mL/min) at
100 ◦C for 10 min (ramping rate: 5 ◦C/min). After pretreatment, the reactor was cooled
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down to 25 ◦C, and the gas flow was switched to 5000 ppm CO2 in He balance. Temperature-
programmed desorption (TPD) was carried out by heating the reactor from 25 ◦C to 100 ◦C
in a He flow at a ramping rate of 5 ◦C/min. Experiments under a humid condition
were operated with a relative humidity (RH) of 73.9% (dew point: 20 ◦C). The details
of the modulation excitation spectroscopy (MES) and diffuse reflectance infrared Fourier
transform spectroscopy (ST Japan, Tokyo, Japan, DRIFTS) can be found in the previous
report [6].

3. Results and Discussion

Figure 1a displays the molecular structures of BPEI and LPEI. BPEI consists of primary
amines at branch ends, and secondary and tertiary amines in the backbone. In contrast,
LPEI only contains secondary amines in the repetitive moiety. Both structures have one
nitrogen atom in every three atoms in their backbone. Figure 1b shows a comparative study
of CO2 adsorption on 30 wt % BPEI/SiO2 and 30 wt % LPEI/SiO2 under dry and humid
conditions. As commonly known [17], in the humid condition, CO2 adsorption capacity in-
creased by a factor of ca. 1.8 for both BPEI and LPEI (see Table 1). The presence of moisture
accelerates the formation of bicarbonate species, and thus contributes to the increase in
the adsorption capacity [17,25,30–32]. An important characteristic in the adsorption profile
is that BPEI slowly adsorbed more CO2 after reaching the CO2 breakthrough point, most
likely due to gas diffusion barriers in the highly viscous liquid BPEI layers on SiO2 support
(Figure 1b, red lines). On the other hand, LPEI is a solid polymer, and the gas diffusion
in the solid phase is faster compared to a liquid layer. After saturating the materials with
CO2, temperature-programmed desorption (TPD) was carried out as shown in Figure 1c.
As expected, the TPD peak top for LPEI (50.8 ◦C) dropped by ca. 30 ◦C, compared to BPEI
(78.0 ◦C). As rationalized earlier by the nucleophilicity and pKa values [28,29], LPEI with a
high concentration of secondary amine tremendously lowered the regeneration tempera-
ture. Both BPEI and LPEI adsorbed more CO2 at 45 ◦C, as reported by the literature [26].
Previously, we reported lowering the regeneration temperature of BPEI by ionic liquid (IL)
down to 50 ◦C [6]. However, BPEI-IL composite, in return, deteriorates the CO2 adsorption
property. LPEI can overcome this disadvantage by capturing relatively high amounts of
CO2 (Table 1). For example, LPEI showed high capturing performance (76.8 mg/g) at 45 ◦C.
TPD could not be measured at 45 ◦C for LPEI, since all the CO2 was released by switching
to He. LPEI also desorbed CO2 from the surface very slowly at 25 ◦C, which can be seen in
Figure 1c. Hence, the interaction of CO2 and secondary amines of LPEI was considered
to be fairly weak. The N atom efficiency in Table 1 was estimated based on how many N
atoms were actually used to capture CO2. The maximum efficiency (41.5%) was achieved
with 30 wt % BPEI/SiO2 at 45 ◦C under a humid condition. At 25 ◦C, the N atom efficiency
was nearly the same for both BPEI and LPEI under dry and humid conditions.

To evaluate the gas diffusion property, samples bearing 60 wt % PEI were also tested.
As in Figure 2a and Table 1, 60 wt % BPEI adsorbed only 90.6 mg/g of CO2, while 60 wt %
LPEI captured 142.1 mg/g of CO2. The increase in the loading amount had almost no
positive effect for BPEI. As shown in Table 1, the N atom efficiency even dropped from
25.3% to 14.8% at 25 ◦C. This data implied that 30 wt % BPEI covered the entire surface
of SiO2, and further addition formed liquid overlayers, as schematically illustrated in
Figure 2c. The high viscosity of liquid BPEI might make CO2 diffusion inside the liquid
layer difficult. Most likely, only the surface layer was accessible for CO2 capture. This
accounted for the reason for the low N atom efficiency for 60 wt % BPEI. However, LPEI
with a melting point of 73–75 ◦C still seemed to have a permeable solid layer on SiO2,
and therefore, all the secondary amines were accessible for CO2 adsorption. The N atom
efficiency for LPEI was not influenced by the loading amount, as seen in Table 1. As shown
in Figure 2b, TPD peak tops for both BPEI and LPEI shifted toward higher temperatures
due to the diffusive barriers by loading 60 wt %.

187



Energies 2022, 15, 1075

Figure 1. (a) BPEI and LPEI molecular structures; (b) CO2 capture (5000 ppm CO2 in He balance
with/without H2O vapor, 200 mL/min) at 25 ◦C; (c) TPD profile (5 ◦C/min, 200 mL/min of pure He).

Table 1. Adsorption and desorption performance of BPEI and LPEI supported on SiO2 under
different conditions. Note: 5000 ppm of CO2 in He balance for adsorption and pure He for desorption.
RH = 73.9% (dew point: 20 ◦C).

Adsorbent Condition Adsorption
Capacity (mg/g) #1

N Atom
Efficiency (%) #4

Desorption
Temperature (◦C) #2

30 wt % BPEI/SiO2 25 ◦C, dry 41.2 13.5 78.0

30 wt % BPEI/SiO2 25 ◦C, humid 77.5 25.3 78.6

30 wt % BPEI/SiO2 45 ◦C, humid 127.0 41.5 67.1

60 wt % BPEI/SiO2 25 ◦C, humid 90.6 14.8 96.7

30 wt % LPEI/SiO2 25 ◦C, dry 37.6 12.3 50.8

30 wt % LPEI/SiO2 25 ◦C, humid 68.6 22.4 54.4

30 wt % LPEI/SiO2 45 ◦C, humid 76.8 25.1 – #3

60 wt % LPEI/SiO2 25 ◦C, humid 142.1 23.2 73.0
#1 Amount of CO2 captured (mg) per adsorbent used (g); #2 peak centers of TPD profiles; #3 all the CO2 molecules
were desorbed at 45 ◦C; #4 the N atom efficiency was estimated based on the total number of N atoms in the
samples. The maximum adsorption capacities were 306.3 mg/g for 30 wt % BPEI and LPEI and 612.7 mg/g for
60 wt % BPEI and LPEI.

To understand adsorption–desorption mechanisms at the molecular level, we applied
in situ diffuse reflectance Fourier transform infrared spectroscopy (DRIFTS) combined
with modulation excitation spectroscopy (MES) [33–35]. In situ MES-DRIFTS enhances the
signal-to-noise (S/N) ratio, and thus allows in situ monitoring of a trace amount of active
species involved in chemical reactions [33]. Figure 3a,b display time-domain IR spectra
of BPEI and LPEI during repeated adsorption-desorption cycles at 50 ◦C. The spectral
characteristics between BPEI and LPEI differed considerably; the absorbance for LPEI
was higher by a factor of 10. This enhanced adsorption–desorption during modulation
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experiment accounted for the lowered desorption temperature, releasing all the CO2 at
50 ◦C within 200 s in the He flow. The IR bands observed for BPEI were well comparable
to the ones previously reported [6]: ν(N-H) of carbamate and ammonium ion centered
at around 3400 cm−1, ν(C = O) of carbamic acid at 1680 cm−1, ν(COO−) of carbamate at
1558 cm−1, δ(NH3

+) of ammonium ion at 1530 cm−1, and overlapped δ(N-H) and ν(C-N)
of carbamate at 1502 cm−1. As shown in Figure 3b, LPEI showed a completely different
spectral feature. There were no IR bands assignable to carbamate or carbamic acid detected.
Interestingly, ν(N-H) at around 3400 cm−1 completely disappeared. The band at 1405 cm−1

can also be assigned to ν(C-N). CO2 adsorption with primary and secondary amines is
considered to occur as follows [5]:

(Primary amines)

CO2 + R-NH2 → R-NHCOOH and/or R-NH2
+COO– (1)

CO2 + 2 R-NH2 → R-NH3
+ + R-NHCOO– (2)

(Secondary amines)

CO2 + 2R1(R2)-NH→ R1(R2)-NCOO– + R1(R2)-NH2
+ (3)

Reaction (1) forms carbamic acid or carbamate ion involving one amine group. Reac-
tions (2) and (3) involve two amine groups. The spectral analysis based on Figure 3 led us
to come to an assumption with the following reaction path:

CO2 + R1(R2)-NH→ R1(R2)-NCOOH (4)

Figure 2. Effect of loading amount of PEI on (a) CO2 capture and (b) desorption (conditions are
identical to the experiments in Figure 1 with H2O). (c) Schematic illustration of CO2 diffusion.

This model would fit to our spectral observation. This assumption was further sup-
ported by the detection of the broad band of ν(O-H) at 3000–3200 cm−1. To the best of our
knowledge, there has been no previous report proposing such an adsorption configuration
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together with spectroscopic evidence. This configuration provides a rational basis for future
molecular design of CO2 adsorbents for low-temperature regeneration.

Figure 3. Time-domain IR contour plots of (a) 30 wt % BPEI/SiO2 and (b) 30 wt % LPEI/SiO2

during CO2 adsorption–desorption at 50 ◦C (5000 ppm CO2 in He balance: 200 mL/min, pure He:
200 mL/min). The unit of the color bar is absorbance.

Finally, we tested 30 wt % LPEI/SiO2 for recyclability. The adsorption–desorption
cycles at 45 ◦C under humid conditions were repeated; 5000 ppm CO2 in He balance with
H2O vapor at 200 mL/min was fed into the reactor and then switched to pure He for
desorption cycles (Supplementary Materials). As seen in Figure 4, within 100 cycles there
was no performance deterioration observed. LPEI could release all the CO2 molecules at
45 ◦C, and therefore has a high potential for industrial applications.

Figure 4. The recyclability test for adsorption and desorption of CO2 at 45 ◦C (50 mg, 5000 ppm CO2

in He balance: 200 mL/min, pure He: 200 mL/min).

4. Conclusions

We compared BPEI and LPEI supported on SiO2, aiming at low-temperature regener-
ation. We found that 30 wt % LPEI/SiO2 could be regenerated below 50

◦
C. This unique

property originated from different adsorption configurations of CO2 between BPEI and
LPEI. MES-DRIFTS analysis proved that CO2 adsorption on BPEI fell into the classical
adsorption model involving carbamic acid, carbamate, and ammonium ions. On the other
hand, such a model could not be applied for interpreting the CO2 adsorption on LPEI.
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Based on the in situ IR spectral analysis, we propose the intermediate species to be R1(R2)-
NCOOH, which can be decomposed at 25–50

◦
C to release CO2. The newly proposed

model will pave the way for rational molecular design of amine-based polymers targeting
low-temperature regeneration in CO2 capture.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/en15031075/s1, Figure S1. The desorption of CO2 for 30 wt % LPEI/SiO2 (300 mg) at 45 ◦C.
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