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Grzegorz Chomka, Jarosław Chodór, Leon Kukiełka and Maciej Kasperowicz
The Use of a High-Pressure Water-Ice Jet for Removing Worn Paint Coating in Renovation
Process
Reprinted from: Materials 2022, 15, 1168, doi:10.3390/ma15031168 . . . . . . . . . . . . . . . . . . 113

Ronak Vahed, Hamid R. Zareie Rajani and Abbas S. Milani
Can a Black-Box AI Replace Costly DMA Testing?—A Case Study on Prediction and
Optimization of Dynamic Mechanical Properties of 3D Printed Acrylonitrile Butadiene Styrene
Reprinted from: Materials 2022, 15, 2855, doi:10.3390/ma15082855 . . . . . . . . . . . . . . . . . . 143

v
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Preface to ”Feature Papers in Materials Simulation
and Design”

The title of the current Special Issue, “Feature Papers in Materials Simulation and Design”,

has identified the aims of this collection since its opening: the gathering of research works and

comprehensive review papers that advance the understanding and prediction of material behavior

at different scales, from atomistic to macroscopic, through innovative modeling and simulation.

In this context, interdisciplinary researches that tackled challenging and complex material

problems where the governing phenomena might span different scales of material behavior, with

an emphasis on the development of quantitative approaches to explain and predict experimental

observations, have been collected. Similarly, particular attention has been given to homogenization

techniques for the evaluation of the mechanical properties of new materials and multi-phase

composites. Innovative numerical approaches for the mechanical analysis, highlighting their

accuracy, reliability, and stability features, have been also welcomed. Significant space has been also

given to advanced and sustainable technologies. From the aforementioned topics, it is evident that

this Special Issue represents the ideal forum for disseminating excellent research findings, as well as

sharing innovative ideas in this significant field.

Throughout the several months of activity, this Special Issue has been able to attract much

interesting research. Its success is proven by the sixteen papers collected and published, which

have passed through the rigorous review process carried out by experts in the field, who should be

gratefully acknowledged for their efforts. A heartfelt thanks should be also given to all the authors,

coming from many different countries of the world, who contributed to the success of the collection.

This important achievement could not be reached without the constant and kind support given by

the Section Managing Editor, Ms. Fay Liu, who should be gratefully thanked for her dedication and

commitment. Finally, the Editors-in-Chief of Materials should be also mentioned for the fantastic

opportunity of managing this successful Special Issue.

Michele Bacciocchi and Abbas S. Milani

Editors
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Special Issue: “Feature Papers in Materials Simulation
and Design”
Michele Bacciocchi 1,* and Abbas S. Milani 2,*
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47891 Dogana, San Marino

2 School of Engineering, The University of British Columbia, Kelowna, BC V1V 1V7, Canada
* Correspondence: michele.bacciocchi@unirsm.sm (M.B.); abbas.milani@ubc.ca (A.S.M.)

The title of the current Special Issue, “Feature Papers in Materials Simulation and
Design”, has identified the aims of this collection since its opening: the gathering of research
works and comprehensive review papers that advance the understanding and prediction
of material behavior at different scales, from atomistic to macroscopic, through innovative
modeling and simulation.

In this context, interdisciplinary researches that tackled challenging and complex
material problems where the governing phenomena might span different scales of material
behavior, with an emphasis on the development of quantitative approaches to explain and
predict experimental observations, have been collected. Likewise, peculiar attention has
been given to homogenization techniques for the evaluation of the mechanical properties
of new materials and multi-phase composites. Innovative numerical approaches for the
mechanical analysis, highlighting their accuracy, reliability, and stability features, have
been also welcomed. Significant space has been also given to advanced and sustainable
technologies. From the aforementioned topics, it is evident that this Special Issue has
represented the ideal forum for disseminating excellent research findings, as well as sharing
innovative ideas in this significant field.

Throughout the several months of activity, this Special Issues has been able to attract
many interesting researches. Its success is proven by the sixteen papers collected and
published, which have passed through the rigorous review process carried out by experts
in the field, who should be gratefully acknowledged for their efforts. An heartfelt thanks
should be also given to all the authors, coming from many different countries of the world,
who contributed to the success of the collection. This important achievement could be
barely reached without the constant and kind support given by the Section Managing Editor,
Ms. Fay Liu, who should be gratefully thanked for her dedication and commitment. Finally,
the Editors-in-Chief of Materials should be also mentioned for the fantastic opportunity of
managing this successful Special Issue.

A brief review of the papers published in the collection is now presented as a proof of
the advancements and innovations achieved in the field of materials simulation and design.
Nurek et al. [1] investigated the possibility of using forest logging residues as an alternative
to plant biomass of various origins. In particular, they concluded that shredded logging
residues can be used to produce briquettes. A series of test has been presented to discuss
the density and compaction of the briquette, providing useful results for manufacturers.

The paper by Tulska et al. [2] has been focused on the kinematics of cone opening in
the European larch (Larix decidua Mill.) during a four-step seed extraction process and to
determine optimum process time on that basis, describing also the microscopic cellular
structure of scales in cones for different values of moisture content. Their results have
highlighted the conditions for the automation of this process.

De Schryver et al. [3] proved that numerical finite volume simulations are a powerful
means in the context of the rheological assessment of concrete. Their results should be used
by engineers to build confidence on the reliability of numerical simulations. In addition,
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they stated that to improve bias due to uncertain rheology, a rheological configuration
close to the engineer’s aimed application should be taken into account without overlooking
important phenomena.

The paper by Chen et al. [4] aimed at studying the thermal properties and thermoelec-
tric performance of imidazole-graphyne (ID-GY) by combining first principle calculations
with the Boltzmann transport theory. A detailed analysis of the harmonic and anharmonic
properties has been presented to prove that the low lattice thermal conductivity can be
attributed to the low Young’s modulus, low Debye temperature, and high Grüneisen pa-
rameter. Finally, the authors demonstrated that it is possible to reduce the lattice thermal
conductivity and enhance the thermoelectric performance of carbon-based materials by
changing structural units from hexagonal to pentagonal

On the other hand, the paper by Ursini and Collini [5] has been focused on the
Fused Deposition Modeling (FDM) additive technology, emphasizing that the analysis of
the functional behavior of FDM parts is still a topic of great interest. They investigated
experimentally and numerically the effects of different phenomena that could affect the
mechanical features of 3D printed lattice structures.

Bragov et al. [6] have discussed the influence of specimen geometry and loading
conditions on the mechanical properties of porous brittle media. Their results proved that
the structure of the material should be taken into account so that the size of the specimen (in
terms of both length and diameter) exceeds the size of the internal fractions of the material
by at least five times, when the geometry of specimens of brittle porous media is defined.

A fully autonomous computational workflow to identify light-harvesting materials for
water splitting devices based on properties has been presented by Ludvigsen et al. [7]. In
particular, they discussed relevant features such as stability, size of the band gap, position
of the band edges, and ferroelectricity, proving that ferroelectric materials represents a
possible solution to enhance the efficiency of solar cells and photoelectrocatalytic devices
in light-harvesting applications.

Chomka et al. [8] investigated, instead, the possibility of using a high-pressure water-
ice jet as a new method to remove a worn-out paint coating from the surface of metal
parts (including those found in means of transportation) and to prepare the base surface
for the application of renovation paint coating. The results have been supported by an
experimental campaing.

Vahed et al. [9] highlighted the need of mathematical predictive models to overcome
the complex and non-linear nature of material properties evolution during 3D printing,
especially when Fused Deposition Modeling (FDM) is considered. Once the process
parameters have been discussed, artificial neural networks have been trained to predict
both the storage and loss moduli of the samples. An optimization of the process parameters
through the Particle Swarm Optimization (PSO) has been also performed.

The topic of green composites has been discussed in the paper by Jiao-Wang et al. [10],
developing fully biodegradable composites made of microbially degradable polymers
reinforced with natural fibers. In particular, they enhanced numerical models to predict
the damage of these structures with the aim to extend their employment in industrial
applications of structural responsibility.

Civalek et al. [11] developed an efficient eigenvalue algorithm for the axial vibration
analysis of embedded short-fiber-reinforced micro-/nano-composite rods subjected to
arbitrary boundary conditions. Their investigations have been carried out within the
framework provided by the nonlocal elasticity theory needed to capture the size effect.
The influence of elastic spring boundary conditions on the axial vibration frequencies and
mode shapes has been also discussed.

A beam model for thermal buckling analysis of a bimetallic box beam has been
developed by Simonetti et al. [12], considering Euler–Bernoulli–Vlasov beam theory and
including large rotations but small strains. An updated Lagrangian formulation is used to
discuss the nonlinear stability analysis. The effects of different boundary conditions, beam
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lengths and material thickness ratios on the critical buckling temperature and post-buckling
responses have been discussed through several numerical tests.

The results presented in the paper by Esencan Türkaslan et al. [13] proved that the
efficiency of the photocatalytic activity of the nanocomposite depends on different synthesis
methods and the morphology resulting from the changed method. To this aim, tungsten
trioxide/graphene oxide nanocomposites have been successfully synthesized using in situ
and ex situ chemical approaches.

A series of experimental and numerical studies concerning the influence of temper-
ature on mode II fracture of a T800/epoxy unidirectional laminates has been presented
by Gong et al. [14]. The failure mechanism has been also determined by using a scanning
electron microscope. The validity of the numerical model has been confirmed by the ex-
perimental tests. Therefore, the results represent an helpful guidance for the design of
composite laminates.

Dastjerdi et al. [15] developed a novel nonlinear elasticity theory for annular and
circular plates made of hyperelastic materials. The effect of viscosity has been taken into
account to obtain the long-term structural response. The partial differential equations have
been solved through a semi-analytical method, and have been confirmed by the successful
comparison with the results found in other sources.

The last paper by Cheng and Vescovini [16] presented instead an accurate and efficient
numerical method for the analysis and design of Variable Stiffness (VS) laminates. In
particular, a ps-version of the Finite Elements Method (ps-FEM) has been developed for the
global/local analysis through different refinement approaches. Peculiar attention has been
given to the implementation aspects to illustrate the potential of the methodology.

The Guest Editors would like to congratulate all the authors for the remarkable results
presented in these papers.

Author Contributions: Conceptualization, M.B. and A.S.M.; writing—original draft preparation, M.B.
and A.S.M.; writing—review and editing, M.B. and A.S.M.; visualization, M.B. and A.S.M.; supervi-
sion, M.B. and A.S.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: An alternative to plant biomass of various origins are forest logging residues. They differ
significantly from other, previously used plant materials. This difference is due to the heterogeneous
composition and relatively large size of individual particles. This research on the compaction of this
type of shredded material was aimed at determining the influence of the die height on the density
and relaxation of briquettes. This parameter is crucial for the proper construction of compaction
devices. The measurements were carried out for the same fractional composition of the shredded
logging residues, with variable input parameters of the material and process. It was found that the
briquette density and relaxation are influenced by the die height, as well as the material moisture
content and process temperature. The highest density at maximum compaction pressure (1.40 g·cm–3)
was obtained at a moisture content of 16%, temperature of 80 ◦C, and the lowest die height (195 mm).
In the case of the briquette density after ejection from the die, the best results were obtained at the
same temperature and die height but at a moisture content of 9%. The tests confirmed that, regardless
of the process temperature and material moisture, the briquette density increases as the die height
is reduced. The relaxation coefficient of compacted logging residues ranges from 21.7% to 50.1%
and depends mainly on the material moisture content and the temperature of the process. The
lowest value of the relaxation coefficient (21.7 ± 1.61) was obtained at 9% moisture content, 60 ◦C
temperature, and 220 mm die height.

Keywords: die height; biomass compaction; relaxation coefficient; briquette density; logging residues;
mechanical engineering

1. Introduction

Logging residues are characterized by a heterogeneous composition. The content
of wood, bark, and pine needles makes their chemical composition different from other
traditional raw materials. Therefore, it becomes necessary to investigate and, consequently,
develop new parameters for the compaction process of this type of biomass, as well as to
develop design guidelines for compaction devices. Particular attention must be paid to the
height of the compacting die, which affects the height of the biomass compacted using a
piston in a closed die, or in the case of briquetting machines, in an open die.

For several years, energy policies pursued in the world have resulted in an increasing
demand for plant biomass, which is intended for direct combustion or for processing
into another type of fuel, including refined fuels. There are numerous scientific studies
related to this topic that seek optimal process and material parameters, e.g., a reduction
of processing costs, an increase in durability, and the energy obtained per unit volume of
solid fuels in the form of briquettes or pellets.

Based on scientific reports, it can be concluded that tests of physical properties [1–6]
(bulk density, moisture content, particle size), chemical properties [7–18] (carbon, hydrogen,
nitrogen, ulphur oxygen and ash contents), and energy properties (gross and net calorific
values) of plant biomass and other materials have been studied by multiple scientists.

5
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The increasing demand for solid fuels in the form of briquettes and pellets is conducive
to market development. In the case of the Polish market, there is a relatively large number
of enterprises with a production of 1–5 thousand tons of briquettes or pellets per year,
intended mainly for private use or for individual users on the local market [4]. Such
enterprises have a low chance of purchasing sawdust for briquette production due to
competition from large factories. Therefore, an opportunity for them to use other sources
of raw material supply exists in shredded logging residues.

The by-products of the logging process are residues in the form of branches, treetops,
and small trees and shrubs after the removal of undergrowth and saplings. This material,
in its primary form or after shredding, can be used as a renewable energy source for direct
combustion, or after processing, it can be used for the production of refined fuels in the
form of briquettes [19]. Conversely, in the literature, there are multiple descriptions of
research on the production of briquettes from plant materials of uniform composition
and particle size [15,20,21]. The authors of the literature considered the parameters of the
material and the process influencing the quality of the final product, such as moisture,
particle size, temperature, pressure, and others.

Taulbee [20] indicates that the increase in process temperature causes an increase
in the mechanical strength of briquettes. Higher temperatures cause plasticization of
particles and activation of natural binders in the plant material [22]. Increased temperature
during agglomeration is a desirable phenomenon. This causes hardening of the briquette,
increasing its density, which is also confirmed by Kaliyan and Morey [23,24]. These
researchers produced durable and dense briquettes from plant materials at a temperature of
65–100 ◦C. Similar conclusions were obtained by Wang et al. [25]; however, they conducted
agglomeration at a temperature of 120 ◦C, while obtaining shorter compaction time.

An important factor that determines the mechanical properties of the briquette and
its quality is particle size. Considering the use of shredded logging residues to briquette
production, particle size depends on the type and construction of the shredder, the type of
wood, the part of the tree that will be shredded, and the angle of setting and sharpening
of the knife [7,26,27]. Barontini et al. [28] found that by shredding the wood with a blunt
knife, smaller particles are obtained and the proportion of finer particles is increased. The
fine particles during briquette production cause the briquettes to obtain higher density and
durability [29,30].

During the agglomeration of plant materials, an important factor influencing the qual-
ity of the obtained briquette is moisture content. According to the conclusions presented by
Kaliyan et al. [23,31], Wang et al. [25], and Gurdil and Melki [32], material moisture content
should be within a range of 15–20%. An increase in moisture causes deterioration of the
briquette quality [33,34] and adversely affects the compaction process [35]. Conversely,
and based on their obtained results, Mani et al. [36] and Shaw et al. [37] stated that in order
to obtain greater durability and density, agglomeration should be carried out at 5–10%
moisture. However, Gendek et al. [38] produced briquettes from shredded cones with a
moisture content of approx. 8%, achieving mechanical durability of briquettes at a level
of 0–27%, and by increasing the moisture to approx. 15–20%, the briquette durability was
above 87%.

The density of the final product depends on its relaxation. Wongsiriamuay and
Tippayawong [39] found that a decrease in temperature causes an increase in relaxation
of the pellets. For a temperature of 30 ◦C, relaxation was 16–30%, while at a temperature
of 60–80 ◦C, relaxation did not exceed 5%. The influence of temperature on the size of
briquette relaxation was also confirmed by Shaw and Tabil [37]. Kaliyan and Morey [29]
obtained an average relaxation of briquettes composed of switchgrass within a range of
15–32%, which depended on particle size and material moisture. High moisture, large
particles, and low agglomeration temperature results in a greater relaxation of the briquette.

The studies mentioned above were carried out mainly for the compaction of mate-
rials with a homogeneous composition, e.g., sawdust, crushed various parts of maize or
energy crops, etc. Nevertheless, there is not enough research describing the possibilities of
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producing a briquette from shredded logging residues and the properties of the obtained
briquette [19,40,41]. Authors indicated the optimal fractional composition of shredded
logging residues, material moisture, and process temperature to obtain a briquette of
appropriate density and durability. Depending on the assumed process parameters, they
achieved a density ranging from approx. 800 kg·m–3 to approx. 1200 kg·m–3 and a durabil-
ity coefficient of up to approx. 50–72%.

Taking into consideration the above information, the next stage of the authors’ research
is to consider the changes in the height of the biomass bed by changing the die height
to indicate how this height affects briquetting. Therefore, the aim of the research is to
determine the effect of die height (biomass bed height) on the density of the produced
briquette and its relaxation at a constant fractional composition, while considering the
variable input parameters of the material and the briquetting process.

2. Materials and Methods
2.1. Research Stand

Biomass compaction was carried out in a closed die (Figure 1). A Veb Thüringer
Industriewerk Rauenstein (TIRA GmbH, Schalkau, Germany) testing machine with a
maximum pressure force of 100 kN was used for the tests. The stand was equipped
with a measuring system, enabling the recording of results (HBM Catman v.2.1 program—
Hottinger Baldwin Messtechnik GmbH, Darmstad, Germany). The temporary compaction
force was recorded with a strain gauge placed on the piston with an accuracy of ±1 N, and
the displacement of the piston was recorded using a displacement sensor with an accuracy
of ±0.01 mm.
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Figure 1. Construction and cross-section of the stand for biomass compaction. 1: piston; 2: bushing of
compaction die; 3: compacted biomass; 4: replaceable spacer for adjustment of die height; 5: mounting
for die; 6: die cover.

The parameters of the die enabled a maximum compaction pressure equal to p = 65 MPa.
The total volume of the die was Vk = 448.3 cm3. Its diameter was d = 45 mm and the
maximum die height was h = 295 mm. The following values of the die height, identical to
the bed height of the compacted biomass, were assumed: hz = 295, 270, 245, 220 and 195 mm.
The effect of changing the bed height was achieved by filling the die with cylindrical spacers
with heights of 25, 50, 75 and 100 mm composed of S235 steel. The speed of compaction
was constant at 3.2 mm·s−1, and the compaction time, depending on the bed height, was
within the range of 50–80 sec, while the total time of biomass remaining in the die was
3–4 min.
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Two micanite band heaters with a total power of 600 W (φ60x25/230V300W, Selfa GE
S.A., Bydgoszcz, Poland) were mounted on the outer surface of the die. The temperatures
of heating the die set at T = 60, 80, 100, 120 ◦C were maintained with a range of ±1 ◦C by
the EMKO ESM-3710 controller (EMKO Elektronik A.S., Bursa, Turkey).

2.2. Material

The investigated material was shredded logging residues. This biomass was collected
directly from the forest area located in the Rajgród Forest District, Poland (GPS: N 53.4909,
E 22.5825) in the form of branches left after harvesting the wood of Pinus sylvestris at the
age of 86 years. It contained white wood, a considerable amount of pine needles, and small
non-woody shoots. The collected branches and needles were shredded in a BT13HP-90
mm hammer shredder (Grupa REDMET sp.j., Dębica, Poland).

The particle size distribution of the shredded biomass was tested using the sieving
method. The chips were divided into fractions using a sieve separator in accordance with
ISO 17827-1: 2016 standard [42]. Screens produced in accordance with ISO 3310-2: 2013 [43]
and ISO 565: 2000 standards [44] were used for separation. Detailed research methodology
and construction of the stand were described by Lisowski et al. [45,46]. Based on the cited
ISO 17827 standard, the value d50 = 5.86 mm was determined, i.e., the average size of the
sieve through which 50% of the particles were passed.

2.3. Compaction Process

Compaction was carried out for two biomass moisture contents MC = 9% and 16%.
Moisture content was controlled by the drying-weighing method according to the EN13183-
1:2004 standard. Samples of 100 ± 0.5 g were placed in the laboratory drier UF55 plus
(Memmert, Schwabach, Germany). The drying process at a temperature of 105 ◦C was
carried out until the dry substance was obtained. The mass of samples and loss in moisture
content was controlled with an accuracy of ±0.01 g using laboratory scales RADWAG WTC
600 (Radwag, Radom, Poland).

Moisture (MC, %) for shredded logging residues was determined using the formula:

MC =
mbw − mbs

mbw
·100, (1)

where: mbw is a mass of wet sample (g), mbs is a mass of dry sample (g).
For two moistures, the bulk densities of tested chips were ρ9 = 0.22 g·cm–3 and

ρ16 = 0.24 g·cm–3.
For individual measurement series (different die heights), to maintain the same initial

conditions of compaction, i.e., the same density for different volumes, samples were
prepared with the masses calculated from the following formula:

mb = ρw·Vk, (2)

where: mb is a mass of tested sample (g), ρw is a bulk density of wood chips for a specific
moisture (g·cm–3), and Vk is the total volume of compacting die (cm3).

After filling the compacting die at a predetermined temperature with a suitable mass
of chips, the testing machine was started. The temporary value of the compaction force
and the piston displacement were recorded automatically every 0.1 s until the maximum
pressure P = 65 MPa was obtained. After stopping, the piston was retracted from the
compacting die, and after opening the die, the briquette was pushed out of the bushing.

2.4. Determination of the Volume and Density of the Briquette

During the measurements, the briquette height was measured twice. The height at
maximum compaction pressure (P = 65 MPa) h0 was measured when the briquette was
inside the compaction die. This height was determined with an accuracy of 0.1 mm based
on the reading from the apparatus used to measure piston displacement. The second

8
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measurement of the briquette height h1 was rendered using an electronic caliper with an
accuracy of 0.5 mm immediately after the briquette was ejected from the die. Measurements
were constructed in two perpendicular planes and the result was averaged.

Briquette volume (Vi) and density (ρi) were determined based on the measurement
of briquette height in the die (h0) and its height after rejection from the die (h1), and the
mass of a single briquette (ma) was determined every time by weighing the briquette using
the formulas:

Vi =
πd2hi

4
, (3)

ρi =
ma

Vi
, (4)

where: ‘i’ is the index (0 for briquette in the die, 1 for briquette ejected from the die), Vi is
the briquette volume (cm3), d is the die diameter (cm), and hi is the briquette height (cm).

Considering briquette density in the die (ρ0) and after ejection from the die (ρ1) the
relaxation coefficient was determined, λ:

λ =
ρ1 − ρ0

ρ1
·100 , (5)

For each of the combinations of input parameter values, a minimum of 10 repetitions
was performed.

2.5. Statistical Analysis

The parameters were analyzed using the Statistica v.13 program (TIBCO Software Inc.,
Palo Alto, Santa Clara, CA, USA). Analyses of variances (ANOVA) were performed at a
significance level of p = 0.05.

3. Results and Discussion
3.1. Briquette Density in the Die ρ0

Briquettes obtained from a biomass with a higher moisture content (MC = 16%) were
characterized by a slightly higher density than those obtained at a lower moisture content
(Table 1). For the temperature T = 80 ◦C and the die height hz = 195 mm, density was
ρ0 = 1.40 g·cm–3, while for the biomass with lower moisture MC = 9% it was on average
ρ0 = 1.22 g·cm–3. The graph for the moisture content of MC = 16% (Figure 2a) is irregular,
although it shares similarity with the graph for the moisture content MC = 9% (Figure 2b).
In both cases, the density increased with increasing temperature, although for MC = 9%,
it is more visible and consistent with previous studies by other authors [23–25,47]. For
moisture MC = 16%, changes in the density values were not high. The maximum density
of 1.40 g·cm–3 was obtained for the temperature T = 80 ◦C and the die height hz = 195 mm,
and the lowest density ρ0 = 1.31 g·cm–3 was obtained for the temperature T = 60 ◦C
and die height hz = 220 mm. The inclination of the graph plane showed a tendency of
increasing briquette density composed of biomass with a moisture content MC = 16% with
an increasing temperature. The effect of changes in the die height on the density was less
visible than the effect of temperature.
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Figure 2. Briquette density inside the die at maximum pressure ρ0 for moisture content 16% (a) and moisture content 9% (b).

Compacting the chips with a moisture content of 9% resulted in more regular changes in
the briquette density (Figure 2b, Table 1). The maximum value of density ρ0 = 1.31 g·cm–3

was obtained for temperature T = 120 ◦C and die height hz = 195 mm. The density decreased
with reduction in the temperature of the compaction process to T = 80 ◦C and an increase
to the die height. The compaction of biomass at the lowest of the assumed temperatures
(T = 60 ◦C) resulted in a significant reduction in density by about 15%, but negligible for a
maximum die height hz = 295 mm of about 5%. This was related to the effect of “amortization”
pressure in the upper layer of the biomass. The temperature T = 60 ◦C did not lead to full
plasticization of resins and other substances contained in the biomass. The matter retained
elastic properties, which resulted in the aforementioned effect of amortization and reduction
of the degree of compaction.

The discussed briquette densities (1.2–1.4 g·cm–3) inside the die at a maximum pres-
sure of approx. 63 MPa were similar to the values obtained by Gendek et al. [38] for
briquettes from shredded spruce cones (1.1 g·cm–3). Similar densities (>1.0 g·cm–3) were
obtained, among others, by Borowski [48] for briquettes composed from a mixture of coal
with biomass, and Gürdil and Demirel [21] for briquettes composed from walnut shells.
Such densities are characteristic for pellets composed from various plant materials [49–51],
but in all cases the agglomerated particles were approx. 1 mm in size, and measurements
were composed for briquettes and pellets outside the die.

Statistical analysis (ANOVA) showed the presence of the influence of all input param-
eters on the briquette density inside the die for the moisture content MC = 9%. In the case
of moisture content MC = 16%, only for the combination of input parameters (bed height
and temperature), was it indicated that they did not affect the tested parameter (p > 0.05),
Table 2.

3.2. Briquette Density after Ejection from the Die ρ1

The briquette density after ejection from the die changed to a small extent. In the case
of biomass moisture content MC = 16%, the lowest density ρ1 = 0.69 g·cm–3 was obtained
for the temperature T = 120 ◦C in four out of five die heights. Only for the lowest die height
hz = 195 mm was the density higher, only by 3%. The highest density ρ1 = 0.77 g·cm–3

was obtained for the temperature T = 60 ◦C and the small die height hz = 195 mm. Even
less significant changes were observed for compaction of biomass with a moisture content
MC = 9% (Figure 3, Table 1). On average, it was about 12% higher than the density for
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biomass with moisture MC = 16% and ranged from ρ1 = 0.83 to ρ1 = 0.87 g·cm–3. As shown
in the graph for briquette density from biomass of moisture content MC = 9% (Figure 3b),
there is no clear, unequivocal trend of changes. There is a weak tendency to decrease the
density for the maximum die height. This confirms the results obtained in the study of the
height of compacted biomass. The graph for the moisture content MC = 16% (Figure 3a)
shows a lower briquette density obtained for higher temperatures. This is also confirmed
by the results of the research on the die height (compacted biomass). Statistical analysis for
both values of moisture (Table 3) showed the existence of the influence of temperature and
die height on the briquette density (p < 0.05). An Analysis of the simultaneous influence of
these parameters on the briquette density showed no such influence (p > 0.05).

Table 2. Results of ANOVA analysis for density of briquettes in the die ρ0 at two moisture contents.

df SS MS F p-Value

MC = 16%
Die height (A) 4 0.0457 0.0114 7.9 0.000

Temperature (B) 3 0.0215 0.0072 5.0 0.003
Interaction (A × B) 12 0.0085 0.0007 0.5 0.915

MC = 9%
Die height (A) 4 0.3069 0.0767 150.9 0.000

Temperature (B) 3 0.5617 0.1872 368.2 0.000
Interaction (A × B) 12 0.1276 0.0106 20.9 0.000

Note: df: degrees of freedom; SS: sum of squares, MS: mean square, F: F test value; p-value: significance level.
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Table 3. Results of ANOVA analysis for density of briquette after ejection from the die ρ1 at two
moisture contents.

df SS MS F p-Value

MC = 16%
Die height (A) 4 0.0145 0.0036 8.0 0.000

Temperature (B) 3 0.0567 0.0189 41.6 0.000
Interaction (A × B) 12 0.0016 0.0001 0.3 0.991

MC = 9%
Die height (A) 4 0.0142 0.0036 17.4 0.000

Temperature (B) 3 0.0032 0.0011 5.2 0.002
Interaction (A × B) 12 0.0043 0.004 1.7 0.061
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The obtained density (0.7–0.87 g·cm–3) of the briquette immediately removed from
the die was lower than the density of the briquette composed of shredded forest cones
(0.94–1.1 g·cm–3) [38], and partially within the range or slightly below the density
(0.8–1.0 g·cm–3) for briquettes composed of rice straw [25] and wood sawdust [32]. It
is satisfactory that this density was higher than that of a briquette composed of tropical
wood sawdust (0.62–0.72 g·cm–3) obtained by Mitchual et al. [52]. In every case, the authors
compacted the shredded plant materials to particles of approx. 1 mm in size. However,
referring to the ISO 17225 standard [53] describing the classification of briquettes, briquettes
composed of shredded wood chips do not meet the requirements of this standard.

3.3. The Relaxation Coefficient λ

By comparing of values of the relaxation coefficient presented in Figure 4 (Table 1), it
can be concluded that in each of the considered cases, (combination of temperature and die
height) a much more favorable situation (less relaxation) occurred for the moisture content
MC = 9%. For moisture content MC = 16% (Figure 4a), the relaxation coefficient ranged
from λ = 42.4% for the temperature T = 60 ◦C and the die height hz = 220 mm to λ = 50.1%
for the temperature T = 120 ◦C and die height hz = 245 mm. Moreover, for moisture
content MC = 9%, the minimum relaxation λ = 21.7% was obtained by the briquette
produced at T = 60 ◦C and hz = 220 mm, and the maximum relaxation λ = 35.4% was
obtained by the briquette produced at T = 120 ◦C and hz = 195 mm. For moisture content
MC = 16%, a significant increase in the relaxation coefficient with increasing temperature
was observed, which is the opposite of the phenomenon found by Kaliyan and Morey [29]
during switchgrass briquetting and by Wongsiriamuay and Tippayawong [39] testing
pellets composed of various parts of maize. However, these authors created briquettes and
pellets from materials characterized by homogeneity and much smaller particle sizes. The
increase in the value of the relaxation coefficient along with the increase in temperature had
a negative effect, which may be linked with a strong, excessive liquefaction of the resins
contained in the biomass and the resulting loss of the possibility of binding (sticking) the
biomass immediately after leaving the compacting die [54]. Moreover, during compaction,
an intense evaporation of water and other substances contained in the biomass occurred.
After compaction and ejection, the briquette rapidly expanded by gases produced in the
process of vaporization and its linear dimensions increased. Less significant changes in the
relaxation coefficient occurred with a change in the die height. However, less relaxation
was observed at a lower height for all tested temperatures. This change was around one
percentage point. For moisture content MC = 16%, the statistical analysis showed that there
was no influence of the die height and the interaction of temperature and the die height on
the value of the relaxation coefficient. In both cases, the p-value was less than 0.05.

As noted for moisture content MC = 9% (Figure 4b), the relaxation coefficient was
lower for all the values of the input parameters. In this case, the influence of the die height
on the value of the relaxation coefficient was visible. In the case of high temperatures,
reducing the die height had a negative effect (increasing the relaxation coefficient), while for
lower temperatures, the effect was positive. The lowest value of the relaxation coefficient
λ = 21.7% was obtained for the temperature T = 60 ◦C and the die height hz = 220 mm.
An increase in temperature caused an increase in the value of the relaxation coefficient
for each die height. This increase was clearer for the lower die height, from the value of
λ = 22.5% for hz = 195 mm to λ = 35.4% for hz = 195 mm. For the die height hz = 295 mm,
the relaxation coefficient varied from 24.5% to 28%.
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The statistical analysis for moisture content MC = 9% confirmed the influence of all
input parameters on the value of the relaxation coefficient (Table 4).

Table 4. Results of ANOVA analysis for the relaxation coefficient for two moistures.

df SS MS F p-Value

MC = 16%
Die height (A) 4 26.7 6.7 1.14 0.341

Temperature (B) 3 542.1 180.7 30.93 0.000
Interaction (A × B) 12 17.3 1.4 0.25 0.995

MC = 9%
Die height (A) 4 5355 1339 39.32 0.000

Temperature (B) 3 24,249 808.3 237.41 0.000
Interaction (A × B) 12 5603 46.7 13.71 0.000

It can be assumed that for lower compaction temperatures up to T = 80 ◦C, the more
advantageous design of compacting devices is at the lower die height. For high compaction
temperatures less frequently used, the die height does not significantly affect the value of
the relaxation coefficient.

4. Summary and Conclusions

Based on these studies, it can be concluded that shredded logging residues can be
used to produce briquettes, but it is difficult to obtain briquettes of appropriate size and
density over time. The density of the briquette obtained in the tests is lower than that
required by the relevant standards ISO 17225-3 [53].

Studies have shown that better briquetting effects (higher density) are achieved at a
lower temperature and for a small die height. In the case of moisture content MC = 16%,
temperature T = 60 ◦C, and die height hz = 195 mm, the density was equal to ρ1 = 0.77 g·cm−3.
However, for moisture content MC = 9%, the highest density ρ1 = 0.86 g·cm−3 was obtained
for temperature T = 60 ◦C and die height hz = 220 mm. For die height hz = 195, the obtained
density was only slightly lower (by 0.01 g·cm−3). In all test series, a decrease in density
was observed with increasing die height. The obtained results are a direct indication for
briquette manufacturers. It was found that for the type of tested biomass, it is beneficial to
compact a portion of raw material. This design solution results in greater compaction and
a lower degree of relaxation.
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The research showed unequivocally that the compaction of biomass with a moisture
content of 9% leads to briquettes of higher density, while increasing the temperature to
100–120 ◦C does not improve the compaction effects. An important result of the conducted
research is the determination of the relaxation coefficient. The smallest change in density
was observed for a moisture content of 9%, temperature of 60 ◦C, and die height of 220 mm.
This indicates that increasing the process temperature has no benefit on improving the
density or lowering energy consumption of the process. High temperatures may lead to
a reduction in the bonding effect of the briquette, for example, causing scorched resin
immediately after the briquette has been withdrawn from the die. Increased relaxation at
high temperatures may also be the result of rapid evaporation of water and other substances
contained in the compacted biomass.
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21. Gürdίl, G.A.K.; Demίrel, B. Effect of Moisture Content, Particle Size and Pressure on Some Briquetting Properties of Hazelnut
Residues. Anadolu Tarım Bilim. Derg. 2020, 35, 330–338. [CrossRef]
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Abstract: The objective of the study was to elucidate the kinematics of cone opening in the European
larch (Larix decidua Mill.) during a four-step seed extraction process and to determine optimum
process time on that basis. Each step lasted 8 h with 10 min of water immersion between the steps.
The study also described the microscopic cellular structure of scales in cones with a moisture content
of 5% and 20%, as well as evaluated changes in cell wall thickness. The obtained results were
compared with the structural investigations of scales conducted using scanning electron microscopy
(SEM) of characteristic sites on the inner and outer sides of the scales. The greatest increment in the
scale opening angle was noted on the first day of the process (34◦) and in scales from the middle
cone segment (39◦). In scales with a moisture content of 5% and 20%, the greatest changes in cell
wall thickness were recorded for large cells (57%). The inner and outer structure of scales differed
in terms of the presence and size of cells depending on the moisture content of the cones (5%, 10%,
or 20%). The study demonstrated that the moisture content of cones was the crucial determinant of
the cellular structure and opening of scales in larch cones. The scale opening angle increased with
decreasing moisture content but did not differ significantly for various segments of cones or various
hours of the consecutive days of the process. This finding may lead to reducing the seed extraction
time for larch cones. The internal and external structure of scales differed depending on moisture
content, which also determined the size and wall thickness of cells.

Keywords: scale opening mechanics; seed extraction; morphological structure

1. Introduction

Seed extraction from the cones of various forest tree species has been described in the
research literature since the 1950s [1,2] as a complex process [3] determined by taxonomic
characteristics [4]. Most publications on the subject tend to analyze pine seed extraction
due to the fact that the seeds of that species are in greatest demand [5–7]. Conifer seeds
constitute a valuable propagation material needed for forest regeneration either via natural
processes or for the needs of nurseries [8].

On average, between 200 and 500 kg of cones and 17.5 to 28.0 kg of seeds can be
harvested per 1 ha of larch stands in Poland [9,10]. In Polish conditions, approximately
10,000 kg of larch cones were harvested annually between 2010 and 2020. In years of low
harvest, there is a significant proportion of empty cones, which may be attributed to pests
or diseases [11], or even climate change [12,13]. Furthermore, the total area of larch stands
in Poland is to be reduced by 20% [9]. In view of these factors, it seems important to add
to the understanding of the process of seed extraction from larch cones to maximize the
amount and quality of seeds and enable their long-term storage.

Post-extraction cones constitute waste, which can be briquetted [14] or torrefied [15]
and used together with damaged seeds for power generation purposes [16–18].
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In practice, seeds are obtained from larch cones in two ways: via thermal extraction
(involving alternating drying and moistening of cones) or thermal-mechanical extrac-
tion (long-term drying with additional mechanical crushing of scales) [19–21]. In the first
method, moistening treatments extend the seed extraction time considerably, up to 60 h [22].
In addition, seed shaking in devices manufactured by BCC (Sweden), Nomeko (Sweden),
or OTL Jarocin (Poland) is carried out between drying stages, directly before moisten-
ing [23–25]. Seeds obtained by thermal extraction are easier to clean, and it is possible to
obtain nearly 100% purity. The second method, in turn, carries the risk of damaging the
coat of the obtained seeds by the grinding elements of cone crushing equipment [20]. As
reported by Suszka [21], mechanical extraction of seeds from larch cones was attempted
by Drachal and Tyszkiewicz using a self-developed device, TD Mechanical Seed Extractor.
The separation of seeds from a mixture of dust and cone debris makes the method difficult
to implement [19].

In Poland, seeds from larch cones are extracted using pine and spruce extraction
programs in seed extraction cabinets using two-step extraction programs with variable
drying temperature [26] to prevent thermal damage to the seeds [1]. Researchers seek new
devices and technological solutions to make the process more effective, for example, by
microwave irradiation of cones in the initial stage of seed extraction [27,28].

The structure and properties of cell layers may affect the mechanical movement of
scales [29]. The humidity of air surrounding the cones has a significant impact on moisture
absorption and transpiration of the water vapor contained in the scale cells, which, due
to changes in the temperature of the drying air, expand and contract anisotropically in a
direction perpendicular to scale tissue orientation [30,31]. Periodic changes in the moisture
content of larch cones after reaching the preliminary dry state lead to the contraction
and relaxation of scale cells, causing scale movement and outward displacement of the
seeds [20]. The process is gradual, and the seeds are released from the cones only after
several instances of cone opening and closing [19]. Under natural conditions, approx.
three weeks after the beginning of spring the upper parts of seed wings begin to project
by approx. 2–3 mm outside the scales in cones on trees. Subsequently, following a slight
decrease in cone moisture the scales are gradually deflected and the seeds fall out. Partially
displaced seeds do not slide back to their initial positions, even after cone moistening.
This is due to the fact that the space under the scale is the narrowest at the cone rachis
(where the seed was originally located) and becomes wider in the outward direction [20].
Specific mechanisms of scale opening and closing are linked to plant evolution and survival
strategy, which enables conifers to release seeds to greater distances on sunny and dry
days [32].

In addition to a publication by Aniszewska [33,34], the available literature provides
some other studies on the cone structure and the scale opening process [29,35–37], but
these do not concern European larch cones.

The research problem addressed in this paper concerns difficulties with seed extraction
from larch cones associated with their scale structure. Thus, the study evaluates the
kinematics of scale deflection caused by changes in moisture content in the cones, the
cellular structure of scales, and the resulting changes in cell wall thickness during scale
opening. It also examines the scale surface in the process of seed extraction.

2. Materials and Methods
2.1. Provenance and Characterization of the Material

The study involved European larch cones (MP/3/41001/05) collected at the beginning
of December 2019 from the seed orchard at the Grabowiec Nursery, division 282 k, Bielsk
Podlaski municipality, Podlaskie Province (GPS: 52◦41′0 N, 23◦60′ E). The cones were trans-
ferred to the laboratory of the Department of Biosystems Engineering, Warsaw University
of Life Sciences; divided into batches; and stored in an LKexv 3600 laboratory refrigerator
(Liebherr, Bulle, Switzerland) at 2 ± 1 ◦C until examination. The length and thickness of
all cones were measured (length—h and diameter—d) using a Silverline 677,256 electronic
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Vernier caliper (Silverline Tools, Yeovil, UK) with an accuracy of ±0.1 mm; their initial
weight m0 was determined using a WPS210S laboratory balance (Radwag, Radom, Poland)
with an accuracy of ±0.001 g.

2.2. Provenance and Characterization of the Material

The mechanics of scale deflection from the rachis were examined throughout the
process of seed extraction. Individual closed cones were cut in half along the axis using
an originally developed blade with holder [38] mounted in a modified 10 T screw press
(Cormak, Siedlce, Poland). Each cone was placed on a special base, bottom side to the
baffle. Subsequently, the turn of the lever lowered the blade that cut the cone from top to
bottom, perpendicularly to its axis.

In the resulting half cones, three reference points were marked on selected scales
(Figure 1a): one at the junction of the scale with the cone rachis (1), another one on the
curve of the scale (2), and the last one (3) at the distal end of the scale.

After marking the reference points, the prepared cone halves were placed in the holder
of the purpose-developed stand to examine the opening angle of the scales (Figure 1b).
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Figure 1. Cone half with marked reference points and axis (a), and stand for examining the scale opening angle in ten cone
samples (b), where: 1—junction of the scale with the cone rachis, 2—point on the scale curve, and 3—scale apex.

Subsequently, the cones were placed in a Heraeus UT612 circulating air oven (Kendro
Laboratory Products GmbH, Hanau, Germany). The drying air temperature was set to
35 ◦C for the first two hours and then increased to 50 ◦C for another six hours. Every
hour throughout the process, the stand was taken out of the oven and individual cones
were photographed using a Nikon D3000 camera (Nikon, Tokyo, Japan) with an AF-S DX
NIKKOR 18–105 mm f/3.5–5.6G ED VR lens. The cones on the stand were photographed
against a white background with a Modeco MN 85-001 manual Vernier caliper (Modeco
Expert, Wrocław, Poland), which served as a measurement reference for scaling. Images
acquired at a focal length of 105 mm and an aperture of f = 5.6 were saved in JPG format
at a resolution of 3872 × 2592 pixels. The distance between the cones and the lens was
350 mm.

The other half of each cone was placed on a glass disc with a diameter of Φ = 0.90 mm
(Chemland, Stargard, Poland) in the oven next to the cone stand. After acquiring images of
the first half, the other half on the glass disc was removed from the oven and weighed on
WPS 210S laboratory scales (Radwag, Radom, Poland) with an accuracy of 0.001 g.
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After 8 h of seed extraction and taking nine photographs of each cone half, the halves
were immersed in distilled water at approx. 25 ◦C in laboratory beakers (Chemland,
Stargard, Poland) for approx. 10 min, after which they were removed and left to soak for
14 h. The cycle was repeated over the next four days.

After the completion of seed extraction, the other halves were dried at 105 ◦C for 24 h
to constant weight.

After the end of examination, the acquired images were analyzed using MultiScan
Base v. 18.03 software (Computer Scanning System, Warsaw, Poland). In the images, three
reference points on scales were connected by lines to determine the scale opening angle,
α, with an accuracy of ±0.01◦ in each hour of the process (Figure 1a). Analysis involved
scales from three cone regions: apex, middle, and base.

The methodology for investigating the scale opening angle was described by Dawson
et al. [35], who studied Pinus radiata cones, and by Aniszewska [34], who studied Pinus
sylvestris, Picea abies and Larix deciduas cones. It was also followed by Bae and Kim [29] in
their investigation of the scale opening angle in pine cones (Pinus).

It was assumed that for each of the halved cones the absolute moisture content of one
half mounted in a holder for photographing was the same as that of the other half on the
glass disc. Therefore, moisture content in each cone was estimated on the basis of weighing
its half on a glass disc and determining its dry matter content; that moisture content was
then assigned to the scale opening angle at the time of measurement.

2.3. Cellular Structure of Cone Scales

Scales for cellular structure examination were taken from the middle segment of cones
with a moisture content of 5% and 20%. Cross-sections of the middle region of the scales
were prepared as microscope slides (Figure 2a).
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Figure 2. View of larch scale from the middle part of the cone: (a)—inner side (with the cross-section
area marked): 1—wing area margin in the distal part of the scale, 2—wing area in the middle part of
the scale, and 3 – seed depression in the proximal part of the scale; (b)—outer side: 4—distal part,
5—middle part, and 6—proximal part of the scale.

Samples of scales with a moisture content of 5% were taken using an NT Cutter BA-170
blade (NT Incorporated, Tokyo, Japan) with a WSL-lab microtome (Swiss Federal Research
Institute WSL, Zürich, Switzerland). Samples of scales with a moisture content of 20% were
taken using a Leica 22 C blade (Leica, Wetzlar, Germany) with a MC 2 u4.2 microtome
(Moscow, Russia). The slides were observed at magnifications of ×40, ×100, and ×400.
Cross-sections from scales with a moisture content of 5% were examined using an Olympus
BX61 (ZEISS, Oberkohen, Germany) biological microscope coupled to an Asion 556 camera
(ZEISS, Oberkohen, Germany). Cross-sections of scales with a moisture content of 20%
were examined using a Nikon Alphaphot–2 YS2 biological microscope (Nikon, Tokyo,
Japan) coupled to a Panasonic GP—KR222E camera (Panasonic, Kadoma, Japan). This
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measurement method was used for spruce cones by Aniszewska [34] and for pine cones by
Bae and Kim [29].

Prior to the preparation of scale slides from cones with a moisture content of 5%, the
collected scales were immersed for 15 min in plant glycerin to decrease their brittleness
and enable microtome cutting; in the case of scales with a moisture content of 20%, such a
treatment was not necessary.

The acquired microscopic images were analyzed by means of MultiScan Base v.18.03
(Computer Scanning System, Warsaw, Poland) and ZEN v. 2.3 software (ZEISS, Oberkohen,
Germany) to measure the distance between the outer cell margin and lumen termed “cell
wall thickness”, with an accuracy of 0.0001 ± µm.

2.4. Surface Structure of Scales under an Electron Scanning Microscope

The surface structure of scales was examined under a SEM 200 electron scanning
microscope (Quanta, FEI, Europe). Scales for examination were taken from the middle
region of whole cones used for cellular studies. Characteristic areas were examined both
on the inner surfaces (to which seeds with wings are attached, Figure 2a) and outer
surfaces of scales (Figure 2b) at magnifications of ×50 and ×500. Photographs of the
inner side involved the following regions: wing area margin (1), wing area (2), and seed
depression area (3), while the outer areas were the distal part of the scale (4), the middle
part, adjoined by a lower scale (5), and the proximal part of the scale (6). The acquired
SEM images were analyzed using MultiScan Base v. 18.03 software (Computer Scanning
System, Warsaw, Poland) to measure the dimensions of the structural elements of scales
with moisture contents of 5%, 10%, and 20%. The SEM-based method for determining
the surface structure of scales or other plant materials is part of public domain and was
described by, inter alia, Aniszewska et al. [39], Dawson et al. [35], Bae and Kim [29], and
Berthlott et al. [40].

2.5. Statistical Analysis

The parameters were analyzed using the Statistica v.13 program (TIBCO Software Inc.,
Palo Alto, Santa Clara, CA, USA). Analyses of variances (ANOVA) were performed at a
significance level of α = 0.05. The differences were statistically significant for p < 0.05.

3. Study Results

Table 1 presents mean values with standard deviations, as well as minimum and
maximum values, ranges, and coefficients of variation for the entire set of studied cones.

Table 1. Characteristic parameters of the studied cones.

Data Mean ± SD Min. Max. Range Coefficient
of Variation

Length h, mm 31.2 ± 1.0 30.0 33.1 3.1 3.2
Thickness d, mm 16.3 ± 0.6 15.5 17.1 1.6 3.7

Initial mass m0, mm 1.247 ± 0.398 0.725 2.052 1.327 31.9
Mass of dry cone ms, g 0.946 ± 0.306 0.546 1.568 1.022 32.3

Number of scales lw, [pcs] 53 ± 5 45 61 16 10
Note: SD is standard deviation.

The studied cones had a length of 30.0 to 33.1 mm with a mean of 31.2 ± 1.0 mm and
a diameter of 15.5 to 17.1 mm with a mean of 16.3 ± 0.6 mm. The mean initial weight of
the cones was 1.247 ± 0.398 g, while their mean initial dry weight was 0.946 ± 0.306 g. The
number of scales per cone ranged from 45 to 61, with a mean of 53 ± 5.
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3.1. Changes in the Scale Opening Angle during Seed Extraction from Larch Cones

Figure 3 presents images of the opening states of an individual cone on the first day of
seed extraction, as well as at the beginning and 8 h into the process over the next days of
extraction.
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Figure 3. Opening states of an individual cone on the first day of seed extraction as well as at the beginning and 8 h into the
process over the following days; day 1: (a)—initial state, (b)—at 1 h, (c)—at 2 h, (d)—at 3 h, (e)—at 4 h, (f)—at 5 h, (g)—at 6
h, (h)—t 7 h, and (i)—at 8 h; day 2: (j)—initial state, (k)—at 8 h; day 3: (l)—initial state, (m)—at 8 h, and day 4: (n)—initial
state, and (o)—at 8 h.

At the beginning of the process (day 1 initial state) the cones were fully closed; then,
they gradually opened throughout the day with the greatest angles of scale deflection
from the rachis being reached after 8 h. Subsequently, the cones were immersed in water
for 10 min and left to absorb he moisture for 14 h. As a result, the cones closed, leading
to a more intensive opening process the following day. Throughout the seed extraction
process, changes in scale deflection angles were most pronounced during the first 2–3 h of
extraction at the lower temperature and soon after increasing the temperature setting to
50 ◦C. In subsequent hours (from 4 to 8 h), the changes were imperceptible to the human
eye but the opening angle continued to increase.
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Table 2 shows mean moisture content values u1–u4 and scale opening angles α1–α4
together with standard deviations, measured in scales from the bottom, middle, and top
cone segments for each hour of the studied seed extraction process.

Table 2. Mean moisture content in cones and the corresponding opening angles of scales in the bottom, middle, and top
cone segments over four consecutive days of measurement.

Time Day 1 Day 2 Day 3 Day 4

[h] u1 α1 u2 α2 u3 α3 u4 α4

Scale from the bottom of the cone segments
0 0.326 ± 0.016 100.98 ± 10.28 0.346 ± 0.117 104.78 ± 10.50 0.377 ± 0.085 106.79 ± 10.83 0.364 ± 0.106 111.53 ± 9.80
1 0.260 ± 0.016 116.06 ± 13.35 0.286 ± 0.088 117.51 ± 12.59 0.282 ± 0.111 118.70 ± 10.68 0.232 ± 0.091 124.20 ± 10.07
2 0.197 ± 0.015 121.46 ± 12.87 0.242 ± 0.064 122.84 ± 10.72 0.232 ± 0.070 122.91 ± 11.65 0.174 ± 0.069 127.73 ± 10.38
3 0.156 ± 0.010 126.64 ± 11.60 0.135 ± 0.043 129.05 ± 10.30 0.112 ± 0.039 129.45 ± 11.18 0.098 ± 0.042 131.31 ± 10.54
4 0.104 ± 0.014 129.23 ± 11.01 0.103 ± 0.024 131.92 ± 9.52 0.095 ± 0.024 131.29 ± 10.18 0.078 ± 0.023 132.68 ± 10.56
5 0.090 ± 0.008 130.53 ± 10.88 0.091 ± 0.013 132.90 ± 9.68 0.080 ± 0.012 132.55 ± 10.28 0.070 ± 0.012 134.42 ± 10.70
6 0.083 ± 0.004 131.74 ± 10.81 0.081 ± 0.006 133.81 ± 9.70 0.076 ± 0.008 133.40 ± 10.17 0.064 ± 0.008 135.18 ± 10.68
7 0.081 ± 0.004 132.93 ± 11.09 0.078 ± 0.005 134.56 ± 9.89 0.071 ± 0.011 134.51 ± 10.44 0.063 ± 0.008 136.10 ± 10.89
8 0.077 ± 0.004 133.88 ± 10.95 0.075 ± 0.004 135.13 ± 9.79 0.069 ± 0.012 135.42 ± 10.39 0.062 ± 0.008 136.88 ± 10.64

Scale from the middle of the cone segments
0 0.329 ± 0.018 106.40 ± 9.86 0.387 ± 0.091 108.63 ± 10.72 0.421 ± 0.069 108.37 ± 11.73 0.425 ± 0.113 113.23 ± 11.15
1 0.265 ± 0.019 125.93 ± 9.93 0.306 ± 0.062 124.81 ± 10.47 0.301 ± 0.078 124.52 ± 11.10 0.270 ± 0.083 127.76 ± 11.39
2 0.198 ± 0.017 131.90 ± 9.91 0.251 ± 0.046 129.99 ± 11.11 0.230 ± 0.046 129.85 ± 11.39 0.192 ± 0.059 130.92 ± 11.27
3 0.156 ± 0.013 138.66 ± 10.06 0.135 ± 0.035 137.28 ± 11.53 0.106 ± 0.030 138.02 ± 11.46 0.104 ± 0.034 137.53 ± 11.78
4 0.103 ± 0.013 140.87 ± 10.33 0.101 ± 0.021 139.80 ± 11.52 0.093 ± 0.018 139.66 ± 12.02 0.078 ± 0.018 140.14 ± 11.84
5 0.091 ± 0.010 141.89 ± 10.38 0.089 ± 0.013 140.92 ± 11.38 0.080 ± 0.009 141.07 ± 11.91 0.069 ± 0.010 141.66 ± 11.66
6 0.085 ± 0.008 143.16 ± 10.58 0.081 ± 0.009 142.55 ± 11.55 0.076 ± 0.006 141.96 ± 12.06 0.064 ± 0.007 142.71 ± 11.60
7 0.082 ± 0.008 144.03 ± 10.69 0.078 ± 0.008 143.48 ± 11.56 0.073 ± 0.006 142.88 ± 11.97 0.063 ± 0.007 143.47 ± 11.80
8 0.079 ± 0.008 144.99 ± 10.88 0.076 ± 0.008 144.25 ± 11.53 0.073 ± 0.005 143.84 ± 12.00 0.062 ± 0.007 144.02 ± 11.74

Scale from the top of the cone segments
0 0.334 ± 0.018 108.97 ± 5.81 0.377 ± 0.113 110.96 ± 6.15 0.416 ± 0.104 111.09 ± 5.97 0.415 ± 0.118 114.65 ± 6.95
1 0.267 ± 0.020 122.41 ± 7.91 0.296 ± 0.079 122.40 ± 8.33 0.291 ± 0.105 122.19 ± 6.76 0.263 ± 0.098 125.28 ± 7.30
2 0.196 ± 0.022 127.59 ± 8.94 0.242 ± 0.060 126.50 ± 9.03 0.225 ± 0.066 128.20 ± 7.33 0.186 ± 0.070 129.93 ± 8.54
3 0.152 ± 0.014 132.98 ± 8.06 0.129 ± 0.043 133.00 ± 8.69 0.102 ± 0.039 133.48 ± 8.01 0.098 ± 0.040 134.17 ± 7.80
4 0.101 ± 0.017 135.03 ± 8.21 0.099 ± 0.025 135.56 ± 8.53 0.091 ± 0.023 135.86 ± 7.17 0.075 ± 0.022 136.16 ± 7.97
5 0.090 ± 0.012 136.71 ± 8.09 0.088 ± 0.015 136.76 ± 8.44 0.078 ± 0.012 136.22 ± 8.23 0.066 ± 0.012 137.83 ± 7.88
6 0.084 ± 0.010 137.81 ± 7.75 0.079 ± 0.010 137.64 ± 8.38 0.074 ± 0.008 137.05 ± 8.23 0.062 ± 0.008 139.09 ± 8.25
7 0.082 ± 0.009 138.67 ± 7.74 0.077 ± 0.009 138.79 ± 8.39 0.070 ± 0.010 138.35 ± 8.14 0.061 ± 0.008 139.89 ± 8.42
8 0.078 ± 0.009 139.14 ± 7.59 0.075 ± 0.008 139.64 ± 8.25 0.069 ± 0.011 139.55 ± 8.17 0.060 ± 0.008 140.65 ± 8.48

Note: u1–u4 is mean moisture content ± SD [kgwater·kg−1
dry weight]; α1–α4 is mean angle opening angle ± SD [◦].

The smallest mean scale opening angle at the cone base was 100.98◦; it was found at
the beginning of the process, at a mean cone moisture content of 0.326 kgwater·kg−1

dw. The
greatest opening angle was recorded on the fourth day at 8 h; it was 136.88◦ at the lowest
mean cone moisture content in the process (0.062 kgwater·kg−1

dw).
The mean scale opening angle at the cone base increased with each day of the process:

from 100.98◦ to 133.88◦ (by 32.91◦) on the first day, from 104.78◦ to 135.13◦ (by 30.35◦) on
the second day, from 106.79◦ to 135.42◦ (by 28.63◦) on the third day, and from 111.53◦ to
136.88◦ (by 25.35◦) on the fourth day.

The lowest mean scale opening angle in the middle cone segment was found at the
beginning of the process (106.40◦). The highest mean opening angles were recorded on
the first day at 8 h (144.99◦) at a mean moisture content of 0.079 kgwater·kg−1

dw and on the
second day at 8 h (144.25◦) at a mean moisture content of 0.076 kgwater·kg−1

dw. At the lowest
moisture content, on the fourth day at 8 h (0.062 kgwater·kg−1

dw), the opening angle was
144.02◦.

The mean scale opening angles in the middle cone segment increased from 106.40◦ to
144.99 (by 38.59◦, the highest increment) on the first day, from 108.63◦ to 144.25◦ (by 35.63◦)
on the second day, from 108.37◦ to 143.84◦ (by 35.46◦) on the third day, and from 113.23◦ to
144.02◦ (by 30.80◦) on the fourth day.
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The mean scale opening angle at the cone apex was the lowest at the beginning of the
process (108.97◦) and the highest on the fourth day at 8 h (140.65◦). The mean initial scale
opening angle at the cone apex increased with each day of seed extraction: from 108.97◦ to
139.14◦ (by 30.17◦) on the first day, from 110.96◦ to 139.64◦ (by 28.68◦) on the second day,
from 111.09◦ to 139.55◦ (by 28.46◦) on the third day, and from 114.65◦ to 144.65◦ (by 26.01◦)
on the fourth day.

The relationships between the opening angle and moisture content over the consec-
utive days and times are shown in Figure 4. For example, for scales from the middle
cone segment the relationship was described with a polynomial Equation (1) and a linear
Equation (2) for the first day and linear equations for the remaining days (3)–(5).

Day 1 α1 = −469.53u2
1 + 50.082u1 + 142.26 (R = 0.991; tcrit = 0.156), (1)

Day 1 α1 = −131.68u1 + 155.62 (R = 0.965; tcrit = 0.125), (2)

Day 2 α2 = −97.52u2 + 150.92 (R = 0.976; tcrit = 0.125), (3)

Day 3 α3 = −91.31u3 + 149.21 (R = 0.990; tcrit = 0.125), (4)

Day 4 α4 = −79.835u4 + 147.5 (R = 0.992; tcrit = 0.125), (5)

where tcrit is the critical value of the simple or multiple correlation coefficient at α = 0.05.
For the first day, also a linear function was calculated (2) with the following opening

angles: αoh = 112.30◦, α1h = 120.72◦, α2h = 129.55◦, α3h = 135.08◦, α4h = 142.06◦,
α5h = 143.64◦, α6h = 143.64◦, α7h = 144.82◦, and α8h = 145.22◦. The opening angle
increased rapidly from the initial state up to 4 h on the first day (by 29.76◦), and then slowly
from 4 h to 8 h—on average by 3.16◦.

The greatest increments in the mean scale opening angle at the base, middle, and apex
were recorded on the first day. With increasing moisture content, the opening angle of
scales in those three cone regions increased by 33.89◦ on the first day, 31.55◦ on the second
day, and 30.85◦ on the third and fourth days.

The statistical analysis (Tukey HSD (honestly significant difference) test for unequally
sized samples), which compared the scale opening angle in different sections of the cone
(base, middle, and apex) for different hours on consecutive days of the process, revealed no
significant differences (p < 0.05). This seems to indicate that the scale position in the cone
does not influence the opening angle. Furthermore, the analysis demonstrated that scale
opening remained similar on subsequent days, which implies that the process duration (in
days) has no statistically significant impact on the scale opening angle (p < 0.05).

The initial moisture content of cones increased with each day, while the final moisture
content continued to decrease. Moisture content changes in scales from the middle segment
were 0.251 kgwater·kg−1

dw on the first day, 0.312 kgwater·kg−1
dw on the second day, 0.349

kgwater·kg−1
dw on the third day, and 0.362 kgwater·kg−1

dw on the fourth day of the process.
It was found that in scales from the middle cone segment, a decrease in moisture

content of 0.01 kgwater·kg−1
dw was associated with a mean increase in the opening angle of

1.3◦ on the first day and, on average, 0.90◦ on the following days (0.98◦, 0.91◦, and 0.80◦ on
days 2, 3, and 4, respectively).

Figure 5 presents the movement of a scale in the middle cone segment throughout the
four-day seed extraction process by showing the location of reference points 1, 2, and 3 at
consecutive process times.
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Figure 4. Relationship between the scale opening angle and moisture content/process duration for scales obtained from 
the base (a,b), middle (c,d), and apex (e,f) of cones. 
Figure 4. Relationship between the scale opening angle and moisture content/process duration for scales obtained from the
base (a,b), middle (c,d), and apex (e,f) of cones.
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Figure 5. Changes in the opening angle of a scale from the middle cone segment at consecutive measurement times on 
(a)—day 1, (b)—day 2, (c)—day 3, and (d)—day 4(3′—start day; 3′’—end day). 
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to 150.03° (by 47.95°, the largest increment) on the first day, from 113.30° to 150.22° (by 
36.92°) on the second day, from 111.54° to 149.84° (by 38.3°) on the third day, and from 
122.23° to 149.82° (by 27.59°) on the fourth day. 

3.2. The Cellular Structure of Scales 
Larch scales consist of three major cell types: 

⁻ Small cells with thick cell walls occur in bundles in the central layer, 
⁻ Medium-sized cells with thick walls in the outer and inner epidermal layers, 
⁻ Large cells with thin walls and large lumina in the central layer. 

Cross-sections of scales with a moisture content of 5% are shown in Figure 6. 
Figure 6a show medium cells of the outer epidermis with a mean cell wall thickness 

of 2.750 ± 0.530 µm as well as inner epidermal cells with a mean wall thickness of 7.007 ± 
1.376 µm. The darker regions in the large cell layer probably represent bundles of cells. 

As can be seen from Figure 6b, the epidermal cells on the outer side of the sale are 
packed more tightly than those on the inner side. Due to loss of water, the cells on the 
inner side contract, causing scale deflection from the rachis in larch cones (albeit the de-
flection is less pronounced than in spruce and pine cones). 

Figure 6c presents a cross-section involving a scale margin on which glycerin parti-
cles penetrated into empty intercellular spaces that emerged as a result of moisture loss 
during seed extraction. It should also be noted that loss of moisture led to cell defor-
mation. 

Figure 6d shows large cells with a cell wall thickness of 3.497 ± 0.946 µm and epider-
mal cells on the inner side of the scale; their lumina were larger than those on the outer 
side. 

Figure 5. Changes in the opening angle of a scale from the middle cone segment at consecutive measurement times on
(a)—day 1, (b)—day 2, (c)—day 3, and (d)—day 4(3′—start day; 3′’—end day).

The mean opening angle of scales in the middle cone segment increased from 102.08◦

to 150.03◦ (by 47.95◦, the largest increment) on the first day, from 113.30◦ to 150.22◦ (by
36.92◦) on the second day, from 111.54◦ to 149.84◦ (by 38.3◦) on the third day, and from
122.23◦ to 149.82◦ (by 27.59◦) on the fourth day.

3.2. The Cellular Structure of Scales

Larch scales consist of three major cell types:

- Small cells with thick cell walls occur in bundles in the central layer,
- Medium-sized cells with thick walls in the outer and inner epidermal layers,
- Large cells with thin walls and large lumina in the central layer.

Cross-sections of scales with a moisture content of 5% are shown in Figure 6.
Figure 6a show medium cells of the outer epidermis with a mean cell wall thick-

ness of 2.750 ± 0.530 µm as well as inner epidermal cells with a mean wall thickness of
7.007 ± 1.376 µm. The darker regions in the large cell layer probably represent bundles of
cells.

As can be seen from Figure 6b, the epidermal cells on the outer side of the sale are
packed more tightly than those on the inner side. Due to loss of water, the cells on the inner
side contract, causing scale deflection from the rachis in larch cones (albeit the deflection is
less pronounced than in spruce and pine cones).

Figure 6c presents a cross-section involving a scale margin on which glycerin particles
penetrated into empty intercellular spaces that emerged as a result of moisture loss during
seed extraction. It should also be noted that loss of moisture led to cell deformation.

Figure 6d shows large cells with a cell wall thickness of 3.497 ± 0.946 µm and epider-
mal cells on the inner side of the scale; their lumina were larger than those on the outer
side.
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Figure 6. Cross-sections of scales with a moisture content of 5%: (a) outer epidermal cell layer (400×); 
(b) scale with visible cell layers (100×); (c) scale with visible cell layers on the inner side (400×); and 
(d) scale with visible cell layers in the marginal region (40×), 1—outer side of the scale, and 2—inner 
side of the scale. 

Figure 7 presents cross-sections of scales with a moisture content of 20%. Figure 7a 
shows cross-sections of outer and inner epidermal cells, while large cells and cells in bun-
dles are shown in Figure 7c. Outer and inner epidermal cells had mean wall thicknesses 
of 3.670 ± 0.561 µm and 9.458 ± 2.335 µm, respectively. The difference in cell wall thickness 
between the inner and outer scale sides could be the reason why the opening process of 
larch cones is slower than that of Scots pine and Norway spruce cones. 

In Figure 7b, in the middle of the cross-section one can see large cells and cells in 
bundles with a mean wall thickness of 8.206 ± 1.482 µm and 3.313 ± 0.599 µm, respectively. 
It was found that the layer of large cells narrows down towards the scale margin  
(Figure 7d). 

  
(a) (b) 

Figure 6. Cross-sections of scales with a moisture content of 5%: (a) outer epidermal cell layer (400×);
(b) scale with visible cell layers (100×); (c) scale with visible cell layers on the inner side (400×); and
(d) scale with visible cell layers in the marginal region (40×), 1—outer side of the scale, and 2—inner
side of the scale.

Figure 7 presents cross-sections of scales with a moisture content of 20%. Figure 7a
shows cross-sections of outer and inner epidermal cells, while large cells and cells in
bundles are shown in Figure 7c. Outer and inner epidermal cells had mean wall thicknesses
of 3.670± 0.561 µm and 9.458± 2.335 µm, respectively. The difference in cell wall thickness
between the inner and outer scale sides could be the reason why the opening process of
larch cones is slower than that of Scots pine and Norway spruce cones.

In Figure 7b, in the middle of the cross-section one can see large cells and cells in
bundles with a mean wall thickness of 8.206 ± 1.482 µm and 3.313 ± 0.599 µm, respectively.
It was found that the layer of large cells narrows down towards the scale margin (Figure 7d).
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Figure 7. Cont.
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Figure 7. Cross-sections of scales with a moisture content of 20%: (a) outer epidermal cell layer 
(100×); (b) scale with visible cell layers on the inner side (100×); (c) cell layer in bundles between 
large cells (100×); (d) scale with visible cell layers in the marginal region (40×), 1–outer side of the 
scale, and 2–inner side of the scale. 

A comparison of mean cell wall thickness in scales with a moisture content of 5% and 
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18% (inner side), as compared to approx. 57% for large cells. Analysis of variance revealed 
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both on the outer side (p = 0.00) and inner side of the epidermis (p < 0.05) in dry scales (5% 
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Figure 8. Inner side of larch scale. Scale margin outside of the wing area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 
50×; (c) MC = 5%, zoom 50×; (d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×. 

Figure 7. Cross-sections of scales with a moisture content of 20%: (a) outer epidermal cell layer
(100×); (b) scale with visible cell layers on the inner side (100×); (c) cell layer in bundles between
large cells (100×); (d) scale with visible cell layers in the marginal region (40×), 1–outer side of the
scale, and 2–inner side of the scale.

A comparison of mean cell wall thickness in scales with a moisture content of 5% and
20% indicates that in medium-sized cells it increased by 25% (outer side) and by approx.
18% (inner side), as compared to approx. 57% for large cells. Analysis of variance revealed
significant wall thickness differences between large cells (p = 0.00) and medium-sized cells
both on the outer side (p = 0.00) and inner side of the epidermis (p < 0.05) in dry scales (5%
moisture) and wet scales (20% moisture).

3.3. Results of Structural Examinations of Cone Scales

Figures 8–13 present the results of structural examinations of the inner and outer sides
of larch cones with moisture contents of 5%, 10%, and 20%.

Materials 2021, 14, x FOR PEER REVIEW 12 of 20 
 

 

  
(c) (d) 

Figure 7. Cross-sections of scales with a moisture content of 20%: (a) outer epidermal cell layer 
(100×); (b) scale with visible cell layers on the inner side (100×); (c) cell layer in bundles between 
large cells (100×); (d) scale with visible cell layers in the marginal region (40×), 1–outer side of the 
scale, and 2–inner side of the scale. 

A comparison of mean cell wall thickness in scales with a moisture content of 5% and 
20% indicates that in medium-sized cells it increased by 25% (outer side) and by approx. 
18% (inner side), as compared to approx. 57% for large cells. Analysis of variance revealed 
significant wall thickness differences between large cells (p = 0.00) and medium-sized cells 
both on the outer side (p = 0.00) and inner side of the epidermis (p < 0.05) in dry scales (5% 
moisture) and wet scales (20% moisture). 

3.3. Results of Structural Examinations of Cone Scales 
Figures 8–13 present the results of structural examinations of the inner and outer 

sides of larch cones with moisture contents of 5%, 10%, and 20%. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 8. Inner side of larch scale. Scale margin outside of the wing area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 
50×; (c) MC = 5%, zoom 50×; (d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×. 
Figure 8. Inner side of larch scale. Scale margin outside of the wing area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom
50×; (c) MC = 5%, zoom 50×; (d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×.
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Figure 9. Inner side of larch scale. Wing area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 50×; (c) MC = 5%, zoom 50×; 
(d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×. 
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Figure 10. Inner side of larch scale. Seed depression area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 50×; (c) MC = 5%, 
zoom 50×; (d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×. 

Figure 9. Inner side of larch scale. Wing area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 50×; (c) MC = 5%, zoom 50×;
(d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×.

Materials 2021, 14, x FOR PEER REVIEW 13 of 20 
 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 9. Inner side of larch scale. Wing area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 50×; (c) MC = 5%, zoom 50×; 
(d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 10. Inner side of larch scale. Seed depression area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 50×; (c) MC = 5%, 
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Figure 10. Inner side of larch scale. Seed depression area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 50×; (c) MC = 5%,
zoom 50×; (d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×.
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Figure 11. Outer side of larch scale. Distal scale area: (a) MC = 20%, zoom 50×; (b) MC = 10%, zoom 50×; (c) MC = 5%, zoom 
50×; (d) MC = 20%, zoom 500×; (e) MC = 10%, zoom 500×; and (f) MC = 5%, zoom 500×. 
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On the scale margin, outside of the wing area (1) there are elongated cells differing in
their wall thickness. Table 3 shows means with standard deviations as well as minimum
and maximum values for the studied cells.

Table 3. Cell sizes at the scale margin outside of the wing area (1) on the inner side of scales with a moisture content of 5%,
10%, and 20%.

Moisture Content of Scales

Data 20% 10% 5%

Mean ± SD Min. Max. Mean ± SD Min. Max. Mean ± SD Min. Max.

Length [µm] 187.57 a ± 47.00 105.70 274.40 119.45 b ± 37.14 95.40 217.80 119.35 b ± 28.18 92.10 208.60
Width [µm] 17.69 a ± 3.48 9.80 24.00 15.71 a ± 2.40 11.40 20.60 15.67 a ± 3.93 10.70 23.80

Wall thickness [µm] 7.82 a ± 1.74 5.20 12.10 5.45 b ± 0.92 4.10 7.00 4.71 b ± 1.22 2.90 7.00

Note: a,b—homogeneous groups.

The largest dimensions and wall thicknesses were found for elongated cells in scales
with a moisture content of 20% (length of 185.57 µm, width of 17.69 µm, and wall thickness
of 7.82 µm). Cells in scales with a moisture content of 10% were much smaller and had
thinner walls due to loss of moisture (length of 119.45 µm, width of 15.71 µm, and wall
thickness of 5.45 µm). Cells in scales with a moisture content of 5% were slightly smaller
than those in scales with a moisture content of 10% (length of 119.35 µm, width of 15.67 µm,
and wall thickness of 4.71 µm), with the difference not being statistically significant in the
Duncan test. Significant differences were found for the length and width of cells in scales
with a moisture content of 20% (p < 0.001).

Another region on the inner side of the scale, the wing area (2), featured elongated
cells similar to those at the wing margin (1).
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Cells in scales with a moisture content of 20% were convex, cylindrical, and overlap-
ping, and had the thickest cell walls (from 4.90 µm to 13.50 µm, with a mean of 9.60 ±
1.44 µm). Their surface featured clusters of particles, probably consisting of resin. Cells
in scales with a moisture content of 10% were not convex, having a concave interior, and
a wall thickness ranging from 4.60 µm to 8.90 µm (on average 6.50 ± 1.31 µm). Cells in
scales with a moisture content of 5% were characterized by thin, damaged walls with a
thickness from 3.20 µm to 8.20 µm (on average 5.17 ± 2.09 µm); their surface layer revealed
defragmentation.

On the inner side of the proximal part of scales, there were usually two seed nests, but
they were not necessarily well-defined or developed on all scales. The seed depression
on the inner side of the scale (3) consisted of irregularly-shaped cells. Following seed
detachment, the cells were irregular in shape and frayed, as can be seen from the figures
presenting this region of the scale (3).

The apical part of the outer side of scales (4) contained closely arranged elongated
cells differing in cell wall thickness. The lower the moisture content of the cone, the thinner
the cell wall. The wall thickness of cells ranged from 6.20 µm to 10.90 µm, with a mean of
8.02 ± 1.29 µm in scales with a moisture content of 20%; from 5.40 µm to 9.20 µm, with
a mean of 6.57 ± 1.08 µm in scales with a moisture content of 10%; and from 4.50 µm to
7.60 µm, with a mean of 6.13 ± 0.81 µm in scales with a moisture content of 5%. Cell wall
thickness in scales with a moisture content of 20% was significantly different from that in
scales with a moisture content of 5% and 10% (p < 0.001 in the Duncan test).

In the case of cones with a moisture content of 20%, the middle part of scales, to which
lower scales are adjacent (5), revealed elongated cells with projections in the form of hairs
with a mean length of 108.12 ± 54.81 µm and a width at the base of 25.84 ± 3.08 µm. Scales
with a moisture content of 10% featured projections with a mean length of 61.78 ± 24.42 µm
and a length at the base of 23.20 ± 3.40 µm. No projections were found on scales with a
moisture content of 5%; instead, they revealed pores of different diameters—on average
10.76 ± 2.04 µm.

Numerous projections were found on the outer side of the proximal part of scales
(6) with all the studied moisture content values. The mean length and width of hair cells
on scales with a moisture content of 20% was 265.88 ± 116.72 µm and 28.09 ± 3.39 µm,
respectively. Hairs on scales with a moisture content of 10% were 219.99 ± 71.56 µm long
and 28.42 ± 5.50 µm wide, while those on scales with a moisture content of 5% were
207.30 ± 48.74 µm long and 31.19 ± 2.82 µm wide. Projections on scales with a moisture
content of 5% were the shortest and widest at the base.

4. Discussion

As reported by Lin et al. [41] for Pinus pinaster cones, the cone opening and closing
mechanism can be attributed to the self-bending of their scales, which undergo three states
of humidity-driven deformation in terms of Föppl–von Kármán plate theory [42]. Based
on three other reports [29,33,35], it may be concluded that it is moisture and the shape and
size of cells that trigger opening and closing of cones.

Loss of moisture in the course of drying causes changes in the shape of the treated
material [43]. The process of seed extraction involves the contraction of cell walls into
the space previously occupied by water and a decrease in the volume of the material [44].
In contrast to other conifer species (spruce or pine), larch cones do not open sufficiently
to release seeds freely even in very dry air. The scale structure and opening mechanism
for Pinus radiata cones were described in detail by Dawson et al. [35], who identified two
types of scales growing from the main body of the cone, with the larger ones responding
to changes in relative humidity. Therefore, the crucial issue in larch seed extraction is to
stimulate cone opening by alternating seed drying and moistening [20], which leads to
gradual seed displacement from between the scales.

Larch cones may open to a greater or lesser extent or close depending on air humid-
ity [1], but in the literature there is a dearth of information about the opening of Larix cones.
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In this study, the opening angle of larch scales, defined by the aforementioned three points,
increased with decreasing moisture content in the cones.

In the course of four-day seed extraction, the greatest increment in the opening angle
was observed on day 1 for scales in the middle cone segment (by approx. 39◦), followed
by those at the base (by approx. 33◦) and at the apex (by approx. 30◦). The largest mean
increment was found for scales in the middle cone segment. It was calculated that at
the end of the extraction process, the scale opening angle ranged from 140◦ to 145◦ at a
moisture content of 5% to 10%. For larch, the maximum values of the scale opening angle
were much higher than those obtained by Bae and Kim [29], who differentiated between
the right (120.7◦) and left (111.6◦) bracts of Pinus cones. However, these figures cannot be
directly compared due to differences in the angle measurement methodology. The values
obtained for larch are close to the maximum angles (approx. 145◦) reported by Reyssat and
Mahadevan [36] for Pinus coulteri.

In view of the finding that neither the scale position in the cone nor the process
duration (for various hours on subsequent days) had a significant impact on the scale
opening angle, it seems reasonable to shorten the seed extraction process, for example,
from four to three days. The yield should be monitored, and if it no longer increases, the
extraction process can be terminated.

The initial moisture content in larch scales increased, while the final content decreased,
with each day of the process. Cone moistening caused scale closure at the beginning of
each day (Figure 3). In the literature there are insufficient data on the number and duration
of cone drying and moistening steps needed to maximize seed yield. It is known that an
hour-long cone immersion in water is inadvisable due to the swelling of seeds (which
must be then promptly sown) [1]. In another study (forthcoming), the authors reported the
effects of the number and duration of seed extraction and cone moistening steps on the
yield of larch seeds of first class quality. It was found that three 8 h seed extraction steps
with two 10 min water immersion treatments in between led to a 59% yield (seeds obtained
as compared to the overall number of seeds in the cone).

As reported by, inter alia, Tyszkiewicz [1,20], Bae and Kim [29], Fahn and Werker [30],
Bar-On et al. [31], and Reyssat and Mahadevan [36] for cones of Pinus or other trees, the
structural tissue responds to moisture changes, which trigger the gradual opening of tightly
closed cones. The mechanism of cone opening or closing associated with the loss or gain
of moisture, respectively, is based on the two-layer structure of cells that transform with
changes in moisture content. In the outer layer of the tissue, thick-walled cells respond by
expanding in the longitudinal direction when exposed to moisture increase [35,45] and by
shrinking in response to to drying, while the simultaneous reaction of cells in the inner
layer is feebler.

The microscopic structure of scales revealed cells differing in terms of their wall
thickness. Larch scales consist of three types of cells: small, medium-sized, and large.
During seed extraction, the cells changed their dimensions, due to which they wrinkled
and deflected from the cone rachis [4] to release seeds [37]. This is associated with the close
adjoining of epidermal cells on the outer side (Figure 6a), where the cell lumen is much
smaller than in the case of inner epidermal cells (Figure 6d). This may be related to the
wall thickness of medium-sized cells, which was not affected by loss of moisture to the
same extent as the wall thickness of large cells (a decrease of approx. 57%). Furthermore,
as reported by Aniszewska [34], between three and five layers of cells may be identified
on cross-sections of spruce cones, depending on the scale position. Near the stem, the
small, medium-sized, and large cells have diameters of 56.7 µm, 32.3 µm, and 15.3 µm,
respectively.

Cells in Pinus scales with a moisture content of 20% had thicker cell walls and smaller
lumina than those in scales with a lower moisture content. A study on the thickness of cell
walls in larch wood reported 20–23 µm for wood samples dried to a moisture content of
5%–15% [46], which is consistent with the results obtained in this paper.
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The outer and inner structures of cones scales are different. In the middle segment of
the outer surface (5), scales with the highest moisture content revealed short projections,
which decreased in length and width with the degree of moisture loss from the cone. In
this region (5), scales with the lowest moisture content featured pore-like structures, which
probably enabled the elimination of excess water from the cones [4]. The projections were
situated on the outer side of scales with all studied levels of moisture content. The proximal
part of the scale (6) exhibited hairs, whose length increased with the moisture content of
the cone. Hairs (6) on scales with a moisture content of 5% had the greatest width at the
base and adhered to the scale surface, while hairs (6) on scales with a moisture content of
20% and 10% formed a bristle. Pseudotsuga menziesii and Abies alba have scales of a similar
structure between seeds [47].

Resin particles were found on scales with the highest moisture content, while scales
with lower moisture content values did not reveal such particles; in the latter case they
tended to come off, which indicates that the first by-product of seed extraction from conifer
cones is dried resin (colophony) [1].

Studies show that the seed extraction process does not have to be conducted over
four days since three days with two moistening treatments in between is sufficient. On the
last day, the change in the opening angle is lower than that on the preceding days, while
moisture content does not decrease below the level obtained on day 3.

5. Conclusions

The opening angle of larch scales increased with decreasing moisture content in the
cones. The greatest increment in the opening angle was observed on the first day of seed
extraction (on average 34◦ for the three types of scales). The largest mean opening angle
increment was found for scales in the middle segments of the studied cones; the largest
mean opening angle was 145.99◦.

The size and thickness of cell walls in scales is determined by the moisture content
of the cones: the higher it is, the thicker the cell walls (up to the fiber saturation point of
approx. 30%). Conversely, the lower the moisture content, the larger the cell lumen. The
thickest walls were found in the inner epidermal cells (9.458 µm), and the thinnest walls
in vascular bundle cells (3.313 µm). In turn, the greatest change in wall thickness was
identified in the large cells found in the middle scale segment, with the mean difference
between dry and moist states amounting to 4.708 µm. The mean wall thickness of large
cells in scales with a 5% moisture content amounted to 42% of that in scales with a 20%
moisture content.

The outer and inner scale structures differed depending on moisture content. The
greatest differences in the surface structure of scales with 5%, 10%, and 20% moisture
contents could be observed on the outer side. On scales with a 20% moisture content, the
hair-like cells were elongated and strongly deflected outwards; in contrast, on scales with a
10% moisture content, there were fewer such cells, which exhibited constrictions and leant
towards the cone rachis. On scales with a 5% moisture content, the hairs were short and
adhered to the outer scale surface. The inner sides of scales with moisture contents of 5%,
10%, and 20% differed significantly at the scale margin outside of the wing area. Resin
particles were found on both sides of scales with a 20% moisture content but not on scales
with a 5% moisture content.

The results of our investigation of the scale opening kinematics and the cellular
structure of larch cones depending on the cone moisture content and the duration and
stage of seed extraction may contribute to determining the conditions for the automation
of this process.
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C.; et al. Program of Conserving Forest Genetic Resources and Breeding of Trees in Poland for the Years 2011–2035; The State Forests
Information Centre: Warszawa, Poland, 2011; ISBN 978-83-61633-61-7.
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Abstract: Rheological quantification is important in many industries, the concrete industry in par-
ticular, e.g., pumping, form filling, etc. Instead of performing expensive and time-consuming
experiments, numerical simulations are a powerful means in view of rheological assessment. How-
ever, due to the unclear numerical reliability and the uncertainty of rheological input data, it is
important for the construction industry to assess the numerical outcome. To reduce the numerical
domain of cementitious suspensions, we assessed the numerical finite volume simulations of Bing-
ham paste pumping flows in OpenFOAM. We analysed the numerical reliability, first, irrespective
of its rheological input by comparison with the literature and theory, and second, dependent on a
certain rheological quantification by comparison with pumping experiments. Irrespective of the
rheological input, the numerical results were significantly accurate. Dependent on the rheological
input, a numerical mismatch, however, existed. Errors below 1% can be expected for proposed
numerical rules of thumb: a bi-viscous regularisation, with pressure numbers higher than 5/4. To
improve bias due to uncertain rheology, a rheological configuration close to the engineer’s aimed
application should be used. However, important phenomena should not be overlooked. Further
assessment for lubrication flows, in, e.g., concrete pumping, is still necessary to address concerns of
reliability and stability.

Keywords: numerical simulation; computational fluid dynamics; OpenFOAM; cementitious materi-
als; Bingham rheology; pumping; reliability

1. Introduction

Concrete structures and their finishing quality, durability or even structural integrity
passively rely on the concrete’s fresh state properties [1], more specifically, the fresh state
flow characteristics, which are usually characterised by so-called rheological parameters.
The rheology of concrete and more general cementitious-like suspensions, which are
mostly governed by Bingham flow behaviour, therefore determines the outcome of its
application [1]. For simple and, more generally, industrial processes, one could predict
the outcome based on existing theories. For more complicated processes, this is not the
case. As a first alternative, the outcome of an industrial process could then be assessed
based on experiments. Experimental tests can, however, be inconvenient, time consuming
and/or expensive. As a second alternative, one could therefore use numerical simulations
to overcome this issue.

The numerical simulation of cementitious suspensions, Bingham flows in general,
shows a huge potential for predicting the flow behaviour in several construction or indus-
trial processes. Numerical simulations for predicting industrial (construction) processes
could for instance provide the required pumping pressure, form filling ability, etc. One
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could even use numerical simulations to predict more complicated behavioural aspects
such as particle migration or time-dependent behaviour such as thixotropy, which can be a
major cause for blocking problems [2–8]. Moreover, one could use numerical simulations
for industrial design.

One popular approach to numerically simulate cementitious suspensions or Bingham
flows in general is computational fluid dynamics (CFD) [3,5,6,8–12]. CFD considers a
homogenous fluid that can be justified to simulate flows of cementitious materials [3,6].
Since a continuous approach is involved in CFD, particle behaviour aspects may only be
considered from a macroscopic point of view [3,5]. If one is interested in specific particle
phenomena occurring in, e.g., concrete flows, other techniques such as discrete element
method (DEM) and lattice Boltzmann method (LBM) are advised [5]. The advantage of
CFD over other techniques is that it allows for faster computations and larger computation
domains, which are suitable for practical simulations such as pumping, formwork filling,
on-site rheological test cases, etc. [6,8,13]. The amount of numerical mesh cells is still
considerable (ca. 104–106 cells [3,5,6,8,9,13]) without the requirement of special computa-
tional infrastructure. Therefore, CFD could serve as a useful tool within practical reach for
design engineers. Many commercial CFD softwares on the market, however, are bounded
by licences that can be expensive. Therefore, open-source CFD codes have been rising
in popularity because they are accessible for anyone. Instead of a black box-embedded
CFD code, the source code is accessible and modifiable for any prerequisite needed. One
open-source software in particular, named OpenFOAM, has been rising in popularity
over the past decades and is therefore convenient or suitable for use in applications of the
modern industries, particularly among the concrete industry. Since numerical simulations
use rheological data for their input values, the numerical simulations themselves are an
immediate consequence of the rheological device or characterisation procedure. Several de-
vices, known as rheometers, exist to quantify rheological data for cementitious suspensions
together with their respective geometries, such as ConTech Viscometer, Tattersall MK-II,
ICAR, Anton Paar MCR device, Sliper and more [14–17]. Despite the numerous existence
of rheological devices, the rheological parameters obtained by these devices differ [14–19].
Worse is that the difference among devices can be significant [14,15,19–21].

Irrespective of the rheological input, some works assessing the numerical accuracy
for Bingham flows exist [21–29]. However, these studies are in terms of error in numerical
residuals or numerical stability criteria with regard to numerical regularisation techniques.
Therefore, they may somewhat lack genuine interpretation of the actual numerical outcome
or reliability. In the context of cementitious materials, some numerical studies have also
been conducted to numerically simulate cementitious paste suspensions or even concrete
suspensions [2,3,5–9,13,30–35]. However, in most of these works, it is unclear how reliable
the numerical simulations actually are, independent of whether a mismatch or good match
was found, let alone to know the actual influence of the rheological input with regard
to the numerical outcome. Therefore, the question remains how reliable are numerical
simulations based on their rheological input and how can more reliable results be obtained,
especially because of the disparity in rheological data? Moreover, some devices are reliable
for only certain rheological properties and/or types of concretes or suspensions, e.g.,
paste, traditional concrete and self-compacting concrete. Since numerical simulations rely
on rheological input values and therefore on their uncertain character, it is important
to assess how reliable the numerical simulations are based on their input. In that way,
confidence can be built in the simulation of Bingham suspension flows and, by extension,
for engineers practicing in the industry. One example, in particular, is to model fresh
concrete construction processes in the concrete industry. The uncertainty problem is
twofold: on the one hand, the uncertain character of the rheological input data and, on the
other, the accuracy of the numerical outcome itself.

To simplify the vast numerical uncertainty problem in this study, we assessed the
accuracy of the numerical simulations for the simple case of pumping of Bingham pastes
in the context of cementitious paste suspensions. A potential follow-up in the context
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of the concrete industry is the more complicated concrete pumping flows, in which an
additional pipe wall lubrication layer is expected to contribute to the flow. This follow-up
has not been undertaken to not further complicate the conciseness and findings of this
work. In that way, we provide a validation framework for engineers in practice to model
laminar Bingham flows; simple cementitious suspensions; or perhaps, by extension, even
projections for fresh concrete construction processes. To deal with the twofold character
of the uncertainty problem, we decomposed it into a first part by assessing numerical
simulations using the expected theory or literature and a second part by assessing the
simulations based on experiments. The twofold problem decomposition is graphically
depicted in Figure 1. Hence, the first decomposed part is irrespective of its rheological
input, while the second decomposed part depends on a certain rheological input.

Rheometry

Numerical Simulation

Theory|Literature Experiments

Rheological
Input

MCR102
Sliper

Irrespective of
Input

Dependent on
Input

Outcome?

Figure 1. Reliability overview of the input for numerical simulations.

To do so, we first elaborate upon the numerical methodology used, which is a
CFD finite volume approach in OpenFOAM to simulate horizontal, laminar pipe flow of
cementitious-like Bingham pastes. The numerical framework is followed by the experi-
mental framework for all performed tests. Then, the results for the first and respective
second problem decomposition parts are outlined. In the first part, numerical simulations
are compared to expected literature results and theories. In the second part, simulations
are compared to experimental pumping observations based on a certain rheological input.
In that way, we are able to assess the numerical outcome irrespective of the rheological
input as well as the reliability based on certain rheological data. Finally, the results are
discussed and concluded.

2. Numerical Framework

The popular open-source software OpenFOAM (v5, The OpenFOAM Foundation Ltd.,
London, UK) is used in this framework to assess the numerical adequacy of modelling
Bingham cementitious-like suspension pipe flows. We therefore outline the numerical
methodology, regularisation, control, case set-up and mesh independence.

2.1. Numerical Methodology

Proper to CFD, OpenFOAM models the fluid domain as a continuum with macro-
scopic properties [3,8]. Doing so, the numerical solution is in fact an approximation of
reality constrained by its discretisation (mesh), solving algorithm (solver), solver settings
and imposed assumptions. The numerical solution is obtained by solving the fluid contin-
uum’s conservation laws of mass and momentum. This results in solving the continuum
Equation (1) and the Navier–Stokes Equation (2) because cementitious-like material flows
are incrompressible with a constant density ρ [3,8,36].
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∇ · U = 0 (1)

ρ
DU
Dt

= ρg−∇p +∇ · (ν∇U) (2)

In these equations, U is the velocity vector field and p the pressure scalar field. In the
used solver, gravity g is omitted because gravity is invariant in the case of horizontal pipe
flow, as considered in this paper. Therefore, the pressure p and viscosity ν are computed in
kinematic form, which is relative to the density ρ. The material derivative is denoted by
DX
Dt = ∂X

∂t + U ·∇X, in which · is the inner (tensor) product.
Cement pastes exhibit non-Newtonian flow behaviour. By omitting time-dependent

behaviour, they are usually modelled as a Bingham fluid with a yield stress τ0 and a plastic
viscosity µ [10,37–42]. The non-Newtonian character is therefore numerically coped with
by using a Generalised Newtonian Fluid (GNF) approach in which the Newtonian viscosity
ν is replaced by an apparent viscosity η computed for each mesh cell corresponding to
the considered constitutive rheological model, i.e., the Bingham model. In doing so, a
numerical singularity occurs for zones with zero or low shear rates (i.e., quiescent zones).
Eventually, this can lead to numerical stability issues. This is the so-called unregularised
viscoplastic problem [43]. In the literature, this problem is either coped with by making
use of a regularisation approach or a different modelling technique (e.g., augmented
Langrangian method) [25,43]. Other examples of numerical techniques where this problem
is coped with were conducted by, e.g., Jahromi et al. [28], Bleyer et al. [44], Pimenta and
Alves [45]. Using such advanced numerical techniques is however not straightforward.
Therefore, the bi-linear regularisation approach is used in this work.

2.2. Numerical Regularisation

Several regularisation approaches have been investigated in the literature such as
the bi-linear [23,24,46], Bercovier and Engelman [22], Papanastasiou [10,12,47–49] and
other approaches [25,43,50]. These regularisation approaches restrain the infinite apparent
viscosity η for zero shear rates, usually defined by a so-called epsilon ε environment. The
smaller ε, the higher the apparent viscosity can reach, resulting in an overall more stiff
or viscous flow behaviour in quiescent zones [43]. Higher apparent viscosities lead to
better approximations of the non-Newtonian yield character; it may however also inflict
numerical stability issues [43].

For ease of implementation and interpretation, the bi-linear regularisation approach [23]
is used in this work by restraining the apparent viscosity to a maximum value, similar to [21].
A constant Generalised Newtonian Approach Ratio (GNAR) is therefore defined. This is
the ratio of the maximum apparent viscosity ηmax and plastic viscosity µ because it defines
the order of magnitude and therefore the dominance of the numerical matrices in which the
apparent viscosity η is used. This approach of limiting the ratio to 1000 (or an equivalent
regularisation parameter) is in line with the philosophy by Schaer et al. [21], Bercovier and
Engelman [22], Ahmadi and Karimfazli [29], Papanastasiou [47]. Moreover, this is exactly
the same approach and recommendations as Beverly and Tanner [24], Bullough et al. [46]
and Burgos et al. [51]. Thus, the higher the GNAR, the better the non-Newtonian character
but the more the numerical simulation is subjected to stability issues, especially in quiescent
zones. Quiescent zones are zones with very low or zero shear rates, such as the central plug
zone in pipe flows. Based on a parametric sensitivity study, we used a GNAR of 1000 to
obtain better yield behaviour predictions.
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2.3. Numerical Control

To additionally cope with numerical instability problems for simulations with big plug
zones (quiescent zones), under-relaxation of the velocity field U was used to a limited extent
of 0.95. This could be considered a similar but more convenient and easy to implement
relaxation approach as used by Chupin and Dubois [52]. Since under-relaxation smears
out the numerical solution over time or iterations, we advise limiting the velocity under-
relaxation between [0.95, 1.0]. This is based on a time-dependent parameter study of the
under-relaxation. This helped us to overcome all numerical GNF instability issues while
still respecting the temporal flow behaviour to a reasonable extent.

In order to ascertain temporal numerical stability, the well-known CFL (Courant–
Friedrichs–Lewy) number was controlled and limited to 0.5. We gradually increased the
CFL number after flow initiation from 0.001 to 0.5 to allow for faster numerical progress
because no temporal boundary conditions were considered and hence the initiation phase
is an immediate flow jump, starting from a zero velocity to a velocity corresponding to the
imposed discharge Q. Hence, the initiation may lead to initial numerical instability issues,
which have been coped with by gradually increasing the CFL number.

The total simulation time was 60 s, performed by the transient (PISO: Pressure-Implicit
with Splitting of Operators) OpenFOAM solver called nonNewtonianIcoFoam, adopted
for a customly developed Bingham model. The numerical data were analysed using a
Python script, considering steady-state only for the data analysis.

2.4. Numerical Cases

Several numerical pipe flow simulations were performed in order to assess their
reliability irrespective of the rheological input. On the one hand, 10 pipe flow simula-
tions were performed to compare the results with the literature results from Tichko [13]
for a DN100 (106 mm) pipe. On the other hand, to compare simulation results with the
Buckingham–Reiner theory, 213 simulations were additionally conducted, re-simulating
small-scale pumping experiments that were performed with a DN25 (26.64 mm) pipeline.
Simultaneously, these 213 pipe flow simulations served to assess the reliability dependent
on the rheological input by comparing the numerical results with the experimental ob-
servations. Hence, a total of 223 numerical cases were considered, disregarding the 660
numerical cases conducted for sensitivity studies.

The boundary conditions (BC) are also important, since they determine how a sim-
ulation domain interacts with the physical outer world. Therefore, the pipe boundary
conditions are depicted in Table 1.

Table 1. Pipe flow boundary conditions of the velocity field U and the pressure field p. Herein, Q is
the imposed discharge, uniformly distributed over the inlet surface A.

Boundary Field Type Definition

Inlet U Dirichlet uniform value U = Q/A
p Neumann zero gradient ∇p = 0

Wall U Dirichlet noSlip U = 0
p Neumann zero gradient ∇p = 0

Outlet U Neumann zero gradient ∇U = 0
p Dirichlet zero value p = 0

A default set of numerical solvers and schemes (mostly linear) are used for the
considered simulations. Even though higher-order schemes and better-performing solvers
would facilitate the numerical accuracy—though it has an additional computational cost—
it is not the aim of this work to outline the most optimal settings. Our aim is rather to
give a global idea on the accuracy, be it with rather default-like or CFD-advised settings.
Further details on the numerical schemes and settings can be consulted in the respective
Appendix A. In that way, a benchmark may be obtained for simulation engineers in
practice or in related research domains.
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Examples of the typical numerical outcome of the pipe flow simulations are illustrated
in Figure 2. For every simulation, the 3D pressure and velocity field are simulated, after
which the fully developed pressure loss is processed for further analysis in this work. For
steady-state, these illustrations show a linear pressure loss as well as a quadratic velocity
profile with central plug flow. This is expected from laminar Bingham simulations [53].

(a)

(b)

(c)

(d)

Figure 2. Illustrations of the numerical outcome. Examples of the kinematic pressure field p (m2/s2)
and the x-component velocity field Ux (m/s) are shown for both the DN100 and DN25 pipe cases.
(a) Pressure field p for a DN100 pipe. (b) Velocity field Ux for a DN100 pipe. (c) Pressure field p for a
DN25 pipe. (d) Velocity field Ux for a DN25 pipe.
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2.5. Mesh Independence

A last aspect that is to be considered for a simulation is the mesh quality. The mesh
quality has a big influence on the obtained results in numerical modelling studies. There-
fore, the simulations should be mesh independent. A mesh independence study was
performed for pipe flow simulations. The acceptance criteria for mesh independence were
based on mesh orthogonality; mesh angularity; a mesh verification check by OpenFOAM;
and more importantly, convergence of simulated pressure loss results, indicating true
independence. To respect orthogonality, a cylindrical hexagonal mesh configuration of
the pipe was used as depicted in Figure 3. Based on the independence analysis, the final
cross-sectional mesh configuration consisted of 9× 9 inner square elements (to respect
orthogonality) and compatible 9× 9 outer circular section elements (on the four sides). The
inner square diagonal to pipe diameter ratio was 0.5 (Figure 3a). The longitudinal mesh
was uniformly subdivided into elements with a length of 2 cm.

(a) (b)

(c)

Figure 3. Hexagonal cross-sectional mesh configuration, with an inner square (nyA×nzA) with
diagonal 2b and outer circle segments (nzA×nzD) to pipe radius R. (a) Cross-sectional view. (b) Three-
dimensionally rendered mesh view of a DN100 pipe. (c) Rescaled mesh of experimental pumping
circuit, with an equal radial mesh resolution for a DN25 pipe.

The mesh independence analysis was based on a pipe with a diameter of 106 mm
(DN100), which was used to compare the simulations with literature. Since the pipe diameter
of the conducted pumping experiments is smaller, the radial configuration is scaled down
by maintaining the same mesh numbers (Figure 3c). Longitudinally, it is assumed to be
sufficiently refined, and a mesh cell length of 2 cm was not further refined. This mesh
scaling is justified since the flow can radially develop over the same amount of mesh cells.
Longitudinally, it is also justified because the simulated pressure losses used in the analysis
are verified fully developed pressure losses. Moreover, this re-scaling is even proven to
be justified by the fact that the simulation results of DN100 pipes have the same relative
theoretical error (ca. 1%) as DN25 pipes, as outlined in Sections 4.1 and 4.2 respectively.
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3. Experimental Framework

The experimental work consisted of two stages. First, a rheological characterisation
was performed for all considered samples by rheometer tests. Second, pumping exper-
iments were performed to assess the reliability of the numerical simulations based on
rheological input data. In total, four different paste mixture designs (A1 to A4 in Table 2)
were tested at least three times to ensure the repeatability.

Table 2. Conceptual overview of rheological mixture designs of the considered four Bingham model
pastes (A1 to A4), as a function of the water (W), powder (P) and superplasticiser (SP) content.

Mix Designs Plastic Viscosity µ
Low High

Yield Stress
τ0

Mix W /P Mix W /P SP/P

Low A1 0.40 A2 0.20 0.175%
High A3 0.33 A4 0.25 0.100%

The pastes used in the experiments were in fact Bingham model fluid pastes, without
thixotropic and hydration-related properties, to increase the experimental time window,
instead of actual cement pastes. The model pastes consisted of limestone powder (P;
with a median particle size of 3.7 µm), water (W) and/or a polycarboxylate ether-based
superplasticiser (SP). The four different paste designs represent a rheological range of
cement pastes with a low/high yield stress τ0 and a low/high plastic viscosity µ. Hence,
the terminology of cementitious-like pastes is preferred, since the model fluids represent
typical cement pastes.

3.1. Rheometry

The Bingham behaviour of the model pastes were rheologically characterised by two
approaches. The first approach is a characterisation based on a flow curve protocol in a
rotational rheometer (MCR-102, Anton Paar Benelux BVBA, Gentbrugge, Belgium). The sec-
ond rheological characterisation is based on a sliding pipe rheometer (Sliper, Schleibinger
Geräte Teubert und Greim GmbH, Buchbach, Germany) [54].

3.1.1. Rotational Rheometry

For all paste samples, rheological tests were performed with a parallel plate con-
figuration in a rotational rheometer (MCR-102, Anton Paar Benelux BVBA, Gentbrugge,
Belgium). A constant temperature of ca. 20 ◦C temperature was maintained during the
testing procedure by the rheometer’s temperature control unit. The considered parallel
plate geometry (1 mm gap) is shown in Figure 4.

The testing procedure consisted of a flow curve test anticipated by a pre-shear (20 s
at 120 rad/s). The flow curve test consisted of a shear step-up and step-down protocol in
which each shear step had a constant shear duration of 20s after an increment or decrement
of 20 rad/s. Steady-state values of the step-down parts were used to compute the flow
curves.

3.1.2. Sliding Pipe Rheometry

In addition to the MCR-102 rheometer tests, sliding pipe rheometer (Sliper, Schleibinger
Geräte Teubert und Greim GmbH, Buchbach, Germany) tests were also performed for all
samples. The Sliper test consists of a pipe (D = 125 mm) filled with paste that slides down
a platform with a centrally positioned pressure sensor. During this downward motion
over a pipe length of 0.5 m, a laser distance sensor captures the velocity of the sliding
pipe and thus the discharge of the flow. The geometrical layout of the Sliper is depicted
in Figure 4. This sliding procedure is repeated several times each with a different weight
attached to the Sliper, allowing for variation in the imposed discharge. In that way, a
pressure loss–discharge diagram can be recorded as depicted in Figure 5.
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(a) (b)

Figure 4. Rheometer test set-up configurations: (a) rotational parallel plate rheometer configuration
(Anton Paar MCR-102 with a 1 mm gap); (b) sliding pipe rheometer (Sliper).

Figure 5. Sliper pressure loss recorded as a function of the discharge for all conducted experiments
(mix design A2 to A4). No feasible results could be obtained for mix design A1. Rheological
parameters were obtained from the linear regressions.

These pressure loss and discharge values were correlated by a linear regression. The
linear regressions were then used to characterise the rheological parameters for each of the
model pastes based on a reversed engineered Buckingham–Reiner approach. In that way,
the Bingham yield stress and plastic viscosity could be obtained by a second rheometric
approach. Some Sliper measurements were jeopardised due to bad sensor connectivity.
Due to severe leakage, no Sliper measurements could be obtained for mix design A1.

An overview of rheological parameters (i.e., density ρ, Bingham yield stress τ0 and
plastic viscosity µ) obtained by both the MCR-102 rheometer and Sliper tests is depicted in
Table 3.
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Table 3. Rheological overview of several mixture design samples, depicting the paste density ρ,
Bingham yield stress τ0 and plastic viscosity µ obtained from different rheometers.

MCR-102 Sliper

Mixture ρ τ0 µ τ0 µ

Sample [kg/L] [Pa] [Pa.s] [Pa] [Pa.s]

A1-1 1.776 55.5 0.5 N/A N/A
A1-2 1.786 69.7 0.7 N/A N/A
A1-3 1.792 67.7 0.7 N/A N/A
A1-4 1.794 94.1 0.9 N/A N/A

A2-1 2.035 57.2 8.5 44.3 4.6
A2-2 2.075 65.7 9.1 32.2 3.6
A2-3 2.047 43.6 10.3 62.8 4.6

A3-1 1.903 150.5 2.6 73.4 0.6
A3-2 1.865 165.6 2.7 76.3 0.6
A3-3 1.896 181.1 2.8 79.0 0.5

A4-1 1.980 135.1 4.6 23.0 2.2
A4-2 1.979 129.3 4.8 67.3 2.3
A4-3 1.981 110.7 5.0 65.6 2.2

3.2. Small-Scale Pumping

To quantitatively assess the numerical performance, a validation experiment was set
up based on a pumping experiment. A pumping circuit was designed for stainless steel
pipes, with an internal diameter of D = 26.64 mm (DN25). Several pressure sensors were
inserted in the pipeline using T-connections in which the pressure sensors were screwed
as close as possible to the (virtual) pipe wall (see Figure 6). In that way, the pressure
loss was recorded over respective distances (between pressure sensor 2 and 4 in Figure 7).
To also capture the induced discharge, a container was supported from a load cell. The
paste was injected into the pumping circuit by a pressure controlled barrel, allowing for
a variation in driving pressure and discharge, which were recorded accordingly. The
geometric configuration of the small scale pumping set-up (SPS) is depicted in Figure 7. In
that way, an experimental validation data set was provided by a pumping experiment.

Figure 6. Example of a pressure sensor being screwed in a T-connector as close as possible to the
virtual pipe wall.
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Figure 7. Layout of a small-scale pumping circuit. Each number corresponds to a pressure sensor
position. At the inlet, the paste was injected via a pressure barrel, for which the outlet discharge Qout

was measured by a load cell.

4. Reliability Irrespective of Rheological Input

To assess the reliability of the numerical outcome irrespective of the rheological input,
two comparisons were made. First, pipe flow simulations were compared to simula-
tions performed in the literature. Second, simulations were compared with the expected
Buckingham–Reiner theory of Bingham Poiseuille flows. This was performed for re-
simulated cases of performed small-scale pumping experiments.

4.1. Comparison with the Literature

To compare the numerical pipe flow simulations with the literature, pumping simu-
lations of concrete suspensions are compared in particular. This is because cementitious
paste suspensions are the main scope of this work. More specifically, we compared the
simulations performed by Tichko [13]. Tichko [13] simulated the flow of concrete pumping
experiments using a homogeneous suspension approach. Two pumping series A and B
were considered in a DN100 pipeline. The lack of wall lubrication layer effect in these simu-
lations is justified from a pure comparison point of view. Figure 8 outlines the comparison
of concrete pipe flow simulations by Tichko [13] performed in ANSYS FLUENT®, with
the re-simulated ones performed in this work by OpenFOAM. No under-relaxation was
considered, and a more strict regularisation was applied (GNAR ≈ 1500). The error is
presented relative to the expected Buckingham–Reiner pressure loss.

Figure 8. Literature comparison of the numerical concrete pipe flow simulations performed by
Tichko [13], relative to the expected Buckingham–Reiner theory. The results indicate that Open-
FOAM performs at least as good as, if not better than, commercial CFD software ANSYS FLUENT®.

Comparing several discharges, it can be seen that the results in this framework are
more accurate with a relative pressure loss error below 1%. Hence, it is concluded that
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homogeneous Bingham pipe flow simulations performed by OpenFOAM are at least as
accurate as, if not better than, simulations by commercial software ANSYS FLUENT®.

4.2. Comparison with the Theory

To assess the numerical simulations irrespective of their rheological input, they are
compared with the expected theory of Buckingham–Reiner. This is based on re-simulated
cases of all performed small-scale experiments, as depicted in Table 3.

All small-scale pumping experiments were simulated based on their respective rhe-
ological input values. To assess these simulations irrespective of their input, they were
analysed in comparison with the expected theory of Buckingham–Reiner. This totals to 213
simulation cases. An overview of the simulation outcome is depicted in Figures 9 and 10.
Here, the simulated pressure loss is plotted as a function of the discharge. Additionally,
the pressure loss as well as the discharge are transformed into dimensionless form via the
pressure number Pn = ∆pR/(2Lτ0) and dimensionless discharge Q̂ = Q/(R3τ0/µ) after
De Schryver and De Schutter [55].

Figure 9. A good agreement is obtained between the simulated pressure loss and the expected
theoretical Buckingham–Reiner theory.

Figure 10. Using a dimensionless form of the Bingham Poiseuille flow, again, a good agreement is
achieved between the simulated pressure loss and the expected Buckingham–Reiner theory. Indeed,
the simulations map onto a single Bingham discharge curve.
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It is clear that the numerical simulations, irrespective of their rheological input, are in
good agreement with the Buckingham–Reiner theory (cf. Figures 9 and 10). Indeed, apart
from one underdeveloped case, all simulation results map onto a single discharge diagram
curve, as expected for pumping of a Bingham fluid [55,56].

To quantitatively assess the agreement, a relative pressure loss error is defined in
Figure 11 by comparing the pressure loss from the simulation, with the pressure loss ex-
pected by Buckingham–Reiner. The results in Figure 11 show that, for higher discharges Q,
the simulations are significantly accurate with a relative error below 1%. The convergence
to a relative error of 1% for higher discharges may be restrained by the mesh resolution
and default-like solving settings. Therefore, it would be expected that, for a proportionally
finer mesh resolution as well as higher-order numerical schemes and more restricted solver
tolerances, the relative error can be reduced even more. Hence, it is concluded that, if one
considers pipe flow with a mesh resolution and default-like solver settings, as considered
in this work, no error higher than 1% would be expected. Given this result, one may have
confidence in the numerical simulation.

Figure 11. Significantly accurate simulations can be obtained in comparison with the Buckingham–
Reiner theory. For higher discharges, a relative pressure loss error below 1% can be obtained. Simu-
lations with lower discharges or higher yield stresses can be more influenced by the unregularised
viscoplastic problem [25,43].

For lower discharges on the other hand, the relative error increases. Since it concerns
a relative error, this is partially explained by the lower reference pressure in the division of
the relative error. The relative error is namely the absolute error divided by the expected
pressure loss, which in its turn decreases for lower discharges.

A second explanation for higher relative theoretical errors is related to the numerical
methodology. The Bingham model is approximated by a bi-viscous regularisation approach,
in which an apparent viscosity is used, restrained by a pre-defined maximum. On the
one hand, this has to be performed to avoid numerical instability. On the other hand, this
impedes numerical accuracy. To depict the numerical inaccuracy caused by the modelling
approach, again dimensionless Bingham formulations are used in Figures 12 and 13 after
De Schryver and De Schutter [55]. From these results, it is clear that the lower the pressure
number Pn or the lower the discharge number Q̂, the relatively less accurate the simulation
becomes compared to the Buckingham–Reiner theory.

Reminiscent to the numerical Bingham stability [25,57,58], one could similarly define a
certain flow condition boundary below which a lower relative accuracy could be expected.
Although former studies were conducted in the framework of turbulent transition insta-
bility, one may also define stability towards the lower Reynolds number end, i.e., laminar
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unyielded flow, potentially leading to numerical instability. Doing so, based on the con-
sidered bi-viscous approach (GNAR = 1000), one could state that below a dimensionless
discharge Q̂ of ca. 0.069 or a pressure number Pn below ca. 1.25 (5/4), less numerically
accurate results could be expected. This means that, when the yield stress contribution
becomes more than 4/5 (PN ≤ 1.25) of the pressure loss or flow regime, less accurate
simulations are expected. Numerical inaccuracy or even instability occur for quiescent flow
conditions (i.e., low or zero shear zones) [25,28,29]. When the unyielded region becomes
relatively large, less accurate results are obtained due to the (un)regularised viscoplastic
problem [25,28,29]. A pressure loss number of below 1.25 (Pn ≤ 5/4) means a plug radius
of at least 80% of the pipe radius (i.e., Rp/R = 1/Pn ≥ 4/5) in accordance with Figure 14
or 64% in terms of plug area (i.e., Ap/A = 1/Pn2 ≥ 16/25). This of course is only valid
for the considered bi-viscous regularisation approach (GNAR = 1000) and pipe flow
simulations.

Figure 12. The relative simulation pressure loss error (compared to Buckingham–Reiner) as a function
of the pressure number Pn reveals the influence of the flow regime or unregularised viscoplastic
problem. The accuracy decreases for lower pressure numbers or for more yield stress dominant flow
regimes.

Figure 13. Plotting the relative simulation error as a function of the dimensionless discharge Q̂ also
shows that low discharges or more yield stress dominated pipe flows impede numerical accuracy.
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Figure 14. The relative pressure loss error as a function of the inverse pressure number is equivalent
to the degree of plug formation. The ratio of plug radius Rp to pipe radius R equals the inverse
pressure number 1/Pn.

This conclusion is in line with Frigaard and Nouar [25] and Jahromi et al. [28], where
the closer the applied stress comes to a fully unyielded flow, the higher the error becomes.
These errors can become high, even up to 100%, and hence flow start-up problems using a
regularised approach are of questionable nature with regard to accuracy. Therefore, the
yielded region and regularisation approach should always be verified in the numerical
approach to ascertain proficient numerical outcome.

Nevertheless, dimensionless numbers, such as the Bingham number Bn or more
specifically the discharge and pressure number (Q̂ and Pn), could serve as an indication of
whether numerical inaccuracies or even numerical stability problems could be expected due
to the so-called unregularised viscoplastic problem. Concluding the numerical reliability
irrespective of its rheological input, based on literature and the Buckingham–Reiner theory,
it can be stated that the OpenFOAM simulations are significantly accurate and in significant
agreement with the theory. Some rules of thumb have been outlined to ensure adequate
numerical accuracy related to the considered regularisation.

To further assess the reliability of the numerical outcome, an assessment was also
performed with respect to its rheological input.

5. Reliability Dependent on Rheological Input

To assess the numerical reliability of pipe flow simulations (using OpenFOAM) de-
pendent on its rheological input, a comparison was made with the experimental results
obtained from a small-scale pumping experiment. As described in the experimental frame-
work section, four mix designs (A1 to A4) were rheologically characterised based on two
different devices (MCR-102 and Sliper, apart from A1) and tested in a small-scale pumping
circuit. All experimental pumping series were simulated, each based on two different
rheological input values. The first rheological input is the characterisation by the MCR-102
rheometer, the second by Sliper. A single discharge value translates to a single simula-
tion. For all rheological values (Table 3) and discharges combined, this resulted in 213
simulations in total.

Comparison with Experiments

For the analysis, the relative pressure losses obtained by the simulations were com-
pared with the experimental ones. Comparing the numerical prediction with the experi-
ment on a one-to-one basis in Figure 15, it is clear that an exact match was rarely the case.
The numerical simulations overpredicted the pumping experiment, whether the rheological
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input was based on the MCR-102 rheometer or the Sliper. It is however remarkable that the
rheological input based on Sliper performs better than the results based on the MCR-102.
Some Sliper results even lie in the near vicinity of an exact match. The origin and potential
influences of this mismatch are discussed in Section 6.

Figure 15. Comparison of numerically simulated pressure loss with experimentally obtained pump-
ing results, for four different mix designs (A1 to A4) and based on rheological input from the MCR-102
rheometer and the Sliper.

For a quantitative reliability assessment of the pipe flow simulations in comparison
with the conducted pumping experiments, again, a relative pressure loss error is computed.
The relative error depicted in Figures 16 and 17 is, this time, the absolute difference between
the simulation and the pumping experiment and relative to the experiment.

Figure 16. The relative simulation pressure loss error compared to the pumping experiment series
indicates that the rheolocigal input from the Sliper is in better agreement than that based on MCR-102.
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Figure 17. A close-up of the comparison between numerical simulations and pumping experiments
shows that the rheological input based on Sliper is significantly better than that for MCR-102, with
relative errors ranging from 0% to ca. 100%.

High experimental relative errors were observed. The simulation errors based on
MCR-102 were 2 to even 7 times higher than the experiment (Figure 16). For rheological
input from the Sliper, the relative error is more limited from 0 to ca. 100% error (Figure 17).
This could mean several things. First, this could mean that the rheological characterisation
is biased or completely unreliable in a different application or context. Second, this could
mean that the theory is biased and that a dominant physical phenomenon was overlooked
and, therefore, not simulated. The third explanation is a combination of the former two
to some degree: an unreliable rheological bias and physical phenomenon bias. Last, there
might be an experimental source of error to an unknown extent.

6. Discussion

The general rules of conduct for appropriate regularisation were not explored in this
work. As for most works [21,25,28,29], the regularisation itself is ad hoc and applied for a
specific application or problem [25]. Restrained to the context of this work, some general
rules of thumbs may be defined, for which less accurate numerical results can be expected.
These are only valid for an apparent viscosity ratio GNAR = 1000, as advised by Bercovier
and Engelman [22], and for the specific case of pipe flow of cementitious paste suspensions.
A high maximum apparent viscosity ratio up to 1000 can be at the cost of numerical stability.
In the work of Syrakos et al. [26], the solver could only cope with simulations with ratios
up to 400. Therefore, it is noteworthy to use under-relaxation to a limited extent, as in this
work. This is highly beneficial for numerical stability while still allowing for a very strict
regularisation parameter. Even though relaxation smears out the simulation to a limited
extent, it allows for simulations that were otherwise infeasible.

In line with O’Donovan and Tanner [23], Jahromi et al. [28], Ahmadi and Karimfazli [29],
it is concluded that, for flows where the unyielded region is large—or equivalently, a low
pressure number Pn and dimensionless discharge Q̂—less accurate results are expected.
Therefore, similar to that stated by Frigaard and Nouar [25], lubrication layer flows are more
of a concern because they convey a very large plug zone. This is especially the case for
concrete flows. Even though higher shear rates are expected near the pipe wall and therefore
higher local related dimensionless discharges (based on the lubrication layer properties) are
expected, the numerical outcome and especially the stability are questionable. To ascertain
accuracy for these kind of flows, a regularisation parameter as close as possible to zero (or
an apparent viscosity cut-off close to infinity: GNAR→ +∞) would be necessary. However,
as the regularisation parameter tends towards zero, the simulation tends to blow up [27].
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Therefore, an extensive regularisation study on lubrication pipe flows is an important study
that could be conducted in the future, especially for the practice of concrete flow simulations.

Despite very accurate results compared to the theory, a high relative experimental
error exists, and rarely, an exact match was found between the numerical simulation and
experiments. This could be explained by a bias in rheological input, a bias in overlooked
underlying physical phenomenon or a combination of both. A fourth error source could
be the experimental accuracy or set-up. The pressure sensors have a finite accuracy.
Additioanlly, a residual paste membrane found in front of the pressure sensor—but limited
to only a few millimetres thickness—could have reduced recorded pressure losses to
an unknown extent. Lastly, the accuracy of the density measurement may have had an
influence on the discharge computed from the load cell and therefore an indirect influence
on the results.

A rheological bias may very well be the case, since significant differences exist in
rheological characterisations of cementitious suspensions [14,15]. Hence, the rheological
input is certainly a source of uncertainty, as also reported by Schaer et al. [21]. In order
to cope with the potentially overlooked rheological bias, it would be more appropriate
to obtain rheological input from an application that is closely related to the nature of the
aimed engineering application. However, one should be cautious not to overlook any other
physical phenomena biases. Doing as such, more reliable numerical predications can be
achieved. In fact, one could even consider this to be a model calibration. If for instance
rheological data are obtained from a pumping experiment itself, which is then used as
the rheological input, it is by definition calibration. This calibration could then be used to
predict a new pumping experiment, be it with the same mix design or perhaps even for a
different application of the same mix sample.

Despite the uncertain character of rheometers, it does not mean that they cannot be
used to assess rheological properties. They still serve as a reference framework within
which rheological differences can be addressed. The difficulty lies in a change of context.

A theoretical bias could also lie at the origin of the simulation mismatch. In order
not to be biased, it is the researcher’s or engineer’s task to consider the adequacy of the
considered numerical or, by extension, the theoretical modelling approach. In the case
of simple cementitious paste pipe flows, the behaviour is well established by a Bingham
approach and a behavioural bias by, for instance slippage, or a wall lubrication layer is
therefore not expected [38,59]. Even though the rheological input based on the Sliper
tests was significantly better than for the MCR-102, the results mostly overestimated the
pumping experiment. Since the flow inside the Sliper device is not fully developed, the
rheological parameters are expected to be at least overestimated, and therefore, it could
partially explain the overprediction.

Although no wall lubrication layer is expected in the case of paste, there may have
been some influence by the pre-usage water cleaning procedure. Even though all residual
water was pumped out, limited intermixed water near the pipe wall surface, slightly
altering the mixture composition, may have had a contribution in reduced flow resistance.
From a future perspective, it may therefore be important to experimentally investigate the
influence of a pre-wetting procedure of pumping pipelines, whether that is using water or
cement-paste itself before the application of concrete pumping.

In the case of more complicated pipe flows of fresh concrete, a bias may occur due to
not considering the so-called lubrication layer approach. Although no concrete and only
cementitious pastes and their modelling were considered in this work, knowing whether
such a layer could adequately be simulated is another important interpretation of this work
since the lubrication layer is assigned to the formation of a cementitious-like layer of paste
attached to the vicinity of the pipeline wall. Over the past decade, this phenomenon has
been investigated and even though some promising approaches were established, it is still
an ongoing research subject on how to adequately model this so-called lubrication layer
phenomenon [34,60–62].
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From a preliminary projective point of view, one could perhaps extend the reliability
interpretation of this work to more complicated flows such as concrete. By making use
of rheological input closely related to the pumping application, it could be expected that
modelling an additional wall lubrication layer effect would be in significant agreement
with related theoretical models, such as the model of Kaplan [63] or modified equations of
Kwon et al. [16]. Indeed, in the work of Secrieru et al. [34], such numerical simulations with
a lubrication layer have been performed and a good agreement can be observed between the
numerical simulation and the analytical equations. Despite a good agreement between their
successful simulations, lubricational flows in general, however, form a concern from the
viewpoint of numerical accuracy and stability, similar to that in Frigaard and Nouar [25].
As mentioned before, an elaborate regularisation accuracy study for lubrication layer
pipe flows would especially facilitate engineering practices to simulate concrete pumping.
Aside from that, the fact that their numerical model was calibrated for the lubrication layer
thickness based on the Sliper rheometry, which lies more close to the nature of concrete
pumping itself, forms additional evidence that more reliable simulation results can be
obtained by rheological parameters obtained from rheometry configurations as close as
possible to the aimed application.

Despite such a preliminary interpretation and from a future perspective, it would be
relevant to assess the numerical reliability including a lubrication layer approach. Since not
only cementitious paste but also concrete flow simulations are important in construction
processes, where the wall lubrication layer effect may not be overlooked. Again, the
reliability could be assessed from both a theoretical point of view as an experimental
viewpoint. Since no closed analytical expressions are available for a modelling approach
by particle migration, the reliability could be assessed for a dual Bingham fluid approach.
Closed analytical Poiseuille flow extensions are namely available, such as the model of
Kaplan [63] or modified equations of Kwon et al. [16]. In the meantime, the influence of
numerical regularisation could be investigated for such flows.

7. Conclusions

To build confidence in and to answer the question on numerical reliability, simplified
numerical simulations of horizontal, laminar Bingham pipe flow were assessed for their
outcome. Specific to flow simulations of cementitious Bingham paste suspensions, and
by extension to model fresh concrete construction processes for engineers in practice, the
assessment was performed irrespective of and dependent on their rheological input.

The reliability assessment irrespective of the rheological input revealed that numer-
ical finite volume simulations by OpenFOAM are very accurate compared to the the-
oretical equations. From a practical, construction process engineering viewpoint, an
accuracy of 1% is reasonable. At least if the simulations are performed by meeting the
defined rules of thumb: a proper regularisation approach (e.g., a bi-viscous approach with
GNAR = µmax/µ ≈ 1000) and for higher discharge regimes defined by the dimensionless
pressure number (Pn > 1.25) and/or discharge (Q̂ > 0.069). More accurate results can be
obtained if a higher mesh resolution is considered and if higher order numerical schemes
are considered. Although it should be limited, artificial under-relaxation appeared to be a
promising technique to cope with potentially occurring numerical instabilities due to the
(un)regularised viscoplastic problem [25,43]. This is especially important for lubrication
flows, such as concrete pumping, although accuracy and stability are still of concern for
lubrication type flows.

Based on the reliability dependent on the rheological input, it was shown that, due
to the uncertain character of rheological input data, more reliable numerical predictions
can be obtained by considering rheometry that lies more close to the configuration of the
engineer’s aimed application. In that way, one is able to cope with a possible bias due
to rheological uncertainty. One should however be cautious not to overlook a physical
phenomenon. All significant physical phenomena should be modelled as well. Unlike
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cementitious pastes, this is, for instance, the case for concrete pumping where the wall
lubrication layer effect cannot be overlooked.

Even though the numerical simulations used in this work may not cover the full spec-
trum of numerical simulations for the behaviour of cementitious paste suspensions, it still
forms a certain benchmark for a CFD finite volume modelling approach in OpenFOAM to
model cementitious paste suspensions as a Bingham fluid important for the construction
industry.

From a future perspective, it would be especially of interest for engineering practice
to build confidence in CFD simulations by performing a similar reliability assessment
considering an additional lubrication layer effect at the pipe wall. One could similarly
compare the numerical outcome irrespective of the rheological input with related theories
as well as make an assessment based on rheological input by comparing it with exper-
iments. Simultaneously, with regard to accuracy, one may also address the concern of
regularisation and stability for lubrication layer flows. Another important study that could
be of experimental interest is the influence of a pre-wetting or pre-lubricating procedure
for concrete pumping.
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Appendix A. Simulation Settings

An overview of the numerical discretisation schemes used is depicted in Table A1.
The numerical solver and respective settings are summarised in Table A2.

Table A1. Discretisation scheme settings in OpenFOAM.

Discretisation Field Scheme

ddtSchemes default Gauss linear
gradSchemes default Gauss linear

grad(p) leastSquares
divSchemes default none

div(phi,U) Gauss linear corrected
laplacianSchemes default none

laplacian(nu,U) Gauss linear corrected
laplacian(1|A(U),p) Gauss linear corrected

interpolationSchemes default linear
snGradSchemes default corrected
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Table A2. Solver solution settings in OpenFOAM.

Application nonNewtonianIcoFoam

Pressure-Velocity Coupling PISO
nCorrectors 5
nNonOrthogonalCorrectors 0

Fields
Solver Settings p U

Solver GAMG smoothSolver
Smoother GaussSeidel symGaussSeidel
Tolerance 1× 10−6 1× 10−5

Relative Tolerance 0.1 0
Final Relative Tolerance 0
Relaxation Factor 1.0 0.95
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Abstract: The pentagon has been proven to be an important structural unit for carbon materials,
leading to different physical and chemical properties from those of hexagon-based allotropes. Fol-
lowing the development from graphene to penta-graphene, a breakthrough has very recently been
made for graphyne—for example, imidazole-graphyne (ID-GY) was formed by assembling exper-
imentally synthesized pentagonal imidazole molecules and acetylenic linkers. In this work, we
study the thermal properties and thermoelectric performance of ID-GY by combining first principle
calculations with the Boltzmann transport theory. The calculated lattice thermal conductivity of
ID-GY is 10.76 W/mK at 300 K, which is only one tenth of that of γ-graphyne (106.24 W/mK). A
detailed analysis of the harmonic and anharmonic properties, including the phonon group velocity,
phonon lifetime, atomic displacement parameter, and bond energy curves, reveals that the low lattice
thermal conductivity can be attributed to the low Young’s modulus, low Debye temperature, and
high Grüneisen parameter. Furthermore, at room temperature, ID-GY can reach a high ZT value of
0.46 with a 5.8 × 1012 cm−2 hole concentration, which is much higher than the value for many other
carbon-based materials. This work demonstrates that changing structural units from hexagonal to
pentagonal can significantly reduce the lattice thermal conductivity and enhance the thermoelectric
performance of carbon-based materials.

Keywords: pentagon-based 2D material; thermal conductivity; thermoelectric properties; anharmonicity

1. Introduction

Thermoelectric materials that can convert waste heat to electricity based on the
Seebeck effect have aroused great attention in the energy field. The conversion effi-
ciency of thermoelectric materials is evaluated by a dimensionless figure of merit (ZT),
ZT = S2σT/(ke + kl), which depends on the synergetic effect of the Seebeck coefficient (S),
electrical conductivity (σ), absolute temperature (T), electronic thermal conductivity (ke),
and lattice thermal conductivity (kl). However, most commercial thermoelectric materials
are based on elements that are relatively scarce and/or toxic, such as Bi2Te3 [1], PbTe [2],
and Sb2Te3 [3]. Therefore, there is a need to find other earth-abundant and environmentally
friendly materials with a good thermoelectric performance.

For this, carbon-based materials can be candidates because of their nontoxicity, light
weight, low cost, and high compatibility. More importantly, the lattice thermal conductivity
of carbon materials can vary within a huge range of five orders of magnitude depending
on the atomic configuration [4]. Usually, materials with a low lattice thermal conductivity
are desirable in thermoelectric applications for energy conversion. It has been found that
carbon materials can reach very low lattice thermal conductivities and exhibit a good
thermoelectric performance [5–7]. For instance, Yan’s group reported that the thermoelec-
tric properties of carbon nanotubes (CNTs) can be significantly enhanced by changing
their morphology to CNT bulky papers with Ar plasma treatment. The ZT value of
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CNT bulky papers is increased from 0.01 for pristine CNTs to 0.4 for Ar plasma-treated
CNTs [8]. Chen et al. found that the thermal conductivity of single-walled carbon nan-
otube (SWNT)/polyaniline (PANI) hybrid film is only 0.43 W/mK and that the ZT value
reaches 0.12 at room temperature, remarkably higher than that of either of the individual
components of the composite [9]. Meanwhile, for two-dimensional (2D) carbon materials,
graphene is a typical representative and exhibits a high electrical conductivity, which is one
of the essential requirements for thermoelectric materials. However, graphene possesses an
ultra-high lattice thermal conductivity (3151.53 W/mK at 300 K) [10] with a low Seebeck
coefficient (about 100 µV/K at 300 K) [11] because of its gapless band structure and strong
sp2 covalent bonds, hindering its application in the thermoelectric field. As an allotrope of
graphene, the recently synthesized γ-graphyne [12] has provided a new possibility for the
application of carbon-based materials in the thermoelectric field due to its high Seebeck
coefficient of 690 µV/K [13] and low kl of 106.24 W/mK [14], which are superior to the
corresponding values of graphene.

On the other hand, it has been found that changing structural units can not only change
the geometrical structures of materials but also significantly change the values of the lattice
thermal conductivity. For instance, the lattice thermal conductivity of penta-graphene is
found to be 645 W/mK at room temperature [15], much lower than the 3151.53 W/mK
of graphene [10]. When going from 2D carbon sheets to one-dimensional (1D) and three-
dimensional (3D) carbon structures, a similar trend also exists. For 1D carbon, the lattice
thermal conductivity of a pentagon-based nanotube is only 95.87 W/mK, which is less
than one tenth of the value of (6,6) a carbon nanotube with a similar tube radius [16]. For
penta-diamond, which is a new 3D carbon allotrope consisting of five-membered rings, the
lattice thermal conductivity is 490.88 W/mK at room temperature [17], much lower than
that of diamond (2664.93 W/mK). These results clearly show that the pentagonal unit can
effectively modulate the thermal transport of carbon materials. Very recently, we proposed
a 2D pentagon-based derivative of graphyne, imidazole-graphyne [18], named ID-GY,
which has a direct band gap of 1.10 eV, a low Young’s modulus, and strong refraction near
infrared (IR), with potential applications in nanoelectronics and optical devices. ID-GY
could be formed by assembling experimentally synthesized five-membered imidazole
molecules with acetylenic linkers, as exhibited in our previous work [18]. In this work, we
further study the thermal transport and thermoelectric properties of ID-GY.

2. Computational Methods

Geometry optimization and electronic band structure calculation are carried out using
density functional theory (DFT), as implemented in the Vienna ab initio simulation package
(VASP) [19], using the projector augmented wave (PAW) method [20,21]. The Perdew–
Burke–Ernzerhof (PBE) functional [22] within the generalized gradient approximation
(GGA) [23] is used to treat the exchange–correlation interaction of electrons, while the
Heyd–Scuseria–Ernzerhof hybrid functional (HSE06) [24] is used for more accurate band-
structure calculations. The kinetic energy cutoff of wave function is set to 520 eV, and
the Monkhorst–Pack [25] k-point, with a grid density of 2π × 0.02 Å−1, is used to sample
the Brillouin zone for integration in the reciprocal space. All atomic positions are fully
optimized with convergence thresholds of 10−8 eV and 10−6 eV/Å for the total energy and
force component, respectively. During the calculations of geometry optimization and band
structure, 2D periodic boundary conditions along the x and y directions are applied to
ID-GY, while a vacuum region of 16.59 Å is set along the z direction to exclude the mirror
interactions between adjacent images.

The electrical transport properties, including the Seebeck coefficient, electrical conduc-
tivity, and electronic thermal conductivity are calculated using BoltzTraP2 software [26].
The lattice thermal conductivity is calculated using the ShengBTE package [27]. The sec-
ond and third interatomic force constants (IFCs) are obtained based on a 2 × 2 supercell
using phonopy software [28] and thirdorder.py code [27], respectively. To calculate the
anharmonic IFCs, we include the interactions up to the ninth-nearest neighbor atoms with
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the cutoff radius of 4.72 Å. The q-grids of 40 × 40 and the thickness of 3.4 Å are chosen to
solve the phonon Boltzmann transport equation.

3. Results and Discussion
3.1. Phonon Spectrum and Band Structure

ID-GY crystals in a tetragonal unit cell with the lattice constants of a = b = 12.14 Å
containing 32 carbon and 8 nitrogen atoms in the unit cell with the space group symmetry
of P4/mbm (No. 127). Chemically nonequivalent atoms are marked in Figure 1a, where C1,
C2, and N atoms are in sp2 hybridization while C3, C4, and C5 atoms are in sp hybridization.
Unlike γ-graphyne, composed of hexagonal units, ID-GY is composed of pentagonal
units connected by acetylenic linkers. Compared with the highly symmetric γ-graphyne,
the complex geometric structure and hybridized bonding in ID-GY make it a promising
material with a low lattice thermal conductivity, just like graphyne and graphdiyne [29,30].

Figure 1. (a) Geometric structure, (b) electronic band structure, (c) phonon spectrum, and (d) partial
phonon density of states (PhDOS) of ID-GY.

The phonon dispersion spectrum of ID-GY along the high symmetry k-point path
(Γ-X-M-Γ) in the first Brillouin zone is shown in Figure 1c. All the vibrational modes are
real in the entire Brillouin zone, confirming that ID-GY is dynamically stable. Since both
carbon and nitrogen are light atoms, the highest frequency in the phonon spectrum reaches
67 THz. In addition, one can see that there is a large phonon band gap (about 15 THz)
in the high-frequency region, and the corresponding phonon density of states (PhDOS)
(Figure 1d), indicate that the high frequency can be attributed to the C3 and C4 atoms. The
bond length of C3-C4 is 1.23 Å, showing the characteristics of alkyne bonds. Because the
large portion of heat is carried by low-frequency phonons, especially the acoustic phonons,
the low-frequency region of the phonon spectrum is magnified, and the acoustic phonon
branches are highlighted in red. The longitudinal acoustic (LA) and transverse acoustic
(TA) branches of ID-GY are linear when the wave vector q is close to the Γ point, while the
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out-of-plane acoustic (ZA) branch exhibits parabolic dispersion, which is a characteristic of
monolayer 2D materials [31]. The highest frequency of the acoustic phonon is relatively
low (<5 THz), lower than that of γ-graphyne (about 8 THz) [14]. The low frequency of
the acoustic phonons is associated with a low acoustic Debye temperature, as discussed
in the following paragraph. Moreover, there is a strong overlap between the acoustic
and low-frequency optical branches. These characteristics indicate that the lattice thermal
conductivity of ID-GY might be low.

To examine the mechanical stability of ID-GY, the elastic constants were calculated and
are listed in Table 1. It is obvious that ID-GY satisfies the Born–Huang criteria [18,32] for
2D tetragonal materials—namely, C11 > 0, C66 > 0 and C11 > C12. The Young’s modulus Y,
Poisson’s ratio ν, bulk modulus B, and shear modulus G were also calculated and are
presented in Table 1. It was found that the stiffness (122.20 N/m) of ID-GY is only half
that of graphene (342 N/m) [33], owing to weak in-plane bonds. Moreover, the sound
velocity, which is usually used to measure the speed of phonons propagating through the
lattice, can be determined from bulk modulus B and shear modulus G by the following

formulas [34]: longitudinal sound velocity vl =
√

B+G
ρ , transverse sound velocity vt =

√
G
ρ ,

and average sound velocity vs. = 1/ 3

√
1
3 (

1
v2

l
+ 2

v2
t
), where ρ is the mass density. Based on

the sound velocity, we obtained the Debye temperature using θD = }vs
kB

(
4πN

S

)1/2
, where

N is the number of atoms in the cell and S is the area of the unit cell. Debye temperature
measures the temperature above which all modes begin to be excited; therefore, a high
θD indicates weak three-phonon scattering and hence a high kl. The calculated Debye
temperature of ID-GY is 647 K, which is much lower than the corresponding value of 805 K
of γ-graphyne. Consequently, it is natural to expect that ID-GY possesses a lower lattice
thermal conductivity than γ-graphyne.

To study the electrical transport property, we calculated the band structure of ID-GY.
As shown in Figure 1b, ID-GY exhibits semiconducting electronic features with a direct
bandgap value of 1.10 eV. Compared with the bandgap (0.47 eV) of γ-graphyne [14], the
larger bandgap can effectively overcome the high-temperature bipolar conduction problem,
benefitting thermoelectric performance [35]. Moreover, the sharp conduction band and
valence band around the Γ point suggest low carrier effective masses and a possible large
carrier mobility. It is worth noting that the valence band maximum (VBM) is doubly
degenerated, leading to a sharp density of states (DOS). The high degeneracy of the valence
band and the sharp DOS would enhance the Seebeck coefficient of p-type ID-GY, as is the
case with bilayer MoS2 [36].

Table 1. Calculated elastic coefficients Cij (in N/m), Young’s modulus Y (in N/m), Poisson’s ratio ν, bulk modulus
B (in N/m), shear modulus G (in N/m), longitudinal sound velocity vl (in km/s), transverse sound velocity vt (in km/s),
average sound velocity vs. (in km/s), and Debye temperature θD (in K) for ID-GY. For comparison, the corresponding
values for γ-graphyne (γ-GY) are also listed here.

C11 C12 C66 Y ν B G vl vt vs θD

ID-GY 164.26 83.12 12.79 122.20 0.51 124.69 40.46 17.17 8.5 4.59 647
γ-GY - - - - 0.41 * 122.73 * 77.04 * 18.53 11.51 5.50 805

* Data from ref. [37].

3.2. Thermal Transport Properties

The lattice thermal conductivity (kl) of ID-GY was calculated for different temperatures.
As shown in Figure 2a, the lattice thermal conductivity of ID-GY is 10.76 W/mK at 300 K,
which is two orders of magnitude lower than that of graphene (3151.53 W/mK) [10] and
much lower than that of many other 2D carbon hexagonal structures, including α-graphyne
(21.11 W/mK) [14], β-graphyne (22.3 W/mK) [14], γ-graphyne (106.24 W/mK) [14], and
graphdiyne (22.3 W/mK) [29], at the same temperature. This shows the importance of
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structural units in affecting the thermal conductivity of a material. We fitted the relationship
of kl with temperature and found that kl is proportional to 1/T1.05, indicating that the
three-phonon scattering is dominant in ID-GY, as is the case with graphene [38] and
penta-graphene [15]. This was further confirmed by comparing the scattering rates of three-
phonon scattering with those of the isotopic scattering process. The calculated results for
these two scattering processes are plotted in Figure S1 in the Supplementary Materials. We
found that the three-phonon scattering rates are nearly 100 times larger than the isotopic
scattering ones. The calculated cumulative kl as a function of frequency is plotted in
Figure S2, which shows that the phonons with frequencies lower than 20 THz contribute
about 85% to the lattice thermal conductivity. Therefore, we focus on the low-frequency
phonon branches (<20 THz) in the following discussion.

Figure 2. (a) Lattice thermal conductivity (kl), (b) phonon volumetric-specific heat (Cv), (c) group velocity (vg),
and (d) phonon lifetime (τ) of ID-GY.

It is important to understand the reasons for the low kl of ID-GY. kl can be expressed in
the following form through the summation of the contribution of all of the phonon modes
λ(q, j) with the wave vector q and branch index j:

kl =
1
N ∑

λ

Cλνα,λνβ,λτλ, (1)

where α and β denote the three directions (x, y, or z) and λ is the phonon mode consisting
of both wave vector q and branch index j. Cλ, να,λ, and τλ represent the phonon volumetric-
specific heat, group velocity, and phonon lifetime, respectively.

Our calculated phonon specific heat value of ID-GY is 1.67 J/cm3K at 300 K. The
variation in the phonon volumetric-specific heat with temperature is plotted in Figure 2b.
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It is worth mentioning that the phonon-specific heat value usually is not different from
one material to another [39]. For instance, the phonon-specific heat value of γ-GY is
1.68 J/cm3K [29], which is almost same as that of ID-GY. The change in group velocity
of ID-GY with frequency is given in Figure 2c, which shows that at the long-wavelength
limit, the group velocity reaches the highest value of 17.5 km/s, close to that of γ-GY
(~17.9 km/s) [14]. In the low-frequency region (below 20 THz), the overall group velocity
is only slightly lower than that of γ-GY. The variation in phonon lifetime with frequency
at room temperature is plotted in Figure 2d. The lifetime for most low-frequency phonon
modes (0~20 THz) is about 2 ps, while that for γ-GY is larger than 10 ps [14]. Therefore, the
short phonon lifetime in ID-GY is the main reason for the low lattice thermal conductivity.

A short phonon lifetime is usually associated with strong phonon scattering. Therefore,
we studied the phonon scatterings by carrying out additional calculations based on the
scattering mechanism of phonon modes. Three-phonon scattering is the dominant process
in the heat transport process and usually depends on two factors: the number of existing
scattering channels and the strength of each scattering channel, which can be described
by weighted phase space (WP3) and mode Grüneisen parameter (γ). The weighted phase
space of each phonon mode with respect to phonon frequency is plotted in Figure 3a. We
found that the value of the WP3 is relatively large, which results from the large number of
atoms per unit cell and the complex geometric structure of ID-GY. Moreover, the Grüneisen
parameter, which quantifies the intensity of anharmonic interactions between the phonon
branches, is another key factor in determining the phonon lifetime of a system. The average
Grüneisen parameter of ID-GY was calculated to be 1.51, which is comparable to that of
traditional thermoelectric material PbTe (1.65) [40], suggesting the existence of a strong
anharmonicity in ID-GY.

Figure 3. (a) Weighted phase space (WP3), (b) trajectory of the atoms in the xy-plane from ab initio
molecular dynamics simulations at 800 K, (c) atomic displacement parameter (ADP), and (d) bond
energy curves of ID-GY.
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To find the origin of the strong anharmonicity from the point of view of geometric
structure, we plotted the simulated trajectory of atoms in the xy-plane at 800 K during an
ab initio molecular dynamics (AIMD) simulation. As shown in Figure 3b, the C3 and C4
atoms vibrate strongly around their equilibrium positions. The atomic trajectory shows
that -C3≡C4- pairs in acetylenic linkers are weakly bonded to the pentagonal rings. These
conclusions are further confirmed by the atomic displacement parameter (ADP) and the
bond energy curve, which can provide a visualization of the anharmonicity. As shown
in Figure 3c, the ADPs of the C3 and C4 atoms are much larger. The bond energy curve
shows the vibration of a relative energy change ∆E (in eV/per atom) when the bond
length changes and reveals the phonon anharmonicity. By fitting the bond energy curve
(Figure 3d), we obtain the anharmonic parameters (a3) for different type of bonds in ID-GY.
The data in Table 2 show that the strong anharmonicity in ID-GY mainly originates from
the -C3≡C4- pairs, which are weakly bonded to the pentagonal rings. The single N-C4 and
C1-C3 bonds are too weak to yield an inefficient thermal transport by lattice vibration. The
inhomogeneous bond environment and large lattice vibrational mismatch between the
pentagonal rings and the acetylenic linkers hinder the transport of heat.

Table 2. Fitted anharmonic parameters (a3) of the bond energy curves for ID-GY.

C3-C4 N-C4 N-C1 C1-C3 C5-C5 N-C2 C2-C5

a3 15.41 7.13 5.90 4.28 3.28 0.68 0.60

3.3. Electrical Transport Properties

ID-GY possesses an appropriate band gap and a low lattice thermal conductivity;
therefore, it could be a high-performance thermoelectric material. To study the thermoelec-
tric performance of ID-GY, we calculated its electrical transport properties. To this end,
the Seebeck coefficient (S) was calculated using the BoltzTraP2 software [26]. As shown
in Figure 4a, the S can reach a peak of 1150 µV/K at 300 K, which is much larger than
that of γ-graphyne (690 µV/K) [13] owing to the larger bandgap and doubly degenerate
valence bands of ID-GY. To obtain the electronic conductivity, the carrier relaxation time (τ)
is necessary, which can be expressed as:

τ =
µ|m∗|

e
=

2}3C
3kBT|m∗|E2

1
, (2)

where µ is the carrier mobility, C is the in-plane elastic constant, and E1 is the deformation-
potential constant. The effective mass of carrier m* was calculated from the curvature of
the conduction band minimum or valence band maximum by the parabolic fitting of the
band edge using the formula m* = }

[
∂2E/∂k2]−1. These calculated results are summarized

in Table 3.

Table 3. In-plane elastic constant C (in N/m), deformation-potential constant E1 (in eV), effective
mass of carrier m* (in me), carrier mobility µ (in cm2/Vs), and carrier relaxation time τ (in 10−14 s) of
ID-GY at 300 K.

Carrier Type C E1 m* µ τ

electron 164.26 4.94 0.11 7932.54 49.56
hole 164.26 4.53 0.25 1826.31 25.93
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Figure 4. (a) Seebeck coefficient (S), (b) electrical conductivity (σ), (c) power factor (PF), and (d) electronic thermal
conductivity (ke) of ID-GY as a function of chemical potential µ, respectively.

As expected from the band structure, the effective mass of the carrier would be very
low. The calculated value is indeed only 0.11~0.25 me, indicating that ID-GY could have
a considerably high carrier mobility. The obtained carrier mobilities of ID-GY are 7933
and 1826 cm2/Vs for electrons and holes, respectively; accordingly, the electron relaxation
time (τe) is much longer than the hole relaxation time (τh). It is worth noting that although
the deformation potential approximation [41] has been widely used for predicting the
carrier mobility of new thermoelectric materials [42,43], the carrier mobility is usually
overestimated as compared to the experimental result due to the neglect of scattering
between the carrier and either the defect or the substrate [44]. Conversely, these scattering
processes can also reduce the thermal conductivity. Thus, the overestimated electrical
conductivity and overestimated thermal conductivity may cancel each other out to some
extent, resulting in a more reliable prediction.

Based on the carrier relaxation time, the electrical conductivity (σ) is obtained and
presented in Figure 4b. The electronic conductivity of n-type ID-GY is higher than that of
p-type ID-GY due to the longer electron relaxation time. We note that the absolute values of
the Seebeck coefficient and electrical conductivity show opposite trends when the chemical
potential changes. Thus, to obtain a good power factor (PF = S2σ), an optimum chemical
potential is needed. The maximum PF value for p-type ID-GY is 22.14 mW/mK2 at 300 K,
while that for p-type ID-GY is 20.18 mW/mK2.

Thermal conductivity is the sum of the lattice thermal conductivity and elec-
tronic thermal conductivity. The former is described in Equation (1) and the latter
follows the Wiedemann–Frranz law ke = LσT, where the Lorenz number L is equal to
2.44 × 10−8 WΩ/K2 [45]. As shown in Figure 4d, electronic thermal conductivity has a
similar tendency to electrical conductivity.
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Finally, the thermoelectric performance of ID-GY was evaluated using the ZT value.
The variations in our calculated ZT values with chemical potential µ at different tempera-
tures are plotted in Figure 5. At 300 K, the optimized ZT values of ID-GY can reach 0.46 and
0.38 for p-type and n-type with the hole- and electron-doping concentrations of 5.8 × 1012

and 1.75 × 1012 cm−2, respectively, which are higher than the ZT values of many other
2D carbon materials [30], including graphene (0.01), α-graphyne (0.03), β-graphyne (0.12),
γ-graphyne (0.17), and 6,6,12-graphyne (0.05). While at 800 K, the ZT values are 2.20 and
2.21 for p-type and n-type ID-GY.

Figure 5. Variation in the thermoelectric figure of merit (ZT) of ID-GY with the chemical potential (µ).

4. Conclusions

In this work, based on first principle calculations, we investigated the thermal trans-
port and thermoelectric properties of ID-GY, a new pentagon-based 2D material that is
constructed by assembling an experimentally synthesized pentagonal imidazole molecule
and acetylenic linkers. We showed that the thermoelectric properties of graphyne are
significantly improved by changing its structural unit to a pentagonal imidazole molecule.
The lattice thermal conductivity was decreased from 106.24 W/mK for γ-graphyne to
10.76 W/mK for ID-GY at 300 K, while the Seebeck coefficient was increased to 1150 V/K
for ID-GY from 690 µV/K for γ-graphyne at room temperature. The mechanism of the low
lattice thermal conductivity was further studied by analyzing the group velocity, scattering
rate, weighted phase space, and bond energy curve. The mismatched lattice vibration
between the pentagonal rings and the linkers in ID-GY resulted in a strong anharmonicity.
Moreover, as compared to γ-graphyne, the doubly degenerated VBM and larger band gap
resulted in a higher Seebeck coefficient in ID-GY. The calculated thermoelectric figure of
merit at 300 K was 0.46, suggesting the effectiveness of using the pentagonal structural unit
for enhancing the thermoelectric performance of carbon-based materials.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ma14195604/s1, Figure S1: the isotopic scattering rates of ID-GY, Figure S2: viaration of the
normalized cumulative lattice thermal conductivity with frequency for ID-GY.
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Abstract: Nowadays, fused deposition modeling additive technology is becoming more and more
popular in parts manufacturing due to its ability to reproduce complex geometries with many
different thermoplastic materials, such as the TPU. On the other hand, objects obtained through
this technology are mainly used for prototyping activities. For this reason, analyzing the functional
behavior of FDM parts is still a topic of great interest. Many studies are conducted to broaden
the spectrum of materials used to ensure an ever-increasing use of FDM in various production
scenarios. In this study, the effects of several phenomena that influence the mechanical properties of
printed lattice structures additively obtained by FDM are evaluated. Three different configurations
of lattice structures with designs developed from unit cells were analyzed both experimentally and
numerically. As the main result of the study, several parameters of the FDM process and their
correlation were identified as possible detrimental factors of the mechanical properties by about
50% of the same parts used as isotropic cell solids. The best parameter configurations in terms of
mechanical response were then highlighted by numerical analysis.

Keywords: additive manufacturing; fused deposition modeling; lattice structures; TPU; layering

1. Introduction

As opposed to traditional production, which is mainly subtractive in nature, additive
manufacturing represents the idea of future production, thanks to its considerable savings
in materials and the extended possibilities in producing complex geometries. The major
advantage of the fused deposition modeling (FDM) additive process lies in the customized
production of printed objects. At the same time, various limitations prevent their domi-
nance in the production of fully functional mechanical components, for example, the limited
size of produced parts, but the cost should not be underestimated as well [1]. Furthermore,
many printing process parameters have an influence on the resulting microstructure of
printed objects, as observed by Ziemian et al. and Durgun et al. and discussed below [2,3].

FDM additive process is based on the extrusion of material and on the principle of
stacking layer by layer, in order to create parts that can have sophisticated 3D geometries.
Due to this principle of deposition of the material, this technology presents some pitfalls. In
fact, by building FDM parts from bottom to top, the material in the current layer solidifies
before the next one is placed on it [4], causing incomplete interlayer adhesion and often
leaving voids in solidified structure, resulting in a decrease in mechanical performance [5].
In addition to this, a combination of several parameters such as raster orientation, air gap,
bead width, color, model temperature, infill, etc. causes a decrease in the compressive
strength of FDM products [6,7]. The layering effect represents the main challenge in
additive manufacturing with fused deposition technology and will be analyzed in depth in
the discussion below.

In this study, the printed parts under examination were lattice structures made of
the repetition of three different unit cells with the same relative density—namely, open
cell, closed thin-walled cell, and closed thick-walled cell. The unit cells repeated with the
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principle of tessellation along the three principal directions constitute the resulting lattice
structures [8] (Figure 1). Fabrication of these structures by conventional manufacturing
is not trivial, but Kumar et al. have found that with additive technologies, it is possible
to produce them without any support structure [9]. An undoubted advantage of lattice
structures, which are basically metamaterials since they are specifically designed to impart
special physical properties normally absent in the constituent materials [10], is lightness,
often a valuable attribute in engineering applications [11]. The material here used for print-
ing is the thermoplastic polyurethane (TPU) 90A, which has hyperelastic and viscoelastic
properties [12]. Three specimens of each configuration were additively realized and were
tested under compression loads. Comparative analysis among the three configurations
was carried out based on the mechanical property of stiffness. At present, the mechanical
properties of most 3D-FDM printed polymeric parts often do not meet the requirements of
industrial applications [13].

Figure 1. Unit cells and, respectively, lattice structures with their appropriate geometries and sizes
[mm]: (a) open cell; (b) closed thin-walled cell; (c) closed thick-walled cell.

Hence, this paper aimed at evaluating the stiffness of produced lattice structures under
compression, both numerically and experimentally, to make a comparison between the con-
sistency assumed by finite element software and layering effects of experimental samples.

2. Fused Deposition Modeling on Lattice Structures
2.1. Design

Lattice structures were made by means of tessellation of a unit cell repeating it along
the three main directions, essentially creating a honeycomb structure; see Figure 1. As
known, honeycomb structures offer great advantages, especially in terms of minimum
weight and great resistance to high stresses [14].

Three configurations of lattice structures were designed and analyzed, starting from
three different unit cells with the same relative density, respectively, open cell, closed
thin-walled cell, and closed thick-walled cell. These configurations of cells were designed
based on the design for additive manufacturing. In detail, in accordance with the printing
parameters used in the laboratory shown in Table 1, in particular the minimum thickness,
the unit cells were produced, as illustrated in Figure 2.

It is immediately evident that the number of adjacent contours, N, in the walls of
cells varies from 0 for open cell, is equal to 1 for thin-walled type, and is equal to 2 for
thick-walled type. This choice of wall sizes will be the determining feature of the best
geometry in terms of specific stiffness since layer thickness is one of the various parameters
influencing the 3D-FDM printed objects [15,16].

The building orientation for all the configurations of lattice structures was the hor-
izontal building direction, shown in Figure 3. This is another important printing pro-
cess parameter in the mechanical response of the printed samples since it is found that
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building orientation plays an important role in the compressive strength of FDM printed
parts [17,18].

Table 1. Printing process parameters.

Printing Phase: FDM Parameters

Nozzle diameter [mm] 0.4
Layer height [mm] 0.2

Printing speed [mm/min] 1100
Print infill [%] 100

Printing temperature [◦C] 230
Bed temperature [◦C] 70

FDM Machine Parameters

Minimum thickness [mm] 0.6
Maximum overhang angle [◦] 50

Figure 2. Section of unit cells: wall’s contours.

Figure 3. Building orientation of lattice structures.

Hence, the 3D printing of self-supported structures is definitely convenient for saving
material, printing time, and post-printing processing. There is also no risk of damaging the
printed object when removing the support structure.

2.2. Experimental Tests

Three specimens of each configuration of lattice structure were printed by MEX
3D printer Flashforge dreamer© with TPU 90A filament. Monotonic compression tests
were then performed on lattice structures under displacement control of 5 mm/min for
three deformation levels, respectively, 10, 20, and 30% of the specimens’ height. For
each configuration, load-displacement data were plotted in one graph to understand
the geometry effect on compression behavior, in particular the number of contours with
specific stiffness.

The greatest advantage of these designed lattice structures, in addition to lightness, is
that no support structures are required during the printing phase. This is due to the maxi-
mum overhang angle of 50 degrees of the used MEX 3D printer machine (Figure 4) (High
speed 3D printing research center, National Taiwan University of Science and Technology,
Taipei, Taiwan). In fact, 3D printers use a barely appreciable horizontal offset between
consecutive layers. In this way, the upper layer does not perfectly overlap the underlying
layer but stacks with this small offset, allowing to print overhangs with respect to the
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vertical of an overhang angle that varies from machine to machine, in a range from 20 to
70 degrees. In any 3D printer, the test for identifying the maximum overhang angle that
allows printing without support is called the “massive overhang test”.

Figure 4. Overhang angle: (a) does not need support structures; (b) needs support structure.

This was performed while bearing in mind that geometry in FDM parts is an impor-
tant factor that influences the stress distribution and mechanical properties of samples.
Preliminary tests were carried out on cubic and cylindrical TPU 90A FDM samples for
different deformation levels at the same strain rate. In order to highlight differences in the
mechanical behavior of the two geometric configurations, the nominal stress-strain curves
corresponding to 36% of deformation, shown in Figure 5, were obtained using the classical
Equations (1) and (2) as follows:

σ =
L

A0
(1)

ε =
d
h0

(2)

where L is the compression applied load, A0 is the cross-sectional area of the samples, d is
the displacement, and h0 is the initial height of the samples.

Figure 5. Compression-release tests on cubic and cylindrical TPU FDM samples.

The geometric configuration’s significant effect on the mechanical behavior of FDM
printed parts became suddenly clear. In particular, at the beginning of the test, the cubic
sample shows a higher Young’s modulus with a consequently lower plateau regime than
the cylindric one. Experimental tests were performed by a servo-hydraulic MTS 810 with a
100 kN load cell. The load was applied perpendicularly to the building orientation of lattice
structures so that the layers tend to crush each other, not stressing the weaker adhesion
layer. In fact, in FDM printing, an anisotropic layering effect occurs, i.e., the printed parts
are stronger in one direction than in the other [19].
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A compression test is useful for unveiling the isotropic or anisotropic behavior of
printed objects [20]. Given its layer-by-layer nature, the FDM process and many other 3D
printing technologies, by definition, give rise to anisotropic parts in their structure [21,22].
This is due to the printing technique: when placing one layer on top of another, the
underlying layer begins to partially solidify, causing incorrect and incomplete adhesion
between the layers. This tends to create voids between the two adjacent layers, giving the
printed object a consequent stiffness depending on the load application direction and also
leads to its anisotropic behavior [23]. Obviously, this is one of the main difficulties in using
and studying objects obtained by additive processes. Furthermore, the anisotropy present
in FDM printed parts have different properties depending on the process parameters used
in the printing phase [24]. This can have major consequences on the mechanical and
functional properties of the printed parts in industrial applications.

2.3. FDM Process in Conjunction with TPU

As previously mentioned, the FDM additive process does not ensure mechanical
properties equal to those of traditionally manufactured objects. This is certainly due
to the considerable variability of the numerous process parameters of this type of 3D
printing. Each of these parameters, as well as their combination, has different impacts
on the mechanical properties of printed parts [25–27]. Through an extensive literature
review, many FDM process parameters, such as layer thickness, air gap, bed temperature,
raster orientation, model temperature, building orientation, etc. [28], have been found to
influence the compressive strength of the samples obtained with the same technology. It
must be noted that in all these works, the material used for printing is mostly ABS, while
TPU has never been studied. This is of interest in our research, as TPU is increasingly
used in conjunction with 3D printing in the manufacturing of thermoplastic printed parts
since it offers a wide range of applications. This is due to the capability of TPU to combine
mechanical performance characteristics of rubber with the possibility of being processed as
a thermoplastic material.

At the same time, TPU is also a very complex material due to its hyperelastic and
viscoelastic properties, hygroscopic nature of its filament, and wide range of values that its
Young’s modulus can assume (from 10 to 2000 MPa).

3. Finite Element Method on Lattice Structures
3.1. Material: Models

To simulate the behavior of lattice structures in TPU, an advanced model of hypere-
lastic material with hysteretic capability was defined in the Abaqus/CAE software (2020,
Simulia Dassault Systèmes, Vélizy-Villacoublay, France). Uniaxial tensile test data from a
TPU 90A dog bone sample were included in the Abaqus material model to identify the best
match between experimental behavior and the different strain energy potential models
available in the software, in the strain range of interest. It was found that in the strain
energy potential model, described by means of Equation (3), the best approximate value of
the experimental nominal stress-strain trend is the second-order Ogden model (Figure 6).

Ude f =
N

∑
i=1

2µi

α2
i

(
λ

αi
1 + λ

αi
2 + λ

αi
3 − 3

)
+

N

∑
i=1

1
Di

(Jel − 1)2i (3)

The strain energy potential Ude f of Ogden form is expressed through the parameters
Jel , λi, µi, Di, αi which represent, respectively, the elastic volume ratio, the deviatoric
principal stretches, and the temperature-dependent material parameters, illustrated in
Table 2. Using the second-order Ogden model and a compression-release test performed
on a cubic FDM TPU sample, the best hysteresis loop was reproduced by modifying the
Abaqus hysteresis parameters until the loop that best approximates the real behavior
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was reached (Figure 7). Numerically, in fact, the hysteretic behavior is governed by the
following formulation:

.
ε

cr
B = A[λcr

B − 1 + E]C(σB)
m (4)

where the effective creep strain rate, and also the mechanical response, is described by
means of two networks, A and B—network A identifies the equilibrium-relaxation part and
network B, the non-linear one. In particular, for the term definitions of network B, λcr

B − 1
represents the nominal creep strain, and σB is the effective stress. Table 3 shows the editable
parameters in the Abaqus formulation for Equation (4), identified in the literature [29,30],
and after an optimization procedure on cubic and cylindrical numerical models, S is the
stress scaling factor, m is an exponent usually bigger than 1, C is an exponent that can
assume values from −1 to 0, and A and E are constants.

Figure 6. The test data for the second-order Ogden model vs. dog bone sample.

Table 2. The parameters of the second-order Ogden model.

Material Parameter µi Di αi

i = 2, order 6.1298 0.0000 −1.9004

Figure 7. Determination of the hysteresis cycle.

Table 3. Abaqus hysteresis parameters.

Parameter S m C A E

value 2.2 4 0 12 × 10−3 0.01
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Voids left in the structure by additive technique and layering effects also need to be
considered and analyzed in depth in FE analysis. FDM, as previously mentioned, generates
an anisotropic, layered structure. This was considered by defining a local orientation of
the lattice structure. Material structure orientation was used in conjunction with a new
material model, i.e., an anisotropic elastic material model with an “engineering constants”
option, to compare the isotropic and anisotropic behaviors.

By means of the second-order Ogden model, the isotropic behavior was analyzed since
the FE software considers structures as isotropic solid. Simulations were also performed for
a linear elastic material, both for anisotropic and isotropic materials, to show the possible
effects of anisotropy on the mechanical response of the samples.

A linear elastic anisotropic material model was then adopted, in order to tune and
reproduce the experimental results. The engineering constants that define this model—
namely, elastic modulus, Poisson ratio, and shear modulus, in three principal directions
(Table 4) were arbitrarily chosen on the basis of literature data [31,32], imposing a level of
anisotropy of 50%. Here, the direction of the applied load was set as the second direction,
while the first and third directions were the axes that defined the layer plane. In this way,
the intra-filament elasticity was halved, simulating the FDM layer deposition effect.

Table 4. Engineering constants: Young’s modulus, Poisson ratio, and shear modulus in the three
principal directions.

Material E1* E2* E3* v12 v13 v23 G12 G13 G23

Linear elastic 13 26 13 0.49 0.39 0.49 4.36 9.35 4.36
* 1: x direction; 2: y direction; 3: z direction.

3.2. Simulations and Overviews

To simulate these tests in the Abaqus/CAE environment, the lattice structures were
placed between two rigid analytical plates. The load was applied to the reference point of
the upper plate by means of an imposed displacement (Figure 8). Three deformation levels
were simulated for each geometrical configuration, which were, respectively, 10, 20, and
30% of specimens’ height, at the same strain rate of 5 mm/min.

Figure 8. Analytical rigid plates and preferential direction y.

After a variability analysis that did not show major effects in a range from 0.025 to
0.3, a friction coefficient equal to f = 0.1 was defined between the contact surfaces. Finally,
the lattice structure’s typologies were formed as meshed units with linear solid tetrahedral
elements, using a hybrid formulation that governs incompressible behaviors. The average
mesh size of lattice structure elements was chosen as 1.6 mm, to have a good compromise
between computational times and accuracy of the mechanical response in the simulations.
This was carried out after a mesh independency analysis on varying the average mesh size
from 0.8 mm to 2.4 mm, which showed no noticeably major changes in the mechanical
response of the structures (Figure 9). Table 5 shows the resulting numbers of nodes and
elements for the three geometrical configurations of lattice structures.
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Figure 9. Mesh independency analysis of lattice structures and convergence analysis.

Table 5. Mesh of lattice structures: nodes and elements.

Topology Nodes Elements

Open cell 24,779 104,274
Closed thin-walled cell 33,735 145,385
Closed thick-walled cell 37,790 157,045

Load-displacement curves were obtained, as the reference point is affected by the sum
of every single nodal response in the contact surface. From these curves, stiffness was
calculated as the slope of the line that best fits the loading curve [33].

4. Results

All the obtained results, both experimental and numerical, are reported in Table 6.
The nominal stress-strain curves in the range of interest, shown in Figure 10, were plotted
through Equations (1) and (2), where the cross-sectional area of each typology of structures,
A0, eq, was calculated as follows:

A0,eq =
VL
h0

(5)

where VL is the volume of lattice, and h0 is the height of the specimen.
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Table 6. Specific stiffness of lattice structures.

10% Stiffness K0 [N/mm]

EXP FEM
Ogden Isotropic LE Anisotropic LE

Open cell 331 534.6 480.8 256.4
Closed thin

walled 336 588.8 508.7 260.7

Closed thick
walled 278.9 531.2 500.8 256.3

20% Stiffness K0 [N/mm]

EXP FEM
Ogden Isotropic LE Anisotropic LE

Open 220.3 421.7 548.1 290.2
Closed thin

walled 219.2 432.2 592 294.8

Closed thick
walled 181.9 403.8 524.6 266.2

30% Stiffness K0 [N/mm]

EXP FEM
Ogden Isotropic LE Anisotropic LE

Open 165.5 389.6 568.4 307.7
Closed thin

walled 161.7 380.1 609.5 306.6

Closed thick
walled 137.5 366.7 521.6 253.3

Figure 10. Nominal stress-strain curves of lattice structures, experimental and numerical.

In accordance with the results shown in Table 6, the comparison between experimental
and numerical nominal stress-strain curves highlighted a good reproduction of the real
experimental trend by Ogden model simulations, even if a visible gap was apparent
between them.

By plotting the stiffness results obtained for the hyperelastic model and experimental
tests in a distinctive graph (Figure 11), it was revealed that the Ogden model is able to
reproduce the exact trend of the experimental response of the lattice structures, but with a
discrete gap. The same gap was also found between the isotropic and anisotropic linear
elastic results (Figure 12). The linear elastic material model proved useful for identifying
and studying the effects of 3D printing on the mechanical response of FDM printed parts.
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Figure 11. FEM Ogden model vs. experimental results.

Figure 12. FEM simulations with linear elastic material: isotropic vs. anisotropic.

The two graphs in Figures 11 and 12 are similar; in fact, the simulation of the structures
as isotropic cell solids showed a similar stiffness trend, but in the numerical results, it was
double, compared to the anisotropic one. Therefore, the discrepancies between the experi-
mental and numerical (by Ogden formulation) results are attributable to an anisotropic
factor due to the printing process, i.e., to the various effects that occur in the printing phase.
On the other hand, the simulations reflected the different mechanical responses of the
three different geometrical configurations. For this reason, the aforementioned anisotropic
layering factor is studied in depth in this discussion.

Geometrically, the graph in Figure 11 is able to highlight the lattice structure with
the best mechanical response. In fact, in terms of stiffness, the thin-walled closed lattice
structure showed the best performance, followed by the open typology, which showed a
very similar mechanical response, especially in experimental tests. Finally, the thick-walled
lattice structures showed a performance level always lower than the other two types, both
numerically and experimentally.
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Discrepancies in geometrical configurations response are certainly due to the effects
of the FDM process [34]. In fact, as evident in Figure 2, the thick-walled structure had
more deposited material in the walls, so it was more likely to have a high percentage of
voids and layering effects inside. For this reason, it was desirable that these structures were
weaker than the others, due to the greater and consistent presence of defects inside them.

5. Discussion

To understand the causes of discrepancies between experimental and numerical tests,
all phenomena occurring in the printing process that influence the mechanical property
of the FDM printed lattice structures were studied in depth. Several previous papers
have found how FDM additive manufacturing technology widely affects the mechanical
properties of printed parts [35,36]. FDM process is almost demanding due to the variability
of its parameters and the uncontrollable printing effects such as porosity and layering.

Firstly, the porosity was studied both with SEM analysis and weight analysis. In their
work, Abbot et al found that the simulated printed parts were at least 50% more solid
than experimental printed samples [37]. This statement is in line with what was found
in the present work, precisely shown in Figure 11, but it was found that this outcome is
not due to the porosity of the FDM printed parts but to the layering effect that knocks
down the mechanical properties of the additively manufacturing samples. In fact, SEM
analysis on lattice structures conducted by Kumar et al. [38] revealed how the voids left
by the FDM process have no major effects on the mechanical and functional properties of
these structures. Moreover, through a weight analysis between real and virtual samples,
no considerable differences in weight were found.

Finally, in the printing phase, there is another effect that is generated in the printed
parts—the layering effect. It is extremely complex to simulate this phenomenon through a
numerical model. For this reason, an anisotropic layering factor was identified, ϕl , which is
able to describe how this effect acts on stiffness. Considering the similar precautions in
the pre-printing phase (for example, care for the hygroscopicity of the TPU) and the same
printing conditions for all the samples (i.e., the same process parameters on a unique batch
and controllable boundary conditions), the focus was on the post-printing effects. In this
way, all printed lattice structures were produced at the same time; hence, they had the same
aging time, always showing comparable characteristics. Following a phenomenological
approach, by defining ϕl as a function of geometry (i.e., number of wall’s contours, N) and
imposed deformation ε, Equation (6) can be written as

ϕl = α(N)·eβ·ε (6)

where α(N) is a function of the number of contours N in a cell’s wall, equal to α =
1.3 + (0.15N), β is a constant equal to 0.02, and ε is the strain level in percentage (i.e., 10, 20
and 30%).

Firstly, the real trend of experimental curves was reproduced by means of a regression
model with the R-squared coefficient of 0.98. Consequently, the parameters of Equation (6),
α and β, were identified through an iterative process on varying the critical parameters
that adversely affect stiffness, N and ε. Finally, when the optimal match between curves
was reached, ϕl was described as used in Equation (6).

The plot of Equation (6) reveals an increasing effect of the number of layers N on the
deformation level (Figure 13). This is due to the fact that with the increase of deformation,
the stresses acting on layers and printing defects increase, determining a drastic decrease
in the stiffness.

85



Materials 2021, 14, 5645

Figure 13. Anisotropic layering factor trend for each configuration.

Now, after recalibration of the simulated curves obtained by the Ogden hyperelastic
model by dividing the stiffness values by the ϕl factor, a very good agreement can be found
with the experimental results, as presented in the plot of Figure 14 and more precisely in
the bar plot of Figure 15.

Figure 14. Experimental results and FE simulation results with the Ogden model.

Figure 15. Experimental results and FE simulations corrected with ϕl .
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6. Conclusions

This study was conducted in order to analyze and understand the mechanical behav-
ior of specimens of cellular structures obtained by additive deposition process fused in
thermoplastic polyurethane. Particular attention was paid to the layer-by-layer deposition
effect on the resulting stiffness, showing that the mechanical behavior of printed samples
with this technology is not easily predictable. Major findings can be summarized as follows:

• By the traditional FE analysis, an anisotropic behavior of such structures was proven;
• Anisotropy was ascribed to the layering process of filament, not always quantifiable a

priori;
• A phenomenological layering factor ϕl was defined that tries to correlate the number

of FDM contours, the deformation level, with the anisotropy degree;
• On the basis of the layering factor, thin-walled cell structures were confirmed to be

the less affected, whereas larger walled structures were negatively affected;
• The mechanical and functional behaviors of this kind of structure were confirmed to

be influenced by many parameters, related to material and process, as well asa specific
geometry.
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Abstract: Dynamic tests of fine-grained fired dioxide-zirconia ceramics under compression under
uniaxial stress conditions were carried out. The influence of the specimen length on the obtained
strength and deformation properties of ceramics is investigated. The thickness of the specimen has a
significant impact on the course of the obtained dynamic stress–strain diagrams: short specimens
have a much more sloping area of active loading branch. The main contribution to the modulus of the
load branch resulting from tests of brittle porous media is made by the geometry of the specimens and
the porosity of the material. When choosing the length of specimens for dynamic tests, the optimal
geometry of the tested specimens is preferable in accordance with the Davies–Hunter criterion, when
the contributions of axial and radial inertia are mutually compensated, and the contribution of the
effects of friction in the resulting diagram is minimal. When choosing the geometry of specimens of
brittle porous media, the structure of the material should be taken into account so that the size of the
specimen (both length and diameter) exceeds the size of the internal fractions of the material by at
least five times.

Keywords: zirconia ceramics; brittle medium; porosity; Kolsky method; compressibility; strength;
fracture; stress growth rate

1. Introduction

For many years, intensive work has been carried out all over the world to study the
dynamic properties of structural materials. Brittle porous materials have a good ability
to damp shock and explosive effects. So, they are widely used in various designs of new
technology. Porous materials play an important role as shock-damping material in contain-
ers for air, automobile, and other transportation of radioactive or highly toxic materials.
Porous materials significantly reduce the load on the main protective structural elements
in the event of emergency situations or terrorist attacks, accompanied by shock or explo-
sive influences and high temperatures. To reliably determine the behavior of containers
with concordant damping materials under impact data on their properties are required,
mainly, dynamic stress–strain curves. In addition, layered structures for protection against
damaging effects by bullet and fragmentation elements are a possible field of application
for porous low-density materials. In these designs, the gap between the metal layers is
filled with a light material with good damping, dissipative and thermophysical properties.

The compressibility of metals under impact have been studied at present in more
detail than the properties of brittle materials, such as concretes, ceramics, and refractories,
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which are associated with additional requirements imposed on test installations when
studying this class of materials. Currently, there are no generally accepted standards for
installations for the study of brittle and especially structurally inhomogeneous materials.
A large number of types of various materials fall under the name of brittle and structurally
heterogeneous, these are concretes, rocks, ceramics, various types of frozen materials (ice,
bitumen, frozen soils, etc.). In their chemical and structural composition, all these materials
in the field of dynamic loading are still insufficiently studied, so obtaining new data on
their properties remains relevant.

The study of the mechanical properties of ceramic materials even under quasistatic
effects is a very difficult and time-consuming task, since their properties depend on a large
number of factors (multicomponent, porosity, humidity, etc.). Methodological difficulties
in the study of the mechanical properties of ceramics and concrete repeatedly increase
under dynamic loads, characterized by high intensities and short exposure times.

Brittle materials, in contrast to ductile ones, have a small deformation of destruction
(often no more than 1%), and therefore, if the loading takes place too quickly, as in the usual
SHPB test [1], the specimen can begin to break unevenly, i.e., the front of the specimen
may be destroyed while the back remains intact. The conditions for the constancy of the
strain rate and the equilibrium of stresses at the ends of the specimen should be satisfied
during most of the test. A non-dispersive smoothly increasing pulse in the loading bar is
required to test brittle materials (ceramics, rocks), which have an almost linear dependence
of the stress–strain curve up to fracture. If the incident pulse is formed with a steep leading
edge, then it is not possible to achieve dynamic stress equilibrium in the sample of a brittle
material, and the specimen can immediately collapse at its end in contact with the loading
bar after the arrival of the incident wave [2,3].

For SHPB test measurements to be valid, the dynamic load must increase slowly
enough that the specimen is subjected to an almost quasi-static load; in this case, the
deformation of the specimen will be uniform. The possibility of using the incident pulse
shaper in the SHPB system was considered in [4]. It was noted that a smoothly rising
incident pulse is preferred to minimize the dispersion and inertia effects and so to contribute
to the dynamic equilibrium of the specimen stress state.

The easiest and most convenient way to create an incident pulse with an inclined
front is to attach a small thin disk of soft material to the impact end of the loading pressure
bar [4,5]. Such a disk, called a pulse shaper, can be made of copper, aluminum, brass or
rubber with a thickness of 0.1–2.0 mm.

When studying the behavior of several ceramics under pulsed loading, it was noted [6]
that the thickness of the specimen significantly affects the course of the obtained dynamic
stress–strain curves. Specimens with a diameter of 20 mm and with a thickness from 2 mm
to 10 mm were studied. It was determined that thicker specimens have a greater value of
the modulus of the load branch and less energy absorption. Strength properties depend
weakly on the length of the specimen. A similar trend was also noted in [7] when studying
specimens of fine-grained concrete of 10 mm and 20 mm length: thicker specimens have a
larger modulus of the load branch, while the breaking stress is practically independent of
the length of the specimen.

The aim of this work was to evaluate the influence of the geometry of specimens of a
brittle porous medium using the example of fine-grained firing ceramics based on zirconia
on the deformation characteristics under compression at uniaxial stress condition.

2. Experimental Method

We used the original setup [5] that implements the Kolsky method [1] with a split
Hopkinson pressure bar (SHPB) for investigation the dynamic properties of ceramics under
compression. The experimental stand consists of a gas gun with a control system and a
complex of measuring and recording equipment. Pressure bars with a diameter of 20 mm
from D16T alloy are equipped with low-base strain gauges (Figure 1). The amplitude of
the incident pulse, proportional to the striker velocity, varied from 60 MPa to 180 MPa,
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respectively, the strain rate (taking into account the different lengths of the specimens) was
from 350 s−1 to 6000 s−1.
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Figure 1. Experimental setup scheme.

In the test, a one-dimensional elastic loading (incident) impulse εi(t) of the required
amplitude and duration (determined by the speed and length of the striker), propagating
along the incident bar with the speed of sound C, reaches the specimen and loads it; while
part of the wave is reflected back by the reflected pulse εr(t), and part passes into the
supported bar by the transmitted pulse εt(t). Based on these strain pulses recorded by
strain gauges in measuring bars, the parametric dependences of the development of the
axial stress σs(t), strain εs(t) and strain rate

.
εs(t) components of the specimen over time by

the Kolsky method formulas [8,9] were determined:

σs(t) =
EA
A0

S
εT(t) (1)

εs(t) = −
2C
L0

t∫

0

εR(t) · dt (2)

.
εs(t) = −

2C
L0
· εR(t) (3)

where E and A are Young’s modulus and cross-sectional area of the output bar, C is the
speed of elastic waves in the input bar, L0 is the initial length of the specimen, A0

s is the
specimen initial cross-sectional area.

Then, after synchronizing the initial pulses, we can construct a dynamic diagram
σs(εs) with a dependence

.
εs(εs).

When constructing dynamic stress–strain curves by the Kolsky method, sufficiently
accurate matching in time of strain pulses is required, including expert selection of the
starting point of reference for each pulse. A characteristic feature of the tests of porous
brittle media by the Kolsky method is the presence of a significant (up to 20 µs) delay in the
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transmitted pulse relative to the reflected one, even in the case of gluing of both recording
strain gauges at the same distance from the specimen. This is due to several reasons:

- Considerable difference in the acoustic impedances of the sample material and the
material of the pressure bars;

- Low speed of wave propagation in a porous medium;
- The quality of the processing of the end surfaces of the specimen;
- Significant porosity of the material.

In addition, the registration of weak signals from strain gauges is sometimes accompa-
nied by electromagnetic interference superimposed on the zero line. These factors lead to
the fact that there is a probability of error when choosing the start points of these pulses.

The procedure of pulse synchronization is as follows. The beginning point of the
incident pulse is the time point after which the first deflection of the recorded ray from
the zero line is observed. Further, the positions of the starting points of the reflected and
transmitted pulses are determined using the known elastic wave speed in the measuring
bars and the known distance of the strain gauges from the specimen. When the sensors are
glued at the same distance from the specimen, these points are selected synchronously.

At given starting points, it is checked the execution of the main condition of the Kolsky
method, namely, the strains uniformity in the specimen body by checking the equality of
deformations at the ends of the specimen during the test:

εi(t) + εr(t) = εt(t) (4)

The original synchronization program allows one to automatically select and manually
adjust the relative position of these pulses, but for most tests, this adjustment is not required.
In this procedure, the main attention is paid to the fulfillment of condition (4) with the
smallest error over the entire pulse duration, with the exception of the initial section
(several microseconds), during which the stress–strain state of the specimen cannot be
considered as uniform. Studies have shown that when testing concretes, ceramics, and
some other porous brittle media, the assumption of equal forces at the ends of the specimen
is quite good.

Elastic strain impulses in the pressure bars are measured using small-base foil strain
gauges, then stored by a multi-channel digital oscilloscope and transmitted to a personal
computer for processing and analysis. The original processing program allows one to
synchronize the selected pulses and build true stress–strain diagrams. If necessary, a
controlled smoothing of recorded pulses using integral splines is possible. It is also possible
to conduct statistical and regression analyses of the results.

Because of the large contrast in the acoustic impedances ρC of the input pressure bar
and the specimen of the porous material, the reflected pulse amplitude can reach 80–90%
of the amplitude of the incident wave. So, the specimen will be exposed to several loading
cycles. In order to authentically register a repeated loading cycles during one experiment,
it is necessary to exclude the influence on the loading process in the second and subsequent
cycles of the transmitted pulse reflected from the rear end of the transmitting bar. For that,
the length of the transmitting bar should be increased in comparison with the length of the
incident bar [10,11]. In this series of experiments, the length of incident and transmitting
bars were 1.5 m and 4.5 m, respectively. As a result, it possible to register the main and two
additional loading cycles.

3. Tested Specimens

There were tested specimens of zirconia ceramics, a promising material for use in
the nuclear industry. From a chemical point of view, this material is relatively inert, does
not form fusible compounds with uranium dioxide, and its melting point is about 3000 K.
Materials based on zirconium dioxide have a thermal conductivity 1.5–2 times lower than
materials based on other highly refractory oxides.
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The raw material for the manufacture of ceramic specimens was a material obtained
from cubic zirconia stabilized with yttrium oxide Y2O3 in a molar fraction of 11–12%. Man-
ufacturing technology was close to factory. To obtain the required fractional composition
of ceramics (Table 1), the technology included grinding, chemical and magnetic cleaning,
the addition of a temporary plasticizing binder, pressing (pressure 100 MPa) and annealing
(2000 K for 13 h).

Table 1. Granulometric composition of ceramics (wt.%).

Sizes of Fractions, mm

<0.05 <0.2 0.2–0.315 0.315–0.4 0.63–1 1–2

40 - 20 - 40 -

These ceramics are characterized by the following physicomechanical properties
under normal conditions: density 4.7–4.9 g/cm3, porosity 20%, static compressive strength
39 MPa.

Specimens for testing were made in the form of a cylinder with a diameter of ~20 mm
and a thickness of ~10 mm. This geometry of the specimens was chosen in accordance with
the Davies—Hunter recommendation [12] to minimize the effects of inertia and friction.
The ideal specimen slenderness ratio (that is, the ratio of its length to diameter) has been
studied for a long time, as it plays an important role in inertial effects during dynamic
SHPB testing. Based on a joint analysis of the effects of axial and radial inertia, Davies and
Hunter [12] proposed an optimal ratio of sample slenderness L/D =

√
3·νs /2; where L

and D are the length and diameter of the cylindrical specimen, respectively, and vs is the
Poisson’s ratio of the material under test. With this L/D ratio, the components of axial and
radial inertia are mutually compensated, therefore, the calculated stress in the sample is
considered reliable. This ratio is valid for a variety of materials, including brittle media.

In addition, to assess the influence of the geometry of the specimens on the resulting
stress–strain diagrams, some of the specimens were made with thicknesses of 5 mm and
2 mm.

One of the characteristic features of the deformation and fracture of brittle materials
(and ceramics just refer to such materials) is a significant effect on the deformation and
strength characteristics of the state of the surface of the specimens. The presence of micro- or
macrocracks on the surface, barbs and cavities leads to a significant decrease in the strength
properties of brittle materials. Therefore, the specimens before testing were subjected
to manual grinding on sandpaper with a grain size of 0.01 mm. When establishing the
specimen in the working position, to reduce friction and improve the acoustic contact
between the ends of the measuring bars and the specimen, there were 2–3 layers of a thin
(10 µm) fluoroplastic film.

Ceramic specimens were tested under compression conditions of a one-dimensional
stress state. The specimen temperature in all experiments was 20 ± 2 ◦C.

4. Results and Discussion

Ceramic specimens were tested for compression using a device that implements the
Kolsky method. During testing, by varying the striker velocity (i.e., the amplitude of
the incident pulse), loading modes were selected in which the specimen after test either
retained its apparent integrity and strength, or collapsed. Visual control of the samples
after the experiments made it possible to assess the sample destruction degree. However,
such an examination does not give an unambiguous answer to the question at what point
the specimen collapsed. It is known that for tested materials with a low acoustic impedance
ρC, the reflected pulse can have significant amplitude. This impulse, after reaching the
impacted end-face of the incident bar, reflects from it as a compression wave and, after
reaching the specimen, reloads it, then again partially reflects and so on. Such a process
is repeated many times until this pulse is completely faded away. As a result of repeated
loading cycles, the resulting microfractures have the ability to develop and enlarge. In
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addition, unloading waves from the free side surface of the specimen can affect the fracture
process. However, the choice of the optimal specimen slenderness due to the Davies–
Hunter recommendation [12], as well as the analysis of pulses in the bars, give reason to
believe that there is no such effect.

A more accurate answer about the destruction of specimen in the first loading cycle
may be given after the analysis of deformation pulses recorded in the pressure bars. As
an example, Figures 2 and 3 show the initial pulses in the measuring bars, both during
registration (a) and in the process of pulses synchronization (b). Moreover, the pulses in
Figure 2 correspond to the case of maintaining the apparent integrity of the specimen,
and the pulses in Figure 3 correspond to the case of complete destruction of the specimen
(into powder). In these figures, the initial pulses recorded in the pressure bars are shown:
1—incident pulse, 2—reflected pulse and 3—transmitted pulse.
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Figure 2. An example of strain pulses in measuring bars during registration (a) and during synchro-
nization (b) when testing a ceramic specimen maintaining its visible integrity.

In the case of absence of the sample destruction under loading by a trapezoidal
incident pulse εi(t) with a flat top, the reflected pulse εr(t) (the sample strain rate) first
increases and then decreases due to an increase in the resistance of the sample during its
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deformation. After the end of affecting of the incident pulse on the sample, the transmitted
pulse εt(t) also begins to decrease, while the strain rate determined by the reflected pulse
εr(t) becomes negative. Thus, in the section of the sample active loading, both stress and
deformation increase, then, with the beginning of the incident pulse decrease, the stress
in the specimen decreases to almost zero, while the achieved deformation decreases by a
certain amount, determined by the unloading capacity of the material and it is calculated
by using the negative part of the reflected pulse.
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Figure 3. An example of strain pulses in measuring bars during registration (a) and during synchro-
nization (b) when testing a ceramic specimen with its complete destruction.

A different picture occurs in the case of destruction of the specimen. A simultaneous
increase in stress (pulse εt(t)) and strain rate (pulse εr(t)) takes place at the initial stage of
specimen loading, however, after the point of maximum stress, the avalanche-like fracture
process begins in the specimen. The stress after this point decreases, whereas the strain
rate increases. So, although the amplitude of the incident pulse remains almost constant,
the collapsing specimen does not completely pass the compression wave, its resistance to
deformation is steadily decreasing.

Examples of resulting charts corresponding to these two types of tests are presented
in Figure 4 in the form of parametric dependences σs(t) and

.
εs(t), as well as the diagrams

σs(εs) and
.
εs(εs) themselves. The functions

.
εs(t) and

.
εs(εs) are represented on the graphs

by dotted lines in the lower half of the figure field. The corresponding axis is located on
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the right side of the graphs. Digital markers on the lines are used to identify the curves
and their mutual reference.

For both cases, one can note the nonlinearity of the initial section of the load branch
and the significant difference between the load and unload branches. In the case of fracture
of the specimen, the stress after reaching a maximum value begins to decrease with a
constant increase in strain. Due to the short duration of the deformation process, the
destroyed specimen particles that are not connected to each other during the test remain
between the ends of the measuring rods, and their partial compaction occurs. This process
is similar to high-speed deformation of non-cohesive soils. After the end of the incident
pulse, the compacted ceramic particles have a small unloading capacity, which reveals in
the form of a section of the diagram with partial restoration of the sample shape (negative
portion of the function

.
εs(εs)).

Materials 2021, 14, x FOR PEER REVIEW 8 of 14 
 

 

σs(εs) and )( ss εε  themselves. The functions )(tsε  and )( ss εε  are represented on the 
graphs by dotted lines in the lower half of the figure field. The corresponding axis is lo-
cated on the right side of the graphs. Digital markers on the lines are used to identify the 
curves and their mutual reference. 

 
(a) 

 
(b) 

Figure 4. Examples of functions σs(t) and )(tsε  (a) and σs(εs) and )( ss εε  (b) for cases of main-
taining integrity (curves 2) and complete destruction of a specimen (curves 1). 

For both cases, one can note the nonlinearity of the initial section of the load branch 
and the significant difference between the load and unload branches. In the case of frac-
ture of the specimen, the stress after reaching a maximum value begins to decrease with a 
constant increase in strain. Due to the short duration of the deformation process, the de-
stroyed specimen particles that are not connected to each other during the test remain 
between the ends of the measuring rods, and their partial compaction occurs. This pro-
cess is similar to high-speed deformation of non-cohesive soils. After the end of the in-
cident pulse, the compacted ceramic particles have a small unloading capacity, which 
reveals in the form of a section of the diagram with partial restoration of the sample 
shape (negative portion of the function )( ss εε ). 

When the specimen is loaded with a high-intensity pulse, the destruction of the 
specimen occurs directly in the load wave; the proof of that can be illustrated in Figure 5, 
where the parametric processes σi(t) and σs(t) are shown. 

Figure 4. Examples of functions σs(t) and
.
εs(t) (a) and σs(εs) and

.
εs(εs) (b) for cases of maintaining

integrity (curves 2) and complete destruction of a specimen (curves 1).

When the specimen is loaded with a high-intensity pulse, the destruction of the
specimen occurs directly in the load wave; the proof of that can be illustrated in Figure 5,
where the parametric processes σi(t) and σs(t) are shown.

The results of compression tests under uniaxial stress state of ceramic specimens of
optimal geometry (diameter 20 mm, length 10 mm) are presented in Figure 6.

The solid lines in the figure show the characteristic diagrams of dynamic deformation,
which are the result of averaging several experiments conducted under nominally identical
conditions. The dashed lines of the corresponding colors at the bottom of the figure show
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the history of changes in the strain rate of the specimen. Curve 1 corresponds to the
conditions under which, after the experiment, the specimen retained its visible integrity.
Curve 3 was obtained under conditions of complete destruction of the specimen. Curve 2
was obtained under conditions when the specimens either had small (mainly peripheral)
fractures, or, retaining the whole appearance, lost their structural connectivity.
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It is clearly seen that the structural strength of ceramics is about 70 MPa, however,
during the dynamic loading, higher stress values were obtained, as evidenced by the upper
curves 2 and 3. This behavior of the materials is due to the dynamic nature of the load and
is determined by two competing processes occurring in specimen: the process of formation,
growth and fusion of microcracks and micropores into macropores and cracks, on the one
hand, and the wave nature of the increase of load in the material, on the other. It should
be noted that the sample clamped between the ends of the measuring bars, due to the
inertia of the process of its deformation, even when the process of internal damage has
begun, remains in place and continues to transmit through itself a compressive stress wave
of increasing amplitude. So, if the rate of increase of stress exceeds the velocity of the
fracture process, then the specimen with already formed and developing fracture centers
can be overloaded, i.e., it can withstand for some time ever-increasing loads. Similar
phenomena were discussed in the analysis of the temporal dependence of compressive
strength in [13,14].

Using the obtained stress–strain charts, the average values of the modules of the
load branches (dσ/dε) were measured (Figure 7), as well as there were determined the
maximum stresses that the specimen withstood before failure began at various levels of the
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strain rate and the corresponding times at the onset of fracture (the beginning of the decay
of the σs(t) curve. These parameters for each curve are given in Table 2. When processing
the experimental information for each diagram, in addition to the average strain rate

.
εs of

the sample, we determined the maximum values of the stress growth rate
.
σs in the sample

(Figure 8), which are also shown in Table 2.
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Table 2. Results of dynamic tests of ceramics.

Curve
Number in

the Diagram

The Module
of the Load

Branch, MPa

Average
Strain Rate,

1/s

Stress Growth
Rate, MPa/µs

Destruction Start Point

Strength,
MPa

Strain,
% Time, µs Energy Capacity,

MJ/m3

1 8000 220 1.9 71 1.5 82 0.93
2 10,625 400 6.5 80 1.4 40 2.42
3 14,000 1040 10.0 113 1.4 27 6.18
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An important characteristic of ceramics working as a protective (energy-absorbing)
material is their energy capacity, calculated as the area under the curve σ~ε (Figure 9). This
characteristic is also given in Table 2.
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Figure 9. Energy absorption of ceramics.

As noted earlier [6,7], the thickness of the specimen has a significant effect on the
course of the obtained dynamic stress–strain curves. In this regard, a comparative study
of the influence of various geometries of ceramic specimens on mechanical characteristics
was carried out. Figure 10 shows the average diagrams during compression of specimens
with a diameter of 20 mm and a thickness of 10 mm, 5 mm, and 2 mm.
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It is clearly seen that short specimens have a much more sloping area of active load-
ing. Using the obtained stress–strain diagrams, the average values of the deformation
module dσ/dε (steepness of the active loading section) were measured (Figure 11). The
dashed lines show the linear approximations of the sections of active loading with the
corresponding equations.

A similar trend was noted earlier in the study of ceramics [6] and fine-grained con-
crete [7]. The reason for the greater deformability of specimens of brittle media of shorter
length can be as follows. Specimens whose length is 5 times different have approximately
the same porosity and grain size. In addition, they have similar roughness characteristics
of the end surfaces and possible deviations in their parallelism. When the incident strain
(stress) pulse reaches the end of the specimen, it is divided into reflected and transmitted.
These two pulses are the responses of the material to the applied load. In accordance with
the formulas of the Kolsky method (1)–(3), the strain rate is directly proportional to the
reflected pulse, and the specimen deformation is proportional to the integral of the reflected
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pulse. The voltage in the specimen is directly proportional to the transmitted pulse. The
partition of the fractions of the reflected and transmitted pulses in the incident pulse is
determined by a number of factors. The magnitude of the reflected wave is determined
primarily by the ratio of impedances ρC of the incident bar and the specimen. In addition,
in general, the ratio of reflected and transmitted waves is determined by the mechanical
rigidity of the specimen material as well as its porosity. However, at the initial moment
of exposure of the incident pulse to the specimen, this ratio is also determined by the
roughness of the surface of the specimen, the non-flatness of its end and the possible
non-parallelism of the end surface of the incident bar and the loading end surface of the
specimen. Naturally, the shorter the length of the specimen, the greater the contribution
of these defects to the reflected pulse, which determines the deformation of the specimen
at the initial stage of loading, and, accordingly, the less the deformation modulus of the
loading branch of the stress–strain diagram. Since, in accordance with Equation (2), the
deformation of the specimen is inversely proportional to its length, then, for the same
amplitude of the reflected pulse, the deformation of the 2-mm long specimen will be five
times larger than for the 10-mm long specimen 10. This fact determines the correspond-
ing difference obtained in the deformation modules of the sections of active loading of
specimens of various lengths.
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However, it should be noted that specimens of tested ceramics with a length of 2 mm
cannot be considered representative, since, as follows from the granulometric composition
of the ceramic (Table 1), fractions of 0.63–1 mm in size are present in it, in an amount of
40 wt.%. When choosing the geometry of specimens of brittle porous media, the structure
of the material should be taken into account so that the size of the specimen (both length
and diameter) exceed the size of the internal fractions of the material by at least five times.

Thus, in dynamic tests of brittle porous media, the optimal geometry of the test
specimens, determined due to the Davies–Hunter recommendation [12], is preferable when
the contributions of axial and radial components of inertia are mutually compensated, and
the contribution of the effects of friction to the resulting diagram is minimal.

5. Conclusions

In dynamic tests of brittle porous media, special attention should be paid to quality
control of the end surfaces of the specimen: to ensure minimal roughness, as well as
parallelism of the ends and their flatness. The thickness of the specimen has a significant
effect on the course of the obtained dynamic stress–strain diagrams: short specimens have
a much more sloping area of active loading. The main contribution to the modulus of
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the load branch resulting from tests of brittle porous media is made by the geometry of
the specimens and the porosity of the material. When choosing the length of specimens
for dynamic tests, the optimal geometry of the tested specimens, determined due to the
Davies–Hunter recommendation [12], is preferable when the contributions of axial and
radial components of inertia are mutually compensated, and the contribution of the effects
of friction in the resulting diagram is minimal.
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Abstract: The use of ferroelectric materials for light-harvesting applications is a possible solution for
increasing the efficiency of solar cells and photoelectrocatalytic devices. In this work, we establish a
fully autonomous computational workflow to identify light-harvesting materials for water splitting
devices based on properties such as stability, size of the band gap, position of the band edges, and
ferroelectricity. We have applied this workflow to investigate the Ruddlesden-Popper perovskite
class and have identified four new compositions, which show a theoretical efficiency above 5%.

Keywords: light-harvesting; water splitting; photoferroics; high-throughput screening; Ruddlesden-
Popper perovskites

1. Introduction

The development of novel energy devices is required to meet the challenges of in-
creasing energy demand and dependence on fossil fuels. The conversion of solar energy
into electricity, using a photovoltaic (PV) device, or fuels, e.g., hydrogen and oxygen from
water [1], by means of a photoelectrochemical (PEC) cell, are among the most promising
solutions to achieve a green future. Both of these technologies rely on materials that show
high stability, optimal light-harvesting properties, and low electron-hole recombination
rates. The maximum theoretical efficiency obtainable from a single photoactive material
in a PV cell is ≈33% (Schockley–Queisser limit), which corresponds to a material with a
band gap around 1.3 eV, under 1.5 G solar irradiation and including all possible losses [2].
The efficiency is much lower for PEC devices, where the minimum required band gap
is above 2 eV to overcome the bare energy to split water (1.23 eV), the reaction overpo-
tentials (≈0.1 and ≈0.4 eV for the hydrogen and oxygen evolution [3]), and the Quasi
Fermi-level (≈0.25 eV per band edge) [4]. The maximum theoretical efficiency is thus not
larger than 7% [5]. Different solutions have been suggested to increase the PV and PEC
efficiencies [6], both at the device level, by using solar concentrators and multi-junctions,
and at the material level [7], by discovering novel compounds with supreme properties.
Two new classes of materials have shown great potential to improve the solar conversion
efficiency. (1) Organometal halide perovskites, where organic molecules are embedded in
an inorganic crystal, have superior light absorption properties, high electron-hole mobility,
and long lifetime, i.e., low electron-hole recombination rate [8]. However, they also show
low stability and contain Pb, which can cause health issues. (2) Ferroelectric semiconductors
(photoferroics) have two properties that make them very interesting for a new generation
of solar energy conversion materials [9]. On one side, they can generate photovoltages
larger than the band gap, and from the other side, they show an intrinsic polarization,
which spontaneously separates the electrons and holes without the need of a p − n junction
or co-catalysts, in PV and PEC devices, respectively [10,11]. By generating photovolt-
ages larger than the band gap, photoferroic materials would be able to easily provide
the driving force (reaction overpotentials) necessary to run the hydrogen and, especially,
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oxygen evolution reactions. This could allow us to use materials with band gaps smaller
than the 2 eV, mentioned above; thus, drastically increasing the efficiency of PEC devices.
Moreover, the spontaneous separation of the photogenerated charges could solve some
of the issues related to low mobility and high recombination rates, which is often solved
with the use of co-catalysts, making the device easier and cheaper to produce. Despite the
high potential, this technology is still at its early stages. The literature reports only a few
photoferroic perovskite materials useful for PV and PEC devices, such as the oxides BiFeO3
and its derivates [12–14], KBiFe2O5 [15], Ba2Bi3+Bi5+O6 [16], and chalcogenides [17], but
the optimal materials have not been discovered yet. Moreover, recently, we have shown the
polarization of InSnO2N can be switched during the oxygen evolution reaction (OER) to
reduce the overpotential and thus increase the sun-to-chemical conversion efficiency [18].

In this work, we establish an autonomous workflow in the framework of Density
Functional Theory (DFT) calculations to discover new photoferroic materials for PEC
devices. This workflow is based on the calculation of stability, electronic, and ferroelectric
properties and then applied to the class of Ruddlesden-Popper oxide and chalcogenide
perovskites. Four new photoferroic materials have been identified to absorb at least 5% of
the incident photons and be promising for one-photon water splitting applications.

2. Autonomous Workflow and Computational Methods

Thanks to methodological improvements [19–21] and an increase in the computational
power, computational methods have been successfully used to design novel materials with
desired functionalities and improved performance. Among others [22], high-throughput
approaches and autonomous workflows have been used, in combination with DFT calcula-
tions, to design better catalysts [23], batteries [24], novel 2D and 1D materials [25–27], and
solar energy conversion devices [4,28–30].

Starting from the properties of the constituent elements, a good photoferroic material
should be formed by abundant, cheap, and non-toxic chemicals. The material should then
be stable, absorb a good fraction of the solar spectrum, show good intrinsic polarization,
suitable electron-hole mobility, and have good photoelectrocatalytic properties. These
properties are calculated thanks to descriptors, which are easy to calculate and, at the
same time, provide a good estimation of the quantity under investigation. For example,
the stability is calculated using a convex hull analysis. The convex hull is constructed
considering all the possible competing phases (constituent atoms, binary, and ternary
compounds), taken from the Materials Project database, in which the candidate material
can be separated [31]. The heat of formation is calculated as the difference between the DFT
total energy of the candidate material and the energy of the convex hull at that particular
composition. To include metastability [32], we consider a material thermodynamically
stable when its heat of formation is up to 0.1 eV/atom. Furthermore, calculations of
the mechanical and dynamic stability could be useful to confirm whether the candidate
material could be synthesized or not. The light-harvesting efficiency is often estimated by
the size of the band gap or full absorption spectrum and the photocatalytic properties with
the position of the band edges [4,10,28,33].

The workflow established here to identify photoferroic materials is shown in Figure 1.
All calculations are performed using the GPAW code and the Atomistic Simulation Envi-
ronment (ASE) [34–36]. The workflow is implemented in the framework of MyQueue [37].
After having selected an appropriate chemical space, we use a structure prototype approach,
in which all possible combinations obtained by decorating the prototype with the different
chemicals are calculated. We then reduce the possible pool of candidate materials by con-
sidering simple structural and chemical rules, such as the sum of the electrons should be
even to ensure that no bands are crossing the Fermi level, the sum of the possible oxidation
states should be equal to zero to ensure a charge balance in the unit cell, and the size of
the A and B-cations [38]. This reduces the original search space to around 30% of it. For
these possible combinations, we calculate the relaxed structures (until the forces are below
0.05 eV/Å) of the different prototypes, their energies and band gaps. These calculations
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are performed in the framework of the Generalized Gradient Approximation (GGA) using
PBEsol as the exchange-correlation function [39]. The simulations are performed in the
Plane Waves (PW) mode with an energy cutoff of 800 eV and a K-point density equal to
3 Å−1. We then compare the energies of the different prototypes and if the most stable
one is non-centrosymmetric, has a convex hull energy below 0.1 eV/atom, and shows a
band gap, we calculate its electronic properties, such as band gap, band structure, and
density of states, using more accurate methods, in this case using the GLLB-SC exchange-
correlation function [40–42]. For a better description of the electron density, we use a
k-point density of 5 Å−1 and include the spin-orbit coupling (SOC) correction. To be able
to evolve oxygen and hydrogen, the band edges need to straddle the redox levels of water.
This is estimated using the geometrical average of the Mulliken electronegativities of the
constituent atoms [28,43,44]. For a general AaBbXx compound, the position of the valence
and conduction band edges, EVB,CB, are thus given by

EVB,CB = E0 +
a+b+x
√

χa
Aχb

Bχx
X ± Egap/2 , (1)

where E0 is the difference between the normal hydrogen electrode (NHE) and the vacuum
level (E0 = −4.5 eV) and χI is the electronegativity of the neutral I atom in the Mulliken
scale. If the band gap is in the visible range, i.e., with a gap between 1.5 and 3 eV and
the band edges straddle the redox levels of water, we proceed to calculate the absorption
spectrum using Time-Dependent DFT, which gives a more accurate estimation of the
light-harvesting efficiency. The theoretical efficiency, η, is calculated as

η =
1

ntot

∫ ∞

gapd

phabs(E)nph(E)dE , (2)

where ntot is the total number of photons emitted by the sun at AM1.5, phabs(E) is the
photon absorptivity of the material, and nph(E) the number of sun photons at the energy,
E, in eV. We assume that no absorption takes place below the direct band gap, gapd.
Here, since we do not consider phonons, which are required to change the momentum in
indirect transitions, we assume that no photons are absorbed below the direct gap. This
approach is explained in detail elsewhere in the literature and has been used to estimate the
light-harvesting properties in perovskites [45]. Moreover, the ferroelectricity/spontaneous
polarization using the Berry phase approximation is estimated [10]. We note here that the
indirect band gap materials are relevant only if phonons are involved in the absorption
process. If that is not the case, e.g., for thin-films, the relevant gap to consider is the direct
value. A material is considered a candidate only if it shows a spontaneous polarization and
an efficiency of at least 5%.

Although this workflow can be applied to any crystal structure, we use it here to
investigate the perovskite family. Perovskite compounds have shown a manifold of prop-
erties from efficient light-harvesting and high stability, superconductivity, and photo and
ferroelectricity [46].

Moreover, the perovskite structure is able to host almost all elements from the periodic
table, which allows for a very wide range of combinations, optimal for a screening project.
Conventional cubic perovskites are, however, centrosymmetric so they will not show any
polarization. On the other hand, perovskites exist in many different symmetries, such as
double and layered, which can show an intrinsic polarization [47].

In this work, we consider the Ruddlesden-Popper (RP) layered perovskite phase, with
formula A3B2X7, where A and B are cations (A = Ba, Ca, Mg, or Sr; B = Ge, Hf, Pb, Sn, Ti, or
Zr; rA > rB and †A ≤ †B, where r is the radius and † is the oxidation number) and X is an
anion (X = O, S, or Se). An RP is formed by alternately stacked rock-salt layers (AX) and
two perovskite-like layers (with formula ABX3) along the c-axis of the crystal. Therefore,
the RP phase shows some similar properties to the cubic perovskites, and, simultaneously,
because of the two different chemical environments (rock salt and perovskite-like layers),
more unique properties, including a polar structure, which can cause the generation of
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intrinsic ferroelectric behavior, as it has been recently shown for selected chalcogenide
RP [17,48]. We investigate here the five most common RP prototypes, two centrosymmetric
(space groups Ccca and I4/mmm, which by definition cannot show a polarization) and
three non-centrosymmetric (Cmc21, Pbcn, and P42/mnm), as shown in Figure 1.

Figure 1. Workflow to autonomously identify photoferroic materials (left). The five most common
Ruddlesden-Popper prototypes considered in this work (right). The A-cation is shown in blue, the
B-cation in green, and the X-anion in yellow.

3. Results

Figure 2 shows the heat of formation and the band gap of all the calculated composi-
tions. A material that shows good stability and band gap in the desired range is indicated
in red. Overall, looking at the heat of formation, most of the investigated materials are
stable, or at least metastable. We note that, despite having good stabilities, most oxides
show very large band gaps (larger than 3 eV), which remove the majority of them from the
pool of candidate, as we are considering only materials with a gap in the visible range. The
wide band gaps of the oxides are a result of the large electronegativities difference between
metals and oxygen [28,49]. Moreover, the very large electronegativity of oxygen has the
effect of generating materials with rather deep bands at lower energies compared to the
oxygen evolution potential. This, combined with a band gap in the visible range, makes
the band edges not well-aligned with the redox levels of water, causing either large energy
loss or making the material not suitable for evolving oxygen and hydrogen simultaneously.
Sulfides behave differently from oxides. Firstly, almost all of them are more stable in the
Cmc21 prototype, which is non-polar and thus allows for spontaneous polarization. Most
of the materials have heat of formations below the metastability threshold, except for the
compounds formed by Ge and Pb, which are very unstable. Secondly, the band gaps are
smaller than the ones of the oxides and are within the visible light range due to the fact
that sulfur is less electronegative than oxygen, which also impacts the position of the band
edges with respect to the redox levels of water. Selenides seem even more promising than
sulfides. The most stable prototypes are non-polar, the heats of formation are more negative
than the ones of the sulfides, and the band gaps are smaller.
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Figure 2. Heat maps showing the heat of formation (top left triangle) and band gap (bottom right
triangle) for the oxide (a), sulfide (b), and selenide-based perovskites (c). A completely red square
indicates a stable compound with good electronic properties, which is thereby considered a potential
candidate. The space group of the most stable prototype is indicated in each square and stars (*) mark
the materials that show an intrinsic polarization.

A total of 25 compositions survive the criteria based on stability and band gap, as
well as having a non-centrosymmetric most stable prototype. Out of these, only 19 show a
spontaneous polarization, as indicated in Table 1. The materials that show polarization in
the Z-direction have the Cmc21 space group, while the ones where the polarization is in the
X/Y-direction have the P42/mnm space group.

The polarization direction becomes important to construct the water-splitting device.
The absorption of light should happen in the thickest direction of the material to allow
for an increased light-absorption ratio, while the splitting of the photogenerated charges
should occur in the thinnest direction, to avoid their recombination. If the polarization is
used to enhance the splitting of the charges, it should point along the thinnest direction
and the light-absorption in the perpendicular direction. In practice, if the polarization
points towards the Z-direction, then the absorption should happen in the XY-plane, and
vice versa.

To be considered as candidate materials for water splitting, the band edges of a material
should straddle the redox levels of water, which is a condition to allow the evolution of
hydrogen and oxygen from water. Figure 3 shows the position of the band edges of these
19 candidate materials. Only 10 of them straddle both the hydrogen and oxygen evolution
potentials, while 9 only straddle the hydrogen level. While the former can be used to run
an overall (one-photon) water-splitting reaction, the latter can be used in a tandem device
(two-photons) to evolve hydrogen [50,51].
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Table 1. Calculated spontaneous polarization of the stable candidate materials with a band gap in
the visible range. * indicates which materials also have well-positioned band edges, according to
Figure 3.

Formula Pol. (µC/m2) Direction

Mg3Hf2Se7 * 23.97 Z

Mg3Sn2Se7 46.56 Z

Mg3Sn2S7 * 31.24 Z

Mg3Ti2S7 * 51.12 Z

Ca3Zr2Se7 20.36 Z

Ca3Hf2Se7 3.72 Z

Ca3Sn2S7 * 34.29 Z

Sr3Zr2Se7 8.12 Z

Ca3Ti2S7 15.72 Z

Sr3Hf2Se7 24.19 Z

Sr3Sn2S7 * 8.99 Z

Sr3Pb2O7 * 31.74 Z

Ba3Sn2S7 * 10.64 Z

Ba3Ge2Se7 * 20.58 Z

Sr3Ti2Se7 24.23 Z

Ba3Zr2Se7 28.07; 1.12 X; Y

Ba3Hf2Se7 19.89; 10.16 X; Y

Ba3Zr2S7 * 24.84; 0.14 X; Y

Ba3Hf2S7 * 17.51; 7.76 X; Y

Figure 3. Position of the band edges, calculated for direct gaps, for all the materials that show stability
and optimal size of the band gap. The values of the direct (indirect in parentheses) gap is indicated
for each composition. The oxygen and hydrogen evolution potentials are also indicated.
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The band gap is the most simple descriptor for the light-harvesting efficiency. This,
however, does not take into account the kind of transition or its strength. For this reason,
we calculate the absorption spectrum and calculate the number of absorbed photons. This
procedure and its details have already been used to estimate the light-harvesting efficiency
in cubic and layered perovskites [45]. The theoretical photon-absorption efficiencies are
calculated in the direction perpendicular to the polarization as the ratio between the number
of absorbed photons and total amount of photons from the Sun (AM1.5), and they are
plotted as a function of the band gap in Figure 4. Four compositions (Mg3Ti2S7, Ba3Sn2S7,
Ba3Ge2Se7, and Mg3Sn2S7) can be used for one-photon water splitting, with a theoretical
capacity above 5%. To our knowledge, only Ba3Sn2S7 has been previously synthesized,
however, in a different space group [52]. In addition, we have identified a handful of
materials, which can be used for the hydrogen evolution in a two-photon water splitting
device, with an efficiency well-above 10%. We note that this estimation of the efficiency
does not include recombination losses but is still an improvement of the efficiency obtained
from the band gap values.

Formula Theoretical
efficiency (%)

Ca3Zr2Se7 9.16%
Sr3Zr2Se7 8.42%
Ba3Zr2S7 6.49%
Mg3Sn2S7 5.78%
Ca3Hf2Se7 5.50%
Sr3Hf2Se7 5.49%

Mg3Hf2Se7 4.24%
Sr3Sn2S7 3.96%
Ca3Sn2S7 3.69%
Ba3Hf2S7 3.68%
Sr3Pb2O7 2.16%

Figure 4. Efficiencies of the 19 candidate materials. The materials indicated in red show potential for
one-photon water splitting, while all the others could be used for a two-photon water splitting device.
The green line represents the maximum theoretical efficiency. The figure reports materials with
efficiency above 10%, while below 10% (enclosed in the dashed box) are summarized in the table.

4. Conclusions

In this work, we have described an autonomous workflow to identify new photofer-
roic materials for light-harvesting in a photoelectrochemical water splitting device. Our
workflow has been applied to investigate oxide and chalcogenide Ruddlesden-Popper per-
ovskites. Based on descriptors, such as stability, size of the band gap, position of the band
edges, absorption spectrum, and ferroelectrocity, we have identified four new compounds
that have a theoretical light-harvesting efficiency above 5%. Five other compositions could
be used for a two-photon water splitting device, with an efficiency above 10%. Beyond
perovskite structures, this workflow can now be used to investigate any crystal structure
both using a similar structure prototype approach and investigating known materials, for
example, from the Inorganic Crystal Structure Database (ICSD) [53].
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Abstract: The paper presents the results of investigations into the possibility of using ahigh-pressure
water-ice jet as a new method for removing a worn-out paint coating from the surface of metal
parts (including those found in means of transportation) and for preparing the base surface for the
application of renovation paint coating. Experimental investigations were carried out in four stages,
on flat specimens, sized S × H = 75 × 115 mm, cut from sheet metal made of various materials
such as steel X5CrNi18-10, PA2 aluminium alloy and PMMA polymethyl methacrylate (plastic). In
the first stage, the surfaces of the samples were subjected to observation of surface morphology
under a scanning electron microscope, and surface topography (ST) measurements were made on
a profilographometer. Two ST parameters were analysed in detail: the maximum height of surface
roughness Sz and the arithmetic mean surface roughness Sa. Next, paint coatings were applied to
the specimens as a base. In the third stage, the paint coating applied was removed by means of a
high-pressure water-ice jet (HPWIJ) by changing the values of the technological parameters, i.e., water
jet pressure pw, dry ice mass flow rate

.
mL, distance between the sprinkler head outlet and the surface

being treated (the so-called working jet length) l2 and spray angle κ for the following constants: the
number of TS = 4 holes, water hole diameter ϕ = 1.2 mm and sprinkler head length Lk = 200 mm.
Afterwards, the surface morphology was observed again and the surface topography of the specimen
was investigated by measuring selected 3D parameters of the ST structure, Sz and Sa. The results of
investigations into the influence of selected HPWIJ treatment parameters on the surface QF removal
efficiency obtained are also presented. Univariate regression functions were developed for the mean
stripping efficiency based on the following: dry ice mass flow rate

.
mL, working jet length l2 and

spray angle κ. Based on these functions, the values of optimal parameters were determined that allow
the maximum efficiency of the process to be obtained. A 95% confidence region for the regression
function was also developed. The results demonstrated that HPWIJ treatment does not interfere
with the geometric structure of the base material, and they confirmed the possibility of using this
treatment as an efficient method of removing a worn paint layer from bases made of various metal
and plastic materials, and preparing it for applying a new layer during renovation.

Keywords: high-pressure water jet; high-pressure water-ice jet; paint coating; geometric structure of
the surface; base; surface efficiency of the process; renovation

1. Introduction

The continuous dynamic development of the means of transport requires the use of
various materials in their manufacture. One of the main elements of vehicles of various
types is their body, which is usually protected against corrosion with a paint layer. However,
in order for the paint coating to fulfil its function, it is necessary, among other things, to
properly prepare the surface of the base for the coatings to be applied. This refers both to
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factory and refinish coatings. During vehicle transport operations, factory paint coating may
be damaged for various reasons; therefore, the preparation of the base for the application
of the refinish paint coating becomes of particular importance.

Most frequently, damage to the factory paintwork in the vehicle body occurs as a
result of natural wear and tear, such as erosion or ultraviolet radiation [1]. Other factors
that contribute to damage of the factory paint coating include aggressive media (e.g.,
aqueous solutions of salts, acids, bases; tree sap; bird droppings; acid rain), which have a
negative impact on the paint coating throughout the entire vehicle service life. Thermal
factors causing the so-called temperature shock, and, in particular, extremely high or low
temperatures, constitute yet another group [2]. However, it is a synergy of the factors
mentioned above that is one of the most common causes of damage to the paint coating.
Damage may also occur as a result of road traffic incidents. Damaged factory paintwork
is most often replaced with refinish coatings. High demands are placed on these coatings
as they must fulfil their protective and decorative functions as close as possible to those
of factory coatings. Many technical and technological factors must be met for this to be
possible. One of the most important requirements is the correct preparation of the base
material [3,4]. The correct temperature as well as the quantity and cleanliness of the air
flowing through the spray booth are also important [2].

Prior to regeneration of paintwork, a thorough assessment of the condition of the
factory paintwork is carried out. The size and amount of visible damage as well as the
type and origin of discoloration occurring on the car body are assessed. It is only then
that a decision is made as to the method of paint stripping and preparation of the base for
renovation. Old paintwork is usually removed using mechanical methods. Their advantage
is high efficiency and the possibility to remove traces of corrosion occurring under the
paint coating. The disadvantage of these methods is interference in the geometric structure
of the base material prepared by the manufacturer. Therefore, when there is no need to
interfere with the topography of the base material, chemical methods (alkaline, acid or
solvent-based preparations) or thermal methods (pyrolysis furnaces) are used for paint
removal. However, it is not always possible to use one of these methods, for example due to
the necessity to disassemble the car body or the proximity of components that are sensitive
to temperature or chemical agents. In such cases, sandblasting in hermetic chambers can
be used. However, in this case, the topography of the base material is damaged after
sandblasting [5–7]. In addition, abrasive particles often remain in the base material, and
they form the so-called surface reinforcement following treatment, which leads to the
formation of corrosion centres and defects in the refinish coating being applied.

In the search for surface treatment methods that do not damage the base, more and
more attention is being paid to air-ice [8,9] or water-ice [10] jets. Most often, the carrier
jet is air to which particles of crushed carbon dioxide ice are added. Such a tool for
removing paint from aircraft is described in [11]. The authors of the study [12] performed
the optimization of the cleaning process for circular and flat nozzles. They also presented
experimental results related to the removal of paint from sheet metal and the removal
of silicon seals from aluminum-magnesium alloys. Paper [13] describes the removal of
particulate contaminants adhering to a surface, a process investigated using a dry ice
blasting system. The experimental results showed that, for surface cleaning, dry ice
blasting performs well, which is attributed to the collision of the dry ice particles with the
contaminants. For submicron-sized contaminants, a lower temperature jet was required in
order to produce a larger number of dry ice particles to enhance the removal efficiency.

Very few publications have investigated the use of a water-ice jet where carbon dioxide
ice is used as an abrasive. The effectiveness of the surface treatment in removing paint
layers using a high-pressure water-ice jet, using different nozzle variants, is presented
in [14]. Frozen gas processing methods are also gaining importance, e.g., for machining of
nuclear fuel pins [15]. Paper [16] describes the results of particle removal mechanisms in
cryogenic surface cleaning. The agglomeration process of dry ice particles produced by
expansion of liquid carbon dioxide was presented by the authors [17]. In the experiments,
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the temperatures of the jet flow and the tube wall were measured by thermocouples, and
dry ice particles in the jet flow were observed by a high speed camera with a zoom lens. It
was found that two stages of temperature reduction occurred in the jet flow, corresponding
to the agglomeration process. It was also found that the particle size of the agglomerates
increased and the particle velocity decreased with increasing tube diameter.

Processing can also involve a cryogenic jet of liquid nitrogen [18]. The possibility
of using a jet of liquid nitrogen in combination with an abrasive (garnet) to cut metals
and brittle materials was described in [19]. The results of subsequent studies [20] allowed
the identification of areas of perspective application of cryogenic jets (surface cleaning,
disinfection, cutting materials of different strength, cutting explosives, medicine).

The vast majority of tests are conducted on prototype test benches. The difference
between the high-pressure water-ice jet (HPWIJ) presented in this paper and the ice jet
technology, known as ice abrasive water jet (IAWJ), is the pressure and the abrasive used.
The IAWJ method uses liquid nitrogen at the appropriate pressure and the abrasive is water
ice. In the presented paper, the carrier jet is water and crushed carbon dioxide ice is used as
the abrasive. A significant advantage of treatment with a high-pressure water-ice jet is the
removal of surface layers without introducing surface tension [21]. In the literature, the
most commonly reported results are the use of high-pressure waterjet for cutting [22,23]
rather than cleaning, where the abrasive is usually garnet, corundum, or olivine. There are
also published papers addressing the disintegration intensity of abrasives in the high-speed
abrasive water jet (AWJ) cutting process [24–28]. New research has also been devoted
to optimizing the cutting parameters of SiC-reinforced aluminum composite [29], and
titanium alloy [30].

The possibility of using a high-pressure water jet without any additives seems to be
safe for metal substrate materials and plastic parts. High-pressure water jet has previously
been used to process such delicate materials as fish muscle and skin [31,32]. The necessary
jet pressure to completely cut through the muscle and skin of rainbow trout was deter-
mined. The possibility also needs to be mentioned to utilise modern computer methods in
further research in the aspect of modelling and simulating the aforementioned material
processing methods. Experimental studies and numerous simulations of various other
types of processing [33–37] support the validity of using such techniques in modelling the
high-pressure water-ice jet.

High-pressure water jet treatment possesses an unquestionable advantage: after treat-
ment, water is filtered and reused, thus protecting natural resources [38]. In order to
increase the efficiency of the removal of different types of coatings, the water jet is mixed
with CO2 dry ice particles. After treatment, the ice particles sublimate into the atmosphere
and filtered water is reused. The hardness of dry ice particles is estimated at 2 on the Mohs
scale, making them comparable to rock salt or calcite. These properties of dry ice increase
the erosivity of the water jet, but there is no negative impact on the topography of the base
material.

An experimental study was conducted to see if the application of high-pressure water-
ice jet (HPWIJ) causes changes in the substrate material after paint removal. The influence of
selected processing parameters (water jet pressure pw, dry ice mass flow rate

.
mL, working

jet length l2i and spray angle) on the surface removal efficiency QF was also investigated.
Regression functions were developed for the average paint removal efficiency as a function
of: dry ice mass flow rate

.
mL, working jet length l2 and spray angle κ. Based on these

functions, the values of the optimal parameters to obtain the maximum process efficiency
were determined.

2. Materials and Methods

The experimental tests were carried out on a test bench constructed for this purpose.
The prototype test stand (Figure 1) includes major components in the form of a stationary
hydromonitor 3 and a sprinkler 7. Water is the medium that creates the so-called “jet stream”
for the dry ice particles. Its source is the city water system. Water through valve 1 flows
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into cooler 2 where it is pre-cooled. The reduced temperature water is then compressed to
the required pressure by the high-pressure pump 3. The maximum pressure of the water
jet reached pw = 57 MPa and the flow rate

.
V = 80 dm3·min−1. The water jet pressure was

stabilized by the control system 4. After compression, the temperature of the water jet rises
and it needs to be cooled down again in the radiator 5. After the temperature has been
reduced, the water jet enters the high-pressure gun 6 and the sprinkler 7. A high-pressure
jet of water flowing through the sprinkler 7 creates a vacuum in the conduit 9, drawing ice
particles from the reservoir 10 located in the temperature-controlled room. The ice particles
sucked from the reservoir 10 into the sprinkler nozzle 7 are accelerated by the high-pressure
water jet and shaped into a final water-ice jet sprayed onto the treated surface 8.
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dry ice particle tank.

The test specimens were prepared in an identical manner. Once rectangular specimens
sized S × H = 75 × 115 mm from a sheet had been cut out, they were first degreased and
dried. Next, they were covered with two layers of phthalic primer with the trade name
of Nobikor manufactured by Nobiles Włocławek (one layer along the specimens and the
second across the specimens). Following the guidelines from the Nobikor manufacturer, the
surfaces painted were seasoned for 24 h. Once the primer had dried, the specimens were
additionally coated with a non-metallic base paint: phthalic carbamide enamel with the
trade name of Autorenolak F manufactured by Polifarb Cieszyn (two coats at an interval of
24 h). The coat obtained was dried at ambient temperature (ca. 20 ◦C) for 10 days. Then,
one layer of Spectral colourless paint was applied and seasoned for 7 days.

Experimental investigations were carried out to determine the impact of high-pressure
water-ice jet treatment on the surface morphology and the surface topography structure
(ST). It was also important to obtain reliable information on the selection of appropriate
hydraulic and technological parameters of the cleaning process to ensure maximum sur-
face paint removal efficiency while not interfering with the substrate material. Several
substrate materials were selected for testing and paint coating were applied to them. The
main consideration was their application in various means of transportation vehicle (cars,
aeroplanes, light vehicle bodies, etc.). The mechanical properties of the materials used
were also taken into account, as they determine the degree of damage to their geometric
surface structure in the process of removing paint coatings with a water-ice jet (Table 1).
The first material used is chromium-nickel stainless steel of the X5CrNi18-10 grade, which
is hard yet flexible at the same time. The second base material tested is an aluminium alloy
with magnesium and manganese (PA2 grade) admixtures. It is a soft material with a high
susceptibility to surface damage. The third base material used for the paint coating was
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polymethyl methacrylate (PMMA), i.e., a macromolecular plastic characterised by good
mechanical properties as well as high brittleness and susceptibility to scratching.

Table 1. Mechanical and physical properties of materials used in the research.

Material Used
in the

Research

Material
According

to the Norm (EN)

Density
ρ [kg ×m−ρ]

Tensile
Strength

Rm [MPa]

Young’s
Modulus
E [GPa]

Yield
Point

Re [MPa]

X5CrNi18-10 1.4301 7900 540 200 230
PA2 AW-5251 2700 130 70 60

PMMA - 1180 75 3 0.06

Paint stripping was carried out using a four-hole helical nozzle with a water hole
diameter of ϕ = 1.2 mm (TS = 4 × 1.2 mm). The appropriate shaping of the water-ice
jet was carried out in the sprinkler head with an experimentally pre-determined length
Lk = 200 mm. Water jet pressure pw = 20 MPa and pw = 35 MPa was used during the
tests. The dry ice flow rate was altered in the range

.
mL = 52÷ 260 kg·h−1 with a step of

26 kg·h−1. The distance between the sprinkler head outlet and the surface treated (the
so-called working jet length) was l2 = 150 ÷ 400 mm and it was altered every 50 mm. The
spray angle was changed in the range κ = 60÷ 90◦ with a step of 15◦. Each test was repeated
three times. Variants of the tests performed for X5CrNi18-10 steel substrate specimens are
shown in Tables 2 and 3.

Table 2. Sample test variants for pw = 20 MPa, κ = 90◦.

pw [MPa] 20
l2 [mm] 150 200

.
mL [kg·h−1] 52 78 104 130 156 182 208 52 78 104 130 156 182 208

l2 [mm] 250 300
.

mL [kg·h−1] 52 78 104 130 156 182 208 52 78 104 130 156 182 208
l2 [mm] 350 400

.
mL [kg·h−1] 52 78 104 130 156 182 208 52 78 104 130 156 182 208

Table 3. Sample test variants for pw = 35 MPa, κ = 90◦.

pw [MPa] 35
l2 [mm] 150 200

.
mL [kg·h−1] 52 78 104 130 156 182 208 234 260 52 78 104 130 156 182 208 234 260

l2 [mm] 250 300
.

mL [kg·h−1] 52 78 104 130 156 182 208 234 260 52 78 104 130 156 182 208 234 260
l2 [mm] 350 400

.
mL [kg·h−1] 52 78 104 130 156 182 208 234 260 52 78 104 130 156 182 208 234 260

An analogous study was conducted for samples with PA2 aluminum alloy substrates
and polymethyl methacrylate (PMMA). After determining the central values (allowing
to obtain the highest processing efficiency) for the dry ice output and the working length
of the stream and the angle of spray, tests were carried out for the stream with pressure
pw = 25 MPa and pw = 30 MPa.

Experimental investigations were carried out to determine the impact of the water-ice
jet on the base material. For this reason, the macro- and microstructure of the surfaces
of both untreated samples and samples after removal of the varnish coating with a high-
pressure water-ice jet were evaluated. A JOEL JSM-5500LV scanning electronmicroscope
was used to evaluate the surface morphology of the specimens examined. It was equipped
with a computer system for recording and measurements that allows archiving the results
obtained. The surface topography (ST) of the specimens was assessed on the basis of
measurements made by means of a Talysurf CLI 2000 spatial profilometer manufactured
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by Taylor-Hobson. The measurement results recorded were processed and analysed using
TalyMap software. The samples for measurement were 3 × 3 mm in size. Two hundred and
one profiles were recorded during the measurement. The distance between the profiles was
15 µm. On one profile 1501 points were registered. The distance between the points of the
profile was 2 µm. Each measurement was performed in single-pass mode. Measurements
were made at the same sample location, i.e., the center of the sample. The maximum height
of surface roughness (Sz) and the arithmetic mean surface roughness (Sa) were recorded
during testing. The definitions and notation of spatial parameters are well known [39,40].
For each group of three samples, the average z mean value of Sa and Sz, as well as the
standard deviation s(z) and the spread R(z) were calculated. The assessment of the quality
of removing a worn-out paint coating from the surface of metal parts was also additionally
verified with the use of the Kestler optical microscope—Vision Engineering Dynascope
Ltd., Emmering, Deutschland.

A summary of the measurements of the arithmetic mean surface roughness Sa and
the maximum surface roughness height Sz of the X5CrNi18-10 steel samples before paint
coating is presented in Table 4. Table 5 presents the results of the same samples after
removing the paint layer with a water-ice jet with pressure pw = 20 MPa. Table 6 presents
the results after the treatment with water jet at pressure pw = 35.

Table 4. Results of Sa and Sz measurements of X5CrNi18-10 steel samples before paint coating.

Sample
No. Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

1 0.77
0.76 0.01 0.02

7.3
7.30 0.10 0.202 0.75 7.4

3 0.76 7.2

4 0.78
0.77 0.01 0.02

7.4
7.40 0.10 0.205 0.76 7.3

6 0.78 7.5

7 0.77
0.78 0.01 0.01

7.4
7.50 0.10 0.208 0.78 7.5

9 0.78 7.6

10 0.77
0.77 0.01 0.01

7.2
7.30 0.10 0.2011 0.76 7.3

12 0.77 7.4

13 0.78
0.77 0.01 0.01

7.4
7.40 0.10 0.2014 0.77 7.5

15 0.77 7.3

16 0.74
0.76 0.02 0.03

7.6
7.57 0.06 0.1017 0.76 7.5

18 0.77 7.6

19 0.78
0.77 0.02 0.03

7.2
7.37 0.21 0.4020 0.75 7.3

21 0.77 7.6

22 0.78
0.76 0.02 0.04

7.5
7.33 0.21 0.4023 0.74 7.1

24 0.76 7.4

25 0.78
0.76 0.02 0.03

7.3
7.37 0.21 0.4026 0.76 7.2

27 0.75 7.6
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Table 4. Cont.

Sample
No. Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

28 0.78
0.76 0.02 0.04

7.4
7.47 0.06 0.1029 0.74 7.5

30 0.76 7.5

31 0.76
0.76 0.02 0.03

7.3
7.40 0.17 0.3032 0.75 7.3

33 0.78 7.6

34 0.77
0.76 0.02 0.03

7.4
7.37 0.15 0.3035 0.74 7.2

36 0.77 7.5

37 0.77
0.77 0.02 0.03

7.3
7.33 0.25 0.5038 0.75 7.6

39 0.78 7.1

40 0.77
0.77 0.02 0.03

7.4
7.43 0.06 0.1041 0.78 7.5

42 0.75 7.4

43 0.77
0.76 0.01 0.02

7.6
7.37 0.25 0.5044 0.77 7.4

45 0.75 7.1

46 0.76
0.76 0.01 0.02

7.2
7.30 0.10 0.2047 0.75 7.3

48 0.77 7.4

Table 5. Results of Sa and Sz measurements of X5CrNi18-10 steel specimens after removal of paint
coating (pw = 20 MPa, l2 = 250 mm, κ = 90◦).

Sample
No.

.
mL[kg·h−1] Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

1
52

0.77
0.76 0.01 0.02

7.4
7.37 0.06 0.102 0.76 7.4

3 0.75 7.3

4
78

0.77
0.77 0.01 0.01

7.3
7.37 0.21 0.405 0.77 7.2

6 0.76 7.6

7
104

0.77
0.77 0.02 0.03

7.3
7.50 0.17 0.308 0.79 7.6

9 0.76 7.6

10
130

0.77
0.76 0.02 0.03

7.3
7.33 0.15 0.3011 0.74 7.2

12 0.76 7.5

13
156

0.77
0.77 0.01 0.01

7.4
7.43 0.06 0.1014 0.77 7.4

15 0.76 7.5

16
182

0.75
0.76 0.02 0.03

7.5
7.50 0.10 0.2017 0.75 7.4

18 0.78 7.6

19
208

0.75
0.75 0.01 0.01

7.3
7.40 0.10 0.2020 0.75 7.4

21 0.76 7.5
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Table 6. Results of Sa and Sz measurements of X5CrNi18-10 steel specimens after removal of paint
coating (pw = 35 MPa, l2 = 250 mm, κ = 90◦).

Sample
No.

.
mL[kg·h−1] Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

22
52

0.77
0.77 0.02 0.03

7.5
7.37 0.15 0.3023 0.76 7.2

24 0.79 7.4

25
78

0.79
0.78 0.02 0.03

7.4
7.30 0.17 0.3026 0.78 7.1

27 0.76 7.4

28
104

0.8
0.78 0.02 0.04

7.3
7.37 0.06 0.1029 0.76 7.4

30 0.78 7.4

31
130

0.79
0.77 0.02 0.03

7.3
7.33 0.15 0.3032 0.76 7.2

33 0.77 7.5

34
156

0.78
0.78 0.02 0.03

7.6
7.37 0.25 0.5035 0.76 7.1

36 0.79 7.4

37
182

0.79
0.79 0.02 0.03

7.2
7.33 0.15 0.3038 0.77 7.5

39 0.8 7.3

40
208

0.78
0.78 0.01 0.02

7.3
7.33 0.06 0.1041 0.79 7.3

42 0.77 7.4

43
234

0.79
0.78 0.02 0.03

7.5
7.33 0.15 0.3044 0.78 7.2

45 0.76 7.3

46
260

0.77
0.77 0.01 0.02

7.3
7.37 0.12 0.2047 0.76 7.5

48 0.78 7.3

A summary of the measurements of the arithmetic mean surface roughness Sa and
the maximum surface roughness height Sz of the PA2 aluminium alloysamples before
paint coating is presented in Table 7. Table 8 presents the results of the same samples after
removing the varnish coating with the water-ice jet with pressure pw = 20 MPa. Table 9
presents the results after the treatment with water jet at pressure pw = 35 MPa.

A summary of the measurements of the arithmetic mean surface roughness Sa and the
maximum surface roughness height Sz of the PMMA polymethyl methacrylate samples
before paint coating is presented in Table 10. Table 11 presents the results of the same
samples after removing the paint coating with a water-ice jet at pressure pw = 20 MPa.
Table 12 shows the results after the treatment with water jet at pressure pw = 35 MPa.
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Table 7. Results of Sa and Sz measurements of PA2 aluminum alloy samples before paint coating.

Sample
No. Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

1 1.04
1.04 0.01 0.01

10.6
10.67 0.21 0.402 1.05 10.5

3 1.04 10.9

4 1.07
1.06 0.01 0.02

10.7
10.80 0.10 0.205 1.05 10.8

6 1.06 10.9

7 1.05
1.05 0.02 0.03

10.6
10.60 0.10 0.208 1.03 10.5

9 1.06 10.7

10 1.06
1.04 0.02 0.03

10.5
10.53 0.15 0.3011 1.04 10.7

12 1.03 10.4

13 1.05
1.04 0.01 0.02

10.8
10.60 0.17 0.3014 1.04 10.5

15 1.03 10.5

16 1.02
1.03 0.02 0.03

10.6
10.60 0.20 0.4017 1.05 10.8

18 1.03 10.4

19 1.04
1.04 0.02 0.03

10.3
10.53 0.25 0.5020 1.06 10.8

21 1.03 10.5

22 1.02
1.04 0.02 0.03

10.5
10.60 0.26 0.5023 1.05 10.4

24 1.04 10.9

25 1.03
1.04 0.01 0.02

10.8
10.63 0.21 0.4026 1.05 10.4

27 1.05 10.7

28 1.06
1.05 0.02 0.03

10.4
10.47 0.21 0.4029 1.03 10.7

30 1.05 10.3

31 1.07
1.04 0.03 0.05

10.7
10.50 0.17 0.3032 1.02 10.4

33 1.04 10.4

34 1.04
1.04 0.01 0.02

10.6
10.53 0.12 0.2035 1.05 10.4

36 1.03 10.6

37 1.04
1.05 0.01 0.02

10.5
10.67 0.15 0.3038 1.04 10.7

39 1.06 10.8

40 1.04
1.04 0.02 0.03

10.6
10.57 0.15 0.3041 1.03 10.4

42 1.06 10.7

43 1.05
1.05 0.01 0.02

10.2
10.33 0.23 0.4044 1.04 10.6

45 1.06 10.2

46 1.05
1.04 0.01 0.01

10.2
10.43 0.21 0.4047 1.04 10.5

48 1.04 10.6
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Table 8. Results of Sa and Sz measurements of PA2 aluminum alloy samples before paint coating
(pw = 20 MPa, l2 = 250 mm, κ = 90◦).

Sample No.
.

mL[kg·h−1] Sa [µm] ¯
z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯

z [µm] s(z) [µm] R(z) [µm]

1
52

1.05
1.05 0.01 0.01

10.5
10.43 0.21 0.402 1.05 10.2

3 1.06 10.6

4
78

1.08
1.06 0.02 0.04

10.6
10.77 0.15 0.305 1.04 10.9

6 1.06 10.8

7
104

1.07
1.07 0.02 0.03

10.6
10.53 0.12 0.208 1.05 10.4

9 1.08 10.6

10
130

1.08
1.06 0.02 0.04

10.7
10.60 0.10 0.2011 1.05 10.6

12 1.04 10.5

13
156

1.04
1.05 0.02 0.03

10.7
10.53 0.15 0.3014 1.07 10.5

15 1.05 10.4

16
182

1.04
1.05 0.02 0.03

10.5
10.50 0.20 0.4017 1.07 10.7

18 1.04 10.3

19
208

1.03
1.05 0.03 0.05

10.5
10.50 0.00 0.0020 1.08 10.5

21 1.04 10.5

Table 9. Results of Sa and Sz measurements of PA2 aluminum alloy specimens after removal of paint
coating (pw = 35 MPa, l2 = 250 mm, κ = 90◦).

Sample No.
.

mL[kg·h−1] Sa [µm] ¯
z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯

z [µm] s(z) [µm] R(z) [µm]

22
52

1.02
1.05 0.02 0.04

10.4
10.43 0.25 0.5023 1.06 10.2

24 1.06 10.7

25
78

1.05
1.06 0.02 0.03

10.7
10.63 0.12 0.2026 1.08 10.5

27 1.06 10.7

28
104

1.06
1.06 0.02 0.03

10.4
10.60 0.17 0.3029 1.04 10.7

30 1.07 10.7

31
130

1.06
1.05 0.01 0.02

10.5
10.43 0.21 0.4032 1.04 10.6

33 1.05 10.2

34
156

1.06
1.06 0.02 0.04

10.6
10.53 0.31 0.6035 1.08 10.2

36 1.04 10.8

37
182

1.05
1.05 0.01 0.01

10.8
10.73 0.21 0.4038 1.04 10.5

39 1.05 10.9

40
208

1.06
1.06 0.02 0.04

10.6
10.63 0.15 0.3041 1.04 10.5

42 1.08 10.8

43
234

1.06
1.05 0.02 0.04

10.3
10.53 0.32 0.6044 1.03 10.9

45 1.07 10.4

46
260

1.07
1.06 0.01 0.02

10.5
10.67 0.21 0.4047 1.05 10.6

48 1.06 10.9
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Table 10. Sa and Sz measurement results of polymethyl methacrylate PMMA samples before paint
coating.

Sample
No. Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

1 0.48
0.48 0.01 0.02

5.48
5.48 0.07 0.132 0.47 5.42

3 0.49 5.55

4 0.5
0.48 0.02 0.03

5.49
5.49 0.08 0.155 0.48 5.42

6 0.47 5.57

7 0.48
0.49 0.01 0.02

5.43
5.49 0.07 0.138 0.5 5.56

9 0.48 5.49

10 0.5
0.49 0.02 0.03

5.48
5.47 0.06 0.1211 0.47 5.41

12 0.49 5.53

13 0.49
0.50 0.01 0.02

5.47
5.48 0.02 0.0414 0.5 5.5

15 0.51 5.46

16 0.49
0.49 0.01 0.02

5.49
5.46 0.03 0.0617 0.5 5.43

18 0.48 5.46

19 0.49
0.48 0.01 0.02

5.47
5.47 0.04 0.0720 0.47 5.43

21 0.49 5.5

22 0.51
0.50 0.02 0.03

5.49
5.46 0.03 0.0623 0.5 5.47

24 0.48 5.43

25 0.49
0.48 0.01 0.02

5.46
5.46 0.03 0.0526 0.47 5.44

27 0.48 5.49

28 0.5
0.49 0.02 0.03

5.51
5.48 0.03 0.0529 0.49 5.48

30 0.47 5.46

31 0.49
0.49 0.01 0.02

5.57
5.49 0.07 0.1432 0.48 5.43

33 0.5 5.46

34 0.49
0.49 0.02 0.03

5.5
5.47 0.03 0.0635 0.5 5.47

36 0.47 5.44

37 0.47
0.49 0.02 0.03

5.47
5.48 0.03 0.0538 0.5 5.46

39 0.5 5.51

40 0.49
0.49 0.01 0.01

5.47
5.47 0.04 0.0741 0.5 5.5

42 0.49 5.43

43 0.49
0.49 0.02 0.04

5.44
5.47 0.04 0.0744 0.47 5.51

45 0.51 5.45

46 0.49
0.50 0.01 0.02

5.41
5.43 0.02 0.0447 0.51 5.43

48 0.5 5.45
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Table 11. Sa and Sz measurement results of polymethyl methacrylate PMMA samples after paint
removal (pw = 20 MPa, l2 = 250 mm, κ = 90◦).

Sample
No.

.
mL[kg·h−1] Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

1
52

0.5
0.50 0.02 0.03

5.5
5.49 0.05 0.092 0.48 5.44

3 0.51 5.53

4
78

0.51
0.49 0.02 0.04

5.54
5.51 0.07 0.135 0.5 5.43

6 0.47 5.56

7
104

0.49
0.49 0.02 0.04

5.46
5.50 0.04 0.088 0.51 5.54

9 0.47 5.49

10
130

0.5
0.50 0.01 0.01

5.46
5.47 0.04 0.0811 0.49 5.43

12 0.5 5.51

13
156

0.5
0.50 0.02 0.03

5.49
5.48 0.05 0.1014 0.52 5.52

15 0.49 5.42

16
182

0.52
0.50 0.02 0.03

5.49
5.48 0.04 0.0717 0.49 5.51

18 0.49 5.44

19
208

0.5
0.50 0.01 0.02

5.42
5.48 0.05 0.1020 0.49 5.49

21 0.51 5.52

Table 12. Sa and Sz measurement results of polymethyl methacrylate PMMA samples after paint
removal (pw = 35 MPa, l2 = 250 mm, κ = 90◦).

Sample
No.

.
mL[kg·h−1] Sa [µm] ¯

z [µm] s(z) [µm] R(z) [µm] Sz [µm] ¯
z [µm] s(z) [µm] R(z) [µm]

22
52

1.45
1.44 0.02 0.04

38.7
38.40 0.26 0.5023 1.42 38.2

24 1.46 38.3

25
78

1.48
1.45 0.04 0.07

38.3
38.43 0.32 0.6026 1.47 38.8

27 1.41 38.2

28
104

1.5
1.47 0.04 0.07

38.8
38.43 0.32 0.6029 1.48 38.2

30 1.43 38.3

31
130

1.51
1.47 0.05 0.09

38.6
38.37 0.21 0.4032 1.42 38.3

33 1.49 38.2

34
156

1.49
1.49 0.02 0.03

38.1
38.40 0.26 0.5035 1.5 38.6

36 1.47 38.5

37
182

1.49
1.50 0.01 0.02

38.6
38.50 0.26 0.5038 1.51 38.7

39 1.5 38.2

40
208

1.48
1.48 0.04 0.07

38.4
38.40 0.20 0.4041 1.44 38.6

42 1.51 38.2

43
234

1.5
1.48 0.03 0.06

38.2
38.43 0.32 0.6044 1.44 38.8

45 1.49 38.3

46
260

1.52
1.50 0.02 0.03

38.3
38.40 0.26 0.5047 1.5 38.7

48 1.49 38.2
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Experimental tests were carried out in accordance with the static factor-selection
programme shown in Figure 2. Three-fold repeatability of the tests was used. The results
of the experiments are recorded in Tables 13–18. The surface treatment capacity for each
sample QFm2·h−1 was determined during testing. The mean value of the surface treatment
efficiency QF m2·h−1 and the standard deviation and spread were calculated for three
samples treated with identical parameters.
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Figure 2. Graphical illustration of the test programme.

Table 13. Measuring results of average surface paint coat stripping efficiency QF [m2·h−1] from the
surface of X5CrNi18-10 steel specimen as a function of the dry ice mass flow rate

.
mL [kg·h−1].

Dry ice Mass Flow Rate
.

mL[kg·h−k]

Water Pressure
pw = 20 MPa pw = 35 MPa
Average Surface Efficiency

¯
QF [m2·h−h]

52 0.014 0.025
78 0.025 0.040

104 0.050 0.077
130 0.086 0.110
156 0.129 0.157
182 0.125 0.200
208 0.116 0.228
234 - 0.210
260 - 0.176

Table 14. Measuring results of average surface paint coat stripping efficiency QF [m2·h−1] from the
surface of PA2.

Dry ice Mass Flow Rate
.

mL[kg·h−k]

Water Pressure
pw = 20 MPa pw = 35 MPa
Average Surface Efficiency

¯
QF [m2·h−h]

52 0.018 0.033
78 0.040 0.060

104 0.070 0.110
130 0.120 0.153
156 0.175 0.22
182 0.171 0.262
208 0.160 0.307
234 - 0.296
260 - 0.273
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Table 15. Measuring results of average surface paint coat stripping efficiency QF [m2·h−1] from the
surface of specimen made of X5CrNi18-10 steel depending on jet working length l2 [mm].

Working Jet Lengthl2[mm]

Water Pressure
pw = 20 MPa pw = 35 MPa
Average Surface Efficiency

¯
QF [m2·h−h]

150 0.103 0.126
200 0.122 0.149
250 0.129 0.157
300 0.113 0.141
350 0.090 0.126
400 0.060 0.102

Table 16. Measuring results of average surface paint coat stripping efficiency QF [m2·h−1] of the PA2
aluminium alloy specimen depending on the working length of the spray l2 [mm].

Working Jet Lengthl2[mm]

Water Pressure
pw = 20 MPa pw = 35 MPa
Average Surface Efficiency

¯
QF [m2·h−h]

150 0.140 0.176
200 0.166 0.209
250 0.175 0.220
300 0.153 0.198
350 0.119 0.176
400 0.082 0.143

Table 17. Measuring results of average surface paint coat stripping efficiency QF [m2·h−1] of PA2
aluminium alloy specimen depending from spray angle κ [◦].

Spray Angle
κ [◦]

Water Pressure
pw = 20 MPa pw = 35 MPa
Average Surface Efficiency

¯
QF [m2·h−h]

30 0.016 0.021
45 0.075 0.096
60 0.160 0.200
75 0.172 0.218
90 0.175 0.220

Table 18. Measuring results of average surface paint coat stripping efficiency QF [m2·h−1] for central
values

.
mL = 156 [kg·h-1], l2 = 250 [mm], κ = 90 [◦].

Water Pressure
pw [MPa]

PMMA PA2 X5CrNi18-10
Average Surface Efficiency

¯
QF[m2·h−1]

20 0.210 0.175 0.129
25 0.228 0.189 0.138
30 0.250 0.201 0.150
35 0.264 0.220 0.157
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The mean values of the object’s outputs QF were approximated by a third degree
polynomial obtaining a regression equation as one-parameter functions:

Q̂F = bo + b1x + b2x2 + b3x3,
[
m2·h−1

]
(1)

where:
bo, b1, b2 and b3—unknown coefficients of the regression equation,
x—input variables: x =

.
mL [kg·h−1] or x = l2 [mm] or x = κ [◦] or x = pw [MPa].

Using matrix calculus, the column vector {b} of the unknown coefficients in Equa-
tion (5) was calculated from the matrix formula:

{b} = (
[
X
]T[X

]
)
−1[

X
]T{Y

}
, (2)

where:[
X
]
–input variable matrix of dimension N × L. For data N = 5, 6, 7 and 9 and L = 4,

the following matrix forms
[
X
]

were developed that are presented in Table 19:

Table 19. Matrix forms
[¯

X
]

for N = 5 and L = 4; N = 6 and L = 4; N = 7 and L = 4 as well as N = 9 and

L = 4.

Matrix Forms
[¯

X
]

N = 5 and L = 4

1 30 900 27,000
1 45 2025 91,125
1 60 3600 216,000
1 75 5625 421,875
1 90 8100 729,000

N = 6 and L = 4

1 150 22,500 3,375,000
1 200 40,000 8,000,000
1 250 62,500 1,562,500
1 300 90,000 27,000,000
1 350 122,500 4,2875,000
1 400 160,000 64,000,000

N = 7 and L = 4

1 52 2704 140,608
1 78 6084 474,552
1 104 10,816 1,124,864
1 130 16,900 2,197,000
1 156 24,336 3,796,416
1 182 33,124 602,8568
1 208 43,264 8,998,912

N = 9 and L = 4

1 52 2704 140,608
1 78 6084 47,4552
1 104 10,816 1,124,864
1 130 16,900 2,197,000
1 156 24,336 3,796,416
1 182 33,124 6,028,568
1 208 43,264 8,998,912
1 234 54,756 12,812,904
1 260 67,600 17,576,000

[
X
]T—transposed matrix

[
X
]
,

(
[
X
]T[X

]
)
−1

—covariance matrix,{
Y
}

—column vector of the average values of the experimental results (Tables 13–18).
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The boundaries of the confidence region for Regression Function (1) were determined
from the following formula:

Q̂F ± tkr(α;f=N−L)·
SR√

N− L− 1
·
√
{x}T(

[
X
]T[X

]
)

1
{x},

[
m2·h−1

]
(3)

where:
Q̂F—regression equation according to Formula (1),
tkr(α;f=N−L)—critical value of Student t test for significance level α = 0.05 and the

number of the degrees of freedom f = N-L (here, f = 1, 2, 3 or 5),
N—number of measurement points in the experimental design N = 5, 6, 7 or 9,
L—number of unknown coefficients in Regression Equation (1); here, L = 4,
{x} and {x}T—column vector of the functions of input variables (test factors in real

form) and its transposition:{x}T =
[
1 xx2x3],

SR =
i=N
∑

i=1

(
ŷi − yi

)2—residual variance,

ŷi—average values of model outputs for plan points calculated from Equation (1)
(yi = Q̂Fi),

yi− average values of experimental results (Tables 13–18).
The test results after statistical processing according to the algorithm presented in the

study [41] were used to develop regression equations. The results of single-factor tests are
successive functions in the form of a third degree polynomial that defines the influence of
the factor covered by the tests: the mass flow rate of dry ice, the working jet length and
the spray angle on the surface average paint stripping rate as well as the 95% confidence
region for the regression function (Figure 3).
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The regression equations developed take the following form.
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Dependence of the average surface efficiency Q̂F [m2·h−1] of the removal of the paint
coating from the surface of the X5CrNi18-10 steel specimen from the dry ice mass flow rate
.

mL [kg·h−1]:

Q̂F = −1214·10−10·
( .
mL
)3

+ 4327·10−8·
( .
mL
)2 − 372·10−5· .

mL + 0.1077, R = 0.9944, pw = 20 [MPa] (4)

Q̂F = −884·10−10·
( .
mL
)3

+ 358·10−7·
( .
mL
)2 − 305·10−5· .

mL + 0.1004, R = 0.9982, pw = 35 [MPa] (5)

Dependence of the average surface efficiency Q̂F [m2·h−1], of the removal of paint
from the surface of the PA2aluminiumalloy specimen from the dry ice mass flow rate

.
mL

[kg·h−1]:

Q̂F = −1478·10−10·
( .
mL
)3

+ 519·10−7·
( .
mL
)2 − 4217·10−6· .

mL + 0.1187, R = 0.9942, pw = 20 [MPa] (6)

Q̂F = −878·10−10·
( .
mL
)3

+ 35·10−6·
( .
mL
)2 − 242·10−5· .

mL + 0.0661, R = 0.9999, pw = 35 [MPa] (7)

Dependence of the average surface efficiency Q̂F [m2·h−1], of the removal of the paint
coating from the surface of the X5CrNi18-10 steel specimen from the working jet length
l2 [mm]:

Q̂F = 54·10−10·(l2)3 − 7078·10−9·(l2)2 + 24·10−4·l2 − 0.1272, R = 0.9982, pw = 20 [MPa] (8)

Q̂F = 93·10−10·(l2)3 − 10−5·(l2)2 + 315·10−5·l2 − 0.1602, R = 0.9999, pw = 35 [MPa] (9)

Dependence of the average surface efficiency Q̂F [m2·h−1], of the removal of the paint
coating from the surface of the PA2 aluminium alloy specimen from the working jet length
l2 [mm]:

Q̂F = 94·10−10·(l2)3 − 112·10−7·(l2)2 + 367·10−5·l2 − 0.1903, R = 1, pw = 20 [MPa] (10)

Q̂F = 114·10−10·(l2)3 − 127·10−7·(l2)2 + 4096·10−6·l2 − 0.1912, R = 0.9999, pw = 35 [MPa] (11)

Dependence of the average surface efficiency Q̂F [m2·h−1], of the removal of the paint
coating from the surface of the PA2 aluminium alloy specimen from the spray angle κ [◦]:

Q̂F = −864·10−9·(κ)3 + 968·10−7·(κ)2 + 114·10−5·κ− 0.0844, R = 1, pw = 20 [MPa] (12)

Q̂F = −106·10−8·(κ)3 + 12·10−5·(κ)2 + 1097·10−6·κ− 0.095, R = 1, pw = 35 [MPa] (13)

Dependence of the average surface efficiency Q̂F [m2·h−1] of the removal of the paint
coating from the surface specimen from the water-ice jet pressure pw [MPa]:

• X5CrNi18-10 steel

Q̂F = 0.001932·pw + 0.09032, R = 0.995 (14)

• PA2 aluminium alloy

Q̂F = 0.00294·pw + 0.1154, R = 0.995 (15)

• polymethyl methacrylate PMMA

Q̂F = 0.00368·pw + 0.1368, R = 0.995 (16)

3. Results and Discussion
3.1. The Surface Quality of the Base

The surface quality of the base after treatment plays an important role in the paint
stripping process. In order to verify whether the High-Pressure Water Ice Jet (HPWIJ) treat-
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ment does not damage the base, the results of 3D surface topography (ST) and morphology
of the surface of the specimens before and after paint stripping were compared.

An example of a scanning electron microscope SEM image of the surface morphology
of an X5CrNi18-10 steel specimen before paint coating is presented in Figure 4a. It shows a
characteristic fine-grained structure with clearly visible dark traces of grain boundaries.
The isometric appearance (that is a topographic image) of the surface of the same steel is
shown in Figure 4b. In this case, irregularly distributed protrusions and indentations were
observed. As a result of the measurements carried out, the maximum height of the surface
roughness was found to be Sz = 7.4 µm, while the arithmetic mean surface roughness was
found to be Sa = 0.77µm.
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(a) (b)

Figure 4. Surface topography of X5CrNi18-10 steel specimens prior to the application of paint
coating and prior to ice-water jet treatment: (a) Grey scale map under scanning electron microscope
(400×magnification); (b) Isometric image.

After removal of the paint coating using a high-pressure water-ice jet, carried out
with different treatment parameters (pw = 20 MPa and pw = 35 MPa), scanning electron
microscope images of the surface were observed, an example of which is shown in Figure 5a.
You can see the very fine grain structure with its characteristic dark borders. To a small
extent, you can see the individual primer paint particles remaining at the grain boundaries.
They are only discernible at 400×magnification. Comparing the crystalline structure of the
surface of the specimen before (Figure 4a) and after treatment (Figure 5a), it was found that
they are similar, no significant differences were found.

Similar conclusions were drawn with regard to the measurement of ST parameters.
Here, too, almost identical results to those recorded for unpainted specimens were found.
The surface topography, consisting of hills and depressions, is also almost identical. Their
occurrence is rather irregular and similar to the results of specimens that are not subjected
to the water-ice jet. The maximum height of the surface roughness of the specimens treated
with the high-pressure water-ice jet was Sz = 7.3 µm, while the arithmetic mean surface
roughness was Sa = 0.78 µm. The results obtained do not differ significantly at the adopted
level of significance α = 0.05 from the results obtained for those specimens that were not
painted.
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10.6 μm. The second important ST parameter, i.e., the arithmetic mean surface roughness, 

for the PA2 aluminium alloy base is Sa = 1.04 μm. 

Figure 5. Surface topography of X5CrNi18-10 steel specimens after water-ice jet treatment (pw =
35 MPa,

.
mL = 208 kg·h−1, l2 = 250, κ = 90◦): (a) Grey scale map under a scanning electron microscope

(400×magnification); (b) Isometric image.

Similar tests as for steel base specimens were carried out for PA2 aluminium alloy
specimens. An example of a scanning image of the surface morphology and an isometric
image of the surface of PA2 aluminium alloy specimens prior to paint coating application
is presented in Figure 6. It was established that the surface of the PA2 aluminium alloy
specimen is covered with parallel traces of unidirectional periodic structure formed during
the rolling process. On the surface of the material, small scratches and spot indentations can
also be seen as residues from previous machining processes. Based on the measurements
of the SGS parameters, the height of the irregularities was found to be Sz = 10.6 µm. The
second important ST parameter, i.e., the arithmetic mean surface roughness, for the PA2
aluminium alloy base is Sa = 1.04 µm.
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Figure 6. Surface topography of a PA2 aluminium alloy specimen prior to the application of paint
coating and before high-pressure water-ice jet treatment: (a) Scanning electron microscope image
(400×magnification); (b) Isometric image.

Figure 7 presents the results of surface topography observations under a scanning
electron microscope and of the measurements of ST parameters of PA2 aluminium alloy
base material, from which the paint coating was removed by a high-pressure water-ice
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jet with pressure pw = 35 MPa and dry ice mass flow rate
.

mL = 208 kg·h−1 using the
distance between the sprinkler nozzle outlet, the surface treated l2 =250 mm and the jet
spray angle κ = 90◦. In the microscopic image, alternating protrusions and indentations
are observed, ones which indicate the application of the base rolling operation. Fine
scratches and indentations can also be seen. Analogous traces were observed for all those
specimens from which paint coatings were removed when the maximum pressure of the
water-ice jet pw = 35 MPa was applied and with other process parameters being variable.
The measurements of the ST parameters (Figure 7b) demonstrated that the height of the
roughness, which is identical to previous studies for those specimens that were not painted,
is Sz = 10.6 µm. Similar conclusions were drawn based on the measurements of the
arithmetic mean deviation of the surface roughness. In this case, it was also observed that
the results obtained with the value Sa = 1.06 µm are almost identical to those obtained for
the specimens that were not painted. By analysing all the results obtained, it was found that
the use of a high-pressure water-ice jet to remove paint coatings from PA2 aluminium alloy
does not cause any changes in the ST parameters. There were also no significant differences
in the appearance of the base morphology on the scanning images. The assessment of the
quality of removing a worn-out paint coating from the surface of metal parts was also
additionally verified with the use of the Kestler optical microscope—Vision Engineering
Dynascope Ltd., Emmering, Deutschland.

Materials 2022, 15, x FOR PEER REVIEW 20 of 29 
 

 

  

(a) (b) 

Figure 6. Surface topography of a PA2 aluminium alloy specimen prior to the application of paint 

coating and before high-pressure water-ice jet treatment: (a) Scanning electron microscope image 

(400×magnification); (b) Isometric image. 

Figure 7 presents the results of surface topography observations under a scanning 

electron microscope and of the measurements of ST parameters of PA2 aluminium alloy 

base material, from which the paint coating was removed by a high-pressure water-ice jet 

with pressure pw = 35 MPa and dry ice mass flow rate ṁL = 208 kg·h−1 using the distance 
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Figure 7. Surface topography of PA2 aluminium alloy specimens after ice-water jet treatment
(pw = 35 MPa,

.
mL = 208 kg·h−1, l2 = 250 mm, κ = 90◦): (a) Scanning electron microscope image

(400×magnification); (b) Isometric image.

A microscopic photograph of the surface of a specimen made of PMMA polymethyl
methacrylate, at 50 times magnification, is shown in Figure 8a. This is a uniform, smooth
and even surface. For specimens made of PMMA, the geometric structure of their surfaces
before the application of paint coatings is shown in the example of Figure 8b.

Based on the image provided and the measurement results obtained, it was found
that the surface of the specimens made of PMMA polymethyl methacrylate possesses the
lowest roughness in comparison with PA2 aluminium alloy and X5CrNi18-10 steel. The
arithmetic mean surface roughness of the PMMA prior to treatment was Sa = 0.49 µm,
while the height of the roughness was Sz = 5.47 µm.
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Figure 8. View of the surface of a polymethyl methacrylate PMMA specimen prior to the application
of a paint coating and prior to high-pressure water-ice jet treatment: (a) Scanning electron microscope
image (50×magnification); (b) Isometric image.

A scanning electron microscope image of a PMMA polymethyl methacrylate specimen,
from which the paint coating was removed by means of a high-pressure water-ice jet is
presented in Figure 9a. It shows clear signs of surface chipping. Similar defects are observed
during ST measurements. The surface morphology contains numerous “craters”, which
are the effect of the water-ice jet impact. As a result of the formation of micro-chips in the
PMMA surface, the arithmetic mean deviation of its surface roughness increases to Sa =
1.48 µm. Damage to the base material as a result of the application of the water-ice jet is
also evidenced by a significant increase in the height of the irregularities amounting to a
maximum of as much as Sz = 38.4 µm.
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Figure 9. View of the surface of polymethyl methacrylate PMMA specimen after high-pressure
water-ice jet treatment (pw = 35 MPa,

.
mL = 208 kg·h−1, l2 = 250 mm, κ = 90◦): (a) Scanning electron

microscope image (50×magnification); (b) Isometric image.

Reducing the working pressure of the jet to 20 MPa and the dry ice output to a
maximum of

.
mL = 156 kg·h−1 enabled an effective paint stripping tool to be obtained. At

the same time, the applied treatment did not cause damage to the substrate surface. A
scanning electron microscope image of the surface of the PMMA polymethyl methacrylate
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sample from which the paint layer was removed is shown in Figure 10a, while the surface
topography of the substrate is shown in Figure 10b.
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Based on the results obtained from the conducted research, it was concluded that the
removal of paint layers with a high-pressure water-ice jet is possible without disturbing
the geometric structure of the substrate material. This includes substrates made from
X5CrNi18-10 steel, PA2 aluminum alloy, and polymethyl methacrylate (PMMA).

3.2. Influence of Selected Treatment Parameters on the Surface Performance of the HPWIJ Process

On the basis of the results obtained from the research conducted, it was established that
the removal of paint coatings from various base materials is possible without disturbing the
structure of the base material. However, in order to accomplish this, it is necessary to know
the values of the technological parameters which enable the cleaning process to be carried
out correctly. From the perspective of practical applications, for operators that employ a
high-pressure water-ice jet for removing paint coatings, it is not only the effect of such
technology on the base material that is of great importance but, above all, this is the impact
on the surface treatment efficiency achieved during work. First, it should be noted that
paint stripping with a high-pressure water jet cannot be compared to conventional abrasive
blasting methods [42–47]. This is not a competitive method considering the hardness
and density of the abrasive that is admixed. However, the most important advantage of
machining using an ice-water jet is the absence of the traces of impact on the base material.
Increasingly, manufacturing companies are looking for technologies of this type, e.g., for
cleaning injection moulds and ship hulls. It is therefore important to consciously use
new technologies in industry. For this purpose, it is necessary to determine the values
of technological and hydraulic parameters in order to achieve the maximum treatment
efficiency while ensuring that there is no destructive effect on the base.

Figure 11 presents the effect of CO2 dry ice particle output on the surface paint coat
stripping efficiency of X5CrNi18-10 steel for jet pressures pw = 20 MPa and pw = 35 MPa.
As the pressure of the water jet increases, its velocity increases, and so does the velocity
of CO2 dry ice particles that are accelerated by it. The higher kinetic energy of dry ice
particles results in a stronger mechanical (impact) effect on the surface being treated. The
sublimation of CO2 particles in the treatment region is also more intense. In addition, a
higher-pressure water jet exerts a greater force on the paint coating to be removed. This is
why the microcracks in the top layers of the paint film are separated and torn apart more
quickly. Consequently, a higher pressure water-ice jet treatment leads to an increase in the
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surface paint coat stripping efficiency. At the same time, it should be noted that a higher
pressure water jet, with its higher kinetic energy, is able to accelerate a larger mass of dry
ice to the maximum speed than a lower pressure jet.
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Figure 11. Influence of CO2
.

mL [kg·h−1] dry ice output on the maximum surface efficiency QF

[m2·h−1] of paint stripping by high-pressure water-ice jet from X5CrNi18-10 steel surfaces (TS = 4 ×
1.2 mm, Lk = 200 mm, l2 = 250 mm, κ = 90◦): (a) jet pressure pw = 20 MPa; (b) pw = 35 MPa.

In the case of X5CrNi18-10 steel specimens, a minimum surface paint coat stripping
efficiency of QF = 0.014 m2·h−1 is obtained with dry ice mass flow rate

.
mL = 52 kg·h−1

and water jet pressure pw = 20 MPa. An increase in dry ice flow rate results in a higher
number of CO2 particles hitting the surface being cleaned. Weakened by the impact of
the dry ice particles and of the water jet, the outer layer of the paint coatis removed more
quickly. Doubling the CO2 dry ice output (

.
mL = 104 kg·h−1) (Figure 11a) leads to a more

than threefold increase in the surface paint coat stripping efficiency (
.

QF = 0.05 m2·h−1).
The optimum dry ice particle output to be used for stripping with water-ice jet pressure
pw = 20 MPa is

.
mL = 182 kg·h−1. This being the case, surface paint coat stripping efficiency

reaches the value (
.

QF = 0.125 m2·h−1). With an increasing CO2 output, the decreasing
number of dry ice particles to be used to remove the paint coating on the “unit surface”
indicates that the “supercooled” water jet fully accelerating dry ice particles added to it
is a tool with maximum erosivity. A flow rate of CO2 particles that is too high causes the
nozzle pass to be “choked” with excess ice. The water jet is then unable to accelerate dry
ice particles so that they could achieve maximum velocity. Therefore, with a flow rate
being too high, dry ice particles have less kinetic energy compared to particles that are fully
accelerated. The end result is a decrease in surface paint coat removal efficiency. In addition,
using CO2 mass flow rate that is too high results in increased treatment costs, which is
undesirable from a practical point of view. For example, with dry ice mass flow rate of
.

mL = 208 kg·h−1, surface paint coat stripping efficiency decreased to QF = 0.116 m2·h−1.
Under these conditions, more than 75 CO2 dry ice particles have to be used to obtain 1 mm2

of cleaned surface.
The use of a high-pressure water-ice jet with water jet pressure pw = 35 MPa (Figure 11b)

ensures maximum surface paint coat stripping efficiency
.

QF= 0.228 m2·h−1 with dry ice flow
rate

.
mL = 216 kg·h−1. This is an increase in the maximum surface paint coat stripping

efficiency ∆
.

QF= 0.112 m2·h−1 compared to that obtained for a jet with pressure pw = 20 MPa,
while maintaining the remaining processing parameters at the same level.

The effect of dry ice output on the surface stripping efficiency of paint coatings from
PA2 aluminium alloy specimens for water jet pressure pw = 20 MPa and pw = 35 MPa is
presented in Figure 12a,b. Similarly as for the specimens with X5CrNi18-10 steel base, also
in this case, an increase of water jet pressure is accompanied by an increase of surface paint
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coat stripping efficiency. It needs to be noted that for the removal of the paint coating from
PA2 aluminium alloy, it is most beneficial to use a water-ice jet with pressure pw = 35 MPa
and CO2 output

.
mL = 225 kg·h−1 because it is then that the highest surface treatment

efficiency is obtained.

Materials 2022, 15, x FOR PEER REVIEW 24 of 29 
 

 

sure pw = 35 MPa and CO2 output �̇�𝐿 = 225 kg·h−1 because it is then that the highest 

surface treatment efficiency is obtained. 

  

(a) (b) 

Figure 12. Influence of dry ice CO2 output �̇�𝐿 [kg·h−1] on maximum surface efficiency Q̅F [m2·h1] 

of paint coat stripping by high-pressure water-ice jet from PA2 aluminium alloy surface (TS = 4×1.2 

mm, Lk = 200 mm, l2 = 250 mm, κ = 90°): (a) Jet pressure pw = 20 MPa; (b) pw = 35 MPa. 

When using a jet with pressure pw = 20 MPa, the best treatment effects, based on 

experimental research results, are obtained using dry ice flow ranging from �̇�𝐿 =

156 kg·h−1to �̇�𝐿 = 182 kg·h−1 (Table 3). With these treatment parameters, as a result of a 

cumulative interaction of dry ice particles (i.e., mechanical interaction and interaction 

from their sublimation) and the water jet, a water-ice jet of the highest erosivity is ob-

tained. When dry ice output�̇�𝐿 = 234 kg·h−1(for pw = 35 MPa) (Figure 12b) and �̇�𝐿 =

182 kg·h−1 (for pw = 20 MPa) (Figure 12a) is exceeded, the water jet is unable to accelerate 

the increased CO2 mass to its maximum velocity, the result being decreased treatment 

efficiency. 

Figures 13 and 14 show the effect of the distance between the sprinkler nozzle head 

outlet l2 (also known as the working jet length) and the surface being treated on the 

maximum surface efficiency QF of paint coat stripping. It should be noted that when us-

ing a working jet length that is too small, high erosivity is achieved but not the highest 

treatment efficiency is obtained. In the case of the base made of X5CrNi18-10 steel, an 

increase in the working length of the water-ice jet from l2 = 150 mm to l2 = 200 mm is ac-

companied by an increase in the surface paint coat stripping efficiency by 18 % on aver-

age when using a water-ice jet with pressure pw = 20 MPa (Figure 13a). The maximum 

increase in stripping efficiency of just under 26% is achieved by changing the working jet 

length from l2 = 150 mm to l2 = 250 mm. Any further increase in the working jet length 

from l2 = 150 mm to l2 = 300 mm only results in a 9% increase in stripping efficiency. The 

use of length l2 = 350 mm leads to a 13% reduction (compared to that obtained with l2 = 

150mm) in the surface paint coat stripping efficiency. For the greatest spray length used 

of l2 = 400mm, the reduction in treatment efficiency is just over 41%. The results from the 

use of a water-ice jet with pressure pw = 35 MPa (Figure 13b) are similar to those obtained 

with lower pressure (pw = 20 MPa). 

Figure 12. Influence of dry ice CO2 output
.

mL [kg·h−1] on maximum surface efficiency QF [m2·h−1]
of paint coat stripping by high-pressure water-ice jet from PA2 aluminium alloy surface (TS = 4 ×
1.2 mm, Lk = 200 mm, l2 = 250 mm, κ = 90◦): (a) Jet pressure pw = 20 MPa; (b) pw = 35 MPa.

When using a jet with pressure pw = 20 MPa, the best treatment effects, based on ex-
perimental research results, are obtained using dry ice flow ranging from

.
mL = 156 kg·h−1

to
.

mL = 182 kg·h−1 (Table 3). With these treatment parameters, as a result of a cumulative
interaction of dry ice particles (i.e., mechanical interaction and interaction from their sub-
limation) and the water jet, a water-ice jet of the highest erosivity is obtained. When dry
ice output

.
mL = 234 kg·h−1(for pw = 35 MPa) (Figure 12b) and

.
mL = 182 kg·h−1 (for pw =

20 MPa) (Figure 12a) is exceeded, the water jet is unable to accelerate the increased CO2
mass to its maximum velocity, the result being decreased treatment efficiency.

Figures 13 and 14 show the effect of the distance between the sprinkler nozzle head
outlet l2 (also known as the working jet length) and the surface being treated on the
maximum surface efficiency QF of paint coat stripping. It should be noted that when
using a working jet length that is too small, high erosivity is achieved but not the highest
treatment efficiency is obtained. In the case of the base made of X5CrNi18-10 steel, an
increase in the working length of the water-ice jet from l2 = 150 mm to l2 = 200 mm is
accompanied by an increase in the surface paint coat stripping efficiency by 18 % on average
when using a water-ice jet with pressure pw = 20 MPa (Figure 13a). The maximum increase
in stripping efficiency of just under 26% is achieved by changing the working jet length
from l2 = 150 mm to l2 = 250 mm. Any further increase in the working jet length from
l2 = 150 mm to l2 = 300 mm only results in a 9% increase in stripping efficiency. The use of
length l2 = 350 mm leads to a 13% reduction (compared to that obtained with l2 = 150 mm)
in the surface paint coat stripping efficiency. For the greatest spray length used of l2 =
400 mm, the reduction in treatment efficiency is just over 41%. The results from the use of
a water-ice jet with pressure pw = 35 MPa (Figure 13b) are similar to those obtained with
lower pressure (pw = 20 MPa).

The surface paint coat stripping efficiency as a function of the working jet length for
PA2 aluminium alloy specimens using a water-ice jet created in a sprinkler head with length
Lk = 200 mm is presented in Figure 14a,b. It was found that an increase in the working jet
length from l2 = 150 mm to l2 = 200 mm is accompanied by an increase in the surface paint
coat stripping efficiency caused by an increase in the impact area of the water-ice jet.
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Figure 13. Influence of jet working length l2 [mm] on maximum surface efficiency QF [m2·h−1] of
coat paint stripping with high-pressure water-ice jet from X5CrNi18-10 steel surface (TS = 4× 1.2 mm,
Lk = 200 mm, κ = 90◦,

.
mL = 156 kg·h−1): (a) Jet pressure pw = 20 MPa; (b) pw = 35 MPa.
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Figure 14. Influence of jet working length l2 [mm] on maximum surface efficiency QF [m2·h−1] of
high-pressure water-ice jet paint coat stripping from PA2 aluminium alloy surface (TS = 4 × 1.2 mm,
Lk = 200 mm, κ = 90◦,

.
mL = 156 kg·h−1): (a) Jet pressure pw = 20 MPa; (b) pw = 35 MPa.

For a water-ice jet with pressure pw = 20 MPa (Figure 14a), this increase is 9% on
average. The maximum increase in treatment efficiency of less than 26% is obtained when
the working jet length is changed from l2 = 150 mm to l2 = 250 mm. Further increase
of the working length from l2 = 150 mm to l2 = 300 mm only results in a 9% increase in
surface paint coat stripping efficiency. The use of l2 = 350 mm leads to a 15% reduction
(compared to that obtained with l2 = 150 mm) in surface paint coat stripping efficiency. For
the largest working jet length used l2 = 400 mm, the decrease in treatment efficiency is just
over 41% (Figure 14a). The results from the use of a water-ice jet with pressure pw = 35 MPa
(Figure 14b) are similar to those obtained with lower pressure (pw = 20 MPa).

In the paint stripping process, apart from dry ice output and the distance between
the sprinkler head outlet, the spray angle is also of great importance (Figure 15a,b). This
is connected both with the so-called jet reflection and the preservation of the mechanical
properties of the coating during the treatment process. In natural conditions, the paint
coating is characterised by elasticity, but during an interaction of a large number of CO2
dry ice particles with the temperature of 194.6 K, a local spot depression of its temperature
occurs, which leads to the formation of thermal stress that causes microcracks, which
initiate the erosion process [10]. The effect of the jet spray angle on the surface paint coat
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stripping efficiency from PA2 aluminium alloy when using a water-ice jet with pressure
pw = 20 MPa and pw = 35 MPa is presented in Figure 15a,b.
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Figure 15. Impact of spray angle κ [◦] on maximum surface efficiency QF [m2·h−1] of high-pressure
water-ice jet paint coat stripping from PA2 aluminium alloy surface (TS = 4 × 1.2 mm, Lk = 200 mm,
l2 = 250 mm,

.
mL = 156 kg·h−1): (a) Jet pressure pw = 20 MPa; (b) pw = 35 MPa.

With an increase of the jet spray angle κ = 30 ÷ 60◦, there is an almost linear increase
in surface paint coat stripping efficiency. Further increase of the spray angle up to κ = 90◦

causes an increase of the treatment efficiency yet that is not as sharp as observed with
smaller spray angles. It can therefore be accepted that the best machining results are
obtained with a spray angle of κ = 75 ÷ 90◦.

The effect of water jet pressure on paint removal efficiency is shown in Figure 16. As
the pressure increases, the processing efficiency increases. For example, increasing the
pressure from pw = 20 MPa to pw = 25 MPa increased the treatment efficiency to ∆

.
QF =

0.014 m2·h−1 for the PA2 aluminum alloy. Further increase of the jet pressure to pw = 30 MPa,
with unchanged other processing parameters, resulted in paint removal efficiency of

.
QF

= 0.201 m2·h−1. This is an outgrowth of the treatment efficiency by ∆
.

QF = 0.012 m2·h−1

compared to that obtained for a jet with pressure pw = 25 MPa.
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.
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4. Conclusions

The optical microscope by Kestler—Vision Engineering Dynascope Ltd. with the ND
1300 Quadra-Chek measuring system and the sensitivity of ±0.001 was used to measure
the surface quality of the processed materials. Based on the research and analysis of the
results, it was found that:

1. The use of a high-pressure water-ice jet with maximum pressure pw = 35 MPa does
not cause any changes in the geometric structure of the surface of X5CrNi18-10 steel
and PA2 aluminium alloy.

2. In the case of brittle materials, such as polymethyl methacrylate PMMA, which form
bases for lacquer coatings, it is necessary to use a water-ice jet with the maximum
working pressure of pw = 20 MPa and dry ice flow rate of

.
mL = 156 kg·h−1. The

use of a water jet with pressure pw = 35 MPa and dry ice flow rate
.

mL = 208 kg·h−1

causes traces of jet impact in the form of small chipping of the base material (PMMA
polymethyl methacrylate). The highest surface treatment efficiency is obtained with
a higher water jet pressure and an appropriately increased dry ice particle flow rate.
For water jet pressure pw = 20 MPa, the best results are obtained when dry ice flow
rate is

.
mL = 156÷ 182 kg·h−1, while for water jet pressure pw = 35 MPa, this output

should not exceed
.

mL = 234 kg·h−1.
3. In order to obtain the maximum paint coat stripping efficiency irrespective of the

water jet pressure and the dry ice particle flow rate, the working length of the jet
needs to be l2 = 250 mm and the spray angle needs to be κ = 75 ÷ 90◦.

4. Increasing the pressure of the water jet results in higher efficiency of paint removal.
The increase of processing efficiency is proportional in the tested range of jet pressure
pw = 20 ÷ 35 MPa.

5. The above research proves that one of the effective methods of removing paint coatings
is the use of a high-pressure stream of water with ice. This method of processing
allows for effective preparation of the substrate for the application of a renovation
paint coating, while simultaneously maintaining appropriate processing parameters
in that it does not change the geometric structure of the substrate.
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Abstract: The complex and non-linear nature of material properties evolution during 3D printing
continues to make experimental optimization of Fused Deposition Modeling (FDM) costly, thus
entailing the development of mathematical predictive models. This paper proposes a two-stage
methodology based on coupling limited data experiments with black-box AI modeling and then per-
forming heuristic optimization, to enhance the viscoelastic properties of FDM processed acrylonitrile
butadiene styrene (ABS). The effect of selected process parameters (including nozzle temperature,
layer height, raster orientation and deposition speed) as well as their combinative effects are also
studied. Specifically, in the first step, a Taguchi orthogonal array was employed to design the Dy-
namic Mechanical Analysis (DMA) experiments with a minimal number of runs, while considering
different working conditions (temperatures) of the final prints. The significance of process parameters
was measured using Lenth’s statistical method. Combinative effects of FDM parameters were noted
to be highly nonlinear and complex. Next, artificial neural networks were trained to predict both
the storage and loss moduli of the 3D printed samples, and consequently, the process parameters
were optimized via Particle Swarm Optimization (PSO). The optimized process of the prints showed
overall a closer behavior to that of the parent (unprocessed) ABS, when compared to the unoptimized
set-up.

Keywords: acrylonitrile butadiene styrene; additive manufacturing; artificial neural networks; dy-
namic mechanical properties; Particle Swarm Optimization

1. Introduction

Fused Deposition Modeling (FDM) is increasingly being used as a reliable rapid
prototyping tool in industries. However, an outstanding challenge in the field of additive
manufacturing is yet to employ FDM to build high-quality end-use parts with minimal
waste, while maintaining a high rate of production [1]. Exploiting the full potential of
FDM for manufacturing requires the proper selection of process control factors through a
good understanding of their nature [2]. Over years of evolving additive manufacturing
techniques, several investigations have been performed to study the effect of FDM process
parameters, e.g., [3–5]. In these studies, the road width (w), which is the width of the road
deposited through the nozzle, layer thickness (t), which is the thickness of each 2D layer,
feeding rate (v), which is the rate at which the thermoplastic filament is fed into the nozzle,
nozzle temperature (NT), raster orientation (θ), which is the orientation of roads in each 2D
layer, overlap (b), which is the amount of overlap between two adjacent roads, and nozzle
diameter (d) have been introduced as the main effective process parameters [3–5]. Figure 1
schematically depicts the above-mentioned process parameters.
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Assessment of FDM fabricated parts could be performed using several quality mea-
sures such as durability and static mechanical properties, dynamic mechanical properties,
and manufacturing accuracy [6–17]. Despite the fact that thermoplastics are viscoelastic
materials, due to the expensive and time-consuming nature of the dynamic mechanical
analysis (DMA) tests, the time- and temperature-dependent mechanical properties of
FDM processed parts have not been characterized as extensively as their static mechanical
properties [3].

One of the earliest studies on dynamic mechanical properties of FDM processed parts
goes back to the work of Chin Ang et al. [18], with respect to a few select process parameters
including air gap, raster width, raster orientation, deposition profile, and layer height. In
their study, the air gap and raster width were identified as the most effective process
parameters to control the porosity and strength of processed parts. Furthermore, they
claimed that there is a logarithmic relationship between mechanical properties and porosity,
meaning that 3D printed scaffold parts with a lower porosity would show a higher strength.
Later, Arivazhagan et al. [5] used the dynamic mechanical analysis (DMA) to examine the
effects of road width, raster orientation, and nozzle temperature on viscosity and dynamic
moduli of FDM processed Acrylonitrile Butadiene Styrene (ABS) samples. They showed
that a raster orientation of 30◦/60◦ and a road width of 0.454 mm improves the dynamic
moduli of 3D-printed ABS. Mohamed et al. [19] considered layer thickness, overlap, raster
angle, raster orientation, and road width as control factors to investigate the dynamic
mechanical properties of FDM processed ABS. The results of their study indicated that the
overlap and layer thickness are the most effective process parameters. Specifically, it was
shown that a layer thickness of 0.3302 mm, a road width of 0.4572 mm, and an overlap of
0 mm with a raster angle of 0

◦
can increase the dynamic moduli of ABS.

However, none of the above past studies on dynamic mechanical properties of FDM
processed thermoplastics accounted for other important parameters including nozzle
temperature and feeding rate. In addition, a lack of systematic experimental design (e.g.,
using the DOE methods) did not allow to fully account for the combined effects of various
process parameters (most studies used a one-factor-at-a-time sensitivity analysis). This
could lead to errors in analyzing the role of FDM parameters in the dynamic mechanical
characteristics of 3D printing materials.

This paper presents a two-stage methodology to study the concurrent effects of mul-
tiple FDM process parameters including nozzle temperature, raster orientation, layer
thickness, and feeding rate on dynamic mechanical properties of FDM processed ABS.
Specifically, the variations of the dynamic moduli and glass transition temperature of ABS
as a function of changes in four key FDM parameters (nozzle temperature, layer height,
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raster orientation and deposition speed) are analyzed using a Taguchi design of experiment
(DOE). The latter not only minimizes the number of costly and time-consuming DMA
tests, but also accounts for the combined effects of the FDM parameters. Once the required
(limited) dataset was gathered through performing experiments, a series of artificial neural
networks were developed and employed to predict the properties of the 3D prints, and
consequently, the process parameters were optimized via a particle swarm optimization
(PSO). Finally, the contribution and ranking of process parameters were identified.

2. Methods
2.1. Material and Fabrication

Owing to its relatively low melting temperature and high-quality surface finish, ABS
is one of the most commonly used materials in 3D printing industries [20]. The initial
ABS material in the current study was in the form of filaments, which were then fed
into a 3D printer (MakerGear M2, Beachwood, OH, USA) to manufacture rectangular
samples of 57 mm× 14 mm× 1.25 mm (length × width × thickness) for subsequent DMA
characterization tests. The as-received filaments were extruded out of ABS POLYLAC® by
CHIMEI Corp. (Tainan City, Taiwan), with specifications shown in Table 1.

Table 1. Properties of the ABS filaments.

Commercial code CHIMEI PA-747S
Nominal diameter (mm) 1.75

Purity >98%
Nominal Young’s modulus (GPa) 2

Relative density—H2O
(

g
cm3

)
1.03–1.10

Decomposition temperature (◦C) >310

2.2. Dynamic Mechanical Analysis

Dynamic mechanical analysis (DMA) [21] characterizes the viscoelastic properties of
materials, described by the storage modulus (E′), loss modulus (E′′ ), complex modulus
(E∗), and tan δ [22]; tan δ is a dimensionless property, defined as the ratio of the loss
modulus to the storage modulus. DMA also quantifies the glass transition temperature
(Tg), which denotes the transition point between glassy and rubbery states [23]. In this
study, the dynamic mechanical analyses of ABS 3D-printed samples were carried out using
DMA Q800 (TA Instruments, New Castle, DE, USA). DMA testing was also conducted
on original ABS filaments (length of 57 mm) prior to printing; this will be referred to as
unprocessed material hereafter. The test specimens were prepared according to the DMA
800 manufacturer instructions.

2.3. Artificial Neural Network (ANN)

The Artificial Neural Network (ANN) modeling technique, inspired by the neurologic
system of the brain, has received notable attention in recent years in the AI field. The ability
to approximate complex non-linear relationships between input and output parameters in
complex systems is the main advantage that has made the technique a useful predictive
modeling tool in a wide range of applications [24]. In addition, ANNs are known to
provide predictions with minimal prior assumptions, hence making them a useful black-
box modeling means for unknown/complex systems, as opposed to more explicit, e.g.,
regression techniques that require a “pre-defined” form of input-output relationship. As
depicted in Figure 2, an artificial neural network model is a collection of processing units
called nodes (also called neurons). In a neural network, neurons are connected to each
other by numerically assigned connections, known as weights (Wi) and are fed by a signal
from each input (xi). The neuron’s scalar output (a) is the summation of the weighted
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inputs and the bias term (b) modified by a transfer function ( f ). Summation of weighted
inputs is denoted by s and is presented as:

s = w1x1 + w2x2 + . . . + wnxn + b =
n

∑
i=1

wixi + b (1)
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The bias term acts similar to an input with the value of 1 and its existence in a network
is not mandatory. However, it often improves the performance of the model [25,26]. It
must be noted that weights and biases are adjustable terms that are updated through the
learning algorithm. The transfer function is fixed throughout the whole process.

An ANN architecture consists of three layers: input, hidden, and output layers. The
input layer, which is statistically related to independent variables, contains no neurons.
On the other hand, all the neurons in the hidden (which is responsible for the major
mathematical process) and the output layers (which delivers the dependent variables) take
the outputs of their preceding layer as their inputs. Figure 2 shows an example of an ANN
architecture with one hidden layer.

For a designed network architecture, defining the initial weights and updating them
would be the next step. This step, which is also known as the learning or training algorithm,
is in essence the process of minimizing the network error. The training procedure starts by
calculating the error with the initial weights and continues with adjusting the interconnect-
ing weights until a maximum iteration level or an acceptable error level is achieved. The
network performance can be evaluated, e.g., by the Mean Squared Error (MSE) between
the desired and the predicted values of the output:

E =
1

2N

N

∑
i=1

[ti − ai]
2 (2)

where N stands for the number of training sample points, t is the desired value and a is the
predicted value for the output of the i-th sample point. As the network error is calculated,
the weights and biases are updated through back propagation to reduce the error value.
This process is repeated until the error becomes minimized. In each iteration, an adjusted
weight is calculated based on:

W(n)
ji (k) = W(n)

ji (k− 1)− α


 ∂E

∂W(n)
ji


 (3)
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where W(n)
ji (k) is an updated weight of the n-th layer in the k-th iteration (also known as

epoch). ∂E
∂W(n)

ji

is the partial derivative of the error. In this equation, α is the learning rate,

which is less than 1. Calculation of the derivative part of the equation is normally achieved
by the chain rule [27]. In order to develop a robust neural network, datasets are divided
into three subsets—training, validation and testing—and the performance of the model
is assessed through each of these subsets. The training dataset is employed to update the
weights and bias terms, and in order to prevent overfitting of the network and test set, the
validation set is employed [28].

2.4. Particle Swarm Optimization (PSO)

Particle Swarm Optimization is known as a powerful numerical algorithm to optimize
complex functions by finding the best solution in a space of feasible solutions. This
technique, which has been inspired by the social behavior of animals, was first introduced
by Eberhart and Kennedy [29]. A simple interpretation of PSO is the behavior of a group of
birds who are seeking food. None of the birds know where the single piece of food is located.
However, they know their distance from the other birds. Therefore, the simplest and fastest
way to achieve the food is to follow the closest bird to that food. In essence, it combines local
search methods (through self-experience) with global search methods (through neighboring
experience). Here, PSO was chosen merely as an example of global search methods (next
to other heuristics methods such as genetics algorithm), owing to its simple and intuitive
mathematical rules in finding the optimum solution in high-dimensional spaces.

In PSO, each candidate solution is called a “particle”, which is part of a community
known as a “swarm”. PSO solves the optimization problem by moving the particles in a
space of all feasible solutions, also known as the search space. Each particle has a memory
to keep its best experience, and the cooperation of particles helps them find the best global
solution in the search space.

As shown in Figure 3, the position of particle i at time step t, denoted by
−−→
Xi(t), and

its velocity, denoted by
−−→
Vi(t), are the key properties to define a particle. The previous

experience of each particle,
−−→
Xi(t), its previous movement

−−→
Vi(t), and the best experience of

the whole swarm, g(t), guide each particle moving towards its next position by
−−−−→

Xi(t + 1),
which is probably a better experience. This process continues until the swarm meets its
best experience (denoted by Pi(t)).
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In PSO, each particle obeys two rules to update its position and velocity vectors:

−−−−−−−→
Xi(t + 1) =

−−−−→
Xi(t) +

−−−−−−−→
Vi(t + 1) (4)

−−−−−−−→
Vi(t + 1) = wVi(t) + C1(Pi(t)− Xi(t)) + C2(g(t)− Xi(t)) (5)
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where w is the inertia coefficient and C1 and C2 are acceleration coefficients.
The j-th component of new position and speed vectors can be calculated as follows:

Xij(t + 1) = Xij(t) + Vij(t + 1) (6)

Vij(t + 1) = wVij(t) + r1C1
(

Pij(t)− Xij(t)
)
+ r2C2

(
gj(t)− Xij(t)

)
(7)

where Vij(t + 1) is the j-th component of velocity of particle i at time step (t + 1). In
Equation (7), the first component (wVij(t)) is known as inertia term. The second component
is called the cognitive component, and the third term is the social component; r1 and r2 are
the uniformly distributed numbers in the range of 0 and 1. Pij(t) is the j-th component of
position that gives the best value ever experienced by particle i and gj(t) is that experienced
by all particles in the swarm.

3. Results and Discussion

Although there are several process parameters controlling the properties of FDM fabri-
cated parts, this study is focused on four selected factors including the nozzle temperature,
the layer height, the raster orientation and the deposition speed. Based on the initial trial
and error experiments to ensure that the printed parts have minimum acceptable quality
with no visible defects, four levels were assigned to each process parameter. The selected
factors and their corresponding levels are presented in Table 2. For this case, the total
(full-factorial) number of experiments would be 44 or 256. However, assuming that ‘the
factor interactions are negligible’, the Taguchi approach [30,31] was implemented to reduce
the number of costly DMA experimental runs by means of using orthogonal arrays. Taguchi
orthogonal arrays are often shown by “Ln(xy)”, where n stands for the total number of the
experiments, x represents the levels, and y is the number of the controlling factors. Here, an
L16(44) design was used (Table 3, where the levels 1–4 are representing the physical values
in Table 2). Variations of the dynamic moduli and tan δ over working temperatures were
measured for 16 designed samples of Table 3, and the results are presented in Figures 4–6.

Table 2. Control factors used in the experimental procedures with their assigned levels.

Control Factors Level 1 Level 2 Level 3 Level 4

Raster orientation

0◦
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According to the observed trends, when comparing the processed (3D printed) and
unprocessed samples (as-received filaments), it can be concluded that all the processed
samples generally follow a similar trend. However, the comparison between the group of
the processed samples and unprocessed samples clearly shows that the FDM has reduced
the magnitude of both storage and loss moduli regardless of the combination of process pa-
rameters used. The extent of the decrease, however, is highly correlated to the temperature
at which the property has been measured in DMA (equivalent to the working temperature
of the print in use). As an instance, according to Figure 4, an average reduction of 40%
is observed on the storage modulus when pooling all processed samples. This reduction
ranges from 15% to 62%, corresponding to samples 2 and 9, respectively. At a specific
working temperature, e.g., 100 ◦C, there is an average reduction of 25% in the storage
modulus due to the FDM process. Similarly, the same trends can be seen while measuring
the loss modulus of 3D printed ABS samples. As shown in Figure 5, regardless of assigned
values to process parameters, the FDM process decreases the loss modulus of fabricated
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parts compared to the unprocessed sample. For instance, at 40 ◦C the loss modulus has
decreased 11–56% as a result of different FDM process conditions. The reduction at 40 ◦C
(as a nominal working temperature example) has an average value of 33.5%. Nevertheless,
the reduction increases drastically and reaches the average value of 60.7% at a working
temperature of 100 ◦C. Regardless of the selected process parameters, on average it is
confirmatory to notice that FDM fabricated samples heated up to, e.g., 100 ◦C show less
viscous behavior (represented by the loss modulus) compared to samples tested at 40 ◦C.
Although the FDM process seems to unavoidably decrease the storage and loss moduli
of the printed parts, by selecting a suitable (optimized) set of process parameters this
reduction may be minimized.

Table 3. Orthogonal array used to design the experimental layout with respect to configuration levels
given in Table 2.

Sample # Raster
Orientation

Layer Height
(µm)

Nozzle
Temperature (◦C)

Deposition Speed
(mm/min)

1 1 1 1 1
2 1 2 2 2
3 1 3 3 3
4 1 4 4 4
5 2 1 2 3
6 2 2 1 4
7 2 3 4 1
8 2 4 3 2
9 3 1 3 4
10 3 2 4 3
11 3 3 1 2
12 3 4 2 1
13 4 1 4 2
14 4 2 3 1
15 4 3 2 4
16 4 4 1 3
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Figure 4. The variation of the storage modulus versus temperature for the test specimens. The
overshoot close to glass transition temperature often occurs as the stresses trapped in the part during
processing are relieved with an increase in temperature and rearrangement of polymer chains. Note
that the sample numbers in the legend correspond to the setups in Table 3, and do not refer to repeats.

149



Materials 2022, 15, 2855

Materials 2022, 15, x  8 of 21 
 

 

         

 
Figure 5. The variation of the loss modulus versus temperature for the test specimens. 

 
Figure 6. The variation of tan delta versus temperature for the test specimens, with the more detailed 
view of the variation in the range of 110 ℃ to 130 ℃. 

According to the observed trends, when comparing the processed (3D printed) and 
unprocessed samples (as-received filaments), it can be concluded that all the processed 
samples generally follow a similar trend. However, the comparison between the group of 
the processed samples and unprocessed samples clearly shows that the FDM has reduced 

0

100

200

300

400

500

600

10 30 50 70 90 110 130 150

E'
' (

M
Pa

)

Temperature (oC)

Unprocessed ABS

Sample 1

Sample 2

Sample 3

Sample 4

Sample 5

Sample 6

Sample 7

Sample 8

Sample 9

Sample 10

Sample 11

Sample 12

Sample 13

Sample 14

Sample 15

Sample 16

Figure 5. The variation of the loss modulus versus temperature for the test specimens.
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Figure 6. The variation of tan delta versus temperature for the test specimens, with the more detailed
view of the variation in the range of 110 ◦C to 130 ◦C.

Generally, it is common to identify the glass transition temperature (Tg) of thermoplas-
tics by measuring the peak of temperature-tan δ curve. Similarly, here Figure 6 was used
along with its zoomed view, to find this transitional point of mechanical properties from
glassy to rubbery behavior. The results are summarized in Table 4.
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Table 4. Values of glass transition temperature measured by DMA.

Sample Tg (◦C) Sample Tg (◦C)

1 119.466 9 119.268
2 119.363 10 119.682
3 120.578 11 119.131
4 119.156 12 118.986
5 119.608 13 118.918
6 119.178 14 119.771
7 119.711 15 117.984
8 118.667 16 118.514

Unprocessed ABS filament 112.854

From the results in Table 4, it can be concluded that the FDM-processed parts have a
higher glass transition temperature in comparison to unprocessed ABS; albeit the difference
in the values among processed samples themselves is small. In other words, regardless
of the combination of the assigned process parameters, FDM processed parts stay longer
in the glassy region in comparison to unprocessed material. For instance, according to
Table 3, the glass transition temperature has raised from 112.8 ◦C for unprocessed ABS
filament to 120.5 ◦C under sample 3 (i.e., a 6% increase). Figure 7 shows the effect of
each process parameter on the glass transition temperature of the FDM printed parts. In
order to statistically rank the effect of process parameters on Tg, Lenth’s method [32,33]
was employed. This method is known as a powerful statistical tool to analyze costly
experiments with single replicate factorial designs.
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Figure 7. The variation of glass transition temperature of FDM processed ABS as a function of:
(a) Raster orientation; (b) Layer height; (c) Nozzle temperature; (d) Deposition speed. Note that
the presence of air gap (or inversely an overlap) between the printed roads would make a major
difference in ensuing macro-level properties and non-linearities observed in the response above, and
other mechanical properties as also reported by [19]. The curved shown are average values from all
the performed 16 tests.
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Assuming a design with m effects, considering both factors and interactions, denoted
by c1, c2, . . . , cm, Lenth’s method performs the effect analysis using a numerical value
called the Pseudo Standard Error (PSE). For a 2k design, m is equal to 2k − 1.

PSE = 1.5 ∗median(
∣∣cj
∣∣ :
∣∣cj
∣∣ < 2.5S0 (8)

where:
S0 = 1.5median

(∣∣cj
∣∣) (9)

According to the method, when there is no sufficient information on repeats of a test,
PSE is a reasonable measure to estimate the Standard Error [33]. The margin of Error (ME)
is the final factor used to compare factor effects:

ME = t α
2 ,dPSE (10)

where t α
2 ,d is the t-distribution with the significance level of α and the degree of freedom of

d = m
3 . Given a specific factor, if the absolute value of the effect is greater than ME , that

factor is considered effective (statistically significant). Table 5 represents the mean value
of Tg under each studied factor, based on Figure 7. The Delta parameter is the difference
between the maximum and minimum value of each data column and was considered as the
factor effect. Lenth’s parameter (ME threshold) has been calculated via Equations (8)–(10).
Comparing the Delta values with each corresponding threshold, it can be concluded that
the raster orientation is ranked above all other factors, followed by the feeding rate and
layer height, and finally the nozzle temperature, to control glass transition temperature in
FDM of ABS parts.

Table 5. Lenth’s method of factor analysis for glass transition temperature; the values shown
correspond to the average of response under each corresponding level of the process factors. The
physical values of the levels were given in Table 2.

Level Raster Orientation Layer Height Temperature Deposition Speed

1 118.8 119.3 119.1 119.5
2 119.6 119.5 119 119
3 119.3 119.4 119.6 119.6
4 119.3 118.8 119.4 118.9

Delta 0.8 0.7 0.6 0.7

ME threshold 0.515 0.515 0.515 0.515

Figures 8 and 9 exemplify the relationship between process parameters and the re-
ductions in dynamic mechanical moduli at two specific working temperatures, including
40 ◦C and 100 ◦C. As seen in these figures, the relationship between response modulus and
process parameters is sizable, nonlinear and highly dependent on the working temperature.

Owing to the complex nature of the FDM process, the presence of combinative effects
of the parameters necessitates the use of advanced modeling techniques to predict the
material behavior. As addressed in Section 2.3, the Artificial Neural Network (ANN) is
one of the known examples of powerful black-box modeling techniques to approximate
such complex non-linear relationships between input and output parameters. In order to
collect an adequate size of data to train the ANN model, the moduli values were taken at
the working temperature steps of 5 ◦C from Figures 4 and 5, under each process condition.
For each storage and loss modulus response, a separate multi-layer perceptron neural
network architecture, including input layer, hidden layer and output layer was designed.
After performing a series of training algorithms and testing various ANN architectures,
the optimum model was selected for each modulus. Namely, to approximate the storage
modulus, a 5-9-1 architecture was employed (five input neurons, nine hidden neurons and
one output neuron), while a 5-7-1 architecture was used to simulate the loss modulus.
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Figure 8. Percentage of reduction in storage modulus as a function of FDM process parameters:
(a) Raster orientation; (b) Layer height; (c) Nozzle temperature; (d) Deposition speed. The blue and
the grey lines represent the average reduction in the storage modulus at 40 ◦C and 100 ◦C respectively.

Both designed networks were trained using 60% of randomly selected data points
via Levenberg- Marquardt algorithm. Then, the testing validation for each network was
performed using a 20–20% portion of the remaining data. However, it must be mentioned
that all data points, except one experimental run (number 9), were used to build the
storage modulus and loss modulus networks. The latter experimental run was selected
randomly not to be used in training, testing and validation steps. Instead, the data points
corresponding to the response curves of test 9 were used to evaluate the robustness of the
final developed model for each modulus.

The storage modulus ANN showed an acceptable performance represented by means
of the coefficient of correlation (R). The R-values corresponding to training, validation,
and testing, respectively, equaled 0.99317, 0-99256, and 0.99503. Figure 10 illustrates the
network performance in detail. This designed network was then employed to predict the
storage modulus under the fully unseen run #9. Figure 11 depicts the actual values versus
the simulated values under this setup.
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Figure 10. The performance of the developed 5-9-1 neural network to approximate the storage
modulus of the 3D prints.
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As shown in Figure 11, the developed network is usable to avoid actual experimen-
tation and predict the storage modulus of the untested sample. The deviation between
the experiment and model in the early stage of the DMA test can be linked to the large
differences seen in the original data (Figure 4) in the same range when comparing different
process conditions. Accordingly, as more DMA tests become available for training (here
only 16 samples were used), the performance of ANN would have also been improved.
Despite limited data, the overall validation R-score of the present model (i.e., considering
all samples and all regions of response) is still >99% (Figure 10). Similarly, a 5-7-1 network
architecture was selected to predict the loss modulus of FDM fabricated ABS samples.
The network performance is illustrated in Figure 12. The final verification of the network
performance was completed by predicting set-up condition #9 (Figure 13).
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Figure 14 represents an example of a simulated modulus as a function of process
parameters, using the above AI model, at a given working temperature of 40 ◦C. According
to Figure 14a, during printing of samples with 0◦ raster orientation, increasing the nozzle
temperature decreases the general trend of storage modulus response. However, as shown
in Figure 14b, increasing the nozzle temperature, first decreases and then increases the
storage modulus. Moreover, both mentioned figures show that at higher values of the
layer height, the storage modulus is higher. This trend is also visible for prints at 45◦ raster
orientation, as depicted in Figure 14c. The effect of nozzle temperature on the general trend
of storage modulus based on the layer height and deposition speed at raster orientation
of 45◦ is highly nonlinear where the contours are crossing each other (indicating a high
level of interaction of process parameters). Finally, as illustrated in Figure 14d, at the raster
orientation of ±45◦, regardless of the value assigned to the nozzle temperature, the higher
the layer height, the higher the storage modulus. Factor interaction effects can also be
clearly observed in the ±45◦ raster orientation case.

Noticing the above complex relationship between the process parameters and their
interactions on the ensuing dynamic moduli of the prints, which in turn also vary at each
given target working temperature, performing a nonlinear optimization of the process is
deemed vital for FDM designers to ensure maximized performance of printed parts during
use. Accordingly, the optimum set of process parameters would be the one at which the
fabricated part shows the highest value of storage or loss moduli, i.e., as close as possible
to the parent (unprocessed) material. Here, using the developed ANNs, such an optimum
set of process parameters at each working temperature condition was obtained using the
Particle Swarm Optimization (PSO) technique. As per Table 2, the layer height was allowed
to change from 50 µm to 300 µm, the nozzle temperature from 250 ◦C to 310 ◦C and the
deposition speed from 1000 mm/min to 4000 mm/min, at each level of raster orientation.
The working temperature was varied between 40 ◦C and 140 ◦C. The PSO was performed
in MATLAB (R2016b, MathWorks, Natick, MA, USA) using 100 particles in each swarm.
In order to end the iterating process, the maximum number of iterations was set at 1000
and the function tolerance was defined to be 10−25. The minimum and maximum inertia
weights were chosen to be 0.1 and 1.1, respectively. It should be noted that prior to the
optimization process, the data points were normalized to be between 0 and 1.
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The obtained optimum values of the process parameters along with the maximum
achievable storage modulus are presented in Table A1. Table A2 similarly illustrates the
optimization results for the loss modulus. The latter optimum values were reported for
each working temperature. Results clearly show that there is no single optimum process
condition that can optimize the printed part performance at all working temperature
conditions. In practice, such look-up tables may be used by a designer, e.g., to choose the
best FDM condition given the target operating temperature (application) of the 3D printed
part. To better visualize the efficiency of the optimization, Figure 15 shows the optimized
moduli of prints compared to the unprocessed material. When comparing Figure 15a with
Figure 4, it can be noticed that the optimized prints exhibit closer behavior to that of the
unprocessed material, albeit the storage modulus of the unprocessed material prior to Tg is
still relatively higher than the prints. A similar effect of optimization, though to a lesser
extent, can be noticed in regard to the loss moduli of the prints (compare Figures 5 and 15b).
From Figure 15, it can be induced that the optimum moduli values for raster orientations 0◦,
90◦, and 45◦ are comparable, but at the orientation ±45◦ a distinct behavior is evidenced,
namely providing a much lower storage modulus (pre-glass transition) but a higher storage
modulus upon process optimization.
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4. Conclusions

In this paper, first, the variation of the viscoelastic response of 3D printed ABS samples
in a wide range of working temperatures (the room condition to 140 ◦C) was studied
as a function of four FDM process parameters (raster orientation, layer height, nozzle
temperature, and deposition speed). The experimental layout was designed via a Taguchi
orthogonal array in order to minimize the size of data required for subsequent ANN
training. Dependency of the viscoelastic properties of the printed samples on the process
control factors was shown via Lenth’s method. Consequently, the optimum parameter
values corresponding to each working condition were obtained using the ANN models
(for storage and loss moduli), integrated with the PSO algorithm. The optimum values
were reported for various working temperatures for both moduli. Results clearly showed
that there is no single optimum process condition that can optimize the printed part
performance at all working temperature conditions. However, specific conclusions could
be drawn from the observations, as follows.

• The FDM process condition could directly affect the maximum allowable working tem-
perature (represented by glass transition temperature) for the 3D printed thermoplastic.

• Based on Lenth’s statistical analysis, among the process parameters, raster orientation
was the most effective factor to increase the glass transition temperature of the 3D
printed parts. Subsequently, the deposition speed and the layer height were ranked
second, followed by the nozzle temperature.

• Distinct trends between viscoelastic responses of unprocessed and processed ABS
filaments under various process conditions pointed to the fact that all FDM process con-
ditions significantly (on average 40%) lowered the magnitude of viscoelastic moduli
regardless of a specific combination of process parameters, which is also in agreement
with the earlier study [5]. This effect is deemed critical for designers to consider for
the reliable application of 3D printed parts, especially at high temperatures.

• Although it was shown that there are distinct trends between the behavior of processed
and unprocessed ABS samples, the exact change in the moduli was highly dependent
on the working temperature, at which the part viscoelastic properties were measured.
For instance, at a working temperature of 100 ◦C, there was an average reduction of
25% in storage modulus when compared to the unprocessed sample. On the other
hand, this reduction at a 40 ◦C working temperature was about 33.5%. The reduction
increased drastically and reached as high as 60.7% at high working temperatures
>100 ◦C.

• It was validated that the developed neural network architectures are capable of pre-
dicting the entire DMA curve of 3D printed parts, including for samples that were
fully unseen to the original model. Using such networks, optimum values of pro-
cess parameters can be obtained via global search methods such as particle swarm
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optimization for each given target working temperature (Tables A1 and A2). The
optimized prints indicated a closer behavior to that of the parent material.

• The optimized prints with orientation ±45◦ showed clearly a distinct behavior com-
pared to the 0◦, 90◦, and 45◦ orientations.

Further study may be worthwhile to test the presented AI modeling approach for
other thermoplastics, and possibly for improving the permeance of the predictions by
employing and comparing other high-fidelity machine learning methods. Furthermore, the
observed variation of dynamic mechanical properties can be further supported with, e.g., a
molecular weight analysis of samples.
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Appendix A. Optimization Results Raw Data

Table A1. The optimum values (look-up table) of the process parameters using PSO on E′ at each
raster orientation level and under each working temperature.

R LH*
(µm)

NT*
(◦C)

DS*
( mm

min )
WT
(◦C)

E’*
(MPa) R LH*

(µm)
NT*
(◦C)

DS*
( mm

min )
WT
(◦C)

E’*
(MPa)

1 300 310 1275 40 2292 2 270 250 3374 40 2227
1 300 310 1281 45 2282 2 279 250 3357 45 2285
1 300 310 1295 50 2277 2 286 250 3338 50 2199
1 50 310 1464 55 2263 2 288 250 3320 55 2172
1 50 310 1527 60 2234 2 292 250 3314 60 2136
1 50 310 1567 65 2193 2 299 250 3318 65 2093
1 50 310 1575 70 2141 2 300 250 3332 70 2046
1 50 310 1548 75 2099 2 300 250 3344 75 2003
1 50 310 1484 80 2058 2 300 250 3341 80 1972
1 50 310 1378 85 2033 2 300 250 3314 85 1973
1 76 310 1211 90 2039 2 300 250 3268 90 2011
1 87 310 1000 95 2080 2 300 250 3229 95 2066
1 94 310 1000 100 2125 2 300 252 3263 100 2105
1 102 310 1000 105 2128 2 300 253 3081 105 2088
1 118 310 1000 110 1945 2 300 253 2841 110 1817
1 50 268 3956 115 922 2 300 251 2564 115 607
1 50 269 3941 120 71 2 300 252 2601 120 37
1 175 310 1237 125 6 2 300 250 2894 125 4
1 300 297 1000 130 2 2 300 250 3215 130 2
1 300 296 1000 135 2 2 300 250 3452 135 2
1 300 298 1048 140 2 2 300 250 3538 140 2
3 300 310 4000 40 2111 4 300 310 2023 40 1887
3 235 250 4000 45 2092 4 177 296 1000 45 1692
3 242 250 4000 50 2056 4 194 297 1000 50 1573
3 251 250 4000 55 2004 4 207 297 1000 55 1443
3 265 250 4000 60 1944 4 220 298 1000 60 1312
3 287 250 4000 65 1886 4 239 297 1000 65 1196
3 300 250 4000 70 1848 4 300 292 1000 70 1131
3 300 250 4000 75 1817 4 300 292 1000 75 1130
3 300 250 4000 80 1810 4 300 293 1000 80 1222
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Table A1. Cont.

R LH*
(µm)

NT*
(◦C)

DS*
( mm

min )
WT
(◦C)

E’*
(MPa) R LH*

(µm)
NT*
(◦C)

DS*
( mm

min )
WT
(◦C)

E’*
(MPa)

3 300 250 4000 85 1842 4 300 294 1000 85 1423
3 300 250 4000 90 1910 4 167 310 1000 90 1696
3 300 250 3774 95 2008 4 167 310 1000 95 1931
3 300 250 3639 100 2086 4 173 310 1000 100 2051
3 300 250 3577 105 2056 4 190 310 1000 105 2060
3 300 250 3548 110 1620 4 229 310 1000 110 1873
3 300 310 1000 115 414 4 223 310 1000 115 704
3 300 310 1000 120 22 4 300 310 1000 120 46
3 300 250 3861 125 3 4 300 310 1000 125 4
3 300 250 4000 130 2 4 300 250 4000 130 2
3 300 250 4000 135 2 4 300 250 4000 135 2
3 300 250 4000 140 2 4 162 250 4000 140 2

* LH*, NT*, DS* stand for the optimum Layer height, Nozzle temperature, Deposition speed and given Raster
orientation R and Working temperature WT. E’* is the corresponding optimum storage modulus.

Table A2. The optimum values (look-up table) of the process parameters using PSO on E” at each
raster orientation level and under each working temperature.

R LH*
(µm)

NT*
(◦C)

DS*
( mm

min )
WT
(◦C)

E”*
(MPa) R LH*

(µm)
NT*
(◦C)

DS*
( mm

min )
WT
(◦C)

E”*
(MPa)

1 50 310 4000 40 79.8 2 54 277 4000 40 74.1
1 50 310 4000 45 78.3 2 50 276 4000 45 73.9
1 50 310 4000 50 76.7 2 300 250 1000 50 90.5
1 50 310 4000 55 75.3 2 300 250 1000 55 91.2
1 50 310 4000 60 73.4 2 278 250 1000 60 84.4
1 50 273 1000 65 80 2 300 310 4000 65 80.2
1 300 250 1000 70 99.3 2 300 310 4000 70 85.6
1 300 250 1000 75 146.7 2 50 250 4000 75 98.2
1 300 250 1000 80 188.8 2 50 250 4000 80 107.6
1 75 250 1000 85 208.7 2 50 250 4000 85 107.4
1 300 250 1000 90 204.5 2 300 296 4000 90 129.6
1 300 250 1000 95 189.6 2 300 297 4000 95 163.1
1 50 250 3548 100 239.6 2 300 298 4000 100 213.8
1 98 250 3967 105 334 2 300 298 4000 105 313.5
1 110 250 4000 110 448.5 2 50 279 4000 110 448.9
1 115 254 4000 115 442.2 2 50 282 4000 115 407.6
1 284 278 4000 120 176.4 2 300 310 4000 120 89.4
1 300 283 4000 125 34 2 300 310 3860 125 13.6
1 300 285 4000 130 17.2 2 300 271 1000 130 7.7
1 186 280 4000 135 14.7 2 50 310 1586 135 8.2
1 148 281 4000 140 14.4 2 50 310 1895 140 9.9
3 50 250 4000 40 117.7 4 300 310 1000 40 63.7
3 50 250 4000 45 114.9 4 300 310 1000 45 62.6
3 50 250 4000 50 111 4 133 250 1000 50 61.9
3 50 250 4000 55 105.2 4 148 250 1000 55 61.6
3 50 250 4000 60 97 4 170 250 1000 60 60.8
3 50 250 1000 65 86.2 4 170 310 4000 65 64.7
3 50 250 1000 70 76 4 150 310 4000 70 79.6
3 50 250 1000 75 86.1 4 155 250 4000 75 99.3
3 50 250 1000 80 92.4 4 140 250 4000 80 125
3 50 250 1000 85 93.9 4 134 250 4000 85 141.8
3 300 250 3364 90 96.9 4 131 250 4000 90 149.9
3 258 310 1000 95 116.7 4 50 310 1000 95 181.2
3 255 310 1000 100 158.2 4 50 310 1000 100 252.5
3 251 310 1000 105 251.9 4 50 250 1000 105 408.6
3 102 250 4000 110 412.5 4 50 250 1000 110 508.5
3 67 250 4000 115 458.6 4 300 250 2278.8 115 783.6
3 50 250 4000 120 164.1 4 50 250 1000 120 155.1
3 50 250 4000 125 37.3 4 50 250 1000 125 34.2
3 50 250 4000 130 21.6 4 50 250 1000 130 19.5
3 50 250 4000 135 18.2 4 50 250 1000 135 15.8
3 50 250 3911 140 16.7 4 50 250 1000 140 14.2

* LH*, NT*, DS* stand for the optimum Layer height, Nozzle temperature, Deposition speed and given Raster
orientation R and Working temperature WT. E”* is the corresponding optimum loss modulus.
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Abstract: Significant progress has been made in green composites developing fully biodegradable
composites made of microbially degradable polymers reinforced with natural fibers. However, an
improvement in the development of numerical models to predict the damage of green composites
is necessary to extend their use in industrial applications of structural responsibility. This paper
is focused on developing a numerical model that can predict the failure modes of four types of
bumper beams made of flax/PLA green composites with different cross sections. The predictions
regarding energy absorption, contact force history, and extension of delamination were compared
with experimental results to validate the FEM model, and both results revealed a good agreement.
Finally, the FEM model was used to analyze the failure modes of the bumper beams as a function
of the impact energy and cross-section roundness. The impact energy threshold defined as the
maximum absorbed-energy capability of the beam match with the impact energy that produces
delaminations extended through all the cross sections. Experimental and numerical results revealed
that the threshold energy, where the maximum energy-absorption capability is reached, for Type A is
over 60 J; for Type B and C is around 60 J; and for Type D is at 50 J. Since delamination is concentrated
at the cross-section corners, the threshold energy decreases with the cross-section roundness because
the higher the roundness ratio, the wider the delamination extension.

Keywords: green composite; bumper beam; numerical modeling; energy absorption; natural fibers

1. Introduction

Plastics and composites are ideal materials in the automotive industry for interior,
exterior, and structural applications [1]. Composites present advantages in terms of specific
mechanical properties and they are competitive in manufacturing cost; however, composites
are difficult to recycle. The creation of the fully biodegradable composite material, also
called “green composites”, can counter this disadvantage of composites with respect to
metals. Green composites are essentially composites made of natural fibers and microbially
degradable polymers. Their mechanical properties are quite different from those of carbon-
or glass-fiber-reinforced polymer composite materials. Elastic nonlinearity and strain-rate
dependency features make this green material more difficult to analyze [2]. Therefore,
more comprehensive research on automotive components made of fully biodegradable
composite becomes essential.

Among the vehicle protective components, bumper beams remarkably affect the
structural energy-absorption capacity to protect the occupant and pedestrian under low-
speed impacts [3]. Bumper beams can be one of the most suitable car components to be
manufactured using natural fiber-reinforced polymers (NFRP). There are many types of
green composites and NFRPs that can be applied to the automotive industry. Some of
the most popular green composites studied in scientific literatures are reinforced with,
e.g., flax, hemp, jute, and sisal fiber, and sustainable polymers such as polylactic acid
(PLA), polyhydroxybutyrate (PHB), and poly(butylene succinate) (PBS) are typically used
as the matrix [4]. Some examples of natural fiber-reinforced composites are PP reinforced
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with hemp, flax, and kenaf fibers [5], Supersap CLR matrix reinforced with sisal fibers [6],
PLA/flax composites [7], PHB/piassava composites [8], and PLA/kenaf composites [9].

Experimental methods can be used to study new materials in the automotive industry.
However, simulation tools based on the finite element method (FEM) as Abaqus, Ansys,
and LS-DYNA have emerged as computer-aided engineering tools due to the elevated cost
and time consumption of the experiments.

The usefulness of the FEM models to analyze the mechanical behavior of components
made from biocomposites is unquestionable. In the past few years, the mechanical engineer-
ing field has been inseparable from such effective and powerful software. The theoretical
principles behind it allow to for the development of new theories or criteria and ensure the
accuracy of the simulation results, as Jalón et al. [10] did in their study about the impact
behavior of flax fiber-reinforced polylactic acid (PLA) composite. They created the FEM
model, simulated the impact scenario, and validated the constitutive model developed for
natural fiber-based composites.

Moreover, FEM has also been further applied by many researchers in the new compos-
ite materials and automobiles field, in order to predict the failure mechanism, deformation
behavior, and mechanical characteristics of automobile bumper beams made of natural
fiber composites more effectively under various impact experiments. Hassan et al. [11,12]
conducted their work on the low-speed impact study of an oil palm empty fruit bunch
(OPEFB) fiber-reinforced composite bumper beam compared with a conventional alu-
minum one. Their numerical simulations (LS-DYNA) showed that the deformation was
more severe in the natural fiber composite bumper than in the aluminum one, and 56%
lighter. Therefore, they concluded that this biocomposite has the potential to replace alu-
minum in bumper beam applications. Arbintarson et al. [13] used an FEM model based on
Solidworks software to study the behavior of a vehicle front bumper made of pineapple leaf
fiber-reinforced composite in the front collision to a wall. They varied the impact velocity
and concluded that the composite bumper could bear collision speeds up to 70 km/h.
Ramasubbu and Madasamy [14] designed a sisal/kenaf fiber-reinforced-composite car
bumper with a FEM model developed in Solidworks to simulate the drop-weight test. Their
analysis of the NFRP bumper beam mechanical behavior was similar to a polycarbonate
bumper. Rubio-López et al. [15] created a numerical FEM model in Abaqus/Explicit to
predict the crashworthiness of all-cellulose composite (ACC) plates under low-velocity
impact. After the simulation, the damage modes of the plate were given, and the energy
threshold that led to its complete failure was obtained.

There are other studies in which researchers analyze the use of natural fiber-reinforced
composites to enhance the chemical, functional, and mechanical performance of tradi-
tional composites such as those reinforced with glass fibers. Ghani et al. [16] studied the
combination of glass/jute fiber-reinforced PBS composite material and the influence of
the stacking sequence on the mechanical, thermal, and water-resistance properties of this
composite. They found that the hybrid composite showed better mechanical performance
than the pure composite, and they mentioned that the glass fiber layer on the surface
could improve the impact performance of the combination. Murugu et al. [17] studied the
quasistatic behavior of hybridized glass-/hemp-fiber-reinforced composite bumper using
an FEM model developed in the Ansys. They concluded that this hybrid composite showed
prominent properties to replace the conventional glass-fiber-reinforced composites.

Fiber-reinforced composites present distinct failure mechanisms to traditional metallic
materials due to their anisotropy and heterogeneity. The different failure criteria in the
literature consider three main failure modes to predict the failure of a fiber-reinforced
composite: matrix cracking, fiber breakage, and delamination. However, many works have
demonstrated that flax-fiber-reinforced composites are failed mainly by fiber breakage.
Qian et al. [18] claimed that when the processing temperature exceeds a critical point, flax-
fiber-reinforced composite fails during impacts, and the primary failure mode appears to be
the fiber breakage of the material. Flax-fiber-reinforced composite thermally treated below
180 ◦C presents better fatigue and impact resistance. However, when the temperature
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exceeds this value, the mechanical properties of the composite are degraded, and the failure
morphology will be changed. The work carried out by Díaz-Álvarez et al. [19] also reported
that the fiber breakage occurs in the flax-fiber composite when impact energies are high,
and the after-impact behavior of the structure presents promising results due to the absence
of the delamination phenomenon. In addition, they also demonstrated that for low impact
energies, the material fails due to matrix cracking.

Numerous studies show that the bumper beam geometry remarkably influences the
structure impact behavior. Significantly, it depends on the structure curvature, cross-section
geometry, and fiber orientation. For instance, in a previous work [20], four types of bumper
beams that differed in the roundness of the cross section were studied under low-velocity
impact test and bending after impact test. The results showed that the cross-section selection
depends on whether the purpose is to achieve a better impact or postimpact performance.
Additionally, the biocomposite-made bumper beams all show low peak force, which means
that using green material can effectively reduce the acceleration during impact.

The main novelty of the present study is the development of an effective FEM model for
predicting the damage behavior of bumper beams made entirely with fully-biodegradable
flax-fiber-reinforced PLA composite. Four cross-sections were modeled to evaluate the
prediction capacity of the model. First, tensile and peeling tests were carried out to obtain
the composite mechanical properties and fracture toughness. Then, the properties were
introduced in a numerical model developed to reproduce the low-velocity impact tests.
Subsequently, the model was validated by comparing numerical predictions and experi-
mental tests published in the previous work [20] in terms of absorbed energy and contact
force history. Moreover, some specimens were inspected using X-ray scan tomography to
validate the accuracy of the delamination extension predicted by the FEM model. Finally,
the model results are used to analyze the different failure modes and energy absorption
mechanisms as a function of the impact energy and cross-section roundness.

2. Methodology

The finite element method was used to create numerical models in Abaqus/Explicit
for the mechanical response prediction of flax/PLA bumper beams under low-velocity
impact tests. The experimental results needed for the numerical model calibration were
published in previous work [20]. Four models were created to reproduce the geometry
of the corresponding different bumper beams (named Type A–D). The methodology was
divided into four steps:

1. Definition of the numerical model. It includes an intralaminar failure model, which
considers nonlinear viscoplastic behavior and the influence of strain rate, and an
interlaminar failure model based on cohesive interaction.

2. Most of the material parameters were obtained through experimental characterization
tests. However, some parameters included in the cohesive interaction are difficult to
obtain experimentally. Thus, they were fitted using the bumper beam Type A results.

3. Once the cohesive parameters were fitted using only the experimental results of the
bumper beam Type A, the experimental results of the other bumper beam types (B, C,
and D) were used to validate the prediction accuracy of the numerical model.

4. Finally, the validated numerical models are used to analyze the failure modes and the
influence of the cross section on the absorbed energy.

2.1. Numerical Model

Before the impact test, every specimen’s weight and dimension was measured for
the modeling in Abaqus/Explicit. The density of the flax/PLA composite was equal to
1.14 ton/m3. According to the previous studies of flax/PLA, this biocomposite presents
nonlinear elastic viscoplastic behavior. Therefore, the traditional mechanical behavior
model for composites considering linear elastic behavior up to failure cannot be used
to reproduce the behavior of green composites. In the present model, two regions were
considered in the stress–strain curve: elastic and viscoplastic. As shown in Figure 1, the
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first elastic stage is assimilated to linear elastic with mechanical properties of E = 5 GPa and
Poisson ratio = 0.3; the second region is viscoplastic and was defined using experimental
strain-rate-dependent data. Tensile tests were carried out in the laboratory at different
velocities to characterize the influence of strain rate. A constitutive viscoplastic model was
defined in a previous work [21], which was implemented in an FEM model to reproduce
the mechanical behavior of flax/PLA plates either under low-velocity impacts [10] or
machining operations scenarios [22,23].
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Figure 1. Stress-strain curves of flax/PLA biocomposite obtained in tensile tests at different
strain rates.

Finally, a VUSDFLD user subroutine was used to define an ultimate strain criterion to
remove elements that reach the ultimate strain. Figure 2 shows the function of the ultimate
strain as a function of the strain rate implemented in this subroutine. For strain rates greater
than 0.0154 s−1, the ultimate strain was fixed as 0.056; otherwise, the ultimate strain obeys
a linear function. These values are based on the results obtained in the experimental tensile
tests; more detail can be found in [21]. Therefore, the subroutine calculates the ultimate
strain as a function of the strain rate and deletes elements that exceed the ultimate strain.

The model developed in Abaqus/Explicit is composed of three solids to mimic the
actual impact scenario: striker, supports, and bumper beam, as shown in Figure 3, to
reproduce the low-velocity impact tests performed [20]. The experimental tests were
performed in three-point bending configuration set in a drop-weight tower to analyze the
impact behavior of four geometrically different flax/PLA bumper beams. An INSTRON-
CEAST Fractovist 6785 drop-weight tower (High Wycombe, Buckinghamshire, UK) was
used; the instrumented striker that moved along the vertical guide rail had customized
features: Charpy nose, the weight of 5.93 kg and diameter of 20 mm.
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Figure 2. The ultimate strain as a function of the strain rate. The element-deletion criterion is
implemented in the VUSDFLD subroutine.
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Figure 3. Numerical model of the bumper beam under low-velocity impact test. The overall setting
and dimension.

The striker was modeled as a 3D discrete rigid shell, element type R3D4, U-form, with
overall length of 70 mm, overall height 25 mm, and radius of the bottom surface of 10 mm.
It has a point mass of 5.93 Kg applied in the up-center point of the structure, called the
reference point (RP), see Figure 3), where a multipoint constraint (MPC) was created to
tie all the nodes of the striker to the RP, constraining the motion of the slave nodes to the
motion of a single point. This simplification was assumed to reduce the computational
cost because the stiffness of the steel striker was much higher than the bumper beam. An
additional advantage of this simplification is that the striker results (velocity, acceleration,
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reaction forces . . . ) can be registered in a single node. All the degrees of freedom of the
striker nodes were restricted except the vertical displacement. Moreover, a predefined
velocity field was defined with values between 1.006 m/s to 4.859 m/s (equivalent to 3–70 J
of kinetic energy).

The supports are composed of two cylinders that hold the bumper beam and four
pins that limit its lateral movement. Since no permanent deformations after impact were
found, the supportive structures were modeled as homogeneous solids with linear elastic
properties of ordinary steels (E = 210 GPa and Poisson Ratio = 0.3), and the element type is
C3D8R. In addition, their boundary conditions were Encastre, see Figure 3.

The actual beam is modeled as a four-layer 3D deformable body, including cohesive
contact properties between layers to reproduce delamination failure. All four bumper beam
types were modeled having the same average thickness (t = 2.5 mm), width (w = 106 mm),
and length (L = 210 mm). However, they differ in the cross-section geometry, as depicted
in Figure 4. Their fillet radius increases from Type A to Type D according to the bumper
beam geometries used in the experimental tests of a previous study [20]. The maximum
radius corresponds to a semicircular geometry and the minimum radius is determined
by the compression-molding manufacturing method. The characteristics of the four cross
sections are summarized in Table 1.
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Figure 4. The cross-section geometry of the bumper beams.

Table 1. Main geometric variables of the four bumper beam cross sections.

Bumper Beam Radius (mm) Height (mm) Weight (g)

Type A 10 40 97.4
Type B 20 40 96.8
Type C 24 40 95.7
Type D 37 40 84.6

The FEM model was verified using the experimental results of low-velocity impacts.
The model mesh should be sufficiently refined to ensure that the results are reliable and
accurate, considering that the computational cost rises according to the model refinement
level. Thus, it was essential to find the optimal mesh to acquire a balance between the
accuracy of the results and the computational cost.

Two variables: the absorbed energy (Eabs) for the whole model and the peak force
(Fmax), were compared with the experimental values to verify the model prediction capac-
ity. Three meshes (coarse, fine, and very fine mesh) were chosen to analyze the convergence
of results for an impact energy of 60 J. The three meshes included a nonuniform distribution
of elements along the beam length to reduce the processing time without compromising
simulation accuracy. The double-bias seeding changed the mesh density progressively from
the coarsest end to the finest center area of the bumper beam, emphasizing the reliability of
the impact zone; see Figure 3.
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For a very fine mesh (101,000 elements), the model lasted 18 h to complete the simula-
tion and the predicted results were 57.66 J of absorbed energy and 2466.6 kN of peak force.
On the other hand, for the fine mesh (65,000 elements), the simulation lasted 11 h and the
results were similar: 58.84 J of absorbed energy and 2490.1 kN of peak force. Therefore, the
fine mesh of approximately 65,000 elements was selected with sizes from 4 mm in beam
ends to 1 mm in the contact area.

2.2. Fitting

The fitting process was conducted on the type A bumper beam, while other bumper
beam types were used in the validation process. As mentioned in the previous section,
cohesive interaction was used to simulate the interlaminar damage onset and propagation.
Polylactic acid (PLA) thermoplastic was used to bind the different layers of the bumper
beam, working as the cohesive element for the entire system; thus, its mechanical properties
were taken as references for the cohesive properties in Abaqus/Explicit (see Table 2).

Table 2. Mechanical properties of PLA, data from [24].

Mechanical Properties PLA

Tensile strength (MPa) 54.27
Young modulus (MPa) 3180

As the interface thickness of the bonded layers was negligible, a cohesive constitutive
response based on traction–separation law was used for the numerical model. Abaqus
offers the traction–separation model that assumes an initial linear elastic behavior followed
by two stages, the initiation of damage (the onset of degradation) and the evolution of
damage (the propagation of the damage up to failure). The elastic behavior is defined
as an elastic matrix that relates the nominal and shear stress to the nominal and shear
separation [25]. Therefore, the stiffness coefficients (Knn = Kss = Ktt) were specified as the
Young modulus of PLA for uncoupled traction–separation behavior (Table 2). These values
were not modified during the fitting process.

To define the damage initiation stage, the maximum nominal stress criterion was con-
sidered, i.e., when the maximum contact stress ratio reaches one, as shown in Equation (1),
the damage of the instances will initiate.

max
{

tn

to
n

,
ts

to
s

,
tt

to
t

}
= 1 (1)

where tn, ts, and tt are the normal and the two shear tractions from the nominal traction
stress vector, respectively.

The peak values of the contact stress (to
n, to

s , to
t ) were established during the fitting

process. The initial value for these three parameters was equal to the PLA tensile strength,
54.27 MPa (Table 2). However, low absorbed energy and poor delamination response
were generally detected in the simulations. The comparison with experimental results
showed that these parameters required modification to increase the model accuracy. By the
trial-and-error method, lower values seemed to give more reasonable results of energy and
force, so the final attempt led to final stress of to

n = to
s = to

t = 30 MPa.
For the damage evolution specification, the approach used in this study was based on

the dissipated energy due to failure (fracture energy), which is equal to the area under the
traction–separation curve, and a linear softening behavior was considered to simplify the
scenario. Once that, Benzeggagh–Kenane (BK) fracture criterion was chosen to compute
the damage evolution of the cohesive interface, and the formulation is given by

GIC + (GI IC − GIC)

{
GS
GT

}η

= GC (2)
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where GI IC = GI I IC, GS = GI IC + GI I IC, GT = GIC + GS, and η is an empiric value
called cohesive property parameter. According to Riccio et al. [26], the cohesive property
parameter comes from experimental tests, ranging between 1 and 1.6. In order to simplify
the study, η was equal to 1 for the numerical model.

Since green composites are still in their early stages of development, these materials are
not commonly tested through the double cantilever beam test method (DCB) to determine
the interlaminar fracture toughness energy (GIc), and few experimental tests can be found in
the literature. To obtain the interlaminar fracture toughness energy in Mode I (GIc), double
cantilever beam (DCB) tests according to the ASTM D5528-13 standard [27] were carried out,
Figure 5a). It should be noticed that this standard was developed for carbon-fiber-reinforced
plastics. However, it was used in this study because no specific standard for natural fiber-
reinforced composites was found. According to the ASTM D 5528 standard, GIC can be
found using the area of the force–displacement curve, Figure 5b), using Equation (3):

GIc =
A

a·w (3)

where A represents the area below the load–displacement diagram, a indicates the propa-
gated crack length, and w is the width of the specimen, Figure 5c).
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Figure 5. Experimental tests conducted to determine the interlaminar fracture toughness energy
in Mode I. (a) Experimental setup; (b) load–displacement curve; (c) geometry of the specimens.
Dimension not to scale.

The GIc value obtained in the experimental tests conducted on flax/PLA specimens
was 2 mJ/mm2. However, no experimental tests were conducted on the flax/PLA speci-
mens to determine the fracture toughness energy mode II (GIIc) and mode III (GIIIc). The
reason is the lack of specific standards and the difficulty of applying standards developed
for CFRPs because the stiffness of natural fibers is much lower than that of carbon fibers.
Therefore, to fit GIIc and GIIIc, values between 2 and 3 mJ/mm2 were checked. This range
was selected because the fracture toughness energy modes II and III are equal to or higher
than mode I in composites. After the fitting process, values of fracture toughness energies
were fixed at GIc = GIIc = GIIIc = 2 mJ/mm2.

As a result of the fitting process, the model reasonably predicted the contact force
history, the evolution of absorbed energy, and the delamination extension for different
impact energies on bumper beam Type A.
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2.2.1. Contact Force History

Figure 6 compares the experimental results and the numerical predictions regarding
the contact-force history for impact energies equal to 30 J, 50 J, and 70 J. These impact
energies were selected because they were representative of the three typical impacts:
damage located in contact area at 30 J, complete failure of the bumper beam at 70 J, and
intermediate case at 50 J. It can be seen that the model can predict not only the peak forces
but also the different trends of contact force history and the duration of the impact event.
The FEM model can predict the force history recorded in experimental results for 30 J and
70 J with a great accuracy; however, the accuracy in the 50 J impact test is lower. There
are two possible reasons for this lack of precision: first, there is an intrinsic scattering in
experimental results for composites reinforced with natural fibers; and second, 70 J is a case
of high impact energy that produces the total failure of the beam, and 30 J is a case of low
impact energy with localized damage, while 50 J is an intermediate impact energy, and the
transition energies are more difficult to reproduce with numerical of theoretical models.
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2.2.2. Absorbed Energy

The evolution of the absorbed energy is shown in Figure 7. For impact energies of 30 J
or 50 J, the curves can be divided into two stages. First, absorbed energy increases until it
reaches the maximum value, the impact energy. Then, the absorbed energy decreases until
the final value. The decrease in the second stage is produced because part of the absorbed
energy was elastic energy that the striker recovered in the form of kinetic energy.
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Figure 7. Energy history of bumper beam type A under impact energies of 30 J, 50 J, and 70 J.

On the other hand, for impact energy of 70 J, the absorbed energy increases until a
maximum value of around 60 J because that is the maximum capacity of energy absorption
of the bumper beam. When that energy is achieved, a complete failure is produced in the
bumper beam, and the contact forces drop to zero, see Figure 6. The model can reproduce
the absorbed energy evolution and predict the bumper beam total absorbed energy.

2.2.3. Delamination Damage Extension

Finally, three Type A specimens were subjected to X-ray scan tomography to evaluate
the damage after impact. The equipment used—a Phoenix v/tomex of GE Sensing and
Inspection Technologies X Ray company—has an x-ray tube with a 140 kV nanofocus.
Figures 8–10 show a comparison between the tomography results and the numerical model
predictions. At impact energy of 30 J, Figure 8, the predicted extension of the delamination
in the top corner of the middle section (section B) is quite similar to the experimental
scenario, which indicates a good accuracy of this FEM model. The numerical model also
predicted slight delamination at the bottom corners of the sections near the supports
(sections A and C). However, these delaminations were not detected in the tomography
inspections; this discrepancy can be explained by the boundary conditions that cannot
reproduce the complex nature of experimental impact test. The delaminations seem to
occur only at the impact zone of the bumper beam.
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Figure 8. Tomography of bumper beam type A, impact energy of 30 J; and comparison with numerical
results. Observation of the interlaminar failure in the ends of the beam (sections A and C) and in the
impacted section (section B). Red arrows point the appearance of failure in sections A and C in the
numerical screenshot, red ovals point to failure at fillet radius in section B.

When impact energy increases to 50 J (Figure 9), the damage in the central section
also increases considerably. Delaminations can be found at the top corners and on the web.
Moreover, a permanent deflection can be appreciated in the top flange. The model can
reproduce this increase in delamination and permanent deformations due to plastic strains.
For cross sections near the supports, both experimental and numerical results agree on the
presence of small delaminations in the web and the bottom corners. The rest of the bumper
beam sections do not present delaminations.
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Figure 9. Tomography of bumper beam type A, impact energy of 50 J; comparison with numerical
results. Observation of the interlaminar failure in the ends of the beam (sections A and C) and the
center of impact (section B). The red arrows in the numerical screenshot point the appearance of
failure in sections A and C.

If impact energy increases to 60 J (see Figure 10), the numerical model again accurately
reproduces the damage in the impact section of the structure. Moreover, smaller delamina-
tions appear in the top flange and the web of the cross sections near the support. Finally,
considering the numerical model prediction capability in terms of contact force, absorbed
energy, and damage extension, the fitted parameters were fixed, and the results in bumper
beam types B, C, and D were used to validate the numerical model.
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Figure 10. Tomography of bumper beam type A, impact energy of 60 J; comparison with numerical
results. Observation of the interlaminar failure in the ends of the beam (sections A and C) and the
center of impact (section B). The red arrows in the numerical screenshot point the appearance of
failure in sections A and C.

3. Model Validation: Comparison with Experimental Data

After the fitting process, the same loading and boundary conditions were used for the
remaining types of bumper beams by only changing the cross-section geometry. Validation
of the models is studied in this section by comparing numerical and experimental results.

Figure 11 shows the absorbed energy versus the impact energy curves (Eabs-Eimp) of
the four bumper beams in which the numerical prediction is compared with the experimen-
tal data. Generally, the numerical results show excellent agreement with the experimental
data, except for 30–50 J. These disagreement produces different slopes in numerical and
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experimental curves. The main reason for this underestimation of absorbed energy is that
the threshold energy of the bumper beams occurs within 30–50 J. For impact energies near
the threshold energy, the behavior is intermediate between local damage in the contact area
and complete failure of the bumper beam. This intermediate behavior is the most difficult
to reproduce with a numerical model. Moreover, as massive damage (matrix cracking, fiber
breaking, and delamination) initiates at this range, more uncertainty makes the scenario
harder to predict and explains the difference between the experimental and numerical
values. Nevertheless, the numerical model can reproduce the tendency and the values of
absorbed energy with reasonable accuracy for the four bumper beam types.
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Figure 11. Absorbed energy as a function of impact energy. Experimental and numerical results
comparison for all the bumper beam types. (a) Eabs-Eimp for Type A; (b) Eabs-Eimp for Type B;
(c) Eabs-Eimp for Type C; and (d) Eabs-Eimp for Type D.

Figure 12 shows the contact force versus displacement curves for all the bumper beam
types. Three impact energies were selected because they are representative of the three
different impact behaviors. The lower impact energy, 30 J, represents a typical low-velocity
impact with localized damage in the contact area. The force increases with displacement
until the peak force is reached, then both force and displacement decrease until force drops
to zero, but there is a permanent displacement around 10–15 mm. The impact energy of 70 J
is the highest impact energy analyzed in this work and represents the complete failure of
the bumper beam. The force increases with displacement until the peak force is reached and
then drops to zero, but the displacements always increase, indicating that the striker does
not rebound. The impact energy of 50 J represents an intermediate behavior with significant
damage in the bumper beam but without a complete failure. The force–displacement curve
at this energy is also a transitional curve between low and high impact energy. The force
increases with displacement until peak force is reached, then the force decreases, but the
displacement keeps increasing until maximum displacement is reached; finally, both force
and displacement decrease. It can be observed that the numerical model can predict the
experimental trends for the three impact energies, even the unique case of Type C at 50 J
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(Figure 12c), where there is a second peak force. This unusual appearance might point
out that the cracks start to appear in the beam structure, and this tendency grows more
remarkable from Type A (Figure 12a) to Type D (Figure 12d). Therefore, the numerical
model showed an excellent prediction capability in terms of contact force, displacement,
and energy absorption.
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Figure 12. Force versus displacement curves of all the bumper beam types. Comparison between the
experimental and the numerical results. (a) Curves for Type A; (b) Curves for Type B; (c) Curves for
Type C; and (d) Curves for Type D.

4. Damage Analysis

The validated numerical model was used to analyze the damage evolution and bet-
ter understand the energy-absorption mechanisms of the biocomposite bumper beams.
Figures 13–16 show the delamination pattern in the middle cross section for all the bumper
beam types at different impact energies. The goal of the analysis of damage in the middle
cross section is the explanation of the results shown in Figure 11. The energy-absorption
capability of the bumper beam Type A is not reached because the absorbed energy at 70 J is
clearly higher than that at 60 J. In bumper beam types B and C, the absorbed energy at 60 J
is almost equal to at 70 J, indicating that 60 J is the threshold energy where the maximum
energy absorption capability is reached. This maximum energy-absorption capability was
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reached at 50 J for bumper beam type D because the absorbed energy does not increase
more at 60 J or 70 J.
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Figure 15. Delamination initiation criterion at the middle cross section of bumper beam Type C.
Impact energy: 30 J (a), 40 J (b), 50 J (c), 60 J (d), and 70 J (e).
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Figure 16. Delamination initiation criterion at the middle cross section of bumper beam Type D.
Impact energy: 30 J (a), 40 J (b), 50 J (c), 60 J (d), and 70 J (e).

The evolution of delamination with impact energy in bumper beam Type A can be
observed in Figure 13. For the impact energy of 30 J (Figure 13a), delamination is localized
at the top corners, but the center of the top flange and the webs are free of delaminations.
When impact energy increases to 40 J and 50 J (Figure 13b,c), delaminations propagate along
the top flange and the webs but do not entirely fail. It can also be seen that the cracking
of the section begins from the corner at 40 J and 50 J, which corresponds exactly to the
anomaly that appears in the force-displacement at 50 J of Figure 12. When impact energy is
equal to 60 J (Figure 13d), delamination is propagated through the top flange, and still, part
of the webs is free of delamination. Only at the impact energy of 70 J, (Figure 13e), all the
webs and top flange are delaminated; thus, the stiffness of the cross section drops to zero,
and the absorbed energy capability of the bumper beam Type A is reached. This tendency
agrees with the results shown in Figure 11, indicating that absorbed energy increases with
impact energy in the range of impact energy studied in this work.
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Figure 14 shows the delamination of bumper beam Type B for different impact energies
at the middle cross section. For impact energy of 30 J (Figure 14a), delaminations are located
at the top corners. When impact energy increases to 40 J (Figure 14b), there is a slight
propagation of delaminations, but they are located around the top corners. If impact energy
increases to 50 J or 60 J (Figure 14c,d), delaminations propagate in the top flange and the
webs, but some parts of the webs and top flange are still free of delamination. For impact
energy of 70 J (Figure 14e), delaminations are extended through the whole top flange and
webs; thus, the stiffness of the cross section is lost, and the energy-absorption capability of
the bumper beam Type B is reached. Figure 11 shows that the absorbed energy of bumper
beam Type B increases with impact energies up to 70 J. However, the increment from 60–70 J
is almost negligible, indicating that the threshold energy is probably between 60 J and 70 J.

The predictions of delaminations in the bumper beam Type C under different impact
energies at the middle cross-section are shown in Figure 15. Delaminations are located at
the top corner for the impact energy equal to 30 J (Figure 15a). For impact energies of 40 J
and 50 J (Figure 15b,c), delaminations propagate through the top flange and webs, but with
some parts of them free of delaminations. Furthermore, for impact energies of 60 J and 70 J
(Figure 15d,e), delaminations are entirely extended in the top flange and webs, indicating
that the cross-section stiffness drops to zero and the maximum energy absorption capability
of the bumper Type C is reached at 60 J. These results agree with those shown in Figure 11
because the absorbed energy of bumper beam Type C increases with impact energy until
60 J, and the absorbed energy at 70 J is almost equal to that of 60 J.

Figure 16 shows the bumper beam Type D delamination at the middle cross section
for different impact energies. For impact energy of 30 J (Figure 16a), delaminations are con-
centrated at the ±45◦ angles of the arc. If the impact energy increases to 40 J (Figure 16b),
delaminations propagate toward the arc center, but the arc bottom part is free of inter-
laminar damage. For impact energies equal to or higher than 50 J (Figure 16c), the whole
arc of the cross section is delaminated; thus, the cross section loses its stiffness, and the
energy-absorption capability of the bumper beam Type D is reached. The results shown
in Figure 11 confirm that 50 J is the impact energy threshold because the absorbed energy
increases with impact energy until 50 J, and the absorbed energy at 60 J and 70 J is almost
equal to that of 50 J.

The comparison of the different bumper beam types indicates that the lower the
roundness of the cross section, the higher the energy-absorption capability. The squarest
cross section, Type A, is the bumper beam with the highest energy absorption capability.
On the other hand, the hemi-circumference cross-section-shape bumper beam, Type D, with
the highest roundness, presents the lowest energy-absorption capability. Finally, the energy
absorbed by types B and C is intermediate because their roundness is also transitional
between types A and D. The main reason for this phenomenon is that the moment of inertia
of the cross section decreases with the roundness. Therefore, contact forces also decrease
with the cross-section roundness, as shown in Figure 12. The absorbed energy increases
with the contact force; thus, bumper beam Type A shows the highest energy-absorption
capability, and Type D the lowest.

Another reason behind this phenomenon is that the threshold energy is associated
with the damage extended to the whole cross section. The delamination onset is located at
the cross-section corners. If the corner radius is small, as in Type A, delaminations are more
concentrated around the corners. In contrast, a high radius implies that delaminations are
more prone to be distributed through the entire cross section. In other words, delamination
can propagate prematurely through the cross section at lower impact energies.

These results are in clear contradiction with previous works on impact on flat plates of
NFRPs [18,19], where the main failure mode observed is fiber breakage, and delaminations
are almost negligible. This work, and a previous study on bumper beams manufactured
with green composites [20], demonstrate that the impact behavior of curved specimens as
bumper beams are strongly dominated by delaminations, being the delamination effect
negligible only on flat plates.
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To obtain a better understanding of the differences between the impact behavior of the
four cross sections, a comparison of the failure modes at 60 J was performed using a high-
speed camera to record the impact tests. Figure 17 compares the bumper beam deformed
shape predicted by the numerical model with the experimental results at the impact energy
of 60 J. It can be seen in Figure 17a) that types A and B do not fracture at 60 J. The bumper
beam absorbed most of the kinetic energy, and the rest was returned to the striker with the
elastic recovery of the bumper. Therefore, as the impact performance of bumper beam types
A and B has not reached the limit, they can still have residual properties in postimpact
testing. However, bumper beams C and D have already experienced a complete failure at
this impact energy.
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5. Conclusions

The numerical model developed in Abaqus/Explicit shows accurate predictions on the
damage behavior of the four types of bumper beams made of flax/PLA green composites.
Its validation was carried out by comparing with the experimental low-velocity impact
results: the energy absorption, contact-force history, and extension of delamination. More-
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over, the model was also used to analyze the damage evolution and the energy-absorption
mechanisms of the biocomposite bumper beams as a function of the impact energy and
cross-section roundness. The reliability of the numerical model in predicting the growth of
the delamination phenomenon was verified by comparing the damage with the X-ray scan
tomography of Type A.

From the study, several conclusions are drawn:

- Regarding the prediction of the absorbed energy of the bumper beam, the numerical
results show excellent agreement with the experimental data. The model is able to
predict the different behavior as a function of impact energy, from localized damage
to complete failure.

- Analysis of the force–displacement curves at impact energies of 30 J, 50 J, and 70 J shows
that the permanent deformations of the bumper beam initiate at 30 J; the damage on
the structure becomes significant and shows different severity for the four types at 50 J;
and the complete failure of the beams is produced at 70 J.

- Experimental and numerical results revealed that the threshold energy, where the
maximum energy absorption capability is reached, for Type A is over 60 J; for Type B
and C is around 60 J; and for Type D is at 50 J.

- The damage evolution showed that the delamination manifests initially in the section
corners and then spreads further. It implies that delaminations are more prone to
propagate through the entire cross section and more prematurely for rounder types.

- Adding the fact that the rounder section presents smaller peak force and threshold
energy. Therefore, the squarest cross section, Type A, is the bumper beam with the
highest energy-absorption capability. Conversely, the roundest one, Type D, presents
the lowest energy-absorption capability. The lower the roundness of the cross section,
the higher the energy-absorption capability.

- Lastly, the numerical model predicted the same deformed shape of the four bumper
beams under 60 J as the experimental scenario.

The development of a numerical model that can accurately predict the impact behavior
of structures manufactured with green composites opens new lines of research in the use
of green composites in structures designed to absorb energy from impacts. However, to
facilitate the use of green composites in industry, further research must be focused on the
impact behavior of green composites after ageing tests.
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Ömer Civalek 1,2 , Büşra Uzun 3,* and Mustafa Özgür Yaylı 3

1 Civil Engineering Department, Akdeniz University, 07058 Antalya, Turkey
2 Research Center for Interneural Computing, China Medical University, Taichung 40447, Taiwan
3 Division of Mechanics, Civil Engineering Department, Bursa Uludag University, 16059 Bursa, Turkey
* Correspondence: buzun@uludag.edu.tr; Tel.: +90-224-294-26-36

Abstract: An efficient eigenvalue algorithm is developed for the axial vibration analysis of embedded
short-fiber-reinforced micro-/nano-composite rods under arbitrary boundary conditions. In the
formulation, nonlocal elasticity theory is used to capture the size effect, and the deformable boundary
conditions at the ends are simulated using two elastic springs in the axial direction. In addition, to
determine the reinforcing effect of restrained nano-/micro-rods, a new system of linear equations with
the concept of the infinite power series is presented. After performing the mathematical processes
known as Fourier sine series, Stokes’ transformation and successive integration, we finally obtain
a coefficient matrix in terms of infinite series for various rigid or deformable boundary conditions.
Some accurate eigenvalue solutions of the free axial vibration frequencies of the short-fiber-reinforced
micro-/nano-composite rods with and without being restrained by the means of elastic springs are
given to show the performance of the present method. The presence of the elastic spring boundary
conditions changes the axial vibration frequencies and corresponding mode shapes.

Keywords: axial vibration; short-fiber-reinforced; Fourier series; nonlocal elasticity

1. Introduction

Due to their unique qualities, composite materials have garnered increasing attention
over the past few decades. Composites are materials formed from at least two different
components with different chemical and physical properties. These special materials have
a more advanced structure than their constituent components thanks to the combination of
different properties.

There are various types of composite materials used in different applications in the
field of engineering. They can be constituted in different forms in accordance with the
intended use. One of these is short-fiber-reinforced composite materials. These materials
are formed by placing fibers of short length into a matrix in various arrangements.

Recently, studies involving the analysis of reinforced structures have gained mo-
mentum. Fiber-reinforced [1,2], carbon nanotube-reinforced [3–10] and graphene platelet-
reinforced [11–15] structures can be found in the recent literature. However, other compos-
ite structures like functionally graded [16–20], sandwich [21,22] and porous functionally
graded structures [23–28] have also attracted considerable interest. As can be seen, com-
posite structures have attracted attention not only at a macro scale but also at nano and
micro scales. While analyzing structures at nano and micro scales, we see that many of
them are presented with theories based on the size effect. When we look at the governing
equations represented by these theories, it is understood that they contain one or more
parameters in addition to the classical constants. These parameters, generally called small-
scale parameters, make it possible to investigate the size effect. Researchers working on the
analysis of various very small-scale nano- and micro-structures have used these size effect
theories, such as doublet mechanics theory [29–33], modified couple stress theory [34–39],
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nonlocal elasticity theory [1,40–45], nonlocal strain gradient theory [46–49] and strain gra-
dient theory [50–53]. Researchers use a variety of techniques to analyze an element or
structure, such as a rod, beam, plate, frame, etc., whether at the macro, nano, or micro
level. Some of these techniques are: the finite element method [1,33,41,42,54,55], artificial
neural networks [56], the Laplace transform [57], Stokes’ transformation [18,28,43,45], the
perturbation technique [5] and the Chebyshev–Ritz method [19]. This is the first work to
investigate the longitudinal vibration behavior of short-fiber-reinforced micro-/nano-rods
embedded in an elastic medium via Fourier sine series with Stokes’ transformation.

This paper presents the free axial vibrational response of a restrained and size-
dependent micro- and nano-scale rod embedded in an elastic medium based on Eringen’s
nonlocal elasticity theory [58]. The size dependency of the material characteristics are mod-
eled according to the short-fiber-reinforced micro- and nano-composite rods. In addition,
displacements at the ends are defined based on classical rod theory. This paper presents
for the first time a solution based on the Stokes’ transformation and Fourier sine series
for the axial vibration of short-fiber-reinforced nano-/micro-rods with arbitrary boundary
conditions in the presence of an elastic medium. The contribution of this work is that it
provides an approach to study the effect of both an elastic medium and arbitrary boundary
conditions on the axial vibration of short-fiber-reinforced micro-/nano-rods. Fourier sine
series are also utilized to define the axial deflection function. Nonlocal force boundary
conditions are utilized to derive the systems of linear equations for specifying the elastic
foundation, nonlocal and short fiber parameters. The linear system of equations obtained
is discretized with the help of Stokes’ transformation. A coefficient matrix and the cor-
responding eigenvalue problem is constructed for longitudinal dynamic analysis of the
short-fiber-reinforced micro- and nano-composite rods under rigid or restrained boundary
conditions. This coefficient matrix includes nonlocal parameter boundary conditions, a
short fiber constant and an elastic foundation coefficient.

2. Nonlocal Elasticity

Nonlocal elasticity theory is the most preferred continuum mechanics approach for
nano-sized structures. This continuum mechanics theory was introduced by Eringen [58].
In accordance with nonlocal elasticity theory, the stresses and strains of one location inside
a structure are related to the stresses and strains of other locations that are close to the
reference point.

For the axial vibration behavior of a composite micro-/nano-sized rod, the constitutive
equation based on the nonlocal elasticity theory is written as follows [1]:

[
1− µ

∂2

∂x2

]
τxx = Ecε (1)

where µ = e0a2, τxx denotes the nonlocal stress, Ec specifies the Young’s modulus of
the composite, and ε represents the axial strain. In addition, e0a is called the nonlocal
parameter. This nonlocal parameter allows us to investigate the size effect on the composite
micro-/nano-rod. Furthermore, a defines the internal characteristic length and e0 specifies
a material constant. The equation of motion for the longitudinal vibration of the composite
micro- and nano-rods can be described by [44]:

∂Nl

∂x
+ f = ρc A

∂2u(x, t)
∂t2 (2)

in which Nl denotes the axial force of local (classical) elasticity, f specifies the distributed
axial force acting on the composite rod, ρc represents the density of the composite, A is the
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cross-sectional area, u(x, t) is the axial displacement and t is the time. In addition, the axial
force of local elasticity Nl can be defined as:

Nl =
∫

A

σxxdA (3)

In Equation (3), σxx is the component of local stress. By integrating Equation (1) with
respect to the cross-sectional area of the composite, the following relation is obtained:

N − µ
∂2N
∂t2 = Nl (4)

Here, N represents the axial force of nonlocal elasticity theory and is defined as:

N =
∫

A

τxxdA (5)

One can derive the equation of motion for longitudinal vibration of the composite
micro- and nano-rods via Equations (2)–(5):

Ec A
∂2u(x, t)

∂x2 + f − µ
∂2 f
∂x2 = ρc A

∂2u(x, t)
∂t2 − µρc A

∂4u(x, t)
∂x2∂t2 (6)

In this paper, the influence of an elastic medium on the longitudinal vibration frequen-
cies of the short-fiber-reinforced composite micro- and nano-rods is investigated for the
first time. For this purpose, the force based on the elastic medium is considered in the
following form [44]:

f = −ku(x, t) (7)

In this study, the composite micro-/nano-rod is considered to be surrounded by an
elastic medium. As expected, this elastic medium has a stiffness. In Equation (7), k denotes
the stiffness of the elastic medium. One can derive the equation of motion for an embedded
composite micro-/nano-rod by inserting Equation (7) into Equation (6) as follows:

Ec A
∂2u(x, t)

∂x2 − ku(x, t) + µk
∂2u(x, t)

∂x2 − ρc A
∂2u(x, t)

∂t2 + µρc A
∂4u(x, t)
∂x2∂t2 = 0 (8)

It should be highlighted here that if the parameter µ is set to zero, the equation is
simplified to the equation of the classical embedded composite rod as follows:

Ec A
∂2u(x, t)

∂x2 − ku(x, t)− ρc A
∂2u(x, t)

∂t2 = 0 (9)

The other point that should be highlighted here is that if the elastic medium stiffness
k is set to zero, the equation is reduced to the equation of the un-embedded composite
micro-/nano-rod as follows [1]:

Ec A
∂2u(x, t)

∂x2 − ρc A
∂2u(x, t)

∂t2 + µρc A
∂4u(x, t)
∂x2∂t2 = 0 (10)

3. Material Properties of Short-Fiber-Reinforced Composite

In this study, the free longitudinal vibration behavior of the embedded short-fiber-
reinforced composite micro-/nano-rod with deformable boundary conditions is investi-
gated via Eringen’s nonlocal elasticity theory [58]. Furthermore, an aligned composite
micro-/nano-rod and a randomly oriented composite micro-/nano-rod with elastic springs
are shown in Figures 1 and 2, respectively. In addition, an illustration of a randomly ori-
ented composite material may be seen in Figure 3. As can be seen in the governing equation
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of embedded nano-rods given in Equation (10), Young’s modulus (Ec) and density (ρc) are
properties of short-fiber-reinforced micro-/nano-rods that should be defined. In this section,
these properties are described. This study adopts the Halpin–Tsai equations [59]. These
simple and easy-to-use equations are quite reasonable as they give accurate predictions, as
long as the fiber volume fraction does not approach one [60]. Via Halpin–Tsai equations,
the longitudinal and transverse Young’s moduli of aligned short-fiber-reinforced composite
materials are written as follows [60]:

EL = Em




1 +
(

2l
d

)
ηLVf

1− ηLVf


 (11)

ET = Em

(
1 + 2ηTVf

1− ηTVf

)
(12)

Figure 1. Illustrations of composite micro-/nano-rods with elastic springs: (a) aligned composite
micro-/nano-rod; (b) randomly oriented composite micro-/nano-rod.
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Figure 2. Illustration of a randomly oriented composite material.

By arranging short fibers in a matrix in different ways, short-fiber-reinforced composite
materials are formed. In the above equations, Em represents the Young’s modulus of the
matrix, d is the diameter of the fiber, l denotes the length of the fiber and Vf is the volume
fraction of the fiber. In addition, ηL and ηT seen in Equations (11) and (12) are described as:

ηL =




E f
Em
− 1

E f
Em

+ 2
(

l
d

)


 (13)

ηT =




E f
Em
− 1

E f
Em

+ 2


 (14)

in which E f specifies the Young’s modulus of the fiber of the composite. Moreover, the
Young’s modulus of a randomly oriented short-fiber-reinforced composite is described as
follows [60]:

Ec = Erandom =
3
8

EL +
5
8

ET (15)

Lastly, the density of the short-fiber-reinforced composite should be defined. The
density of the short-fiber-reinforced composite is given as follows [1]:

ρc = ρm

(
1−Vf

)
+ ρ f Vf (16)

In the above equation, ρc, ρm and ρ f are the density of the short-fiber-reinforced
composite, matrix and fiber, respectively. Short-fiber-reinforced composites include two
different components, the matrix and the fibers, with different material properties. Depend-
ing on these components’ properties, the composite’s material properties are calculated
with the equations given above.

189



Materials 2022, 15, 6803

Figure 3. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus nonlocal parameter: (a) 1st mode (b) 2nd mode (c) 3rd mode (d) 4th mode (e) 5th mode
(f) 6th mode (g) 7th mode.
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4. Fourier Infinite Series with Stokes’ Transformation

In this section of the study, the adopted solution procedure is applied to the longitudi-
nal vibration of embedded short-fiber-reinforced composite micro-/nano-rods restrained
with axial elastic springs at both ends. Assuming harmonic vibrations, u(x, t) may be
represented by:

u(x, t) = Ψ(x) cos(ωt) (17)

One can get the following expression by substituting Equation (17) into Equation (8):

− Ec A
d2Ψ(x)

dx2 − kΨ(x)− µk
d2Ψ(x)

dx2 − ρc Aω2Ψ(x) + µρc Aω2 d2Ψ(x)
dx2 = 0 (18)

in which ω specifies the natural frequency of the composite micro-/nano-rod in terms of
rad/s and Ψ(x) defines the modal displacement function, and Ψ(x) can be written in three
separate regions as below [43,45]:

Ψ(x)= Ψ0 x = 0, (19)

Ψ(x)= ΨL x = L, (20)

Ψ(x)= ∑∞
j=1 Hjsin

(
jπx
L

)
0 < x < L (21)

Hj in Equation (21) is defined as:

Hj=
2
L

∫ L

0
Ψ(x) sin

(
jπx
L

)
dx (22)

The first derivative of Equation (21) leads to:

Ψ′(x)= ∑∞
j=1

jπ
L

Hj cos
(

jπx
L

)
(23)

Furthermore, we can write Equation (23) as a Fourier cosine infinite series as follows:

Ψ′(x) =
h0

L
+ ∑∞

j=1 hj cos
(

jπx
L

)
(24)

The coefficients h0 and hj can be expressed as:

h0 =
2
L

∫ L

0
Ψ′(x)dx =

2
L
[Ψ(L)−Ψ(0)] (25)

hj=
2
L

∫ L

0
Ψ′(x) cos

(
jπx
L

)
dx j = 1, 2, . . . (26)

If we apply integration by parts, we obtain the following expressions:

hj=
2
L

[
Ψ(x) cos

(
jπx
L

)]L

0
+

2
L

[
jπ
L

∫ L

0
Ψ(x) sin

(
jπx
L

)
dx
]

(27)

hj=
2
L

[
(−1)jΨ(L)−Ψ(0)

]
+

jπ
L

Hj (28)

To continue the mathematical steps, we should find the first two derivatives of the
displacement function Ψ(x). The first two derivatives of Ψ(x) are calculated as [43,45]:

dΨ(x)
dx

=
ΨL −Ψo

L ∑∞
j=1 cos

(
ξ jx
)



2
(
(−1)jΨL −Ψ0

)

L
+ ξ j Hj


 (29)
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d2Ψ(x)
dx2 = ∑∞

j=1 ξ j sin
(
ξ jx
)



2
(
(−1)jΨL −Ψ0

)

L
+ ξ j Hj


 (30)

in which ξ j is defined as:

ξ j =
jπ
L

(31)

In this step of the solution, we should find the Fourier coefficient Hj. To find Hj, we
substitute Equations (21), (30) and (31) into Equation (18):

Hj=
2jπ
(
−γ2λ2 + γ2K + 1

)(
Ω0 − (−1)jΩL

)

−λ2 + K2 + π2 j2γ2K− π2 j2γ2λ2 + π2 j2
(32)

Here,
γ2 =

µ

L2 (33)

K =
kL2

Em A
(34)

λ2 =
ρc Aω2L2

Ec A
(35)

The axial displacement for the axial vibration of a composite micro-/nano-sized rod
embedded in an elastic medium yields:

u(x, t) = ∑∞
j=1

2jπ
(
−γ2λ2 + γ2K + 1

)(
Ω0 − (−1)jΩL

)

−λ2 + K2 + π2 j2γ2K− π2 j2γ2λ2 + π2 j2
sin
(

jπx
L

)
cos(ωt) (36)

The above equation is the more general axial displacement equation, consisting of the
elastic medium effect and small size effect for a composite micro-/nano-rod.

5. Frequency Determinants for the Short-Fiber-Reinforced Micro-/Nano-Rods

In this section of the study, a number of eigenvalue problems for the various degener-
ated cases of short-fiber-reinforced micro-/nano-rods based on nonlocal elasticity are set up.
Via these eigenvalue problems, the axial vibration frequencies of the short-fiber-reinforced
micro-/nano-rods are found.

5.1. General Case

To obtain the free axial frequencies of embedded short-fiber-reinforced micro-/nano-
rods, size-dependent boundary conditions should be written in terms of elastic axial springs
at both ends.

Ec A
∂u
∂x

+ µρc A
∂3u

∂x∂t2 =Ω0Ψ0, x = 0 (37)

Ec A
∂u
∂x

+ µρc A
∂3u

∂x∂t2 =ΩLΨL, x = L (38)

In the above equations, Ω0 and ΩL define the axial spring stiffnesses of the short-fiber-
reinforced nano-rod. By inserting Equations (29) and (36) into Equations (37) and (38), the
following two homogeneous equations are found:

(
γ2λ2 −Ω0 − 1 +

∞
∑

j=1

2(−γ2λ4+λ2+γ2λ2K−K)
−λ2+π2 j2γ2K+K−π2 j2γ2λ2+π2 j2

)
Ψ0+

(
−γ2λ2 + 1−

∞
∑

j=1

2(−1)j(−γ2λ4+λ2+γ2λ2K−K)
−λ2+π2 j2γ2K+K−π2 j2γ2λ2+π2 j2

)
ΨL = 0

(39)
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(
−γ2λ2 + 1−

∞
∑

j=1

2(−1)j(−γ2λ4+λ2+γ2λ2K−K)
−λ2+π2 j2γ2K+K−π2 j2γ2λ2+π2 j2

)
Ψ0+

(
γ2λ2 −ΩL − 1 +

∞
∑

j=1

2(−γ2λ4+λ2+γ2λ2K−K)
−λ2+π2 j2γ2K+K−π2 j2γ2λ2+π2 j2

)
ΨL = 0

(40)

In the above equations, Ω0 and ΩL are the non-dimensional forms of the stiffnesses of
axial springs and they are defined by:

Ω0 =
Ω0L
Em A

(41)

ΩL =
ΩLL
Em A

(42)

Via Equations (39) and (40), the following eigenvalue problem is constructed to be
resolved for the constants Ψ0 and ΨL:

[
Γ11 Γ12
Γ21 Γ22

][
Ψ0
ΨL

]
= 0 (43)

The elements of the coefficient matrix are given as:

Γ11 = γ2λ2 −Ω0 − 1 +
∞

∑
j=1

2
(
−γ2λ4 + λ2 + γ2λ2K− K

)

−λ2 + π2 j2γ2K + K− π2 j2γ2λ2 + π2 j2
(44)

Γ12 = −γ2λ2 + 1−
∞

∑
j=1

2(−1)j(−γ2λ4 + λ2 + γ2λ2K− K
)

−λ2 + π2 j2γ2K + K− π2 j2γ2λ2 + π2 j2
(45)

Γ21 = −γ2λ2 + 1−
∞

∑
j=1

2(−1)j(−γ2λ4 + λ2 + γ2λ2K− K
)

−λ2 + π2 j2γ2K + K− π2 j2γ2λ2 + π2 j2
(46)

Γ22 = γ2λ2 −ΩL − 1 +
∞

∑
j=1

2
(
−γ2λ4 + λ2 + γ2λ2K− K

)

−λ2 + π2 j2γ2K + K− π2 j2γ2λ2 + π2 j2
(47)

Free vibration frequencies of embedded short-fiber reinforced nano-rods are found by
the eigenvalues of the coefficient matrix in Equation (43).

∣∣Γϕτ

∣∣ = 0 (ϕ, τ = 1, 2) (48)

The above solution covers the impacts of the elastic medium, the nonlocal parameter
and axial spring parameters. Nano-/micro-rods are one of the most important elements in
various engineering applications. When these elements are used as a component, they need
to be fixed to a place or another element. In theoretical studies of nano-/micro-rods, the
fixation patterns are often investigated with the same idealized combinations. The analysis
considers these combinations as clamped–clamped or clamped–free for rod elements. In
these combinations, the boundary conditions are considered to be and investigated as
fully rigid. On the other hand, during the realization of the engineering applications
mentioned, it may not be possible to give full rigidity to the boundaries of the rods. This
leads to a situation where the boundary conditions allow deformation contrary to what
is assumed. This paper presents an approach to investigate the deformation-permitting
boundary conditions of short-fiber-reinforced micro-/nano-rods. In applications where
short-fiber-reinforced micro-/nano-rods are used or likely to be used and subjected to
vibration, the dynamic behavior of these elements is important. With the solution approach
presented in this study, inferences regarding the vibration behavior of short-fiber-reinforced
micro-/nano-rods can be found for any desired boundary condition. For this purpose, it is
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sufficient to input the desired stiffness values of the axial springs attached to the ends of
the micro-/nano-rod.

5.2. Without Elastic Medium Effect

To compute the free axial frequencies of short-fiber-reinforced micro-/nano-rods
without the elastic medium effect, the non-dimensional elastic medium parameter in
Equations (39) and (40) is set to zero. If we adjust the non-dimensional elastic medium
parameter K in Equations (39) and (40) to zero, we obtain the following equations:

(
γ2λ2 −Ω0 − 1 +

∞

∑
j=1

2
(
−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2

)
Ψ0 +

(
−γ2λ2 + 1−

∞

∑
j=1

2(−1)j(−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2

)
ΨL = 0 (49)

(
−γ2λ2 + 1−

∞

∑
j=1

2(−1)j(−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2

)
Ψ0 +

(
γ2λ2 −ΩL − 1 +

∞

∑
j=1

2
(
−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2

)
ΨL = 0 (50)

Thus, the eigenvalue problem to be obtained from the above two equations will be
as follows: [

χ11 χ12
χ21 χ22

][
Ψ0
ΨL

]
= 0 (51)

The elements of the coefficient matrix given above are given as:

χ11 = γ2λ2 −Ω0 − 1 + ∑∞
j=1

2
(
−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2
(52)

χ12 = −γ2λ2 + 1−∑∞
j=1

2(−1)j(−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2
(53)

χ21 = −γ2λ2 + 1−∑∞
j=1

2(−1)j(−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2
(54)

χ22 = γ2λ2 −ΩL − 1 + ∑∞
j=1

2
(
−γ2λ4 + λ2)

−λ2 − π2 j2γ2λ2 + π2 j2
(55)

The free vibration frequencies of embedded short-fiber-reinforced nano-rods are found
by the eigenvalues of the coefficient matrix in Equation (51).

∣∣χϕτ

∣∣ = 0 (ϕ, τ = 1, 2) (56)

The above solution covers the influence of the nonlocal parameter and axial spring
parameters.

5.3. Without Nonlocal Effect

To compute the free axial frequencies of embedded short-fiber-reinforced micro-/nano-
rods without a size effect, the non-dimensional nonlocal parameter in Equations (39) and
(40) is set to zero. If we adjust the non-dimensional nonlocal parameter β in Equations (39)
and (40) to zero, we obtain the following equations:

(
−Ω0 − 1 +

∞

∑
j=1

2
(
λ2 − K

)

−λ2 + K + π2 j2

)
Ψ0 +

(
1−

∞

∑
j=1

2(−1)j(+λ2 − K
)

−λ2 + K + π2 j2

)
ΨL = 0 (57)

(
1−

∞

∑
j=1

2(−1)j(λ2 − K
)

−λ2 + K + π2 j2

)
Ψ0 +

(
−ΩL − 1 +

∞

∑
j=1

2
(
λ2 − K

)

−λ2 + K + π2 j2

)
ΨL = 0 (58)
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Thus, the eigenvalue problem to be obtained from Equations (57) and (58) will be as
follows: [

φ11 φ12
φ21 φ22

][
Ψ0
ΨL

]
= 0 (59)

The elements of the coefficient matrix given in Equation (59) are defined as:

φ11 = −Ω0 − 1 +
∞

∑
j=1

2
(
λ2 − K

)

−λ2 + K + π2 j2
(60)

φ12 = 1−
∞

∑
j=1

2(−1)j(+λ2 − K
)

−λ2 + K + π2 j2
(61)

φ21 = 1−
∞

∑
j=1

2(−1)j(+λ2 − K
)

−λ2 + K + π2 j2
(62)

φ22 = −ΩL − 1 +
∞

∑
j=1

2
(
λ2 − K

)

−λ2 + K + π2 j2
(63)

The free vibration frequencies of embedded short-fiber-reinforced nano-rods are found
by the eigenvalues of the coefficient matrix in Equation (59).

∣∣φϕτ

∣∣ = 0 (ϕ, τ = 1, 2) (64)

The above solution includes the impacts of the elastic medium parameter and axial
spring parameters.

5.4. Without Elastic Medium and Size-Effect

To obtain the free axial frequencies of short-fiber-reinforced micro-/nano-rods without
a size effect, the non-dimensional nonlocal parameter and elastic foundation parameter
in Equations (39) and (40) are adjusted to zero. If we set the non-dimensional nonlocal
parameter β and elastic foundation parameter K in Equations (39) and (40) to zero, we
derive the following expressions:

(
−Ω0 − 1 +

∞

∑
j=1

2λ2

−λ2 + π2 j2

)
Ψ0 +

(
1−

∞

∑
j=1

2(−1)jλ2

−λ2 + π2 j2

)
ΨL = 0 (65)

(
1−

∞

∑
j=1

2(−1)jλ2

−λ2 + π2 j2

)
Ψ0 +

(
−ΩL − 1 +

∞

∑
j=1

2λ2

−λ2 + π2 j2

)
ΨL = 0 (66)

With the help of Equations (64) and (65), the following eigenvalue problem is derived:
[

Λ11 Λ12
Λ21 Λ22

][
Ψ0
ΨL

]
= 0 (67)

The elements of the coefficient matrix given in Equation (67) are defined as:

Λ11 = −Ω0 − 1 +
∞

∑
j=1

2λ2

−λ2 + π2 j2
(68)

Λ12 = 1−
∞

∑
j=1

2(−1)jλ2

−λ2 + π2 j2
(69)

Λ21 = 1−
∞

∑
j=1

2(−1)jλ2

−λ2 + π2 j2
(70)
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Λ22 = −ΩL − 1 +
∞

∑
j=1

2λ2

−λ2 + π2 j2
(71)

The free vibration frequencies of short-fiber-reinforced classical rods are found by the
eigenvalues of the coefficient matrix in Equation (67).

∣∣Λϕτ

∣∣ = 0 (ϕ, τ = 1, 2) (72)

The above solution includes the effects of the axial spring parameters to examine the
consequences of deformable boundary conditions on the axial vibration frequencies.

It should be noted here that there is wide-ranging, prominent knowledge on the effects
of axial spring parameters. The main contribution of this study is that it presents the axial
vibration behavior of embedded short-fiber-reinforced nano-rods with arbitrary boundary
conditions. The boundary condition is one of the significant parameters affecting the vibra-
tion behavior of any element or structure. When looking at the boundary conditions studied
in the literature, it is seen that most of them examine solutions performed under rigid
boundaries (clamped at both ends or clamped–free for a nano-/micro-rod). In addition, the
axial vibration behavior of short-fiber-reinforced nano-sized rods was examined by Gül
and Aydoğdu [1] for the first time. Gül and Aydoğdu [1] considered clamped–clamped
and clamped–free boundary conditions in their study. In the present paper, we examine the
longitudinal vibration of short-fiber-reinforced nano-sized rods under arbitrary support
conditions for the first time and include the impact of the elastic medium in the solutions.

6. Discussion

This section of the paper is dedicated to proving the correctness of the presented
solution approach and presenting several numerical examples for the randomly oriented
short-fiber-reinforced composite nano-rod. For this purpose, two comparison studies
are first given for two different boundary conditions, with the results presented in the
paper by Gül and Aydoğdu [1]. For these comparison studies, the material and geometrical
properties of the composite nano-rod are considered as follows [1]: ρ f /ρm = 4, E f /Em = 10,
l/d = 4, Vf = 0.5 and L = 20 nm. Table 1 compares the non-dimensional axial frequencies
in the first three modes of the randomly oriented composite nano-rod with two ends
clamped, while Table 2 compares the dimensionless axial vibration frequencies of the
randomly oriented composite nano-rod with one end clamped and the other end free. Gül
and Aydoğdu have not examined the effect of elastic medium in their study. Therefore, the
elastic medium parameter K is set equal to zero in the comparison studies.

In the following part of the study, various numerical studies are performed for ran-
domly oriented short-fiber-reinforced composite nano-sized rods with axial springs of
infinite stiffness at both ends (Ω0 = ΩL = ∞). Also, all calculations are done by j = 50.
These numerical studies are visualized with the help of a number of figures and the effects
of various parameters are studied in detail. The frequencies examined in the study are in
dimensionless form and the non-dimensional axial frequency of the composite nano-rod
(λ) is obtained in numerical studies as follows:

λ = ωL

√
ρm A
Em A

(73)

First, the impacts of the nonlocal parameter e0a on the dimensionless frequency values
of the short-fiber-reinforced nano-rod are investigated. For this purpose, the dimensionless
axial frequency values for nonlocal parameter values ranging from 0 nm to 0.5 nm are
plotted for the first seven modes in Figure 3. The following properties are used for this
figure: ρ f /ρm = 4, E f /Em = 10, l/d = 4, Vf = 0.5 and L = 20 nm. Also, the elastic medium
effect is omitted in this example. When we look at the changes in the dimensionless axial
frequencies of the short-fiber-reinforced composite nano-rod with the help of the figure, we
can say that a general decrease has occurred. In the first mode, when the nonlocal parameter
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is 0.0 nm, 0.1 nm, 0.2 nm and 0.3 nm, or when the nonlocal parameter is 0.0 nm and 0.1 nm
in the second mode, there is no change in the dimensionless axial frequencies. This can
be easily explained by the impact of the nonlocal parameter on the vibrational modes.
It should be noted that the amount of the decrease in the non-dimensional frequencies
increases with the increase in the vibration mode number. In the first and second modes
the changes are especially negligible, while in the higher modes the differences become
more pronounced. Thus, it can be concluded that the impact of the nonlocal parameter on
the axial frequencies of the short-fiber-reinforced composite nano-rod in higher modes is
more significant.

Table 1. Comparison of the first three non-dimensional axial frequencies of randomly oriented
short-fiber-reinforced composite nano-rods for the clamped–clamped boundary condition.

Mode Number Analytical Solution [1] Present
(Ω0=ΩL=∞)

e0a = 0 nm
1 3.5819 3.5819
2 7.1639 7.1639
3 10.7459 10.7459

e0a = 0.5 nm
1 3.5709 3.5709
2 7.0771 7.0771
3 10.4594 10.4594

e0a = 1 nm
1 3.5385 3.5385
2 6.8345 6.8345
3 9.7206 9.7206

Table 2. Comparison of the first three non-dimensional axial frequencies of randomly oriented
short-fiber-reinforced composite nano-rods for the clamped–free boundary condition.

Mode Number Analytical Solution [1] Present
(Ω0=∞, ΩL=0)

e0a = 0 nm
1 1.7909 1.7909
2 5.3729 5.3729
3 8.9549 8.9549

e0a = 0.5 nm
1 1.7896 1.7896
2 5.3360 5.3360
3 8.7871 8.7871

e0a = 1 nm
1 1.7854 1.7854
2 5.2297 5.2297
3 8.3352 8.3352

Secondly, the impacts of l/d ratios on the dimensionless frequency values of the
short-fiber-reinforced nano-rod are examined. For this purpose, non-dimensional axial
frequency values for l/d values ranging from one to seven are illustrated for the first seven
modes via Figure 4. The following properties are utilized for this investigation: ρ f /ρm = 4,
E f /Em = 10, e0a = 0.2 nm, Vf = 0.5, K = 0 and L = 20 nm. It can be clearly seen from
Figure 4 that with increasing l/d values, the dimensionless frequency values of the short-
fiber-reinforced nano-rod also increase. This increment is valid for all modes examined. It
should be noted that at low l/d values, the change in the dimensionless frequencies of the
short-fiber-reinforced composite nano-rod is more significant. As the l/d values increase,
the change in the dimensionless frequencies decreases.
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Figure 4. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus l/d: (a) 1st mode (b) 2nd mode (c) 3rd mode (d) 4th mode (e) 5th mode (f) 6th mode
(g) 7th mode.
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Via Figure 5, the influence of composite nano-rod length on the dimensionless fre-
quency values is discussed. In Figure 5, the variation in the non-dimensional axial frequency
values of short-fiber-reinforced composite nano-rods versus length is plotted for the first
seven modes. The length of the composite nano-rod ranges from 10 nm to 20 nm and the
following properties are considered: ρ f /ρm = 2, E f /Em = 10, e0a = 0.2 nm, Vf = 0.5,
K = 0 and l/d = 2. When we look at the changes in the dimensionless axial frequencies
of the short-fiber-reinforced composite nano-rod via the figure, we can say that a general
increase has occurred. In the first mode, when the length is 12 nm, 14 nm, 16 nm, 18 nm and
20 nm, there is no change in the dimensionless axial frequencies of the composite nano-rod.
This can be explained by the impact of the length on the vibrational modes. It should be
highlighted here that the amount of the increment in the non-dimensional frequencies
increases with the increase in the vibration mode number. It may be said that the impact of
nano-rod length on the non-dimensional frequencies in higher modes is more prominent.

In Figure 6, the influence of elastic foundation is investigated. For this aim, the di-
mensionless frequency values of the short-fiber-reinforced composite nano-rod are plotted
against the dimensionless foundation parameter K for the first seven modes. The dimen-
sionless foundation parameter impacting the composite nano-rod changes from zero to six
and the following properties are considered in this investigation: ρ f /ρm = 2, E f /Em = 10,
e0a = 0.2 nm, Vf = 0.5, L = 20 nm and l/d = 2. From this figure, the increase in the
dimensionless frequencies of the short-fiber-reinforced nano-sized rod with increasing
foundation parameter values can be clearly discerned. It should be noted here that if the
dimensionless foundation parameter K is set to zero, the composite nano-sized rod becomes
independent of the foundation effect. It should also be noted that the lowest frequency
values are calculated at K = 0. From this it is clear that the presence of an elastic medium
has a hardening effect on the short-fiber-reinforced composite nano-rod. Another important
issue to be emphasized here is the influence of elastic foundation on the vibration modes.
When Figure 6 is examined, it can be seen that the increases in the dimensionless frequency
values are much higher in the first mode. If the modes are analyzed separately, it is clear
that the lowest amount of change occurs in the seventh mode. Based on these results, it is
possible to say that the elastic foundation effect is much more effective in lower modes.

Figure 7 aims to investigate the impacts of the foundation parameter and l/d ratio on
the dimensionless frequencies of the short-fiber-reinforced composite nano-rod. For this
purpose, Figure 7 demonstrates the alteration of the first mode dimensionless frequency
values of the composite nano-rod versus l/d for various foundation parameters K. The
dimensionless foundation parameter and l/d are changed from zero to six and from one
to seven, respectively. In addition, the following properties are used in this investigation:
ρ f /ρm = 4, E f /Em = 10, e0a = 0.2 nm, Vf = 0.5, L = 20 nm and l/d = 2. From here, the
increase in frequencies caused by the foundation parameter and l/d can be observed again.

Figure 8 demonstrates the impacts of the foundation parameter and the Ef/Em ratio
on the first dimensionless frequencies of the embedded short-fiber-reinforced composite
nano-rod. In this figure, the change in the first mode dimensionless frequencies of the
composite nano-rod versus Ef/Em for various foundation parameters K is plotted. The
dimensionless foundation parameter and Ef/Em are changed from zero to six and from
5 to 30, respectively. Furthermore, the following properties are assumed for this figure:
ρ f /ρm = 4, l/d = 2, e0a = 0.2 nm, Vf = 0.5, L = 20 nm. It can be understood from this
figure that an increment in the Ef/Em value is accompanied by an increase in the first-mode
axial frequencies.

The influence of Ef/Em ratios on the dimensionless frequency values of the short-fiber-
reinforced nano-rod are examined in Figure 9. For this purpose, the non-dimensional axial
frequency values for Ef/Em values ranging from 5 to 30 are demonstrated for the first seven
modes. The following properties are considered for this study: ρ f /ρm = 4, e0a = 0.2 nm,
Vf = 0.5, K = 0, l/d = 2, and L = 20 nm. It is clearly seen here that with increasing
Ef/Em values, the dimensionless frequencies of the composite nano-sized rod increase. It
should be emphasized here that at low Ef/Em values, the change in the dimensionless axial
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frequencies of the short-fiber-reinforced nano-rod is more prominent. As the Ef/Em values
increase, the change in the dimensionless axial frequencies of the composite nano-rod
decreases.

Figure 5. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus length: (a) 1st mode (b) 2nd mode (c) 3rd mode (d) 4th mode (e) 5th mode (f) 6th mode
(g) 7th mode.
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Figure 6. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus the foundation parameter: (a) 1st mode (b) 2nd mode (c) 3rd mode (d) 4th mode (e) 5th
mode (f) 6th mode (g) 7th mode.
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Figure 7. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus l/d: (a) K = 0 (b) K = 1 (c) K = 2 (d) K = 3 (e) K = 4 (f) K = 5 (g) K = 6.
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Figure 8. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus Ef/Em: (a) K = 0 (b) K = 1 (c) K = 2 (d) K = 3 (e) K = 4 (f) K = 5 (g) K = 6.
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Figure 9. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus Ef/Em: (a) 1st mode (b) 2nd mode (c) 3rd mode (d) 4th mode (e) 5th mode (f) 6th mode
(g) 7th mode.
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Lastly, the impacts of ρf/ρm ratios on the dimensionless frequencies of the composite
nano-sized rod are examined in Figure 10. For this purpose, non-dimensional axial fre-
quency values for ρf/ρm values ranging from 2 to 12 are shown for the first seven modes.
The following properties are considered for this study: E f /Em = 10, e0a = 0.2 nm, Vf = 0.5,
K = 0, l/d = 2, and L = 20 nm. It is observed here that with increasing ρf/ρm values,
the non-dimensional frequency values of the short-fiber-reinforced composite nano-rod
decrease. This decrement in the frequencies is valid for all modes examined. It should
be highlighted here that at low ρf/ρm values, the variation in the dimensionless axial
frequencies of the short-fiber-reinforced nano-rod is more conspicuous.

Figure 10. Cont.
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Figure 10. The variations of non-dimensional frequencies of short-fiber-reinforced composite nano-
rods versus ρf/ρm: (a) 1st mode (b) 2nd mode (c) 3rd mode (d) 4th mode (e) 5th mode (f) 6th mode
(g) 7th mode.

7. Conclusions

In this paper, the dynamics of embedded short-fiber-reinforced micro-/nano-rods have
been investigated using Eringen’s nonlocal elasticity theory. Based on this higher-order
theory and the material properties of the nano-rods, a coefficient matrix including the
elastic foundation, short fiber and the nonlocal parameter are obtained. The systems of
linear equations including infinite power series are constructed by introducing the nonlocal
force boundary conditions and with the help of the Stokes’ transformation together with
Fourier sine series. A precise and constant eigenvalue algorithm is applied to obtain the
axial vibration frequencies of composite nano-rods with deformable and rigid boundary
conditions. The present model is validated by comparing the analytical results with the
results available in the scientific literature. Eringen’s nonlocal small-scale parameter has a
softening effect on the free axial vibration frequencies for all the boundary conditions (rigid
or restrained), without observing the paradoxical response of nonlocal elasticity theory.
The hardening effect of the short-fiber parameter is more pronounced for all the boundary
conditions. Similar studies for other behaviors of short-fiber-reinforced nano-rods, such as
buckling, bending, wave propagation and forced vibration propagation, can be conducted
in future works.
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Abstract: A beam model for thermal buckling analysis of a bimetallic box beam is presented. The
Euler–Bernoulli–Vlasov beam theory is employed considering large rotations but small strains. The
nonlinear stability analysis is performed using an updated Lagrangian formulation. In order to
account for the thermal effects of temperature-dependent (TD) and temperature-independent (TID)
materials, a uniform temperature rise through beam wall thickness is considered. The numerical
results for thin-walled box beams are presented to investigate the effects of different boundary
conditions, beam lengths and material thickness ratios on the critical buckling temperature and
post-buckling responses. The effectiveness and accuracy of the proposed model are verified by means
of comparison with a shell model. It is revealed that all of the abovementioned effects are invaluable
for buckling analysis of thin-walled beams under thermal load. Moreover, it is shown that the TD
solutions give lower values than the TID one, emphasizing the importance of TD materials in beams.

Keywords: thin-walled; FEM; thermal buckling analysis

1. Introduction

Thin-walled beams and structures are increasingly used in engineering branches, in
standalone forms and as a stiffeners for plate- and shell-like structures, due to their high
strength and light weight. However, these structures show susceptibility to local buckling
and buckling failure [1,2]. Buckling analysis and the post-buckling response of such weight-
optimized structures have been the topic of many research papers, such as [3–6], especially
in the field of composite materials [7–11].

If the thermal environment is considered, the stability of structures has received sig-
nificant attention in recent years: Duan et al. [12] performed thermal analysis of a beam
element, Saha and Ali [13] presented a post-buckling mathematical model of a slender
road under uniform temperature rise, while Cui and Hu [14] analyzed the thermal buck-
ling and vibration of a beam. Jeyaraj et al. [15] investigated experimental and theoretical
non-uniform heating of an isotropic beam. Burgreen and Mannit [16] and Burgreen and
Regal [17] analysed the thermal buckling of bimetallic beams. In the case of compos-
ite beams, Aydogdu [18] obtained critical buckling temperatures of composite beams,
Luan et al. [19] presented an analytical solution for buckling and vibration of FG beams,
Kiani and Eslami [20,21] investigated buckling analysis under different types of thermal
loads, while Giunta [22] analyzed FG beams under thermal/mechanical load using the
Carrera unified formulation. However, there are not many papers about thermal buckling
analyses of thin-walled structures: Libresceu [23] studied stability problems in a high-
temperature environment and Ziane et al. [24] studied analytical methods for buckling and
vibration responses of porous beams under thermomechanical loads.

In the present work, thermal buckling analysis of a thin-walled bimetallic box beam
and frame structures is presented. The material is assumed to be linear, elastic and isotropic.
The model is based on Euler–Bernoulli–Vlasov theory and on assumptions of large rotations
and small strains. It is also assumed that the cross-section is not deformed in its own plane
and that there are no shear strains in the middle surface. The nonlinear displacement field,
which includes nonlinear displacement terms due to large rotation effects, is implemented.
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Using the UL description, the element geometric stiffness is derived. As an incremen-
tal iterative solution scheme, the Newton–Raphson method is used. Furthermore, this
paper is a continuation of the research in which thermal buckling analysis of temperature-
independent materials was conducted [25], which has now been further expanded with
temperature-dependent materials’ properties. As far as the authors are aware, there is no
beam model solution for thermal buckling analysis of thin-walled beam-type structures
with temperature-dependent materials’ properties.

The numerical results for thin-walled box beams are presented to investigate the
effects of different boundary conditions, namely clamped–clamped, simply supported
and clamped–simply supported, beam lengths and material thickness ratios on the crit-
ical buckling temperature and post buckling responses. In order to demonstrate the
accuracy of the numerical algorithm, benchmark examples using shell FEM code were
developed. Numerical results show that the abovementioned effects have a huge impact
on the buckling analysis.

2. Materials and Methods
2.1. Kinematics

Two sets of coordinate systems related to the angle of orientation β are considered.
The first one is a Cartesian (z, x, y) coordinate system where the z-axis coincides with the
longitudinal beam that passes through the centroid O of each cross section, while the x-
and y-axes are principal axes. The second one is a contour coordinate system where the
s-axis is tangential to the middle surface directed along the contour line of the cross-section
while the n-axis is perpendicular to the s-axis.

The field of incremental displacement measures of a cross section are defined as [8]:

w0 = w0(z); us = us(z); vs = vs(z); ϕz = ϕz(z);
ϕx = ϕx(z) = − dvs

dz ; ϕy = ϕy(z) = dus
dz ; θ = θ(z) = − dϕz

dz (z),
(1)

where w0, us and vs are the rigid-body translations of the cross-section centroid in the z-, x-
and y-direction, respectively, while ϕz, ϕx and ϕy are the rigid-body rotations about the
aforementioned axis; θ is a warping parameter of the cross-section.

In the case of small rotations, the incremental displacement field consists of the first-
order displacement values:

uz(z, x, y) = w0(z)− y dvs
dz (z)− x dus

dz (z)− ω(x, y) dϕz
dz (z),

ux(z, x, y) = us(z)− (y − ys)ϕz(z)
uy(z, x, y) = vs(z) + (x − xs)ϕz(z),

(2)

where uz, ux and uy are the linear displacement increments of an arbitrary point on the cross-
section defined by the x and y coordinates and the warping function ω(x, y). When the
large rotations are considered, nonlinear displacement increments are expressed as follows:

ũz(z, x, y) = 0.5
[
−(x − xs)ϕz ϕx + (y − ys)ϕz ϕy

]
,

ũx(z, x, y) = 0.5
{
−ϕx ϕyy −

[
ϕ2

z + ϕy
2]x + xs ϕ2

z
}

,
ũy(z, x, y) = 0.5

{
−ϕx ϕyx −

[
ϕ2

z + ϕx
2]y + ys ϕ2

z
}

,
(3)

and should be added to those from Equation (2).
Considering the nonlinear displacement field, the Green–Lagrange strain tensor com-

ponents can be written as:

εij =
1
2

[
(ui + ũi),j +

(
uj + ũj

)
,i + (uk + ũk)i + (uk + ũk),j

]
∼= eij + ηij + ẽij,

2eij = ui,j + uj,i
2ηij = uk,i + uk,j
2ẽij = ũi,j + ũj,i

(4)
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where eij and ηij are the linear and nonlinear strain components corresponding to the
linear displacement, while ẽij is the linear strain component corresponding to the nonlinear
displacement due to the large rotations.

The contour mid-line displacement w, and v can be seen more detail in [26].
Due to the in-plane rigidity hypothesis of the cross-section, the non-zero strain compo-

nents are [7]:

ezz =
∂w
∂z

, ezs =
∂w
∂s

+
∂v
∂z

, (5)

ηzz =
1
2

[(
∂w
∂z

)2
+
(

∂u
∂z

)2
+
(

∂v
∂z

)2
]

,

ηzs =
∂w
∂z

∂w
∂s + ∂u

∂z
∂u
∂s +

∂v
∂z

∂v
∂s ,

(6)

ẽzz =
∂w
∂z

, ẽzs =
∂w
∂s

+
∂v
∂z

. (7)

The stress resultants of the beam can be defined as:

Fz =
∫
A

σzdnds,

Mx =
∫
A

σz(y − n cos β)dnds, My =
∫
A

σz(x + n sin β)dnds,

Mt =
∫
A

τsz

(
n + Fs

t

)
dnds, Mω =

∫
A

σz(ω − nq)dnds,

(8)

where Fz represents axial force, Mx and My are bending moments with respect to x- and
y-axis, respectively, Mt is the torsion moment and Mω is the warping moment (bimoment).
t is the thickness of the closed section contour and Fs is the St. Venant circuit flow [26].

2.2. Constitutive Equations

Consider a bimetallic beam made of two different metals. A beam wall with a core
thickness of Ti–6Al–4V λt on the outer surface and SUS304 in the inner part of cross-
section beam wall is shown in Figure 1. It is assumed that the layers of materials are
perfectly bonded.
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Table 1. Temperature dependent coefficients [19]. 

Material Properties P0 P1 P1 P2 P3  

Ti–6Al–4V 
E (Pa) 122.56 × 109 0.0 −4.586 × 10−4  0.0 0.0  
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SUS304 E (Pa) 201.04 × 109 0.0 3.079 × 10−4  –6.534 × 10−7  0.0  
α (1/K) 12.330 × 10−6 0.0 8.086 × 10−4  0.0 0.0  

It is assumed that the temperature of the whole beam is uniform and increased from 
the current ambient temperature 𝑇  to the critical value in incremental steps of 1 °C. If 
the axial displacements are prevented, the temperature at a point 𝑇(𝑛, 𝑧) may be raised 
to 𝑇 + ∆𝑇, in the way that the beam buckles. ∆𝑇 is the temperature rise. The temperature 
that is read as the critical buckling temperature is the temperature difference compared to 
the ambient temperature. The process can be described as quasi-adiabatic since the heat 
exchange between the environment and the beam is neglected. 

The stress–strain relations of the bimetallic beam can be written as: 𝜎𝜏 = 𝐸(𝑛, 𝑧, 𝑇) 00 𝐺(𝑛, 𝑧, 𝑇) ∙ 𝑒 − 𝛼(𝑛, 𝑧, 𝑇)∆𝑇𝛾 , (10) 

where  𝐺(𝑛, 𝑧) = 𝐸(𝑛, 𝑧, 𝑇)2[1 + 𝜈(𝑛, 𝑧, 𝑇)]. (11) 

Using Equations (5), (10) and (11), the beam forces can be expressed in a matrix form 
as: 

⎩⎪⎨
⎪⎧ 𝐹𝑀𝑀𝑀𝑀 ⎭⎪⎬

⎪⎫ = ⎣⎢⎢
⎢⎡𝑅 𝑅 𝑅 𝑅 0𝑅 𝑅 𝑅 𝑅 0𝑅 𝑅 𝑅 𝑅 0𝑅 𝑅 𝑅 𝑅 00 0 0 0 𝑅 ⎦⎥⎥

⎥⎤
⎩⎪⎨
⎪⎧ 𝑑𝑤 /𝑑𝑧−𝑑 𝑢 /𝑑𝑧−𝑑 𝑣 /𝑑𝑧−𝑑 𝜑 /𝑑𝑧2𝑑𝜑 /𝑑𝑧 ⎭⎪⎬

⎪⎫ − ⎩⎪⎨
⎪⎧𝑁𝑀𝑀𝑀0 ⎭⎪⎬

⎪⎫, (12) 
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Figure 1. Bimetallic beam wall.

If the thermo-elastic material properties are considered as a function of temperature T,
they can be calculated for each material, as described in [19,27]:

P(T) = P0

(
1 + P−1T−1 + P1T + P2T2 + P3T3

)
, (9)

where P represents Young’s modulus E and thermal expansion coefficient α, while P0,
P−1, P1, P2 and P3 are temperature-dependent coefficients listed in Table 1 for different
metals [28]. For simplicity, Poisson’s ratio ν is assumed to be constant, ν = 0.3.
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Table 1. Temperature dependent coefficients [19].

Material Properties P0 P1 P1 P2 P3

Ti–6Al–4V
E (Pa) 122.56 × 109 0.0 −4.586 × 10−4 0.0 0.0
α (1/K) 7.5788 × 10−6 0.0 6.638 × 10−4 –3.147 × 10−6 0.0

SUS304
E (Pa) 201.04 × 109 0.0 3.079 × 10−4 –6.534 × 10−7 0.0
α (1/K) 12.330 × 10−6 0.0 8.086 × 10−4 0.0 0.0

It is assumed that the temperature of the whole beam is uniform and increased from
the current ambient temperature T0 to the critical value in incremental steps of 1 ◦C. If
the axial displacements are prevented, the temperature at a point T(n, z) may be raised to
T + ∆T, in the way that the beam buckles. ∆T is the temperature rise. The temperature
that is read as the critical buckling temperature is the temperature difference compared to
the ambient temperature. The process can be described as quasi-adiabatic since the heat
exchange between the environment and the beam is neglected.

The stress–strain relations of the bimetallic beam can be written as:
(

σz
τsz

)
=

(
E(n, z, T) 0

0 G(n, z, T)

)
·
(

ezz − α(n, z, T)∆T
γsz

)
, (10)

where

G(n, z) =
E(n, z, T)

2[1 + ν(n, z, T)]
. (11)

Using Equations (5), (10) and (11), the beam forces can be expressed in a matrix form as:





Fz
My
Mx
Mω

Mt





=




R11 R12 R13 R14 0
R21 R22 R23 R24 0
R31 R32 R33 R34 0
R41 R42 R43 R44 0
0 0 0 0 R55








dw0/dz
−d2us/dz2

−d2vs/dz2

−d2 ϕz/dz2

2dϕz/dz





−





NT
z

MT
y

MT
x

MT
ω

0





, (12)

where Rij represents the thin-walled beam stiffness, as shown in Appendix A. NT
z , MT

x , MT
y

and MT
ω are thermal force and thermal moments, respectively:

NT
z =

∫
A

E(n, z, T)α(n, z, T)∆Tdnds;

MT
x =

∫
A

E(n, z, T)α(n, z, T)∆T(y − n cos β)dnds

MT
y =

∫
A

E(n, z, T)α(n, z, T)∆T(x + n sin β)dnds

MT
ω =

∫
A

E(n, z, T)α(n, z, T)∆T(ω − nq)dnds

(13)

2.3. Finite Element Formulation

A two-nodded beam element with 14 degrees of freedom is shown in Figure 2. The
nodal displacements and nodal force vectors are as follows:

(ue)T =
{

wA uA vA ϕzA ϕxA ϕyA wB uB vB ϕzB ϕxB ϕyB θA θB
}

(14)

(fe)T =
{

FzA FxA FyA MzA MxA MyA FzB FxB FyB MzB MxB MyB MωA MωB
}

(15)

where the superscript e denotes the eth finite element. It should be noted that nodal
displacement w and nodal forces Fz, Mx and My are defined in the centroid O, while other
nodal components are defined in the shear center.
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Applying the principle of the virtual work, the incremental equilibrium equations of a
beam element in linearized form are:

δUE + δUG = δ2W − δ1W, (16)

where the equations from the left side consist of incremental virtual elastic strain energy:

δUE =
∫

1V
1C ijkl 1 ekl δ1 eij

1 dV, (17)

and the incremental virtual geometric potential:

δUG =
∫

1V

1S ij δ1 ηij
1 dV +

∫

V

1S ij δ1 ẽij
1 dV −

∫

1 Aσ

1t i δũi
1 dAσ. (18)

On the right side of the equations, the terms represent the virtual work completed by
external forces at the end and at the beginning of the present increment:

δ2W =
∫

1 Aσ

2t i δui
1 dAσ,

δ1W =
∫

1V
1S ij δ1 eij

1 dV =
∫

1 Aσ

1t i δui
1 dAσ.

(19)

In these equations, Sij is the second Piola–Kirchoff stress tensor, ti denotes the surface
tractions, Cijkl presents the stress–strain tensor and the symbol δ indicates virtual quantities.
By applying the linear interpolation functions for w0 displacement and cubic interpolations
for ws, us and vs, one can obtain:

δUE =
∫

V

SijδeijdV = (δue)Tke
Eue, (20)

δUG =
∫

V

Sij
(
δηij + δẽij

)
dV −

∫

Aσ

tiδũidAσ = (δue)Tke
Gue (21)
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δW =
∫

Aσ

tiδuidAσ = (δue)Tfe (22)

where fe is the nodal force vector, ke
E is the elastic stiffness matrix and ke

G is the geometric
stiffness matrix of the beam element. Nonlinear equilibrium equations are solved using the
Newton–Raphson method as incremental iterative approach [29,30], and the explicit form
of the terms given in nonlinear components were described previously in [31].

3. Results and Discussion

In numerical examples, the thin-walled box beam with height h = 100 mm, width
b = 150 mm and thickness t = 10 mm is considered (Figure 3). For verification purposes,
the critical buckling temperatures were obtained by shell FEM commercial code [32]. In
order to simulate the bimetallic material, the beam walls were divided into two layers of
different metals with a variable thickness ratio λ. Note that for λ = 0, the beam wall is
fully SUS304, while as the index thickness ratio λ increases, the beam wall becomes fully
Ti-6Al-4V.
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3.1. Box Beam

In the first example, the eigenvalue results of the box beam for different boundary
conditions, which are clamped–clamped (C-C), clamped–simply supported (C-S) and
simply supported (S-S), beam lengths of L1 = 6 m, L2 = 8 m and L3 = 10 m and different
material thickness ratios λ are given in Tables 2–4. Critical buckling temperatures are
given for the first two flexural buckling modes. As the thickness ratio λ increases, the
critical buckling temperatures increase as well due to the material properties of TI-6Al-
4V. Furthermore, longer beams obtain lower critical buckling temperatures. As expected,
clamped–clamped beams exhibit the highest eigenvalues for every beam length. Good
agreement of the present results and solutions derived from the 2D model for both flexural
buckling modes is achieved.
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Table 2. Critical buckling temperatures of the beam L1 = 6 m for different boundary conditions and
material thickness ratios.

λ

BC Mode Method 0 0.2 0.4 0.5 0.6 0.8 1

C-C
Y

Present 128.87 135.26 145.83 153.64 164.09 199.19 284.51
Shell 130.22 138.77 151.18 159.72 170.71 205.83 287.97

X
Present 239.24 252.56 273.89 288.9 308.62 373.43 528.16

Shell 238.95 254.69 277.45 293.11 313.24 377.6 527.52

C-S Y
Present 66.58 69.91 75.39 79.44 84.84 102.97 146.98

Shell 65.98 70.313 76.604 80.936 86.504 104.29 145.66

X
Present 122.87 130.02 140.09 148.58 158.73 192.03 271.48

Shell 120.46 128.39 139.88 147.78 157.93 190.37 265.92

S-S
Y

Present 32.72 34.368 37.07 39.06 41.72 50.62 72.24
Shell 32.196 34.314 37.39 39.507 42.226 50.904 71.077

X
Present 60.28 60.29 69.07 72.86 77.83 94.15 133.08

Shell 58.725 62.6 68.208 72.063 77.015 92.827 129.64

Table 3. Critical buckling temperatures of the beam L2 = 8 m for different boundary conditions and
material thickness ratios.

λ

BC Mode Method 0 0.2 0.4 0.5 0.6 0.8 1

C-C
Y

Present 73.17 76.83 82.85 87.3 93.24 113.16 161.54
Shell 73.542 78.368 85.375 90.2 96.405 116.24 162.35

X
Present 135.52 142.96 154.88 163.38 174.53 211.15 298.53

Shell 135.02 143.91 156.78 165.62 177 213.37 298.08

C-S Y
Present 37.63 39.52 42.63 44.91 47.97 58.21 83.07

Shell 37.323 39.774 43.33 45.783 48.933 58.997 82.396

X
Present 69.35 73.33 79.45 83.81 89.53 108.31 153.09

Shell 68.256 72.754 79.261 83.736 89.487 107.87 150.68

S-S
Y

Present 18.45 19.38 20.9 22.03 23.53 28.55 40.73
Shell 18.211 19.409 21.149 22.346 23.885 28.793 40.204

X
Present 33.95 35.9 38.9 41.04 43.84 53.03 74.95

Shell 33.278 35.473 38.651 40.836 43.642 52.603 73.466

Table 4. Critical buckling temperatures of the beam L3 = 10 m for different boundary conditions and
material thickness ratios.

λ

BC Mode Method 0 0.2 0.4 0.5 0.6 0.8 1

C-C
Y

Present 47.03 49.39 53.27 56.13 59.95 72.75 103.83
Shell 47.158 50.252 54.745 57.839 61.818 74.536 104.11

X
Present 86.74 91.72 99.37 104.82 111.98 135.47 191.49

Shell 86.605 92.308 100.56 106.23 113.53 136.86 191.19

C-S Y
Present 24.14 25.35 27.35 28.81 30.77 37.34 53.28

Shell 23.965 25.538 27.823 29.397 31.419 37.881 52.906

X
Present 44.43 46.99 50.91 53.71 57.38 69.4 98.09

Shell 43.872 46.763 50.945 53.822 57.518 69.335 96.854

S-S
Y

Present 11.82 12.42 13.39 14.11 15.07 18.29 26.09
Shell 11.695 12.464 13.582 14.35 15.338 18.491 25.818

X
Present 21.74 22.99 24.91 26.28 28.08 33.96 47.99

Shell 21.396 22.807 24.85 26.255 28.059 33.82 47.234
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In order to further perform the nonlinear stability analysis of the box beam, a pertur-
bation force of intensity ∆F = 500 N is introduced in the y-axis direction at the midpoint
of the clamped–clamped beam. Temperature–displacement curves of the shortest beam
with the comparison of temperature-dependent (TD) and temperature-independent (TID)
materials are shown in Figures 4–6. The results are given for different thickness ratios:
λ = 0.2, λ = 0.5 and λ = 0.8. It can be seen that curves match very well with the critical
buckling temperatures achieved in the eigenvalue manner. As expected, TD solutions
obtained lower critical buckling temperatures. In the case of λ = 0.2, the difference in
critical temperature is around 4%, for λ = 0.5 the difference is 3.3%, and for λ = 0.8 it
is 1.5%.
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3.2. L-Frame

Furthermore, the model is tested for thermal buckling analysis of an L-frame with
the length of both legs being L = 5 m and cross-section described in the previous chapter
(Figure 7). The frame is fixed at points A and C, while at point B, in-plane translations
are prevented.
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Figure 7. L-frame.

To verify the results, the critical buckling temperatures for the full SUS304, ∆Tcr(SUS304)
= 16.09 °C, and full Ti-6Al-4V ∆Tcr(Ti−6Al−4V) = 35.52 °C, sections are solved by a shell
commercial code. To perform nonlinear analysis, a small perturbation force ∆F = 50 N
acting in the z-axis direction at point B is applied. The results are shown in Figure 8 for
pure metals and for λ = 0.2t, λ = 0.5t and λ = 0.8t. The good recognition of the critical
values can be noted. It can be observed that with an increase in the proportion of Ti-6Al-4V
material, higher critical temperatures are achieved.
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4. Conclusions

A thin-walled beam model capable of thermal buckling analysis has been presented.
By means of the updated Lagrangian formulation, the incremental equilibrium equations
have been developed using the nonlinear displacement field of the cross-section, taking
into account the effects of large rotations. The reliability of the present model was verified
by studying the benchmark examples, and the values obtained with the proposed model
are in good agreement with those of the shell model. The effects of boundary conditions,
the length of the beam and material thickness ratio on the critical buckling temperature
and post-buckling response are of great importance. Additionally, it is shown that the TD
solutions provide lower values than those of the TID solutions. The model was found to be
efficient in predicting eigenvalues and nonlinear buckling behavior.
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Appendix A

R11 =
∫
A

E(n, z, T)dnds,

R12 = R21 =
∫
A

E(n, z, T)(x + n sin β)dnds,

R13 = R31 =
∫
A

E(n, z, T)(y − n cos β)dnds,

R14 = R41 =
∫
A

E(n, z, T)(ω − nq)dnds,

R22 =
∫
A

E(n, z, T)(x + n sin β)2dnds,

R23 = R32 =
∫
A

E(n, z, T)(x + n sin β)(y − n cos β)dnds,

R23 = R32 =
∫
A

E(n, z, T)(x + n sin β)(y − n cos β)dnds,

R24 = R42 =
∫
A

E(n, z, T)(x + n sin β)(ω − nq)dnds,

R33 =
∫
A

E(n, z, T)(y − n cos β)2dnds,

R34 = R43 =
∫
A

E(n, z, T)(y − n cos β)(ω − nq)dnds,

R44 =
∫
A

E(n, z, T)(ω − nq)2dnds,

R55 =
∫
A

G(n, z, T)
(

n + Fs
t

)2
dnds.
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Abstract: Tungsten trioxide/graphene oxide (WO3/GO) nanocomposites have been successfully
synthesized using in situ and ex situ chemical approaches. Graphite and tungsten carbide (WC) were
employed to perform in situ synthesis, and WO3 and GO were employed to perform the ex situ
synthesis of WO3/GO nanocomposites. GO, which was required for ex situ synthesis, is synthesized
via the modified and improved Hummers method. XRD, SEM/EDS, and FTIR are used for the
characterization of the nanocomposite. From the XRD of the WO3/GO nanocomposites, it was
observed that WO3 distributed uniformly on graphene oxide sheets or was incorporated between
the sheets. The photocatalytic activities of WO3/GO nanocomposites were evaluated by methylene
blue (MB) adsorption and visible light photocatalytic degradation activities by UV-vis spectroscopy.
The results showed that the efficiency of the photocatalytic activity of the nanocomposite depends
on different synthesis methods and the morphology resulting from the changed method. WO3/GO
nanocomposites synthesized by both methods exhibited much higher photocatalytic efficiencies
than pure WO3, and the best degradation efficiencies for MB was 96.30% for the WO3/GO in situ
synthesis nanocomposite.

Keywords: tungsten trioxide; graphene oxide; photocatalysis; nanocomposite

1. Introduction

In recent years, due to a notable increase in industrial activities that produce wastewa-
ter, the development of easily accessible adsorbent materials for cleaning water resources
gained great momentum. Organic dyes have a dangerous and toxic effect on humans,
which are found in the wastewater of various industries [1].

Among the different methods, degradation by photocatalysis has become a promising
technique as it is simple and sustainable, and it enables the conversion of dyes to non-
hazardous waste.

Nanocomposite materials, including metal oxide nanoparticles, with their advanced
physicochemical properties, are common photoactive semiconductor materials that make
them suitable for use in photocatalysis [2,3].

Tungsten oxide (WO3), a nanostructured metal oxide, is widely used in the fields of
gas detection [4,5], lithium-ion batteries [6,7], smart windows [8], and photocatalysis [9,10]
practices. However, minimal photonic efficiency, the fast recombination rate of the charge
carriers (photogenerated hole–electron), and low absorption ranges restrict the performance
of WO3 as an efficient photocatalyst [11–14]. The most important features that distinguish
an ideal adsorbent from others are high adsorption capacity, rapid adsorption rate, and high
selectivity. In this sense, doping WO3 with other elements or compounds to improve its
photocatalytic activity is deemed as an effective approach [15–17]. This may help improve
the morphology of WO3 material as well as the affected band levels and characteristics of
the charge carriers [18].
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In particular, graphene and its derivatives are frequently preferred in improving the
performance of metal oxide nanostructures due to their extraordinary properties [19–21].

Contrary to graphene, the use of hydrophilic GO, which contains various proportions
of carbon, oxygen, and hydrogen in its structure, is expanding day by day due to its easy
dispersion in solutions, its dielectric properties, transparency and adjustable electronic
properties [22,23]. However, it is difficult to separate GO from water after adsorption. To
overcome this drawback, the hybridization of GO with other inorganic or organic materials
is an alternative [24].

Hummers and Offeman synthesized GO via the method of oxidizing graphite in
H2SO4, NaNO3, and KMnO4 atmospheres in 1958 [25]. Hummers’ methodology was
widely accepted, yet many disadvantages of this method have been reported, such as the
production of toxic gas (NO2 and N2O4), the residual nitrate, and low efficiency levels. In
the last 20 years, alternative methods have been attempted relative to Hummer’s method,
including the addition of a peroxidation phase before KMnO4 oxidation (without NaNO3),
increasing the amount of KMnO4 rather than NaNO3, and replacing KMnO4 with K2FeO4
when NaNO3 is extracted [26,27].

Studies conducted on WO3/GO show that while the photocatalytic degradation
activities of composites formed by combining WO3 and GO structures that are synthesized
separately via the ex situ method [28–32], there are no studies conducted regarding the
photocatalytic degradation activities of nanocomposite structures, which are synthesized
via in situ methods. It is thought that the composite structures synthesized using different
methods are in the form of nanoparticles and nanowires [33–36], and this will affect the
photocatalytic efficiency level.

In this study, highly efficient photocatalysts were developed, which is a method of
producing renewable energy. To this end, both ex situ and in situ syntheses of WO3/GO
composites were performed, and the photocatalytic activity of the formed structure was
examined. GO was synthesized via the modified and improved Hummers method without
using NaNO3. Given that there is no other WO3/GO study conducted to examine the
photocatalytic degradation activity of nanocomposite structures synthesized via in situ
methods, our study bears the characteristics of the first study conducted in this field,
and it is also the first study that compares photocatalytic activities of ex-situ and in-situ
synthesized WO3/GO composite structures.

2. Materials and Methods

Graphite flake (≥75% min), sulfuric acid (H2SO4, 98%), potassium permanganate
(KMnO4, 99%), hydrogen peroxide (H2O2, 30%), hydrochloric acid (HCI, 37%), and tung-
sten (VI) oxide (WO3, <100 nm) were obtained from Sigma-Aldrich, and tungsten car-
bide (WC 45 nm, 99%) was obtained for the synthesis process from Nanokar company
(İstanbul, Turkey).

2.1. Graphene Oxide (GO) Synthesis

GO was synthesized from layered graphite via the modified and improved Hummers
method. Firstly, graphite (2 g) and then KMnO4 (6 g) were gradually added into H2SO4
within the ice bath and mixed. Later, 300 mL of deionized water was added to the mixture.
In order to stop the oxidation process and remove the impurities in the structure, the
mixture was filtered by adding H2O2 and HCl, respectively. Synthesized graphite oxide
measuring 1 g was taken into 350 mL of pure water and dispersed for 3 h. After two hours
of sonication in order to facilitate the exfoliation of clumped graphite oxide layers on GO
layers, the mixture was centrifuged, and GO was produced.

2.2. In Situ and Ex Situ Synthesis of WO3/GO Composites

A total of 10 mg WO3 and 30 mg GO were separately mixed for 2 h in 10 mL and
30 mL water, respectively, for the ex situ synthesis of WO3/GO nanocomposites. Later, the
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two solutions were combined and mixed for another 2 h in a magnetic stirrer. The achieved
solution was centrifuged and finally dried at 60 ◦C for 24 h to obtain the WO3/GO composite.

WC powder measuring 1 g and 10 mL H2SO4 were mixed in ice bath for the in situ
synthesis of WO3/GO nanocomposite. KMnO4 measuring 3 g was gradually added into
this mixture by continuously stirring. After adding KMnO4, the mixture was stirred for an
additional 2 h; then, 15 mL H2O2 (%30 w/w) was added, and it was observed that the color
of the mixture turned bright yellow. The achieved solution was centrifuged and finally
dried at 60 ◦C for 24 h.

2.3. Photocatalytic Activities of WO3/GO Composites

Methylene blue (MB) was used as typical pollutants to study the photocatalytic activity
of the synthesized WO3/GO composites, which are synthesized with in situ and ex situ
methods. In order to simulate the coloring agent, 75 mL of 20 ppm MB solutions was
prepared. WO3 was added to one of the solutions, and 15 mg of in situ WO3/GO and
15 mg of ex situ WO3/GO were added to other solutions as catalysts. Then, the solution
was deposited into tubes in equal amounts in order to be able to make measurements at
different time intervals.

After mixing for 30 min in the dark to ensure an adsorption–desorption balance, the
solution tubes that were placed in the UV cabinet were exposed to a total of 2 xenon lamps,
each of which was 150 Watt (Figure 1).
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Figure 1. Designed UV cabinet (a) and tubes prepared for measurements to be made with different
time intervals (b).

The distance between the lamp and the center of the tubes was measured as 8 cm.
Samples were then taken at regular intervals to observe the degradation of methylene blue
at 660 nm. The first measurement was made in the 15th minute; the next measurements
were set to be made every 30 min, and regular measurements were made.

3. Results

The GO characterization was performed with X-ray diffraction (XRD) and the scanning
electron microscopy (SEM/EDS) technique. WO3/GO composites were also evaluated
by using a scanning electron microscope (SEM, Quanta Feg 250; FEI, Eindhoven, the
Netherlands). WO3/GO composites were examined with a low-vacuum at 20.00 kV and
12.7–13.2 mm working distance at 5000× and 10000× magnifications, respectively. The
elemental analysis of nanocomposites was carried out using an SEM microscope equipped
with an energy-dispersive X-ray spectroscopy (EDX, Quanta Feg 250; FEI, Eindhoven,
The Netherlands). The distribution and atomic composition of WO3/GO was examined
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using elemental mappings at an accelerating voltage of 20 kV. The crystalline phase of
WO3/GO were examined by X-ray diffraction (XRD, Bruker D8 Advance Twin-Twin;
Bruker, Karlsruhe, Germany) at 40 kV, 40 mA, and 1600 watts. In order to determine the
photocatalytic capacity of WO3/GO nanocomposites, a UV-Vis spectrophotometer (UV-Vis
Carry 60) device was used.

3.1. Characterization of GO

When the XRD spectrum of the GO structure was examined, it was observed that the
peak formed at 2θ = 11.52◦ for GO, which is consistent with the results in the literature and
it shows that the GO structure is obtained properly (Figure 2) [37].
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Figure 2. XRD patterns of GO.

SEM analysis results showed that the GO structure was formed by layered wavy
structures piled on top of each other (Figure 3).
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3.2. Characterization of WO3/GO Composites

Figure 4 provides the comparative FTIR spectra of GO and WO3/GO composites. The
peaks of <1000 cm−1 within the composite structures show the existence of pure WO3 [28].
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Figure 4. FTIR Spectra of GO and WO3/GO Composites.

The FTIR spectrum of GO shows that the hydroxyl bond (-OH) is at 3425 cm−1, the
carbonyl bond (C=O) is at 1719 cm−1, the aromatic bond (C=C) is at 1627cm−1, the epoxy
bond is at 1627 cm−1, (C-O) is at 1400 cm−1, and the alkoxy bond (C-O) is at 1064 cm−1. The
bands at 1715 cm−1 and 1617 cm−1 in the in situ synthesized composite structure and the
bands at 1713 cm−1 and 1614 cm−1 in the ex situ synthesized composite structure belong to
C=O and C=O vibrations, indicating the presence of GO in the composite’s structure.

Peaks under <1000 cm−1 observed in composites that are not observed in GO structure
are caused by O-W-O stretch vibrations and show that nanoparticles bind to GO nanolayers
strongly [38]. O-W-O vibrations observed approximately at 820 and 758 cm−1 in the in situ
synthesized composite structure were observed less in ex situ structures.

SEM micrographs were used to identify the morphology of the synthesized composites
and the location of the metal oxide in the carbon matrix. It was observed that while the
pure WO3 structure comprised spongy structures of various sizes placed in such a way
as to form spaces between them, WC consisted of randomly distributed and irregularly
shaped coarse grains (Figure 5).

It is observed that the wavy interlayer spaces in GO structures are randomly dispersed
by some spherical WO3 particles to form smoother surfaces in the WO3/GO ex situ synthe-
sized nanocomposite (Figure 5e,f) structures. In WO3/GO insitu synthesis morphologies,
however, it is seen that a single-phase homogeneous composite morphology formed with
good interfacial interaction between GO and WC (Figure 5g,h). The homogeneous coating
of the GO surface with WO3 as a result of good interfacial interaction in the in situ synthesis
structure shows parallelisms with the O-W-O vibration bands observed in the FTIR results,
while the lesser observation of these bands in the ex situ synthesis also supports the WO3
particle structure observed between the GO layers.
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The EDS analysis of WO3 powders shows a tungsten atomic percentage of 79.35%
and an oxygen atomic percentage of 20.65%. WC powders show tungsten at 90.34% and
a carbon atomic percentage of 9.66%. After the synthesis of nanocomposites, a notable
decrease in the atomic percentages of W elements was observed. Furthermore, the presence
of GO was confirmed via EDS analyses, which showed additional carbon elements and
oxygen elements in WO3/GO ex situ and in situ, respectively (Table 1).

Table 1. Elemental composition of WO3, WC and WO3/GO in ex situ synthesis and in WO3/GO in
situ synthesis.

Samples % at.

Oxygen Tungsten Carbon
WO3 20.65 79.35 -
WC - 90.34 9.66

WO3/GO ex situ 41.10 8.62 50.28
WO3/GO in situ 26.97 16.71 56.32

Figure 6 shows the XRD patterns of the ex situ and in situ WO3/GO, WO3/GO
nanocomposites, which confirms the presence of both WO3 and GO.
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A low intensity peak at 10.8◦ indicates the formation of GO sheets in the in situ
synthesis of WO3/GO, which is due to the poor crystalline nature of carbon. The other
peaks at 2θ values of 23.3, 24.5, 34.2, 42.1, 47.49, and 50.22 confirm the presence of WO3
particles [39].

The WC diffraction spectrum shows three major intense peaks located at 2θ = 30.42◦,
38.98◦, and 47.03◦, which correspond well to the crystallographic planes (001, 100, and 101)
of WC, respectively [40].
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3.3. Photocatalytic Degradation

Figure 7 shows the adsorption capacities (qe) of WO3 and WO3/GO ex situ and
WO3/GO in situ nanocomposites, which were calculated using the following formula:

qe =
C0 − Ce

m
∗ V

where C0 (mg/L) and Ce (mg/L) refer, respectively, to the initial concentration of the
coloring agent and the concentration of the coloring agent remaining in the solution after
adsorption, m (g) refers to the amount of adsorbents, and V (mL) represents the volume of
the solution. Accordingly, WO3 showed adsorption capacities in the range of 12.65–15.59,
while WO3/GO ex situ and WO3/GO in situ nanocomposites showed adsorption capacities
in the range of 15.18–19.84 and 19.46–23.91, respectively. During the experiment, the
adsorption maximum capacity was determined with WO3/GO in situ nanocomposites
at t = 270, and the lowest was determined with WO3 at t = 0. Within the increasing time
intervals, the adsorption capacity of WO3/GO in situ nanocomposites showed a significant
increase after 3 h. This shows that this situation can be associated with the surface area
of the nanocomposite, thus leading to the understanding that the photocatalytic effect
increases with time.

1 
 

 

Figure 7. Relationship between adsorption capacity and time.

The degradation efficiency of was calculated using the following formula:

η% =

(
1 − C

C0

)
× 100

where C0 is the absorption maximum at t = 0, and C is the absorption maximum after
complete degradation.

WO3 and WO3/GO nanocomposites synthesized ex situ/in situ showed the maximum
degradation of 75.79%, 90.52%, and 96.30% respectively (Figure 8). It was observed that
the degradation amount of the WO3/GO in situ catalyst was higher than the one of ex
situ synthesis, and it was concluded that this difference depends on the synthesis method.
When GO is added to the matrix, it increased the photocatalytic effect, and in parallel
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with this, the synthesized nanocomposite structures reach higher percentage degradation
efficiency values in a shorter time compared to WO3.
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The chemical structure of MB has cationic atoms and aromatic rings. The degradation
mechanism starts with the MB dye adsorption on the nanocomposite’s surface followed by
its photodegradation, which can be summarized in the following steps. Figure 9 illustrates
the mechanism of the photocatalytic degradation of MB via the WO3/GO nanocomposite’s
UV irradiation. First, visible light radiation allows the transfer of electrons in in the
valence band WO3 to the conduction band of GO. Therefore, holes (h) and electrons (e-) are
formed on the surface of the WO3 photocatalyst. GO behaves as an electron acceptor via
electrostatic and π−π stacking interactions. Then, while the holes react with the hydroxide
ion, the electrons react with dissolved oxygen to produce OH-, which degrades MB dyes
into non-toxic gases such as carbon dioxide and water. In addition, hydrogen peroxide
reacts with electrons to produce more OH- to increase the degradation of the dye.

1 
 

 
Figure 9. Schematic representation of photocatalytic degradation of methylene blue by WO3/GO
nanocomposites under UV irradiation illumination.

As shown in Table 2, prepared photocatalysts were compared with other WO3-based
nanocomposites. Their photocatalytic efficiency is usually at 80–97%. In this work,
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WO3/GO nanocomposites prepared by in situ synthesis were higher than that of the
tungsten-oxide-based counterparts. In addition, the method is simple and does not re-
quire synthesizing GO separately; the in situ oxidation of graphite is provided while the
nanocomposite is formed.

Table 2. Comparison of photocatalytic performance between this work and reported references.

Photocatalyst Methods of Synthesis Photodecomposition Photocatalytic Effciency References

WO3/GO In situ
ex situ chemical oxidation MB 96.30%

90.52% Current work

WO3/GO Ultrasonication Method MB 97.03% [28]
WO3/GO Sol-gel method MB 82% [31]
WO3/GO Photo-reduction method MO 92.7% [32]
WO3/GR Hydrothermal method MB 83% [39]

WO3/rGO In situ slvothermal method MB 94% [41]

4. Discussion

The photocatalytic activities of the WO3 and WO3/GO nanocomposites were evalu-
ated by the degradation of MB in aqueous solutions. Compared with WO3, the photocat-
alytic activity of the WO3/GO nanocomposites was enhanced, and the best degradation
efficiencies for MB was 96.30% for the WO3/GO in situ synthesis nanocomposite. It was
attributed to the large surface area of GO, which served as an acceptor of the electrons
generated in the WO3 and effectively decreased the recombination. To overcome the rapid
recombination and slow migration of charge carriers, different morphologies have been
developed, such as nanoplates, nanotubes, and nano-sheets. The homogeneous nanoplate
structure formed in in situ syntheses showed higher photocatalytic effects due to its large
surface area than the nanorod-like structure formed as a result of ex situ syntheses.

Although there are various different pollutant sources in the environment [42], the
application of composite-based photocatalysts is limited to water treatments. Expanding the
application areas of GO-based photocatalysts with different studies is necessary. Laboratory
equipment is mostly used for the degradation processes in the laboratory. To prepare
photocatalysts on a commercial scale, cost studies should be carried out for the large-scale
degradation of pollutants, and systems should be modified with appropriate strategies. It is
seen that suitable morphologies can be obtained by adjusting different methods and reaction
conditions, and morphology control is an important parameter for photocatalytic activities.

5. Conclusions

In summary, we reported a simple chemical in situ and ex situ synthesis process and
the physical properties and photocatalytic activities of WO3/GO composite structures. We
observed that different synthesis methods affect WO3/GO’s morphology, while different
WO3/GO morphologies affect photocatalytic performances. The ex situ preparation of
the composite leads to the formation of well-dispersed WO3 with smoother surface in the
WO3/GO. However, the in situ-prepared WO3 nanostructures have showed that single-
phase homogeneous composite morphologies formed with good interfacial interactions
between GO and WC. The prepared WO3 and its nanocomposite with GO was evidenced
for the dye degradation of MB. The best degradation efficiencies for MB were 96.30% for
the WO3/GO in situ synthesis nanocomposite, which are much better than that of WO3.
The results showed that WO3/GO composites exhibited an enhanced WO3 photocatalysis
efficiency in visible light. This study gave a new perspective for applications of WO3/GO
nanocomposite photocatalysts for various areas.
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Abstract: Studies on mode II fracture have promoted the establishment of the delamination theory
for unidirectional composite laminates at room temperature. However, under thermal conditions, the
fracture behavior of composite laminates will exhibit certain differences. The delamination theory
should be extended to consider the temperature effect. To achieve this goal, in this study, the mode II
static delamination growth behavior of an aerospace-grade T800/epoxy composite is investigated at
23 ◦C, 80 ◦C and 130 ◦C. The mode II fracture resistance curve (R-curve) is experimentally determined.
A fractographic study on the fracture surface is performed using a scanning electron microscope
(SEM), in order to reveal the failure mechanism. In addition, a numerical framework based on
the cohesive zone model with a bilinear constitutive law is established for simulating the mode II
delamination growth behavior at the thermal condition. The effects of the interfacial parameters on
the simulations are investigated and a suitable value set for the interfacial parameters is determined.
Good agreements between the experimental and numerical load–displacement responses illustrate
the applicability of the numerical model. The research results provide helpful guidance for the design
of composite laminates and an effective numerical method for the simulation of mode II delamination
growth behavior.

Keywords: composite laminate; mode-II delamination; R-curve; temperature; cohesive law

1. Introduction

Composite materials with high specific strength and specific stiffness have been widely
applied in automobile, aerospace, and other fields [1–4]. Composite laminates are one of
the most commonly used configuration types. However, the interlaminar properties of
composite laminates are much lower than the in-plane properties because of the lack of
reinforcement in the thickness direction. At the same time, owing to the mismatch of Pois-
son’s ratio between the laminates and the anisotropy of the coefficient of thermal expansion,
serious stress concentration will be produced at locations with variable thickness, free
edges, and hole edges. This weak interlaminar performance and high interlaminar stress
can easily lead to interlaminar failure occurring at the interface between adjacent layers in
the form of interlayer debonding, which is called delamination. Delamination is one of the
most common and important failure modes in composite structures [5–7]. The occurrence
and growth of delamination will lead to a significant reduction in the strength and stiffness
of composite structures and may even cause unpredictable catastrophic failure [8–10]. This
is extremely unfavorable to the integrity, life, and safety of the structures and will seriously
restrict the application of composite materials in engineering structures. Therefore, the
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studies on delamination behavior are of great significance and practical value and are also
the focus of damage tolerance design and analysis of composite structures [11,12].

Moreover, aerospace composite structures may be exposed to thermal conditions [13–15].
Resin matrix composites are very sensitive to high temperature. The variation in tempera-
ture will change the mechanical properties of components and the internal stress between
composite layers and then affect the delamination propagation behavior of composite
materials. In order to ensure the reliable application of carbon fiber-reinforced composites
under service conditions, it is necessary to quantitatively characterize the temperature
effect on the delamination behavior and failure mechanism of carbon fiber-reinforced com-
posites. However, the importance of the degradation of the fracture toughness caused
by the thermal environment has been ignored, based on the relatively small number of
published studies, especially for the mode II delamination. More efforts should be made to
study mode II delamination to promote the establishment of test standards.

Limited studies have shown that the relationship between the measured mode II frac-
ture toughness and temperature is still not clear. Hashemi et al. [16] found that the mode
II fracture toughness of AS4/PEEK laminates increased with the temperature increasing
from 20 ◦C to 130 ◦C. A similar conclusion was also made by Machado et al. [17]. They
measured the mode II fracture toughness of laminates fabricated by the carbon/epoxy
composite (SEAL® Texipreg HS 160 RM) at temperatures of 20 ◦C, 80 ◦C and −30 ◦C.
Mode II fracture toughness of AS4/3501-6 was also found to increase with temperatures
in the range of −50 ◦C to 100 ◦C [18], owing to increasing matrix ductility. However,
Davies and Charentenay [19] found that there was no temperature effect on the mode II
fracture toughness of T300/914C laminates evaluated in the range from 30 ◦C to 120 ◦C.
More researchers found that the mode II fracture toughness decreased with the increase
in temperature [20–22]. The results of Sjögren and Asp [23,24] showed that the mode II
fracture toughness of HTA/6376C laminates decreased with the increase in temperature
from −50 ◦C to 100 ◦C. However, the fracture surface characteristics at different temper-
atures were similar to each other. It was observed that the crack jumped between the
upper and lower boundaries of the fiber when the temperature was 100 ◦C. However, at
room temperature, the delamination grew along the upper boundary of the fiber. Cowley
and Beaumont [25] performed end-notched flexure (ENF) tests on composite laminates
fabricated by IM8/APC and IM8/954-2 materials. They found that the mode II fracture
toughness decreased more obviously with the increase in temperature, especially when
close to the glass transition temperature of the material. Davidson et al. [26] found that
the matrix ductility increased with the increase in temperature, resulting in the decrease in
mode II fracture toughness of T800H/3900-2 laminates. Boni et al. [15] measured the mode
II fracture toughness of Hexcel 913C-HTA laminates evaluated at room temperature and
70 ◦C and found that it decreased at a higher temperature. Zulkifli and Azari [27] studied
the mode II delamination growth behavior of silk fiber/epoxy laminates at 20 ◦C, 23 ◦C,
26 ◦C, 38 ◦C, 50 ◦C and 75 ◦C. It was shown that the sliding cracking of matrix and fiber
appeared during the experiment, and the mode II fracture toughness at 75 ◦C showed a
71% decrease compared to that at room temperature.

The aerospace field has shown much interest in studying the effect of temperature on
the mode II delamination behavior of widely used composites for design and verification
purposes. To the authors’ knowledge, the mode II resistance curve (R-curve), which
relates the strain energy release rate (SERR) to the delamination growth length, is still
lacking in-depth investigation, especially in the thermal environment. This information
is important and valuable if a damage tolerance philosophy is to be applied to the design
of composite structures [28]. In addition, accurate simulation of the mode II delamination
is required. Therefore, this study aims to investigate the temperature dependence of the
mode II delamination behavior and establish a numerical framework for the delamination
simulation based on the cohesive zone model.
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2. Delamination Tests on the ENF Specimen
2.1. Specimen and Test Set-Up

Specimens were fabricated by carbon fiber T800/epoxy prepregs, which were provided
by the Cytec Corporation. The layer-up panel was cured according to the supplier’s
suggested procedures. The basic material properties are listed in Table 1, where E1, E2, and
E3 are the Young’s moduli in the 1-direction (main orthotropic material axe), 2-direction
(perpendicular orthotropic material axe) and 3-direction, respectively; G12, G13 and G23 are
the shear moduli in the 1-2 plane, 1-3 plane, and 2-3 plane, respectively; ν12, ν13 and ν23 are
the Poisson’s ratios in the 1-2 plane, 1-3 plane, and 2-3 plane, respectively. XT and XC are
the tensile and compressive strengths in the 1-direction, respectively; YT and YC are the
tensile and compressive strengths in the 2-direction, respectively. ZT and ZC are the tensile
and compressive strengths in the 3-direction, respectively; S12, S13, and S23 are the shear
strengths in the 1-2 plane, 1-3 plane, and 2-3 plane, respectively. The cured panel was cut
into specimens with uniform geometrical dimensions of 180 mm length, 25 mm width and
4.8 mm thickness. A 40 mm long and 25 mm wide Teflon film was prearranged between the
center plies to create an artificial pre-crack for the delamination. Unidirectional laminates
with a stacking sequence of [0/0]12 were studied here.

Table 1. Basic mechanical properties of T800/epoxy material.

E1 (Gpa) E2, E3 (Gpa) G12, G13 (Gpa) G23 (Gpa) ν12, ν13 ν23

163.5 9.0 4.14 3.08 0.32 0.46

XT (MPa) XC (MPa) YT, ZT (MPa) YC, ZC (MPa) S12, S13 (MPa) S23 (MPa)

2992 1183 70.6 278 172 105

The edges of specimens were painted with a thin layer of white correction fluid to
facilitate the identification of the crack tip. The edge of the specimen was monitored by a
traveling microscope, enabling continuous reading of the position of the crack tip with a
precision of at least 0.1 mm. An insulated test chamber was used to keep the specimens at
the designated temperature by electrical heating. Interior fans in the chamber were used to
circulate the air and ensure a uniform temperature environment. The test was performed
when the specimen remained at the stabilized temperature for about half an hour to allow
the specimen to arrive at the equilibrium temperature. The chamber had one large, outfitted
glass window and inside lighting, which enabled the observation of the position of the
crack tip and the measurement of the delamination length during the tests.

2.2. Test Procedure

Mode II delamination was achieved by the end-notched flexure (ENF) test. The ENF
tests were conducted following the ASTM standard D7905/D7905M-14 [29] on a computer-
controlled MTS 858 testing machine. Displacement controlling mode was adopted. The
load was applied through a loading roller as shown in Figure 1. The total span between
the external rollers was set at 100 mm. The ratio of the initial delamination length to the
half span, a0/L, was set at 0.7 [30]. In this case, the delamination could be initiated in a
relatively stable manner, followed by continued and relatively stable delamination growth
over a relatively long distance before reaching the maximum load.
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Figure 1. (a) Schematic diagram and (b) picture of the ENF test set-up.

Before conducting the mode II delamination test, it was necessary to calibrate the
specimen compliance in order to determine the relationship between the compliance C
and the delamination length a. The derivative of the specimen compliance with respect to
the delamination length ∂C/∂a was used to calculate the mode II fracture toughness. By
moving the position of the specimen on the support roller to achieve different delamination
lengths, the compliance calibration was applied to obtain five data points. In order to
facilitate the compliance calibration and positioning, the specimen edges were marked at
15, 20, 25, 30, and 35 mm away from the end of the pre-crack. At the same time, a ruler
was set on the support platform, and the center line of the support roller was marked for
accurate placement of the specimen. When placing the specimen, the marking line on
the roller was aligned with the scale line on the ruler of the support platform to ensure
an exact delamination length during the compliance calibration and the delamination
test. According to ASTM standard D7905/D7905M-14 [29], the maximum force during the
compliance calibration should be less than 50% of the ultimate load. In this work, the load
applied during the compliance calibration was in the linear elastic stage of the material.
The maximum applied load was 800 N and then unloaded. After each compliance test, the
specimen was fully unloaded, and then the procedure of “adjusting the distance-holding
heating-reloading-unloading” was repeated until the compliance data corresponding to
five different delamination lengths were obtained. The loading speed during delamination
tests was 0.1 mm/min in order to obtain slow delamination growth and maximize the
number of data points obtained. The unloading speed was 0.5 mm/min. It should be
noted that once the incubator was opened to adjust the delamination length, re-heating
was required for more than 10 min to ensure the stability of the tested temperature.

2.3. Date Reduction Method

The mode II fracture toughness can be determined by linear elastic fracture mechanics.
Three different calculation methods are available [31], including the Experimental Compli-
ance Method (ECM) [29], the Simple Beam Theory Method (SBT), and the Corrected Beam
Theory with Effective Crack Length Method (CBTE) [32]. All of them can be expressed as
the classical Irwin–Kies equation:

GII =
P2

2b
∂C
∂a

(1)

where P is the applied load, C is the specimen compliance, a and b are the delamination
length and the specimen width, respectively.

2.3.1. ECM Method

The ECM is established based on the assumption of a cubic relationship between the
specimen compliance and the delamination length:

C = A + m·a3 (2)
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where C is the specimen compliance (the ratio between the displacement and the load,
δ/P), the parameters m and A are the slope and intercept, respectively, of the fitting curve
obtained by the least squares linear regression analysis. Substituting Equation (2) into
Equation (1), the expression for mode II fracture toughness can be derived.

GII =
3P2a2m

2b
(3)

2.3.2. SBT Method

According to the Simple Beam Theory, the compliance of the ENF specimen is as follows.

C =
δ

P
=

3a3 + 2L3

8bh3E1
(4)

Substituting Equation (4) into Equation (1), the expression for the fracture toughness is:

GII =
9P2a2

16b2h3E1
(5)

where L is the half span, δ is the applied displacement, P is the applied load, a is the
delamination length, b is the specimen width, h is a half of the specimen thickness, E1 is
the flexural modulus. The limitation of the SBT method is that the contribution of shear
deformation of the specimen to the energy release rate is neglected. Zero compliance at the
crack root is assumed in Equation (4). However, in an actual case, there is some deflection
and rotation at the crack tip.

2.3.3. CBTE

The above ECM and SBT methods must visually observe the position of the crack
tip, which is usually not easy to achieve in the mode II delamination. This is because
there is no clear opening during the delamination growth [33]. Even with the help of a
microscope with high magnification, it is difficult to distinguish between the damage and
the delamination growth [34]. Therefore, the CBTE method without the requirement for
visual observation of the crack tip is proposed. The compliance of the ENF specimen is
defined as Equation (6).

C =
δ

P
=

3(ae)
3 + 2L3

8bh3E1
(6)

Substituting Equation (6) into Equation (1), the equation for the fracture toughness is
given by:

GII =
9P2ae

2

16b2h3E1
(7)

where ae is the effective delamination length and can be obtained by Equation (8).

ae = (
1
3
(8bCh3E1 − 2L3))

1
3

(8)

3. Test Results
3.1. Compliance Calibration Results

For the ECM method, the load–displacement curves of specimens with different
delamination lengths were used to obtain the relationship between the compliance and the
crack length. Figure 2a shows the obtained load–displacement curve of the specimen in the
compliance calibration process. As shown in Figure 2b, the linear sections of the curves are
abstracted for linear fitting in order to determine the specimen compliance. In this way,
the plots of the compliance against the cubic of crack length at RT, 80 ◦C, and 130 ◦C are
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presented in Figure 3, which are fitted by Equation (2). For all temperatures, it can be seen
that a good linear relation (with the R2 coefficient equal to 0.99) was obtained between the
compliance and the cubic of crack length. The detailed fitting formulas are given in Figure 3.
The values of the m at RT, 80 ◦C, and 130 ◦C were 0.006, 0.0089, and 0.0078, respectively.
These values were used in Equation (3) for the calculation of fracture toughness.
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3.2. Load–Displacement Curve

Figure 4 shows the load–displacement curves of the ENF specimens under various
temperature conditions. From this figure, it can be seen that all specimens exhibit a
short nonlinear behavior at the initial stage of loading when the specimen first contacted
with the loading nose. Then, the load–displacement curve exhibits a linear part, and
the load gradually increases until reaching the maximum value. Before arriving at the
final load drop, the curve exhibits a certain degree of non-linear response owing to the
formation of a process zone of the matrix deformation and micro cracks at the crack tip,
and delamination failure. Subsequently, the load decreased with further delamination
growth. Comparing the load–displacement curves at different temperatures, both the
specimen stiffness and the maximum load decreased with the increase in temperature. At
room temperature, the load dropped rapidly after reaching the maximum value, which
illustrated the relatively unstable delamination growth. However, at high temperatures, the
load drop process tended to be gentler, especially when the temperature was 130 ◦C. More
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significant nonlinear behavior appeared, and the specimen carried the load in a relatively
stable manner. This phenomenon was consistent with the experimental results in [35].
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3.3. Fracture Toughness

Based on the recorded load, deflection, and delamination length, the mode II fracture
toughness under various temperature conditions was calculated using the three data
reduction methods given in Section 2.3. The obtained results are shown in Figure 5. It can
be seen that the ECM and SBT produced similar results. However, At RT and 80 ◦C, the
fracture toughness values obtained by the CBTE method were obviously higher than those
of the other two methods. Only at 130 ◦C was there no obvious difference between the
results calculated by the three methods. Detailed values of the mode II fracture toughness
are listed in Table 2. The mean value and standard deviation are also listed in Table 2. In
this work, the ENF tests were conducted referring to the ASTM standard D7905/D7905M-
14 and the ECM is the only one method covered in this ASTM standard. Therefore, the
mode II fracture toughness calculated by the ECM method ECM was compared. It was
determined that the fracture toughness decreased with the increase in temperature. The
fracture toughness values at 80 ◦C and 130 ◦C decreased by 13.88% and 29.47%, respectively,
compared with that at room temperature. With the increase in temperature, the decrease
in fracture toughness may be caused by the degradation of the matrix, which led to the
decrease in shear strength and stiffness and the increase in resin ductility [22,36,37].
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Table 2. Mode II fracture toughness of ENF specimens evaluated at different temperatures.
(Unit: J/m2).

Temperature Method Test 1 Test 2 Mean Value S.D. CoV (%)

RT
ECM 2269.68 2259.09 2264.39 5.29 0.2
SBT 2237.93 2110.97 2174.45 63.48 2.9

CBTE 2738.67 2684.17 2711.42 27.25 1.0

80 ◦C
ECM 1920.93 1989.62 1955.28 34.34 1.8
SBT 1916.81 1953.56 1935.19 18.38 0.9

CBTE 2273.08 2300.07 2286.58 13.50 0.6

130 ◦C
ECM 1644.45 1558.94 1601.70 42.78 2.7
SBT 1584.24 1671.48 1627.86 43.63 2.7

CBTE 1660.58 1595.40 1627.99 32.59 2.0

An obvious R-curve was observed over the entire evaluated temperature range, and
the R-curves are shown in Figure 6. The R-curve behavior was also presented in mode I
delamination [38,39] and mixed-mode I/II delamination [40–42] of composite laminates.
Wang et al. [38,39] carried out mode I delamination tests on six kinds of T800/X850 lami-
nates with different interfaces of 0◦/0◦, +22.5◦/−22.5◦, +45◦/−45◦, 90◦/90◦, 0◦/45◦, and
0◦/90◦. An interface-dependent analytical model was proposed for the plateau fracture
toughness. Gong et al. [40] experimentally determined the mixed-mode I/II R-curves of
the unidirectional and multidirectional laminates made from carbon/epoxy composites by
using the mixed-mode bending tests. It was found that the initial and steady-state fracture
toughness values were strongly influenced by the interfacial ply and the mode mixity.
The fiber bridging length of mode I delamination was much higher than that of mode II
delamination. However, the fiber bridging length in the mixed-mode I/II delamination
was approximately the same for unidirectional laminates and multidirectional laminates
with a +22.5◦/−22.5◦ interface. Furthermore, mixed-mode I/II delamination tests were
performed on multidirectional T700/QY9511 laminates with a +45◦/−45◦ interface [41,42].
Mixed-mode I/II R-curves were obtained, while the fracture toughness increased with the
increase in delamination growth length while there was no plateau value. They also found
a similar R-curve behavior of fatigue delamination resistance, which is also mainly resulted
by the bridging fibers [43–47]. However, the resulting damage status in fatigue delami-
nation is usually different from that in static delamination. For the mode II delamination
studied here, the R-curve primarily arose from an increasing amount of crack-tip plasticity
developing as the crack grew [16]. At RT and 80 ◦C, the fracture toughness gradually
increased with the delamination growth until reaching a relatively stable value after a
certain delamination growth length. At 130 ◦C, the fracture toughness linearly increased
with the delamination growth, and no stable value was exhibited. With the increase in
temperature, a longer delamination growth length is required to achieve the saturation
state of the formed crack tip plasticity. However, because of the limitation of the effective
crack length in the ENF test, the fracture toughness corresponding to the delamination
length higher than 50 mm could not be obtained.

3.4. Analysis on the Fracture Surface

A fractographic study was conducted on the ENF specimens in order to analyze the
failure mechanisms at different temperatures. The tested specimens were opened and the
exposed fracture surfaces were gold sputter-coated and then examined with a scanning
electron microscope (SEM) at a magnification of 2000. It was noted that the main micro
characteristics of the fracture surfaces were shear cusps or hackles. At room temperature, a
brittle failure mode with relatively little matrix deformation was observed on the fracture
surface. The low fiber/matrix debonding strength resulted in a large amount of exposed
fibers, as shown in Figure 7a. For the delamination tests at high temperatures, an increase
in the resin ductility was observed with the increase in temperature, a feature that was
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highlighted by the higher degree of matrix deformation and the amount of matrix adhered
to the fibers on the fracture surfaces, as shown in Figure 7b,c. The decrease in the amount
of unstable delamination growth from room temperature to the elevated high temperature
also reflected this transition from brittle to ductile behavior. This was consistent with the
discussion in Section 3.3.
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4. Numerical Simulation for the Mode II Delamination in ENF Specimens

In this section, a numerical framework is established for the mode II delamination
growth behavior at the thermal conditions. Influences of temperature on the basic material
mechanical parameters were considered using a material model, which can quantitatively
characterize the temperature-dependent effect on the mechanical properties of composite
materials based on exponential functions of the temperature. The delamination growth
behavior was modeled using the cohesive elements with a bilinear constitutive law. The
effects of interfacial parameters on the simulations were investigated, and a suitable value
set for the interfacial parameters was determined.
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4.1. A Model for the Thermal-Affected Material Properties

The constitutive law of a transverse isotropic material can be expressed as ε = S•σ,
where ε, S, and σ are the matrixes of engineering strain, compliance, and stress, respec-
tively. The element Sij is a function of engineering constants Eij, νij, Gij (i, j = 1, 2, 3) of
the composite material [48]. In order to include the temperature effect on the material
mechanical properties, the compliance matrix S is modified, as shown in Equation (9):

Stemp =




1/Etemp
11 −ν

temp
21 /Etemp

22 −ν
temp
31 /Etemp

33 0 0 0
1/Etemp

22 −ν
temp
32 /Etemp

33 0 0 0
1/Etemp

33 0 0 0
1/Gtemp

23 0 0
1/Gtemp

31 0
symm. 1/Gtemp

12




(9)

where “temp” denotes the thermal condition. A non-dimensional temperature T* as
Equation (10) is introduced to evaluate the temperature-dependent characteristics of the
composite material, which has also been adopted by other researchers [49,50].

T∗ =
Tg − Topr

Tg − Trm
(10)

Here, Tg is the glass transition temperature, Topr is the operation temperature, and
Trm is the room temperature. A united model [51], such as Equation (11), can be used to
quantitatively characterize the temperature-dependent effect on the mechanical property
of composite materials. The matrix and fiber stiffness and strength data are empirically
fitted by exponential formulas as a function of T*. This model was first proposed for the
hygrothermal environment. When there is no moisture absorption, this model degrades to
the case with only temperature effect and is also applicable.
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Here, the symbols a–h denote empirical constants. XT, XC, YT, YC and S12 are the
longitudinal tensile and compressive, transverse tensile and compressive, and in-planar
shear strengths, respectively. The superscript “0” denotes the room temperature. Values of
the exponents in Equation (11) can be determined by a micro-level based method [50,52,53].
As shown in Equation (12), mechanical properties E33, G13, ν13, G23, ZT, ZC and S13 at the
thermal condition are determined based on the transverse isotropic assumption. The ν23
and S23 are determined based on the method proposed by Christensen [54] and Pinho
et al. [55]. The values of the exponents in Equation (11) are listed in Table 3 from which
the basic mechanical properties of the composite material at 80 ◦C and 130 ◦C can be
determined and are also listed in Table 3.
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Table 3. Values of the exponents for the engineering constant calculations and the determined
mechanical properties of T800/epoxy composites at high temperatures.

Item a b c d e
Value 0.04 0.5 0.5 0.04 0.54
Item f g h Tg/◦C Trm/◦C
Value 0.50 0.50 0.50 185 23

Elastic
property 80 ◦C 130 ◦C Strength

(MPa) 80 ◦C 130 ◦C

E1 (GPa) 160.7 156.6 XT 2941 2866
E2, E3 (GPa) 7.245 5.24 XC 936 661

G12, G13
(GPa) 3.33 2.41 YT, ZT 56.8 41.2

G23 (GPa) 2.44 1.76 YC, ZC 224 162
ν12, ν13 0.33 0.33 S12, S13 138 100

ν23 0.485 0.487 S23 84 61

4.2. Cohesive Zone Model with a Bilinear Constitutive Law

Different methods have been proposed to simulate the delamination growth behavior,
such as the virtual fracture closure technique (VCCT) [56], extended finite element method
(XFEM) [57,58], and cohesive zone model (CZM) [7,59]. The XFEM can effectively model
the delamination migration [60,61] in composite structures [62]. In addition, Reddy and
co-workers [63,64] illustrated that delamination can be conveniently modeled using an
element deletion/failure method in conjunction with a non-local fracture criterion. They de-
veloped a novel three-dimensional, rate form-based finite-deformation constitutive theory
to describe the damage and fracture in viscoelastic solids. The CZM is a prevailing method
which combines strength-based analysis to predict delamination initiation and fracture
mechanics to predict delamination growth. The constitutive law relates cohesive traction
(σ) to crack opening/shearing displacement (δ) at the interface. Different constitutive laws
have been proposed for different material systems and structural forms, such as bilinear,
exponential, trapezoidal, and multi-linear [65]. To deal with the effect of fiber bridging on
the delamination behavior, modified delamination growth criteria and modified cohesive
zone model were proposed. In the modified delamination growth criteria, the R-curve was
integrated into the traditional cohesive zone model with bilinear constitutive law [41,42].
Gong et al. [65] proposed a physical-based three-linear CZM superposed by two bilinear
CZMs that represent two different phenomena including the quasi-brittle matrix fracture
characterized by a higher peak stress and a shorter relative opening displacement, and
the fiber bridging characterized by a lower peak stress and a longer relative opening dis-
placement. Furthermore, a novel four-linear cohesive law was developed [66], which was
established based on the realistic failure mechanism during the delamination growth. All
the necessary cohesive parameters can be obtained by tests except for the fracture tough-
ness ratio, which is introduced to characterize the non-linear softening behavior of the
bridging fibers in a simple way. In addition, the implementation of the four-linear cohesive
law in FEM is easier and more efficient than the non-linear. In order to determine the
bridging law that can be applied in the multi-linear cohesive law, different semi-analytical
methods have been developed [67–69] based on the beam theory. Only experimental load
and displacement data are required and the visual observation for the delamination is
avoided, which makes the semi-analytical methods time saving and cost effective. A simple
procedure was also established for determining the bridging law [70]. The crack opening
displacement at the initial pre-crack tip was obtained by a numerical method. The bridging
law was determined via the J-integral method. The obtained results agreed well with the
experimental ones. In this study, the bilinear cohesive law, which is the most widely used
because of its simplicity and intuitive physical meaning [71], was adopted. Figure 8 shows
the constitutive behavior of pure mode II delamination in an ENF specimen.
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Interface stiffness K0
II is used to characterize the mechanical behavior of the cohesive

element in the linear elastic range (point 1 in Figure 8). When the interface stress reaches
the shear strength σ0

II (point 2), the damage onset in cohesive elements occurs. The relative
displacement at this point can be expressed as: δ0

II = σ0
II/K0

II. Point 3 indicates that the
element is in the softening stage and has been partially damaged. The interface stiffness
is degraded to KII = (1 − dII) K0

II, where dII ∈ [0,1] is the damage variable. The element
completely fails and loses its load-bearing capacity when the interface stiffness reduces to
zero (point 4). According to Griffith’s fracture theory, the area under the traction-relative
displacement relationship is equal to the fracture toughness GIIC as shown in Equation (13):

∫ δ
f
II

0
σIIdδII = GIIC (13)

where δ
f
II is the relative displacement when the cohesive element just loses the load-bearing

capacity. The detailed constitutive law is as follows:

σII =
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) , dII ∈ [0, 1] (15)

where δmax
II is the maximum relative sliding displacement and is defined as:

δmax
II = max{δmax

II , |δII|}. (16)

4.3. Numerical Model of the ENF Specimen

Considering the transverse isotropy of the unidirectional laminate studied here, a
two-dimensional finite element model of the ENF specimen was established in the Abaqus
commercial FE software, as shown in Figure 9. A low computational cost was achieved
without reducing the prediction accuracy, as shown in the following simulation. The
specimen was modeled as the upper and lower arms tied with a cohesive layer in the
uncracked region, while contact interactions were present in the pre-cracked region to
prevent the penetration between the arm surfaces. The two arms were meshed with four-
node plane stress elements with a coarse mesh along the specimen length. Four-node
two-dimensional cohesive elements (COH2D4) were pre-arranged along the middle plane
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of the specimen to simulate the delamination growth [72]. In the thickness direction, one
element for each composite layer was used. A refined mesh was adopted for the cohesive
layer to capture accurate stress/strain distributions in the cohesive zone and ensure the
independence of simulation results on the mesh size. To reproduce the ENF test, the
specimen was sustained by two semi-cylindrical rigid supports (B and C) with a span
of 100 mm and loaded by a central nose (A). Boundary conditions were assigned to the
two supports through their reference points, which were constrained in translation and
rotation. A displacement boundary condition was applied to the central semi-cylinder A,
and the horizontal translation was inhibited, such as the in-plane rotation. In this work, the
delamination growth was evaluated by comparing the SERR of the cohesive element with
the fracture toughness. The fracture toughness was obtained from the tests as presented
in Section 3.3. The critical interface parameters of the cohesive element were numerically
determined, as shown in the following, Section 4.4.

Materials 2022, 15, x FOR PEER REVIEW 14 of 20 
 

 

 
Figure 9. Simulation of the ENF specimen (a) FE model and (b) numerical result. 

4.4. Simulated Results 
When using the cohesive zone model for the delamination modeling, the interface 

stiffness, the viscosity coefficient of the cohesive elements, the mesh size, and the interface 
strength are critical parameters. The interface stiffness is a non-physical parameter used 
to maintain the rigid connection between the undamaged cohesive elements and the lam-
inates. Ideally, the interface stiffness should be infinite, so that the overall stiffness of the 
structure is accurately modeled. However, it will result in a converging problem and spu-
rious oscillation. Therefore, a reasonable value of the interface stiffness should be adopted. 
The viscosity is introduced in the cohesive elements in order to improve the convergence 
of calculation. The viscous regularization taken by the constitutive law is realized by per-
mitting the stresses beyond the interface strength, and it adopts a relatively small charac-
teristic time increment. Computational costs and influences on predictions should be con-
sidered when determining the optimal viscosity coefficient. Reasonable mesh size of the 
cohesive element is particularly important for the accuracy of simulation results. The se-
lection of mesh size depends on the length of the cohesive zone and the number of cohe-
sive elements in this zone. The length of the cohesive zone is related to the interface 
strength [73]. In order to accurately capture the stress/strain field in the cohesive zone, a 
sufficiently fine meshing for the cohesive elements is required. At present, there is still no 
universal rule for determining the values of those parameters. In this work, the following 
procedure was adopted based on the trial-and-error method. First, the mesh of the cohe-
sive element was fine to ensure enough elements in the cohesive zone, and the effect of 
the interface stiffness on the elastic stage of the load–displacement response was investi-
gated. Then, the effect of the viscosity coefficient of cohesive elements was studied. Based 
on the determined values of interface stiffness and viscosity coefficient, the influence of 
mesh size and interface strength was finally studied. From this procedure, the suitable 
value set of these critical parameters were obtained. 

Three kinds of interfacial stiffness (1014 N/m3, 1015 N/m3 and 1016 N/m3) were studied 
to reveal its influence on the initial slope of the predicted load–displacement curve. The 
predictions are shown in Figure 10a. ‘Test 1’ and ‘Test 2’ represented the experimental 
results of two tested specimens. For better comparisons, the initial nonlinear stage of the 
experimental results was removed. It indicated that the influence of interface stiffness was 
trivial and the predictions had good agreement with the experimental ones. Considering 
that a larger value of interface stiffness can ensure less structural stiffness loss, its value 
was reasonably chosen as 1015 N/m3 for the specimens evaluated at 80 °C. The influence 
of the viscosity coefficient (10−6, 10−5, and 10−4) on the predicted load–displacement curves 
is shown in Figure 10b and compared with the experimental ones. It can be seen that the 
viscosity coefficient had no effect on the linear and elastic stage, while it had an obvious 
effect on the subsequent load-drop stage. Consistent results were obtained when the vis-
cosity coefficient was chosen as 10−6 and 10−5 because a higher viscosity coefficient usually 
results in a better convergence, which means fewer analysis steps and less computational 

Figure 9. Simulation of the ENF specimen (a) FE model and (b) numerical result.

4.4. Simulated Results

When using the cohesive zone model for the delamination modeling, the interface
stiffness, the viscosity coefficient of the cohesive elements, the mesh size, and the interface
strength are critical parameters. The interface stiffness is a non-physical parameter used
to maintain the rigid connection between the undamaged cohesive elements and the
laminates. Ideally, the interface stiffness should be infinite, so that the overall stiffness
of the structure is accurately modeled. However, it will result in a converging problem
and spurious oscillation. Therefore, a reasonable value of the interface stiffness should
be adopted. The viscosity is introduced in the cohesive elements in order to improve the
convergence of calculation. The viscous regularization taken by the constitutive law is
realized by permitting the stresses beyond the interface strength, and it adopts a relatively
small characteristic time increment. Computational costs and influences on predictions
should be considered when determining the optimal viscosity coefficient. Reasonable mesh
size of the cohesive element is particularly important for the accuracy of simulation results.
The selection of mesh size depends on the length of the cohesive zone and the number of
cohesive elements in this zone. The length of the cohesive zone is related to the interface
strength [73]. In order to accurately capture the stress/strain field in the cohesive zone, a
sufficiently fine meshing for the cohesive elements is required. At present, there is still no
universal rule for determining the values of those parameters. In this work, the following
procedure was adopted based on the trial-and-error method. First, the mesh of the cohesive
element was fine to ensure enough elements in the cohesive zone, and the effect of the
interface stiffness on the elastic stage of the load–displacement response was investigated.
Then, the effect of the viscosity coefficient of cohesive elements was studied. Based on the
determined values of interface stiffness and viscosity coefficient, the influence of mesh size
and interface strength was finally studied. From this procedure, the suitable value set of
these critical parameters were obtained.
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Three kinds of interfacial stiffness (1014 N/m3, 1015 N/m3 and 1016 N/m3) were
studied to reveal its influence on the initial slope of the predicted load–displacement curve.
The predictions are shown in Figure 10a. ‘Test 1’ and ‘Test 2’ represented the experimental
results of two tested specimens. For better comparisons, the initial nonlinear stage of the
experimental results was removed. It indicated that the influence of interface stiffness was
trivial and the predictions had good agreement with the experimental ones. Considering
that a larger value of interface stiffness can ensure less structural stiffness loss, its value
was reasonably chosen as 1015 N/m3 for the specimens evaluated at 80 ◦C. The influence
of the viscosity coefficient (10−6, 10−5, and 10−4) on the predicted load–displacement
curves is shown in Figure 10b and compared with the experimental ones. It can be seen
that the viscosity coefficient had no effect on the linear and elastic stage, while it had
an obvious effect on the subsequent load-drop stage. Consistent results were obtained
when the viscosity coefficient was chosen as 10−6 and 10−5 because a higher viscosity
coefficient usually results in a better convergence, which means fewer analysis steps and
less computational time are required. Thus, the viscosity coefficient was chosen as 10−5 for
the specimens evaluated at 80 ◦C. The predicted load–displacement curves with different
mesh sizes (0.25, 0.5, and 1 mm) are shown in Figure 10c. It can be seen that the effect of
the studied mesh size on the predictions was also trivial. Because a finer mesh size will
increase the computational cost, the mesh size was chosen as 0.5 mm. The final numerical
results are compared with experimental results in Figure 10d, and good agreement was
achieved between them.
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Figure 10. Influence of (a) interface stiffness, (b) viscosity coefficient, (c) mesh size on the predicted
load–displacement response and (d) numerical results of the ENF test at 80 ◦C.

The reasonable interfacial parameters for modeling the ENF test at 130 ◦C were
determined by following the above method. Figure 11 shows the effects of interface
stiffness (1014, 1015, and 1016 N/m3), viscosity coefficient (10−5, 10−4 and 10−3) and mesh
size (0.25 and 0.5 mm) on the numerical results. It can be seen that in the studied range,
the interface stiffness and mesh size did not affect the predictions. For different viscosity
coefficients, the predicted linear stages were the same. However, only when its value was
10−5 was a satisfactory agreement between the predictions and the experimental results
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obtained for the load-drop stage. Therefore, the interfacial parameters of the cohesive
elements suitable for ENF tests evaluated at 130 ◦C were as follows: interface stiffness of
1015 N/m3, viscosity coefficient of 10−5, and mesh size of 0.5 mm. Based on the suitable
interfacial parameter set, the numerical model for simulating the mode II delamination of
composite laminates was established. The final numerical results were obtained and are
presented in Figure 11d, and they agreed well with the experimental results.
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5. Conclusions

Mode II delamination tests were conducted on CFRP laminates using the ENF set-up to
investigate the temperature dependence of delamination behavior. The fracture toughness
at 80 ◦C and 130 ◦C decreased by 13.88% and 29.47%, respectively, compared with that
at room temperature. This observation was consistent with most published results. The
decrease in fracture toughness with the increase in temperature may be caused by the
degradation of matrix, which led to the decrease in shear strength and stiffness and the
increase in resin ductility. In addition, obvious R-curve behaviors were experimentally
observed in the specimens tested at different temperatures, which suggested that the
fracture toughness increased with the increase in temperature. The R-curve was mainly
caused by the increasing amount of crack-tip plasticity. At RT and 80 ◦C, the fracture
toughness value was relatively stable after a certain delamination growth length. However,
no obvious stable value was observed for the specimen tested at 130 ◦C, owing to the
limitation of the effective crack length in the work. It may need a longer delamination
growth length to achieve the stable value, and this requires further validation from future
work. Micrographs of the fracture surfaces obtained via scanning electron microscope
showed that a brittle failure mode with relatively little matrix deformation was observed in
specimens evaluated at room temperature. However, with the increase in temperature, an
increase in the matrix ductility was observed, as confirmed by the higher degree of matrix
deformation and the amount of matrix adhered to the fibers on the fracture surfaces. The
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decrease in the amount of unstable delamination growth from the room temperature to the
higher temperature also reflected this transition from brittle to ductile behavior.

Based on the cohesive zone model with a bilinear constitutive law, a numerical frame-
work was established for the delamination simulation of ENF tests. Temperature effects on
the mechanical parameters of the composite material, including the elastic and strength
parameters, were considered. Detailed values of these mechanical parameters were de-
termined by a power exponential model formulated as a function of a non-dimensional
temperature. The basic elastic parameters and strengths decreased with the increase in
temperature. The effects of critical cohesive parameters, including interface stiffness, vis-
cosity, and mesh size, were numerically investigated. A suitable value set for the critical
cohesive parameters was identified and applied to the delamination modeling. It indicated
that the interfacial parameters of the cohesive elements suitable for ENF tests evaluated at
80 ◦C and 130 ◦C were as follows: interface stiffness of 1015 N/m3, viscosity coefficient of
10−5, and mesh size of 0.5 mm. The temperature did not seem to affect the suitable value of
the interfacial parameter. The predicted load–displacement responses showed satisfactory
agreement with the experimental, which illustrated the applicability and accuracy of the
established numerical model. It is worthwhile to point out that the aerospace composite
structures are usually exposed to thermal cycles. Further studies are required on the de-
lamination behavior of those structures exposed to thermal cycles, which should be an
interesting topic.
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Abstract: In this paper, an annular/circular plate made of hyperelastic material and considering the
viscoelastic property was investigated based on a novel nonlinear elasticity theory. A new approach
for hyperelastic materials in conjunction with the Kelvin–Voigt scheme is employed to obtain the
structure’s large deformation under uniform transverse loading. The constitutive equations were
extracted using the energy method. The derived partial differential time-dependent equations have
been solved via the semi-analytical polynomial method (SAPM). The obtained results have been
validated by ABAQUS software and the available paper. In consequence, a good agreement between
the results was observed. Finally, several affecting parameters on the analysis have been attended
to and studied, such as the nonlinear elasticity analysis, the boundary conditions, loading, and the
material’s viscosity. It can be possible to obtain the needed time for achieving the final deformation
of the structure based on the applied analysis in this research.

Keywords: nonlinear hyperelastic material; viscoelasticity; semi-analytical polynomial method;
large deformation

1. Introduction

Various materials can be found in nature that demonstrate different mechanical behav-
iors under applied loads, such as metals displaying linear elastic behavior until yielding.
At the same time, irreversible deformation is then observed up to failure. On the other
hand, brittle materials exhibit a slight elastic deformation linearly and then fail without
irreversible deformation. However, it is notable that all materials do not exhibit linear
elasticity. Hyperelastic materials will exhibit elastic deformations excessively before failure
without irreversible deformation. These materials exhibit an extremely nonlinear stress-
strain behavior that ascends monotonically up to fracture. It is well-known that linear
elastic materials can be defined with two material constants: modulus of elasticity and
Poisson’s ratio. On the contrary, hyperelastic materials can be defined by a strain-energy
density function. The stored strain energy remains constant when a sample is subjected
to constant strain. Therefore, hyperelastic materials are modeled in the context of strain
energy potentials such as Arruda-Boyce [1], Gent [2], Neo-Hookean [3], and Yeoh [4].

Some recent studies on the mechanical responses of hyperelastic structures are sum-
marized below. Erchiqui et al. [5] implemented a dynamic finite element method to model
the visco-hyperelastic behaviors of a thin, isotropic, and incompressible thermoplastic
membrane based on the Ogden and Mooney-Rivlin models. Kocatürk and Akbaş [6] exam-
ined the geometrically nonlinear static response of a hyperelastic simply supported beam
under a non-follower load by the finite element and Newton–Raphson iteration methods.
Li et al. [7] perused the dynamic behavior of the visco-hyperelastic dielectric elastomer
structures based on the Gent hyperelastic model. Alibakhshi et al. [8] analyzed the nonlin-
ear vibration of dielectric elastomer microbeam resonators based on a hyperelastic Cosserat
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model by the Runge-Kutta time domain method. Almasi et al. [9] studied the thermome-
chanical analysis of a hyperelastic thick cylindrical pressure vessel by giving analytical and
numerical solutions. Asgari and Hashemi [10] developed an efficient visco-hyperelastic
constitutive model for a hollow cylinder elastomer under dynamic and impact loadings.
Pascon [11,12] implemented a finite element formulation based on a two-dimensional
beam element to investigate various viscoelastic functionally graded materials and beams
made of functionally graded hyperelastic material. The constitutive equations are extracted
based on the neo-Hookean model. Gharooni and Ghannad [13] studied the nonlinear
analysis of functionally graded tapered hyperelastic cylindrical pressure vessels subjected
to non-uniform pressure load.

Hosseini and Rahimi [14] conducted the nonlinear bending analysis of a neo-Hookean
hyperelastic plate based on the Mindlin plate theory. Xu et al. [15] introduced the plate
element formulation by quadratic interpolation. They carried out static and dynamic analy-
ses of incompressible hyperelastic silicone plates. Dadgar-Rad and Firouzi [16] presented
a nonlinear finite element formulation for the viscoelastic deformation of hyperelastic
structures under several loadings and boundary conditions. Ansari et al. [17] developed a
numerical approach to survey the deformations of hyperelastic Mindlin rectangular plates
in compressible and nearly incompressible regimes based on the Neo-Hookean model.
Tashiro et al. [18] analyzed blood clots using a nonlinear viscoelastic and hyperelastic model.
They employed the visco-hyperelastic finite element method to estimate the mechanical
behavior of blood clots. Shariyat and Abadi [19] studied the nonlinear dynamic and impact
responses of incompressible neo-Hookean hyperelastic plates with stiff elastic reinforcing
particles. Runge-Kutta time integration and penalty methods are used in the solution.
Karimi et al. [20] conducted the nonlinear dynamic analysis of an embedded neo-Hookean
hyperelastic membrane under a uniformly distributed hydrostatic pressure. Alibakhshi
and Heidari [21] carried out the nonlinear vibration of a dielectric elastomer balloon via the
Gent hyperelastic model. A time integration-based solver is utilized to solve the resulting
equations. Alibakhshi et al. [22] elaborated on a suitable detection mechanism for scanning
the surface profile of a micro-sample by AFM, considering that the probe is made of a
hyperelastic material. Falope et al. [23] proposed a finite element-based theoretical model
to study the bending behavior of a hyperelastic solid.

Hosseini et al. [24] perused the nonlinear static behavior of functionally graded hy-
perelastic plates based on FSDT. The potential energy function is formulated according
to the neo-Hookean model and the Cauchy–Green tensor. Coda et al. [25] elaborated a
finite element formulation to analyze the laminated and functionally graded hyperelastic
one-dimensional structure with transverse shear stress distribution. Dastjerdi et al. [26]
introduced a comprehensive theoretical method to examine the mechanical responses of
hyperelastic structures. The proposed method can analyze the geometrically and physically
nonlinear hyperelastic materials. Zhao et al. [27] investigated the nonlinear dynamic re-
sponses of the visco-hyperelastic spherical shells under uniform radial loads. Additionally,
Zhao et al. [28] perused dynamic loads and structural damping influences for incompress-
ible hyperelastic spherical shells. They considered the Yeoh strain energy function in their
study. Bacciocchi and Tarantino [29] examined the finite bending of hyperelastic beams
based on the compressible Mooney-Rivlin model. More information about the nonlinear
dynamics of hyperelastic structures can be found in the recent review article [30]. Addi-
tionally, many studies have been carried out on analyzing viscoelastic structures [31–45].
Li et al. [46] presented a perturbation approach for the lateral vibration analysis of vis-
coelastic microstructures. The clamped microbeam has been subjected to external harmonic
excitation. Recently, some researchers developed a structure-preserving approach to solve
the macroscopic/microscopic coupling dynamic problems with large deformation [47].
Additionally, a large deformation analysis of a nano-sized structure has been attended by
Yan et al. [48].

As stated before, many recent studies have been performed on the mechanical analysis
of structures made of hyperelastic materials based on various strain energy functions,
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especially the neo-Hookean model. However, there is no study on the static response of
an annular circular visco-hyperelastic plate. The new approach for hyperelastic materials
simulates the annular circular visco-hyperelastic plate in conjunction with the Kelvin–Voigt
scheme. The general formulations are derived according to the first-order shear deformation
theory (FSDT). The constitutive equations and boundary conditions are extracted by the
energy method. Then, the semi-analytical polynomial method is utilized for solving the
partial differential time-dependent equations. Finally, the effects of various parameters on
the bending analysis of the annular circular visco-hyperelastic plate are investigated and
discussed in detail.

2. Geometry of the Structure

First, the geometry of the problem is discussed. The geometry of the analyzed structure
will play a significant role in obtaining the governing equations. The more comprehensive
the geometry of the problem, the more different structures can be modeled only by consid-
ering a single formulation. Analysis of the structures made of hyperelastic materials will
make the simulation more complicated. Therefore, an attempt has been made to focus more
on the effect of viscosity on hyperelastic materials. Hence, an annular–circular structure
made of visco-hyperelastic material has been assumed. The geometry of the analyzed
problem is shown in Figure 1, along with the considered coordinate system, which is the
cylindrical coordinate system.
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Figure 1. Schematic view of the structure.

As can be seen, the inner radius of the structure is Ri, and its outer radius is Ro.
Additionally, the thickness of the structure is constant and equal to h. The structure is
placed on an elastic foundation with two components, the Winkler (kw) and Pasternak
(kp). The external load on the structure is considered a uniform distributed load in the z
direction equal to qz.

3. Viscoelastic Property

In this research, an attempt has been made to perform two nonlinear elastic properties
simultaneously with the changes in the deformation of the material with respect to the strain
rate. In other words, large strains against the strain rate are considered. The structure’s
material is considered in such a way that the deformation created in it due to the applied
load is different during the duration of the load application. On the other hand, the
final deformation of the structure does not happen as soon as the load is applied, and
it takes place over time. The Kelvin–Voigt model is used to consider the viscoelastic
properties of the material [43]. Additionally, other models such as Zener and mixing linear
viscoelasticity and nonlinear elasticity (as has been done in this paper) have been used
by other researchers [49,50]. In this type of time-dependent modeling for stress–strain, a
spring and a damper are placed in parallel, which can be seen in Figure 2. As shown in
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Figure 2, the viscous property of the material (time-dependent strain) is simulated by a
damper. Additionally, the material’s elasticity is modeled by a spring (E represents Young’s
elasticity modulus). In linear elastic materials, the value of E is constant and changes
linearly. However, this value is not fixed or variable in this research. Therefore, the model
(as explained in the next part) uses linear viscoelasticity according to the Kelvin–Voigt
scheme. However, the principle of elasticity has been considered nonlinearly.
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Figure 2. The Kelvin–Voigt model for viscoelastic property.

Stress and strain will be written according to the following equations based on the
Kelvin–Voigt simulation.

σTotal = σs + σD

(
σs = Eε(r, θ, z, t), σD = g

∂ε(r, θ, z, t)
∂t

)
(1)

It can be seen in Figure 2 that E is the elasticity modulus, and g is the viscosity of
the material. The amount of σs is linear here according to Equation (1). However, it is not
constant in this study due to the nonlinear elasticity analysis. This issue will be discussed
in detail in the next part.

4. Nonlinear Elastic Material and Governing Equations

In a linear elastic material, it can be observed that the changes in stress and strain
are linear. However, in a structure with nonlinear elastic property, the stress increases
nonlinearly with the increase of strain. In this research, the material with nonlinear elastic
properties is assumed. Therefore, calculations based on nonlinear elasticity theory are
considered. Various mathematical simulations and theories have been presented regarding
the analysis of nonlinear elastic or hyperelastic structures [2,9–12]. A new method has
been presented previously for analyzing the mechanical behavior of nonlinear elastic struc-
tures [26]. According to this theory, the stress-strain diagram of a nonlinear elastic material

obtained from the experiment is approximated by a polynomial function (σ(ε) =
n
∑

i=1
Eiε

i).

According to the polynomial degree, a higher accuracy can be obtained by choosing more

n. Consequently, the expressed viscous stress can be formulated as σs(ε) =
n
∑

i=1
Eiε(r, θ, z, t)i.

The calculations related to the strain field and the governing equations can be obtained
according to the following equations by considering the viscoelastic property.

↔
ε ij =




εrr εrθ εrz
εθr εθθ εθz
εzr εzθ εzz
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εrr =
(

1 + g ∂
∂t

) (
∂Ur
∂r + 1

2

(
∂Uz
∂r

)2
)

; 2εrθ = 2εθr = 0; 2εrz = 2εzr

=
(

1 + g ∂
∂t

)(
∂Ur
∂z + ∂Uz

∂r

)
; εθθ

=
(

1 + g ∂
∂t

)(
1
r

(
∂Uθ
∂θ + Ur

))
; 2εθz = 2εzθ = 0; εzz = 0

(2)

The strain field is assumed based on FSDT as




Ur(r, z, t) = u0(r, t) + zϕ(r, t)
Uθ(r, z) = 0
Uz(r, z, t) = w0(r, t)

(3)

σrr =
n

∑
i=1

Ei

(1− ν2)
i [εrr + νεθθ ]

i; σθθ =
n

∑
i=1

Ei

(1− ν2)
i [εθθ + νεrr]

i;

σrz =
n

∑
i=1

Ei

[2(1 + ν)]i
εi

rz (4)

In the above equations, u0 and w0 are transport displacements, and ϕ is the rotation
function around the θ axes. Now, using the energy method [43–45] (δPTotal =

t
V σijδεij +s

A
(
qz − kWw0 + kp∇2w0

)
δw0 (i, j = r, θ, z)), the mathematical description of boundary

conditions and governing equations can be introduced as the following equations.

δu0 :
∂Nrr

∂r
+

1
r
(Nrr − Nθθ) = 0 (5)

δw0 :
∂Nrz

∂r
+

Nrz

r
+ Nrr

∂2w0

∂r2 +
Nrr

r
∂w0

∂r
+

∂Nrr

∂r
∂w0

∂r
+ qz − kww0 + kp∇2(w0) = 0 (6)

δϕ :
∂Mrr

∂r
+

1
r
(Mrr −Mθθ)− Nrz = 0 (7)

(Nrr, Nθθ , Nrz) =
∫ h

2

− h
2

(σrr, σθθ , σrz)dz; (Mrr, Mθθ) =
∫ h

2

− h
2

(σrr, σθθ ,)zdz (8)

Considering the uniform transverse load on the structure, the problem is symmetrical,
and there will be no changes in the θ direction. The only independent variables of the
problem are r and t, where t represents the time duration. The mathematical definition
of the different types of boundary conditions is introduced according to the following
relations: Clamped (C), Simply supported (S), and Free (F) at the edges of r = Ri, Ro.





Clamped : u0 = w0 = ϕ = 0 (r = Ri, Ro; t = 0, tN)
Simply supported : u0 = w0 = Mrr = 0 (r = Ri, Ro; t = 0, tN)
Free : Nrr = Nrz = Mrr = 0 (r = Ri, Ro; t = 0, tN)

(9)

5. Solution Method

This research uses the semi-analytical method based on polynomials (SAPM) to solve
the governing equations [43,44]. According to this method, the displacement functions
(u0, w0, and ϕ) are formulated as comprehensive polynomials based on the number of
nodes (N and M) in each direction of the independent variable of the problem (r and z).

u0(r, z) =
N

∑
i=1

M

∑
j=1

a(j+M(i−1))r
(i−1)t(j−1) (10)

w0(r, z) =
N

∑
i=1

M

∑
j=1

a(j+M(i−1)+M·N)r
(i−1)t(j−1) (11)
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ϕ(r, z) =
N

∑
i=1

M

∑
j=1

a(j+M(i−1)+2M·N)r
(i−1)t(j−1) (12)

Now, a system of algebraic equations can be obtained by inserting the functions
(Equations (10)–(12)) in the mathematical definition of the boundary conditions at the
edges and constitutive equations. Finally, by solving the obtained algebraic equations, the
unknown functions in the displacement field and, accordingly, other unknowns, including
stresses and strains, will be obtained for the visco-hyperelastic annular–circular sheet under
uniform transverse load.

6. Discussion
6.1. Validation
6.1.1. The Solving Method (SAPM)

First, the accuracy of the used solution method is checked. Figure 3 shows the back-
ground changes in terms of time for an annular/circular sheet with the following specifica-
tions for different values of the number of nodes in the direction of r and t.

Ri = 0.1m, Ro = 0.5m, h = 0.03m, E1 = 2.1467× 106, E2 = −6.4659× 105, E3
= −69779, E4 = 5.66989× 105, ν = 0.3, qz = 1000Pa,

(13)
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As can be seen, the accuracy of the results increases versus the increase of nodes in
the calculations. A sudden jump is observed between the results of N = M = 3 and
N = M = 5, so the used solution method has a very high convergence. It can be seen that
the results of seven and nine nodes are very close, and therefore, the results obtained from
seven or nine nodes can be used with reasonable confidence. Increasing the number of
nodes in the calculations will significantly increase the time to obtain the results. Therefore,
the optimized number of nodes in the network for solving the problem is an important point
that should be considered. In the first form, by choosing only nine nodes in each direction
(r and t), you can get the results with the desired accuracy for the subsequent analysis.

6.1.2. Comparisons

Figure 4a,b and Table 1 are provided to validate the results. Figure 4 shows the
maximum deflection between the results of (a) the present study and (b) the obtained
results of ABAQUS software for an annular/circular plate. It is demonstrated that the
results agree well. Finding relevant papers in visco-hyperelasticity to fit with the present
work is hard. For example, some papers can be found. However, their modeled geometry
might be different from the present study. Another assessment was done, and the results
can be observed in Figure 5 for the visco-hyperelastic structure. As the tested model [51] is
a thick circular sheet, we considered a quasi-three-dimensional analysis [52]. Therefore, the
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captured results have been monitored into a single plot in conjunction with the experimental
results [51]. The compared results in Figure 5 show that an acceptable difference is available
between the obtained results. The obtained results in this paper are near to the ABAQUS
results, according to the originally depicted figure in [51]. Eventually, the applied theory
and solving method are reliable. Additionally, according to Table 1, the same conclusion
can be made for different boundary conditions.
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Table 1. Comparison between the maximum deflection (mm) results of the present study and [53] for
aluminum circular plates.

Maximum Deflection (mm)

Boundary
Conditions

qz = 5 MPa qz = 20 MPa qz = 50 MPa qz = 100 MPa

Present [53] Present [53] Present [53] Present [53]

SS 3.789 3.883 8.232 8.333 12.11 12.15 15.56 15.68

CC 1.261 1.263 4.559 4.562 8.819 8.820 12.93 12.93
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6.2. Numerical Results

To investigate different boundary conditions on nonlinear-elastic analysis, Figure 6
depicts a circular sheet with the same characteristics as Figure 3. As can be seen, the
maximum deflection increases with the increase of transverse load on the structure. The
increase in the maximum deflection is completely nonlinear and will be accompanied by
a decreasing slope. In other words, as the transverse load on the sheet increases, it is
observed that the slope of the changes decreases. The importance of this matter is that if the
linear analysis were considered, the obtained results would increase linearly. These linear
results would be acceptable only for low load values. However, because the nonlinear
analysis of the sheet made of material with nonlinear elastic properties has been studied in
this research, the simulation results can be used with appropriate accuracy. Another point
(according to Figure 6, which is drawn for two boundary conditions, CC and SS, at the
edges of Ri and Ro) is that the decreasing trend of the results at the beginning of loading is
more for the CC boundary conditions than SS. However, with increasing load on the plate,
the changes are almost the same, with a slight difference for the two boundary conditions,
CC and SS. In other words, by increasing the load on the structure, the effects related to the
boundary conditions are reduced, and the behavior of the sheet against the applied load
will be less affected by the applied boundary conditions.
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tioned result will be for 𝑡 = 1𝑠. This calculation error is due to the limitation in choosing 

the number of nodes in time when solving the governing equations. It can be observed 

Figure 6. Deflection changes versus the applied transverse loading (qz) for different types of
boundary conditions.

The viscoelastic property in nonlinear elasticity analysis is a significant issue con-
sidered in this research. Therefore, Figures 7 and 8 show the effect of viscosity (changes
in deformation over time) on the results of the maximum deflection of the circular sheet
(specifications of Figure 3). Viscosity g = 0 means that, when the load is applied on
the sheet, the maximum deflection will occur, and the structure will reach the absolute
limit of deformation, which can be seen in Figure 7. Of course, it can be observed that
the mentioned result will be for t = 1s. This calculation error is due to the limitation
in choosing the number of nodes in time when solving the governing equations. It can
be observed that with the rise of the viscosity value (g), the needed time for the sheet to
reach its final deformation will increase. In other words, with the increase in viscosity, the
slope variations will decrease over time. Of course, the effect of viscosity on the results is
not linear. In other words, the distance between the results from g = 0 to g = 5 is more
remarkable than from g = 5 to g = 10. As the viscosity of the structure material increases,
the intensity of its impact on the results decreases. Figure 8 is one of the results of the
curves in Figure 7 (g = 5), which here show the changes in the deflection in two directions:
r and t, simultaneously. According to Figure 8, the maximum deflection on the sheet will
occur in its middle (r = Ri, Ro), according to the CC boundary conditions.
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sidering a specific viscosity), is further investigated. Figure 9a is drawn for viscosity 𝑔 =

5, and Figure 9b is drawn for 𝑔 = 10. Here, the criterion for drawing two shapes is to 

reach the absolute limit of the deformation and be equal to a specific number. In other 

words, the final deflection for both Figure 9a,b is equal. It can be seen that the final deflec-

tion in Figure 9a is for 𝑡 = 25𝑠. However, this result in Figure 9b is equal to 𝑡 = 50𝑠. This 
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Figure 8. Three-dimensional view of deflection changes versus r and time (t) for g = 5.

In Figures 7 and 8, the effect of viscosity on the nonlinear elastic structure is investi-
gated. As seen, with the increase in viscosity, the time for the structure to reach its final
shape increases. Now, this topic, how much time is required for the final deflection (consid-
ering a specific viscosity), is further investigated. Figure 9a is drawn for viscosity g = 5,
and Figure 9b is drawn for g = 10. Here, the criterion for drawing two shapes is to reach
the absolute limit of the deformation and be equal to a specific number. In other words,
the final deflection for both Figure 9a,b is equal. It can be seen that the final deflection in
Figure 9a is for t = 25s. However, this result in Figure 9b is equal to t = 50s. This analysis
is crucial, because it is observed that, with the doubling of the viscosity of the structure,
the time it takes to reach the final shape change also doubles. Although the variation
rate is nonlinear, the deformation of the structure at the final time has a linear and direct
relationship with the value of the viscosity of the structure. Of course, this conclusion has
been reached for this particular problem. Such a result may not be obtained by considering
other assumptions, including environmental factors such as temperature, humidity, or
electric fields. Investigating the impact of the mentioned factors can also be considered by
other researchers who work in this field.
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7. Conclusions

The present study investigated the viscoelastic analysis of nonlinear elastic (hyperelas-
tic) materials. The governing partial differential equations and mathematical definitions
of boundary conditions were derived based on a new method and were solved by the
semi-analytical method based on polynomials (SAPM). The viscoelastic property of the
structural material is assumed by Kelvin–Voigt modeling. In general, the significant results
obtained from the research can be categorized as follows:

1. The new theory of hyperelastic structures can be used with appropriate confidence
for viscoelastic properties.

2. Structures made of nonlinear elastic material are sensitive to changes in applied
transverse loads, and the changes are entirely nonlinear, even with the low-load
application.

3. For low loads, it has a significant impact on the deformation by the boundary condi-
tions. However, as the load increases, these effects decrease.

4. As the viscosity increases, the duration of the final deformation increases, which has a
direct relationship with the viscosity of the material.
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Abstract: The development of accurate and efficient numerical methods is of crucial importance
for the analysis and design of composite structures. This is even more true in the presence of variable
stiffness (VS) configurations, where intricate load paths can be responsible for complex and localized
stress profiles. In this work, we present the ps−version of the finite elements method (ps−FEM),
a novel FE approach which can perform global/local analysis through different refinement strategies
efficiently and easily. Within this framework, the global behavior is captured through a p−refinement
by increasing the polynomial order of the elements. For the local one, a mesh−superposition
technique, called s−refinement, is used to improve locally the solution by defining a local/fine
mesh overlaid to the global/coarse one. The combination of p− and s−refinements enables us
to achieve excellent accuracy−to−cost ratios. This paper aims to present the numerical formulation
and the implementation aspects of this novel approach to VS composite shell analysis. Numerical
tests are reported to illustrate the potential of the method. The results provide a clear insight of its
potential to guarantee fast convergence and easy mesh refinement where needed.

Keywords: finite element method; numerical methods; thin shells; variable−stiffness structures

1. Introduction

The anisotropic nature of composite laminates is responsible for structural responses
characterized by complex couplings between extension, bending, torsion, and shearing
modes [1]. Such effects are particularly relevant when laminates with curvilinear reinforce-
ments [2–5] are of concern.

These effects require appropriate numerical tools to be available to conduct accurate and
reliable analyses. This is even more true as composite thin shells are increasingly used in primary
load−carrying structural components. Hence, the interest of the designers is not restricted to the
global response, but includes also local effects, such as stress profiles in critical regions due
to geometric discontinuities, material interphases, and areas affected by load introduction. In this
framework, the finite element method (FEM) is the most commonly used tool for the analysis
and design of composite structures. The main advantages can be found in the high flexibility
of modeling complex domains, the possibility of considering arbitrary material properties, and
handling different loading/boundary conditions.

Over the years, different strategies have been developed to maximize the accuracy
of the FE solution, while keeping the computational cost at a minimum. The classical ap-
proaches to improve accuracy are represented by the h− and p−refinements [6]. In the for-
mer, accuracy is increased by reducing the mesh size h, while the interpolation order
of the elements p is fixed [7]. In the latter, the polynomial degree p is increased, while
the mesh resolution h is left unchanged [8]. The h− and p−refinements provide two system-
atic ways to improve the precision of the FE solution and yield excellent results when global
quantities are of interest. Different applications of these strategies to advanced composite
shells and plates can be found in the literature, such as sandwich plates [9], functionally
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graded laminates [10,11], shell structures with orthogonal periodic configurations [12],
cylindrical shells made of metamaterials with spatially variable elastic properties [13], and
variable stiffness composites [14–17].

Local refinement strategies are needed whenever focus is required on the response
in specific regions. Adaptive h−refinement procedures have been proposed in the lit-
erature, e.g., [18–20]. In these works, a posteriori error estimators are coupled with
the h−refinement strategy to generate adaptable meshes locally refined in the most crit-
ical zones. The hp−refinement approach [21] represents an extension of the adaptive
h−refinement where an increase of the interpolation order of elements (p−refinement)
is added on top of a suitable mesh adaptation (h−refinement). A simultaneous increase
of the order p combined with a graded increase of the mesh resolution h yields exponential
convergence rate for non−smooth problems, where steep gradients or singular points are
present [22,23].

One of the challenges associated with simultaneous h− and p−refinements relates
to the complexity in generating an h−adaptable mesh. Typical procedures to cope with
this problem involve the adoption of transition elements [24–26] or sophisticated multi-
constraints approaches [27].

An alternative and simpler way to perform local mesh refinements is given by mesh su-
perposition techniques. One of the first works in this field was by Mote [28], who employed
the Ritz method to capture the global deflections of the structure, while a superposed local
FE model was proposed for capturing stress concentrations.

The spectral overlay finite element method (SOFEM) proposed by Belytschko [29]
is another example of an FE scheme based on solution superposition, where local refine-
ments are performed by a spectral overlay on an FE mesh. A generalization of SOFEM
is represented by the superposition−version, or s−version, of the finite element method
(s−FEM) proposed by Fish [30]. In the s−FEM the solution accuracy is locally enhanced
by superposing one or more high−order local meshes onto a global one. This extension
of the FEM has been applied successfully for linear static, frequency, and buckling analysis
of laminated composite plates and shells [31–34], stress analysis of laminated smart struc-
tures [35], microscopic stress analysis of heterogeneous materials [36], and dynamic crack
analysis in steel structures [37].

A further superposition refinement approach is implemented in the hp− d−version
of the finite element method (hp− d−FEM) developed by Rank [38]. The hp− d−FEM
improves the solution efficiency by representing the smooth part of the solution with
a coarse/high−order global mesh, while the non−smooth features are resolved by one
or more [39] fine/low−order local meshes. The method is applied for solving linear and
nonlinear elasticity problems with singularities in [39,40]. The multi−level hp−method
introduced by Zander et al. [41] recovers the idea of the hp− d−FEM where the super-
position meshes used for the local refinement employ high−order instead of low−order
elements. This approach permits to achieve much faster convergence rates, as shown
in [42,43], where the method is used for solving fracture mechanics, linear elastodynamics,
and shell problems.

All the previous works have shown the potential of mesh superposition techniques
to achieve refined solutions while keeping at minimum the implementation efforts. The present
work aims at recovering such techniques to realize an efficient global/local formulation of the
FEM, here denoted as the ps−version of the finite element method (ps−FEM), for the anal-
ysis of laminated composite shells. More specifically, the FE framework presented herein
exploits a p−refinement strategy, based on the hierarchic polynomial space first formulated
by [8], to capture the global response of the laminate. For the resolution of the local solution
features, the p−refinement is combined with the mesh superposition refinement approach,
or s−refinement, developed by [30,41].

Differently from existing works in the literature, superposition techniques are em-
ployed here for the first time for the analysis of composite shells, including straight−fiber
and VS configurations.
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The outline of the paper is as follows: the shell mathematical model is presented in
Section 2; Section 3 discusses the formulation and implementation aspects of the proposed
FEM; in Section 4, the method is applied to several test cases involving laminated shells.
Finally, the main findings of this study are summarized in Section 5.

2. Theoretical Model

This section illustrates the theoretical framework for the analysis of laminated com-
posite shells. In the first part, the shell geometry is discussed by presenting the relevant
equations employed next in the finite element approximation. Then, the constitutive law
for handling the case of curvilinear fiber paths is presented. Finally, the shell governing
equations are derived in the context of a total Lagrangian description.

2.1. Geometry Description

The geometric description of shells is developed under the theory of surfaces, which
provides a general framework to define panels with arbitrary configurations and curvatures.

The reference surface Ω is assumed to be coinciding with the shell’s midsurface and
is parametrized by two arc−length coordinates ξ1 ∈ [0, a] and ξ2 ∈ [0, b], where a and b
are the curvilinear lengths of the shell edges. The normal direction to Ω is parametrized
by the coordinate ζ ∈ [−t/2,+t/2], where t is the thickness of the shell. It is assumed that
the triad (ξ1, ξ2, ζ) forms an orthogonal curvilinear coordinate system such that ξ1 and ξ2
are aligned with the principal lines of curvature on the midsurface, as shown in Figure 1.

Considering a global reference system (O, x, y, z), any point on Ω can be described by
the position vector r:

r(ξ1, ξ2) = rx(ξ1, ξ2)ex + ry(ξ1, ξ2)ey + rz(ξ1, ξ2)ez (1)

where rx, ry and rz are definite, continuous, single-valued functions of ξ1 and ξ2 representing
the components of r on the global reference system with unit directors ex, ey and ez.

Figure 1. Shell geometry definition.

The tangent vectors on Ω to the two coordinate lines, ξ1 and ξ2, are obtained by
differentiation of Equation (1):

gα =
∂r

∂ξα
= r,α for α = 1, 2 (2)

where the comma denotes differentiation with respect to the coordinate ξα.
Accordingly, the unit normal to the reference surface is defined as:

n =
g1 × g2
|g1 × g2|

(3)

where × denotes the cross product and | · | the Euclidean norm. The unit normal in
Equation (3) is assumed to be common to all the shell laminas Ω(ζ), see Figure 1.
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Considering a lamina at a distance ζ from Ω, the position vector of the generic point
on Ω(ζ) is expressed as:

r(ζ)(ξ1, ξ2, ζ) = r(ξ1, ξ2) + ζn(ξ1, ξ2) (4)

while the corresponding tangent vectors along the curvilinear lines ξ1 and ξ2 are:

g(ζ)α = r(ζ),α = r,α + ζn,α for α = 1, 2 (5)

By application of the Weingarten–Gauss relations [1]:

n,α =
gα

Rα
(6)

the following relation between the tangent vectors on Ω(ζ) and Ω holds:

g(ζ)α =

(
1 +

ζ

Rα

)
gα for α = 1, 2 (7)

where Rα are the principal radii of curvature of the reference surface and are defined as [44]:

Rα = − gα · gα

gα,α · n
for α = 1, 2 (8)

where · denotes the dot product. In general, the two principal radii of curvatures R1 and
R2 are not constant and can be a function of the coordinate lines ξ1 and ξ2.

Referring to Equation (4), the differential position vector is given as:

dr(ζ) = r(ζ),1 dξ1 + r(ζ),2 dξ2 + r(ζ),ζ dζ = g(ζ)1 dξ1 + g(ζ)2 dξ2 + ndζ (9)

From Equation (9), the square distance dl between two arbitrary points in the shell
volume P(ξ1, ξ2, ζ) and P′(ξ1 + dξ1, ξ2 + dξ2, ζ + dζ) is computed as:

(dl)2 = dr(ζ) · dr(ζ) =
(

a(ζ)1 dξ1

)2
+
(

a(ζ)2 dξ2

)2
+ (dζ)2 (10)

where a(ζ)α are the Lamè parameters defined as:

a(ζ)α =

√
g(ζ)α · g(ζ)α =

(
1 +

ζ

Rα

)
aα for α = 1, 2 (11)

with:
aα =

√
gα · gα for α = 1, 2 (12)

For the development of the shell mathematical model, the geometric measures are
expressed in terms of reference surface Ω quantities. Accordingly, the element lines and
cross section areas along the coordinates ξ1 and ξ2 are given as:

dlα = a(ζ)α dξα =

(
1 +

ζ

Rα

)
aαdξα

dAα = dlαdζ =

(
1 +

ζ

Rα

)
aαdξαdζ for α = 1, 2 (13)

while the element surface and volume are given by:

dΩ =
∣∣∣r(ζ),1 dξ1 × r(ζ),2 dξ2

∣∣∣ = a1a2

(
1 +

ζ

R1

)(
1 +

ζ

R2

)
dξ1dξ2

dV =
(

r(ζ),1 dξ1 × r(ζ),2 dξ2

)
· r(ζ),ζ dζ = a1a2

(
1 +

ζ

R1

)(
1 +

ζ

R2

)
dξ1dξ2dζ (14)
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The geometric formulation presented here furnishes the background to develop the fi-
nite elements discussed next, where plates and shells with variable curvature can be taken
into account.

2.2. Curvilinear Fiber Path Description

The shell elements considered here can be applied to the analysis of isotropic and com-
posite structures. For generality purposes, the model is developed to allow non−uniform
elastic properties to be considered along the surface. Hence, new configurations such as
variable stiffness (VS) laminates can be studied within the proposed framework. Specifi-
cally, a laminate with VS properties is achieved by stacking together plies with curvilinear
reinforcing fibers [2]. Different strategies have been proposed in the literature for de-
scribing the path of the fibers. Without loss of generality, the approach considered here
relies on the Lagrange polynomials introduced in [4]. According to this mathematical
formulation, the curvilinear paths are described by a set of parameters Tmn according to:

θ(ξ1, ξ2) =
M−1

∑
m=0

N−1

∑
n=0

Tmn ∏
n 6=i

(
ξ1 − ξ

(i)
1

)

(
ξ
(n)
1 − ξ

(i)
1

) · ∏
m 6=j

(
ξ2 − ξ

(j)
2

)

(
ξ
(m)
2 − ξ

(j)
2

) (15)

where
(

ξ
(n)
1 , ξ

(m)
2

)
are pre−selected control points over a uniform grid N ×M in [0, a]×

[0, b]. From Equation (15), it is possible to understand the parameters Tmn as the fiber
orientation angle at the control points, as one can see that θ

(
ξ
(n)
1 , ξ

(m)
2

)
= Tmn. The

information of fiber orientation on a the generic VS ply can thus be defined through
a matrix T ∈ RM×N . This enables us to specify VS lamination sequences very concisely as
[T1/T2/ . . . /T Np ], where Np stands for the number of plies.

An alternative formulation is also possible where the control points are defined
at a quarter of the laminate and the resulting fiber orientation distribution is reflected
to the rest of the domain. In this case, the expression of Equation (15) modifies as:

θ(ξ1, ξ2) =
M−1

∑
m=0

N−1

∑
n=0

Tmn ∏
n 6=i

(
|ξ̃1| − ξ̃

(i)
1

)

(
ξ̃
(n)
1 − ξ̃

(i)
1

) · ∏
m 6=j

(
|ξ̃2| − ξ̃

(j)
2

)

(
ξ̃
(m)
2 − ξ̃

(j)
2

) (16)

where the new coordinates are ξ̃1 = ξ1 − a/2 and ξ̃2 = ξ2 − b/2, while the control points(
ξ̃
(n)
1 , ξ̃

(m)
2

)
are now defined over a grid N ×M in [0, a/2]× [0, b/2].

2.3. Shell Description

The displacements of an arbitrary point on the shell domain Ω are denoted by u1,
u2 and u3. These components correspond to the displacements along the ξ1, ξ2 and ζ
directions, respectively. The component u3 is taken positive in the outward direction
from the center of the smallest radius of curvature. Considering only von Kàrmàn nonlin-
earities, the components of the Green–Lagrange strain tensor in the orthogonal curvilinear
coordinate system (ξ1, ξ2, ζ) are [45]:
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ε11 =
1

1 + ζ/R1

(
u1,1

a1
+

a1,2

a1a2
u2 +

u3

R1

)
+

1
2

(
1

1 + ζ/R1

)2(u3,1

a1

)2

ε22 =
1

1 + ζ/R2

(
u2,2

a2
+

a2,1

a1a2
u1 +

u3

R2

)
+

1
2

(
1

1 + ζ/R2

)2(u3,2

a2

)2

γ12 =
1

1 + ζ/R1

(
u2,1

a1
− a1,2

a1a2
u1

)
+

1
1 + ζ/R2

(
u1,2

a2
− a2,1

a1a2
u2

)
+

1
(1 + ζ/R1)(1 + ζ/R2)

(
u3,1

a1

u3,2

a2

)

γ13 = u1,ζ +
1

1 + ζ/R1

(
u3,1

a1
− u1

R1

)

γ23 = u2,ζ +
1

1 + ζ/R2

(
u3,2

a2
− u2

R2

)

ε33 = u3,ζ (17)

where εαα and γαβ are the normal and shearing strains, respectively.
The shell kinematics is described according to the first shear deformation theory

(FSDT), so:

u1(ξ1, ξ2, ζ, t) = u(ξ1, ξ2) + ζφ1(ξ1, ξ2, t)

u2(ξ1, ξ2, ζ, t) = v(ξ1, ξ2) + ζφ2(ξ1, ξ2, t)

u3(ξ1, ξ2, ζ, t) = w(ξ1, ξ2) (18)

where u, v and w are the displacement components of an arbitrary point on Ω along
ξ1, ξ2 and ζ, respectively, while φ1 and φ2 are the rotations. The choice of FSDT is
due to the easier FE implementation compared with the classical Kirchhoff theory (CLT).
At the same time, FSDT allows shear deformability to be taken into account with a small
number of unknown fields. Higher−order theories are not considered here, but can be
of practical interest to guarantee improved description of the thickness−wise response,
while avoiding the use of the shear factor. The strains of the kinematic model at hand can
be obtained upon the substitution of Equation (18) into Equation (17):

ε = ε0 + ζk, γ = γ0 (19)

where ε = {ε11 ε22 γ12}T and γ = {γ13 γ23}T. The definition of ε0 = {ε0
11 ε0

22 γ0
12}T,

k = {k11 k22 k12}T and γ0 = {γ0
13 γ0

23}T is available in the Appendix A.
The membrane resultant on the cross section dA2, i.e., the section normal to ξ1, is:

∫ t/2

−t/2
σ11dA2 =

[∫ t/2

−t/2
σ11

(
1 +

ζ

R2

)
dζ

]
a2dξ2 = N11a2dξ2 (20)

where the definition of the resultant N11 follows from the equation above. The other
resultants are derived in a similar manner, leading to:





N11
N22
N12
N21





=
∫ t/2

−t/2





σ11

(
1 + ζ

R2

)

σ22

(
1 + ζ

R1

)

σ12

(
1 + ζ

R2

)

σ21

(
1 + ζ

R1

)





dζ,





M11
M22
M12
M21





=
∫ t/2

−t/2
ζ





σ11

(
1 + ζ

R2

)

σ22

(
1 + ζ

R1

)

σ12

(
1 + ζ

R2

)

σ21

(
1 + ζ

R1

)





dζ,

{
Q1
Q2

}
= Ks

∫ t/2

−t/2





σ13

(
1 + ζ

R2

)

σ23

(
1 + ζ

R1

)


dζ

(21)

where Ks is the shear correction factor, which is taken as equal to 5/6. The shear stress
resultants, N12 and N21, and the twisting moments, M12 and M21, are different due to the
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curvature terms. For shallow and moderately thick shells, i.e., h/Rα < 1/20, the simplifying
assumption N12 ≈ N21 and M12 ≈ M21 can be introduced.

Based on the assumption above, the constitutive law reads:





N
M
Q



 =




A(ξ1, ξ2) B(ξ1, ξ2) 0
B(ξ1, ξ2) D(ξ1, ξ2) 0

0 0 A(ξ1, ξ2)







ε0

k
γ0



 (22)

where N = {N11 N22 N12}T, M = {M11 M22 M12}T, Q = {Q1 Q2}T are the vectors
collecting the force and moment resultants, whereas A, D, B and A are the membrane,
bending, membrane−bending coupling and shear stiffness matrices, respectively.

The equations of motion are derived by referring to Hamilton’s principle:

∫ t2

t1

δΠdt =
∫ t2

t1

δ[K− (U + V)]dt = 0 (23)

where K, U and V are the kinetic and elastic energies and the potential of the applied
loads, respectively. For the shell model developed in this work, these energy quantities are
defined as follows:

K =
1
2

∫

Ω

[
I0

(
u̇2 + v̇2 + ẇ2

)
+ 2I1(φ̇1u̇ + φ̇2v̇) + I2

(
φ̇1

2
+ φ̇2

2
)]

a1a2dξ1dξ2

U =
1
2

∫

Ω

[
ε0T

Aε0 + kTDk + 2ε0T
Bk + γ0T

Aγ0
]

a1a2dξ1dξ2

V =−
∫

Ω

[
w
(

1 +
h

2R1

)(
1 +

h
2R2

)
q+
]

a1a2dξ1dξ2

−
∫

∂Ω1

(
uN11 + vN12

)
a2dξ2 +

∫

∂Ω2

(
vN22 + uN12

)
a1dξ1 (24)

where the dot denotes the time derivative, q+ is the pressure applied on the upper surface
(ζ = h/2), ∂Ω1 and ∂Ω2 are the boundaries at ξ1 = const and ξ2 = const, respectively.
The terms Iα are the moment of inertia defined as:

Iα =
∫

A
ρ

(
1 +

ζ

R1

)(
1 +

ζ

R2

)
(ζ)αdζ α = 0, 1, 2 (25)

where ρ is the mass density.

3. The ps−Version of the Finite Element Method

The finite element method (FEM) developed in this work is a combination of two
FE schemes, i.e., the p−version of the finite element method (p−FEM) and the s−version
(s−FEM). The former is an extension of the conventional FEM, or h−version (h−FEM),
where the accuracy is increased by increasing the interpolation order (p−refinement). The
latter is an FE scheme where arbitrary local improvements of the mesh resolution are
possible through the adoption of advanced mesh superposition techniques (s−refinement).
The two features of these numerical approaches are put together into an extended FE frame-
work, called the ps−version of the finite element method (ps−FEM), where simultaneous
p− and s−refinement (ps−refinement) can be performed to adaptively adjust the inter-
polation order p and the size h of the elements. Within the ps−FEM, the construction
of the polynomial space Sp is inspired from the p−FEM, while the design of the mesh
∆ follows the ideas implemented in the s−FEM, see Figure 2. In the following, the two
main pillars of the ps−FEM, i.e., p−FEM and s−FEM, are presented. Then, the ps−FEM
is introduced and applied to composite shell problems by referring to the equilibrium
equations of Section 2.3.
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Figure 2. Building blocks of the ps−FEM framework.

3.1. p−Refinement

The core idea of the p−refinement strategy is to progressively increase the polyno-
mial order p of the shape functions to improve the quality of the numerical solution.
One crucial aspect regards the worsening of the conditionality of the global stiffness matrix
as p is increased. In the p−FEM, this issue can be mitigated by constructing the set of shape
functions starting from Legendre polynomials. The properties of these functions enable
better numerical conditioning in comparison to the Lagrange polynomials commonly used
in the h−FEM. High−order polynomials can be considered in the p−FEM—even beyond
p = 3—, without encountering numerical issues.

Considering a generic two−dimensional solution field φ depending on x and y, the FE
discretization in the elemental domain Ω(k) is:

φ(k)(x, y) = φ(k)(χ(k)) =
p+1

∑
i=1

p+1

∑
j=1

cij fi(ξ) f j(η) in Ω(k) (26)

where −1 < {ξ, η} < 1 are the nondimensional coordinates in the computational domain
Ωst, χ(k) is an array of functions mapping the standard element in the k−th element
of the mesh ∆, see Figure 3, the coefficients p and cij are the element interpolation order
and degrees of freedom, respectively, while fi and f j are polynomial shape functions.
In the p−FEM the polynomial space Sp is constructed as:

f1(ξ) =
1
2
(1 + ξ), f2(ξ) =

1
2
(1− ξ)

fi+1(ξ) =

√
2i− 1

2

∫ ξ

−1
Pi−1(ξ)dξ for i = 2, 3, . . . p (27)

where Pn(ξ) is the Legendre polynomial functions of order n:

P0(ξ) = 1, P1(ξ) = ξ

Pn(ξ) =
1
n
[ξ(2n− 1)Pn−1(ξ)− (n− 1)Pn−2(ξ)] for n = 2, 3, . . . p (28)

From Equation (27), it is possible to distinguish two families of functions describing
different deformation modes, i.e., nodal and internal ones. Nodal modes are represented by
f1(ξ) and f2(ξ), which are Lagrange linear interpolation polynomials. Internal modes are
reproduced by the higher−order terms, fα(ξ) (for α ≥ 3), which are based on the integrals
of Legendre polynomials. The combination of nodal and internal modes leads to different
types of two−dimensional shape functions, i.e., nodal (two nodal modes), edge (one nodal
mode and one internal mode), and face (two internal modes) shape functions, see Figure 4.
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The series expansion in Equation (27) offers several advantages over the classical
Lagrangian polynomial base. The first one is that it inherits the orthogonal properties
of the original Legendre polynomials, indeed:

∫ +1

−1

∂ fi
∂ξ

∂ f j

∂ξ
dξ = δij for i ≥ 3, j ≥ 1 or for j ≥ 3, i ≥ 1 (29)

Figure 3. Element mapping procedure.

Figure 4. Two−dimensional shape functions.

This property provides the stiffness matrix with a quasi−diagonal structure, which
significantly eases the solution process and enables the use of shape functions with a
very high polynomial order. The second feature regards the hierarchical nature of these
functions: p−refinements implies adding new higher−order terms in Equation (27),
while the low−order ones remain unchanged. As a consequence, the final stiffness
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matrix is obtained by successively adding rows and columns associated with new lev-
els of p−refinements.

Relatively few elements are in most cases sufficient to meet the desired levels of accuracy.
At the same time, the method should be capable of appropriately representing the geometry
of the structure with a limited number of elements. For this purpose, blending functions [46,47]
are usually combined with the p−FEM. The mapping procedure for the transformation of the stan-
dard element in Ωst to the k−th element of the mesh in Ω(k) is:

x = Q(k)
x (ξ, η) = f1(η)[ex1(ξ)− f1(ξ)X1] + f2(ξ)[ex2(η)− f1(η)X2]

f2(η)[ex3(ξ)− f2(ξ)X3] + f1(ξ)[ex4(η)− f2(η)X4]

y = Q(k)
y (ξ, η) = f1(η)

[
ey1(ξ)− f1(ξ)Y1

]
+ f2(ξ)

[
ey2(η)− f1(η)Y2

]

f2(η)
[
ey3(ξ)− f2(ξ)Y3

]
+ f1(ξ)

[
ey4(η)− f2(η)Y4

]
(30)

where Q(k)
x (ξ, η) and Q(k)

y (ξ, η) are general nonlinear mapping functions, (Xα, Yα) are
the nodal coordinates of the element, while eαx and eαy with α = 1, . . . , 4 are the functions
defining the curves of the element edge, as illustrated in Figure 3.

From the mapping of Equation (30), the derivatives with respect to the physical
coordinates x and y are computed as:

{
∂

∂x
∂

∂y

}
=




∂Q(k)
x

∂ξ

∂Q(k)
y

∂ξ

∂Q(k)
x

∂η

∂Q(k)
y

∂η




−1{
∂

∂ξ
∂

∂η

}
=

[
J(k)11 J(k)12

J(k)21 J(k)22

]−1{ ∂
∂ξ
∂

∂η

}
(31)

where J(k)αβ are the components of the Jacobian matrix J(k).
Line integrals at the four sides of the element read:

∫

eα

F(x, y)dx =
∫ 1

−1
F (ξ,±1)

√
J(k)11

2
+ J(k)12

2
dξ for α = 1, 3

∫

eα

F(x, y)dy =
∫ 1

−1
F (±1, η)

√
J(k)21

2
+ J(k)22

2
dη for α = 2, 4 (32)

while the surface ones are:

∫

Ω(k)
F(x, y)dxdy =

∫ 1

−1

∫ 1

−1
F (ξ, η)Jdξdη (33)

where F is the generic integrand, F is obtained from F by replacing x and y with the map-
ping functions in Equation (30), while J = detJ(k) is the determinant of the Jacobian matrix.

3.2. s−Refinement

The main problem in performing local mesh refinements relates to the need to generate
a transition between refined and unrefined regions. Different approaches are available
in the literature to address this issue, for example transition elements or multi−point con-
straints approaches [24–27]. The s−refinement strategy offers the advantage of simplifying
this process by allowing an element size reduction in the desired regions only. This result is
achieved through the definition of an independent local/fine mesh which is superimposed
to a global/coarse one [30].

Using this idea, the final FE approximation φ can be represented as:

φ =

{
φG+φL p in Ω−ΩL

φG + φL in ΩL
(34)

where φG is the global mesh solution defined in Ω, while φL is the local mesh solution defined
in ΩL ⊂ Ω, see Figure 5. Note that the mesh superposition technique allows for incompatible
discretization between global and local mesh. This gives an extremely high level of flexibility when
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performing local h−refinements, as no transition regions [24–26] or multi-point constraints [27]
are required.

Figure 5. Conceptual idea of mesh superposition.

This concept of solution superposition can be extended to multi−level refinements [41].
In this case, the elements of the local mesh can be further refined by superposing one over
the other multiple levels of overlaid meshes. In this case, the final FE solution φ becomes:

φ =





φG+φ
(1)
L + ... + φ

(s)
L + ... + φ

(Ns)
L in Ω−Ω(1)

L

φG + φ
(1)
L +... + φ

(s)
L + ... + φ

(Ns)
L in Ω(1)

L −Ω(2)
L

. . .

φG + φ
(1)
L + · · ·+ φ

(s)
L + · · ·+ φ

(Ns)
L in Ω(Ns)

L

(35)

where φ
(s)
L is the local solution given by the mesh at level s covering the domain Ω(s)

L ⊂
Ω(s−1)

L ⊂ · · · ⊂ Ω. Note that the solution on the global φG and local meshes φ
(s)
L can be

represented by any FE scheme, such as the p−FEM presented in Section 3.1.
Two conditions, i.e., compatibility of the basis functions and their linear independency,

are required to apply this multi−level decomposition of the solution field φ.
The first condition implies C1−continuity within each elements and C0−continuity

across the element boundaries. The C1−continuity is satisfied by construction. On
the contrary, the inter−element continuity is not guaranteed and needs to the imposed.
This is achieved by enforcing homogeneous Dirichlet boundary conditions on the boundary
of the overlaid meshes, as depicted in Figure 6a.

Figure 6. Conditions to satisfy when performing s−refinements: (a) compatibility and (b) linear indipen-
dency.

The second condition on the linear independency is required to avoid singularities
in the stiffness matrix. In general, the redundant degrees−of−freedom can be removed
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during the factorization process by elimination of the equations with zero pivots [30].
If the p−FEM is employed for the global and local meshes, this is avoided by ensuring that
shape functions of the same type (nodal, side, face) and polynomial order p appear only
once in regions with multiple meshes. This idea is graphically illustrated in Figure 6b.

3.3. ps−Refinement

The ps−refinement procedure is a combination of the p− and s−FEM approaches.
In this framework, the order of interpolation p can be increased with no numerical issues
owing to the properties of Legendre polynomials; at the same time, the elements size h can
be adaptively reduced by overlaying different levels of superposition meshes s.

In this work, the ps−refinement is used to develop an advanced FEM, called the ps−FEM,
which is exploited to perform global/local analysis of laminated shells. In particular,
the p−refinement strategy is exploited to capture the smooth features of the solution
at global scale, such as the global deformation field, while the s−refinement approach is
employed to capture local effects, such as stress concentrations.

The refinement process is outlined in Figure 7. First, a global/base mesh ∆G is
defined. The resolution of ∆G is chosen to guarantee appropriate definition of the loading
and boundary conditions, and to avoid the description of the geometry using distorted
elements. Then, a p−refinement is performed until the required accuracy on the global
response is reached. Finally, the solution is s−refined with local meshes in the regions
where enhanced interpolation capability is required.

Figure 7. Refinement process in the ps−FEM.

The ps−FEM shares similar convergence features with the hp−FEM. Indeed, by in-
creasing the order of the polynomial expansion in combination with overlaid meshes, it is
possible achieve an exponential decaying global approximation error. This is true even
when the solution presents steep gradients or singular points. More insights on convergence
properties can be found in the work of [42].

In the proposed framework, three different combinations of p− and s−refinement
are allowed, namely linear, uniform, and graded ps−refinements. In the linear case [39],
the global solution is represented by a coarse high−order mesh, while locally a multi−level
s−refinement is performed with low−order meshes. The uniform and graded ps−refinement
strategies [41] are an extension of the previous one, where high−order local meshes are
employed. In the first case, the local meshes have the same order p of the global one, while
in the second case p is different from level to level.
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In principle, s−refinement can be carried out considering local meshes with arbitrary
resolution and orientation, as originally done in [30]. A simplified approach is implemented
here, inspired by the work of [41]. In particular, the elements of the refined region are
divided to half of the original size. These elements are then used to define the superposed
mesh at the upper level. This procedure allows for a quicker refinement, with no need
to iterate to correlate the generic coordinates of the local and global element domain [30].

In the ps−FEM, the shell generalized displacements for the k−th element with inter-
polation order p at the s−level mesh are:

u(ξ1, ξ2, t) = u(χ(k,s), t) =
p1+1

∑
p=1

p1+1

∑
q=1

c(1)pq (t) fp(ξ) fq(η)

v(ξ1, ξ2, t) = v(χ(k,s), t) =
p2+1

∑
r=1

p2+1

∑
s=1

c(2)rs (t) fr(ξ) fs(η)

w(ξ1, ξ2, t) = w(χ(k,s), t) =
p3+1

∑
m=1

p3+1

∑
n=1

c(3)mn(t) fm(ξ) fn(η)

φ1(ξ1, ξ2, t) = φ1(χ
(k,s), t) =

p4+1

∑
i=1

p4+1

∑
j=1

c(4)ij (t) fi(ξ) f j(η)

φ2(ξ1, ξ2, t) = φ2(χ
(k,s), t) =

p5+1

∑
k=1

p5+1

∑
l=1

c(5)kl (t) fk(ξ) fl(η) in Ω(k) (36)

where pα and c(α) (α = 1, 2, 3, 4, 5) are the element expansion order and unknown amplitude
coefficients for the displacement fields, while χ(k,s) is the vector collecting the mapping
functions between the element computational space Ω(k,s)

st and element physical space
Ω(k,s). This mapping procedure is illustrated in Figure 8. For the global mesh elements
(s=0), the vector of mapping functions is defined by Equation (30). For the superimposed
mesh elements (s > 0), the following sequence of mapping is operated:

χ(k,s) = χ(k,0) ◦Ψ(k,1) ◦ ... ◦Ψ(k,s−1) ◦Ψ(k,s) (37)

where Ψ(k,s) is the vector collecting the mapping functions between the computational do-
main of the element and the underlying one, as shown in Figure 8. Each element is therefore
provided with two set of mapping functions, the global one χ(k,s) and the local one Ψ(k,s).
These functions are required for defining the derivatives and integrating at element level.
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Figure 8. Mapping procedure between local meshes and global one.

It is noted that the ps−FEM can be applied for the numerical solution of any mathemat-
ical model, such as higher−order shear deformation theories, as well as three−dimensional
elasticity theories. The effectiveness of FE techniques relying on mesh superposition has
been discussed in the literature for such problems. Examples can be found in [42], where
the hp−d−FEM is employed to solve 3D linear elastodynamic problems, and in [32,35]
where the s−FEM is employed in the context of multiple model methods.

Using the approximation of Equation (36), the energy contributions of Equation (24) are:

K(k,s) =
1
2

[
M(11)

(pq)(pq) ċ
(1)
pq ċ(1)pq + M(22)

(rs)(rs) ċ
(2)
rs ċ(2)rs + M(33)

(mn)(mn) ċ
(3)
mn ċ(3)mn + M(44)

(ij)(ij)
ċ(4)ij ċ(4)

ij
+ M(55)

(kl)(kl)
ċ(5)kl ċ(5)

kl

+2M(14)
(pq)(mn) ċ

(1)
pq ċ(4)mn + 2M(25)

(pq)(mn) ċ
(2)
pq ċ(5)mn

]

U(k,s) =
1
2

[
K(11)
(pq)(pq)c

(1)
pq c(1)pq + 2K(12)

(pq)(rs)c
(1)
pq c(2)rs + 2K(13)

(pq)(mn)c
(1)
pq c(3)mn + 2K(14)

(pq)(ij)c
(1)
pq c(4)ij + 2K(15)

(pq)(kl)c
(1)
pq c(5)kl

+K(22)
(rs)(rs)c

(2)
rs c(2)rs + 2K(23)

(rs)(mn)c
(2)
rs c(3)mn + 2K(24)

(rs)(ij)c
(2)
rs c(4)ij + 2K(25)

(rs)(kl)c
(2)
rs c(5)kl

+K(33)
(mn)(mn)c

(3)
mnc(3)mn + 2K(34)

(mn)(ij)c
(3)
pq c(4)ij + 2K(35)

(mn)(kl)c
(3)
pq c(5)kl

+K(44)
(ij)(ij)

c(4)ij c(4)
ij

+ 2K(45)
(ij)(kl)c

(4)
ij c(5)kl

+K(55)
(kl)(kl)

c(5)kl c(5)
kl

+N (133)
(pq)(mn)(mn)c

(1)
pq c(3)mnc(3)mn +N

(233)
(rs)(mn)(mn)c

(2)
rs c(3)mnc(3)mn +N

(433)
(ij)(mn)(mn)c

(4)
ij c(3)mnc(3)mn

+N (533)
(kl)(mn)(mn)c

(5)
kl c(3)mnc(3)mn +N

(333)
(mn)(mn)(m̃n)c

(3)
mnc(3)mnc(3)m̃n +N(3333)

(mn)(mn)(m̃n)(m̂n)c
(3)
mnc(3)mnc(3)m̃nc(3)m̂n

]

V(k,s) =P(1)
pq c(1)pq + P(2)

rs c(2)rs + P(3)
mn c(3)mn (38)

where use is made of the index notation presented in [48]. According to this notation,
apq represents a vector, A(pq)(rs), A(pq)(rs)(mn), A(pq)(rs)(mn)(ij) are second−, third− and
fourth−order fourth−order arrays.

By application of Hamilton’s principle to the generic element, the following kernel
is obtained:
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∫ t2

t1

δΠ(k,s)dt = δc(k,s)T
M(k,s) c̈(k,s) + δc(k,s)T

K(k,s)c(k,s) + δc(k,s)P(k,s) = 0 (39)

where u(k,s) is the vector collecting the element degrees of freedom, M(k,s), K(k,s), P(k,s) are
the element stiffness, mass matrices, and load vector.

Upon assembly of the contributions of all elements, the governing equations are
obtained as follows:

Mc̈ + Kc + N2c + N3c = P (40)

where M, K and P are the global mass, linear stiffness matrices and vector of external loads,
respectively, while N2 and N3 are the nonlinear contributions due to cubic and quartic
terms in the elastic energy, respectively. The set of ODEs reported in Equation (40) describe
the nonlinear dynamics of the shell and can be solved via implicit or explicit integration
techniques. In this work, the discussion is restricted to the quasi−static case, so the relevant
equations simplify to:

Kc + N2c + N3c = P (41)

for which the solution is computed by referring to the Newton–Raphson method.

4. Results

This section presents applications of ps−FEM to laminated shell problems.
The method has been implemented in a Matlab environment, while all analysis have
been run on a laptop with the following characteristics: 1.4 GHz Intel Core i7 processor,
16 GB 1867 MHz LPDDR3 memory, Intel HD Graphics 6,151,536 MB.

In the first part of the section, a series of validation studies is proposed. Then, the nu-
merical technique proposed herein is exploited to solve exemplary test cases for laminated
shell problems. The potential of the ps−refinement is illustrated against classical h− and
p−refinements for linear and geometrically nonlinear problems.

4.1. Validation
4.1.1. Test Case 1: Vibrations of Elliptical Shells

The first study aims at validating the shell model implemented and, for this purpose,
the vibration response is studied for three elliptical cylindrical shells. The test case is taken
from the literature [49] and covers the case of shells characterized by different eccentricities
e. The position vector of the reference surface is expressed as:

r(ξ1, ξ2) = ξ1ex +RA sin (ξ2)ey +RB cos (ξ2)ez for ξ1 ∈ [0, L] and ξ2 ∈ [0, 2π] (42)

where RA and RB are the semi−major and semi−minor axis, respectively, while L is
the length. A sketch of the shell is provided in Figure 9, while the geometric configurations
considered in this study are summarized in Table 1. The shells are made of an aluminum
whose properties are E = 68, 950 MPa, ν = 0.3, and ρ = 2766 kgm/3. Clamped−free
boundary conditions are considered.

Table 1. Shell geometry.

L (mm) RA (mm) RB (mm) e (-)

Shell 1 594.9188 304.8000 304.8000 0.0000
Shell 2 595.3250 328.9300 279.6540 0.5265
Shell 3 595.3760 365.5060 237.4900 0.7601
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Figure 9. Cylindrical elliptical shell: geometry.

The numerical model consists of a coarse mesh with five elements along the circum-
ferential direction and two along the axial one, see Figure 10. The polynomial order is
p = 10.

Figure 10. Cylindrical elliptical shell: mesh.

The results are reported in Table 2 for the first ten natural frequencies. A comparison
is illustrated against the reference results taken from [49], where the same shell kinemat-
ics and geometric formulation were adopted. In [49] the shell governing equations are
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expressed in strong−form and are solved using the generalized differential quadrature
method. Excellent matching is achieved for the reported frequencies, where the error
is evaluated as E% = |ω − ωref|/ωref × 100. For the reported modes, the percentage er-
rors are of the order of E% = 10−2 − 10−3. The almost perfect agreement gives evidence
of the correct implementation of the shell geometry and kinematics.

Table 2. Natural frequencies ω (rad/s) for elliptical shells with different eccentricities e. Subscript:
percent difference against ref. [49].

Mode N° e = 0.0000 e = 0.5265 e = 0.7601

1 611.2500(0.0031) 597.7019(0.0033) 539.5629(0.0041)

2 611.2500(0.0031) 597.7020(0.0034) 539.5683(0.0059)

3 643.1510(0.0003) 618.4085(0.0016) 542.8651(0.0025)

4 643.1510(0.0003) 618.4086(0.0015) 542.8681(0.0023)

5 701.4954(0.0042) 712.9803(0.0025) 715.4793(0.0009)

6 701.4954(0.0042) 712.9810(0.0025) 715.5105(0.0049)

7 857.9875(0.0014) 847.2782(0.0010) 785.3787(0.0042)

8 857.9875(0.0014) 847.2840(0.0014) 785.5405(0.0080)

9 864.4224(0.0025) 870.6317(0.0001) 892.8773(0.0072)

10 864.4224(0.0025) 870.6408(0.0003) 893.0180(0.0147)

4.1.2. Test Case 2: Vibration of Variable Stiffness Plate

The second study aims at validating the ability of the proposed numerical code to han-
dle the case of structures with non−uniform stiffness. In this regards, the example presented
herein provides a validation of the correctness of the constitutive law implemented [50].

A free vibration analysis is conducted by considering a variable stiffness (VS) rect-
angular laminate, as illustrated in Figure 11. In particular, the geometry is defined by
a = b = 300 mm and t = 1.2 mm. The material is characterized by the following elas-
tic properties: E11 = 10,000 MPa, E22 = 9000 MPa, G12 = G13 = G23 = 5000 MPa,
ν12 = ν13 = ν23 = 0.3. The stacking sequence is described in compact manner as [±T ]2s,
where the entries of the the matrix T are:

T = 〈T11|T12〉 with T11 = −45 and T12 = {45, 30, 15, 0,−15,−30,−45} (43)

where different values of T12 define different fiber paths. Starting from the configurations
defined by Equation (43), the local fiber orientation is obtained by referring to Equation (16).

Figure 11. Variable stiffness plate—Geometry.
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The VS plate is clamped at the four edges and is modeled with one single element
of polynomial order p. The results are presented in terms of the first nondimensional
frequency Ω = ωa

√
ρ/E22 in Table 3. The comparison against the reference results is pro-

vided by considering different degrees of p−refinement. As shown, the FE results converge
quickly upon p−refinement with frequencies converging from above. This behavior is mo-
tivated by the hierarchical properties of the Legendre expansion [6]. It is important to note
that different FE discretizations may imply different distributions of the elastic properties
leading to nonmonothonic convergence of the solution. The comparison of the converged
frequencies with the reference ones [50] provides differences below 1%, thus illustrating
the possibility of successfully handling structures with non−uniform elastic properties
within the present framework.

Table 3. Natural frequencies (rad/s) of rectangular plate with different variable stiffness layups.
Subscript: percent difference against ref. [50].

p 〈−45|45〉 〈−45|30〉 〈−45|15〉 〈−45|0〉 〈−45|−15〉 〈−45|−30〉 〈−45|−45〉
4 0.0894(3.95) 0.0966(1.68) 0.1028(1.78) 0.1058(2.72) 0.1049(0.87) 0.1010(1.00) 0.0962(0.21)

6 0.0882(2.56) 0.0957(0.74) 0.1016(0.59) 0.1044(1.36) 0.1037(−0.29) 0.1005(0.50) 0.0960(0.00)

8 0.0868(0.93) 0.0948(−0.21) 0.1011(0.10) 0.1040(0.97) 0.1035(−0.48) 0.1004(0.40) 0.0959(−0.10)

10 0.0866(0.70) 0.0946(−0.42) 0.1009(−0.10) 0.1039(0.87) 0.1035(−0.48) 0.1004(0.40) 0.0959(−0.10)

4.1.3. Test Case 3: Static Analysis of Plate with Cutout

This test case deals with the static analysis of plate with circular cutout loaded in trac-
tion. The presence of the cutout determines the onset of stress concentrations, thus provid-
ing a useful mean for investigating the validity of the proposed ps−refinement strategies.

The plate, an illustration of which is reported in Figure 12, is characterized by di-
mensions a = 75 mm, b = 50 mm and r = 10 mm. The elastic properties considered
for the material are: E11 = 1,500,00 MPa, E22 = 9000 MPa, G12 = G13 = G23 = 5000 MPa,
ν12 = ν13 = ν23 = 0.32. A quasi−isotropic layup [±45, 90, 0]s is considered and each ply
has thickness tply = 1 mm. The traction load is prescribed at two parallel edges with
magnitude Nxx = 100 N/mm. The FE model is restricted to a quarter of the full structure
owing to the double symmetry of the problem.

Figure 12. Plate with cutout: geometry.

284



Materials 2023, 16, 1395

The s−refinement strategy is considered for designing the mesh of the numerical
model. In particular, a base mesh having five elements with polynomial order p is super-
posed with s = 5 levels of overlaying meshes of decreasing size, as illustrated in Figure 13.
In the validation, the order p is increased until convergence of the global solution is reached.
The number of overlaying layers s is selected to have a proper representation of the lo-
cal response, while the resolution of the base mesh (number/size of elements) is chosen
to guarantee the appropriate subdivision of the domain for performing s−refinements
in the regions of interest. Specifically, the overlaying meshes are placed around the corners
of the cutout, where stress gradients are expected.

Figure 13. Plate with cutout — static analysis: (a) Base mesh, (b) s−refined mesh.

Three FE models employing the ps−refinement strategies illustrated in Figure 7
are set up for the validation study. The interpolation order of the superimposing ele-
ments are ps = 1 and ps = p for the linear and uniform ps−refinement, respectively.
Regarding the graded ps−refinement, the polynomial order ps is set according to the
following law:

ps = p− floor
( s

m

)
(44)

where m is a constant that controls the rate of decrease of p for increasing levels s. The
law of Equation (44) will be adopted in the rest of this work for the graded ps−refinement
strategy, unless otherwise specified. In the present study, the ps−refinements are performed
fixing the mesh and increasing the polynomial degree of the elements on the global mesh p,
while the order of the overlaying elements ps is adjusted according to the specific refinement
strategy, i.e., linear, uniform, or graded.

The validation is carried out using a FE model realized in Abaqus with S4 shell
elements. A preliminary convergence study was carried out with this model. Based on this
study, the total number of elements has been taken equal to 350,000 elements (h−refinement)
to guarantee convergence. The corresponding number of membrane degrees of freedom
is 7 × 105, approximately. Results are shown in Table 4 for different types and levels
of ps−refinements, and are presented in terms of nondimensional elastic energy:

U = U
E11

N2
xxr2t3

(45)

From Table 4, it can be seen that the nondimensional elastic energies of the three FE
models approach the reference one as p is increased. In particular, one can note a quick
monotonic convergence from below, i.e., the strain energy increases as the FE models are
more refined. This is an expected behaviour as the numerical model becomes more flexible
with an increasing number of degrees of freedom. For the linear and graded ps−refinement
strategies, convergence is reached with p = 5. Regarding the uniform ps−refinement,
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convergence is achieved with a slightly lower polynomial order (p = 4). This is due to the
use of high−order elements in the upper mesh levels which enable us to obtain a higher
approximation capability.

Table 4. Convergence of nondimensional energy for different ps−refinement strategies.

Linear
ps-Refinement

Uniform
ps-Refinement

Graded
ps-Refinement

(m = 1)
ps = 1 ps = p ps = p – floor

( s
m
)

p = 1 52.4124 52.4570 52.3428
p = 2 52.5307 52.5348 52.5254
p = 3 52.5433 52.5439 52.5433
p = 4 52.5445 52.5446 52.5445
p = 5 52.5446 52.5446 52.5446
p = 6 52.5446 52.5446 52.5446

Reference 52.5446

In Figure 14, the convergence curves are presented for the stress resultant Nxx mea-
sured at (ξ1, ξ2) = (0, r) for the three FE models considered for the validation. In all
cases, one can note a strong and non−monotonic convergence of Nxx to the reference
value of 378.26 MPa. The curves in Figure 14 provide insights on the local convergence
rate of the ps−refinement strategies. For the present problem, convergence of the stress
measures is reached for approximately 103 degrees of freedom, which is much lower than
the one required by the reference model where a h−refinement was employed.

Figure 14. Computed values of Nxx at (ξ1, ξ2) = (0, r) for different levels and types of ps−refinement:
(a) linear, (b) uniform, and (c) graded.
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The consistency of these results, both in terms of global and local quantities, provide
a validation for the ps−refinement strategies implemented in this work.

4.2. Applications
4.2.1. Example 1: Vibration and Buckling of a Highly Anisotropic Laminated Plate

The first application of the ps−FEM is an example taken from [51], and relates to
the vibration and buckling analysis of a highly anisotropic composite plate. The follow-
ing data are considered for the analysis: a/b = 1 and a/t = 100,000, see Figure 11.
The material has elastic properties given by: E11 = 393,000 MPa, E22 = 5030 MPa,
G12 = G13 = G23 = 5240 MPa, ν12 = ν13 = ν23 = 0.31, ρ = 1500 kg/m3. The plate is
a laminate with a single ply oriented at θ = 45. Simply supported boundary conditions are
considered along the four edges, while uniform edge−shortening conditions are considered
for the buckling analysis.

This problem has been studied in previous efforts in the literature due to its challeng-
ing convergence features. The eigenvalues of the problem, both for free vibrations and
buckling, tend to convergence with a slow rate as a consequence of the high orthotropy
ratio E11/E22 = 73.36, whose effects are exacerbated by the 45−oriented ply. Indeed,
this orientation promotes strong bending/twisting elastic couplings with highly localized
gradients in the modal shapes.

Two meshes are realized for conducting the numerical tests. The first one is a mesh with
5 × 5 quadrilateral elements, see Figure 15a. The second one is a s−refined mesh, whose
features are outlined in Figure 15b; the s−refinement is obtained starting from the base
mesh 5 × 5 and adding 15 layers of overlaying meshes. The refinement is conducted
to allow local effects arising from vibration and buckling modes to be accurately captured.

Figure 15. Highlyanisotropic plate – vibration and buckling analysis: (a) Base mesh, (b) s−refined
mesh.

Starting from these two meshes, five FE models are developed to illustrate the ef-
fect of different refinement strategies. The first two models, h− and p−models, em-
ploy the mesh in Figure 15a and implement the h− and p−refinement strategies, respec-
tively. The other three models, ps−L−, ps−U−, and ps−G−models, are constructed
from the s−refined mesh in Figure 15b and adopt the linear (L), uniform (U), and graded
(G) ps−refinement strategies, respectively. A summary of the FE models is reported in
Table 5, whose nomenclature will be used for the other examples reported next.
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Table 5. Nomenclature for finite element models.

Refinement
Strategy

Mesh Resolution
(h)

Polynomial
Order (p)

Superposition
Levels (s)

h−model h Increased Fixed -
p−model p Fixed Increased -

ps−L−model Linear ps Fixed Increased Increased, ps = 1
ps−U−model Uniform ps Fixed Increased Increased, ps = p

ps−G−model Graded ps Fixed Increased Increased, ps set
with Equation (44)

In absence of available exact solutions, the first step consists of obtaining highly accu-
rate results to be used as a reference for comparing the five models later. The ps−U−model
is used for this scope. The results are summarized in Table 6 in terms of nondimensional
frequency and buckling load, defined as:

ω̂ = ω
a2

t

√
ρ

E22
, N̂xx = Nxx

a2

E22t3 (46)

where Nxx is the force per unit length on the loaded edges.

Table 6. Nondimensional frequency ω̂ and buckling load N̂xx for a SSSS anisotropic plate using
a uniform ps−refinement strategy.

Number of Unknowns ω̂ N̂xx

p = 1 1119 24.9319 52.5977
p = 2 2714 22.0819 31.6995
p = 3 4999 21.9341 30.2107
p = 4 7974 21.9289 30.1487
p = 5 11,639 21.9267 30.1416
p = 6 15,994 21.9264 30.1407
p = 7 21,039 21.9263 30.1402

As shown, a value of p = 7 guarantees convergence up to the third digit for both
vibration and buckling parameters. These values are retained as references for computing
the errors obtained with different refinement strategies.

The vibration and buckling mode shapes are illustrated in Figures 16 and 17. Both modes are
characterized by one single−skew half−wave, where stretching occurs in the direction of fibers,
i.e., θ = 45. From Figures 16a and 17a, one can note that the deflected shape w is smooth
in most of the domain apart from the two corners. Here, it is possible to note highly localized
effects, as evident from the plots of the twisting moments Mxy in Figures 16b and 17b where
strong stress concentrations are observed. This will have drastic consequences on the convergence
of the fundamental frequency and critical buckling load.
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Figure 16. Highly anisotropic plate: mode shapes for free vibration analysis: (a) deflection shape and
(b) twisting moment.

Figure 17. Highly anisotropic plate: mode shapes for buckling analysis: (a) deflection shape and
(b) twisting moment.
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The relative errors percentage from the numerical models of Table 5 are summarized
in Figure 18, where an additional curve in the results of [51], i.e., Ritz p−refinement, is
reported. The plots report the logarithmic relative errors percentage evaluated against
the reference solutions.

Figure 18. Highly anisotropic plate: convergence for different refinement strategies: (a) nondimen-
sional fundamental frequency and (b) nondimensional buckling load.

Despite quantitative distinctions, similar trends are observed for the frequency and
the buckling results, the latter requiring more degrees of freedom for a fixed corresponding
error. From Figure 18, the fast convergence rate achieved with the uniform and graded
ps−refinements is clearly visible. In particular, the ps−U− and ps−G−refinements out-
perform FE models implementing standard h− and p−refinement approaches. This effect
is clear from the error−to−degrees−of−freedom ratio of the nondimensional frequency
and buckling load in Figure 18, with the ps−U− and ps−G−models presenting the curves
with the steepest slopes. The excellent convergence properties just shown are made pos-
sible by the flexibility of the approach presented here: the degrees of freedom can be
employed to refine specific areas of the domain with no need of generating transition re-
gions, where refinement is not useful in terms of solution accuracy, but is a mean to generate
compatible meshes.

The plots of Figure 18 allow us to distinguish regions where the adoption of a re-
finement strategy is advantageous over the others. For instance, percentage errors E%
of the order of 0.1–1% suggest the adoption of a p−refinement strategy. On the contrary,
if stricter requirements are set, the ps−refinements provide the best mean for solving
the problem, with uniform and graded strategies as the most effective ones.

Benchmark results

The previous section demonstrated the advantages of the ps−FEM in deriving highly
accurate solutions with relatively low computational costs. The proposed ps−FEM frame-
work is then exploited to provide reference results to be used for comparison purposes
in future studies in the field.

The same plate considered earlier are studied, but the investigation is now extended to dif-
ferent orientation angles, θ = [30, 45, 60], and orthotropic ratios, E11/E22 = [73.36, 40, 20, 10].
By combining these values, twelve plates with different levels of anisotropy are obtained.

The analyses are performed using the ps−U−model considered in Table 6. The mesh
is illustrated in Figure 15b, and the corresponding total number of degrees of freedom is
approximately 2× 104.

A summary of the results is provided in Table 7 in terms of the nondimensional
eigenvalues according to Equation (46). The results are compared with the predictions
obtained using the Ritz method proposed in [51]. Specifically, the Ritz predictions are
obtained by expanding the unknowns with 250 × 250 Ritz functions, corresponding
to a total of 6× 104 degrees of freedom, i.e., six times higher than the present model.
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As shown, the eigenvalues obtained via ps−U−model are always smaller than the Ritz
ones. Owing to the convergence properties of the solution (the eigenvalues converge
from above) the present results are thus more accurate. The maximum differences are
reached for the plate with E11/E22 = 73.36 and θ = 45, which corresponds to the largest
degree of anisotropy. Note, for the buckling load, the difference is as high as 0.40%, approx-
imately, with respect to an already refined solution. The difference between the present and
reference results becomes smaller as the degree of anisotropy is reduced either by reducing
the off−axis angle or the orthotropy ratio.

Table 7. Nondimensional frequencies ω̂ and buckling load N̂xx for SSSS plates with different degrees
of anisotropy.

E11/E22
ω̂ N̂xx

ps-FEM Ritz Method %diff ps-FEM Ritz Method %diff

θ = 30 73.64 22.6796 22.6929 0.0584 38.7882 38.8328 0.1148
40 17.9948 17.9913 0.0195 26.7974 26.7858 0.0432
20 14.0520 14.0524 0.0032 17.7050 17.7064 0.0078
10 11.1987 11.1987 0.0004 11.8977 11.8978 0.0007

θ = 45 73.64 21.9263 21.9674 0.1873 30.1402 30.2538 0.3754
40 17.6666 17.6557 0.0619 22.9941 22.9633 0.1339
20 13.9480 13.9496 0.0115 16.4120 16.4163 0.0262
10 11.1537 11.1538 0.0010 11.4625 11.4628 0.0024

θ = 60 73.64 22.6796 22.6929 0.0584 24.1328 24.1571 0.1005
40 17.9948 17.9913 0.0195 19.3018 19.2959 0.0307
20 14.0520 14.0524 0.0032 15.0556 15.0563 0.0050
10 11.1987 11.1987 0.0004 11.7175 11.7176 0.0010

4.2.2. Example 2: Stress Analysis of Variable Stiffness Elliptical Shell

The response of a cylindrical laminated shell is investigated under the effect of a static
point load. The shell has an elliptical cross−section with semi−axes RA = 1000 mm and
RB = 500 mm, total thickness t = 10 mm, and length L = 2000 mm. The sketch of the struc-
ture is reported in Figure 9. The material has elastic properties E11 = 150,000 MPa,
E22 = 9000 MPa, G12 = G13 = G23 = 5000 MPa, ν12 = ν13 = ν23 = 0.32, while the stacking
sequence is given as:

[±T ]s with T = [30, 45, 30] (47)

where the fiber path is obtained via Equation (15). The shell is clamped at both ends and is
loaded with a transverse point load with magnitude P = 100 N and applied at (ξ1, ξ2) =
(L/2, 3/2π). This loading condition is of interest due to the localized phenomena associated
with the concentrated force and finds practical application in tests such as the single perturbation
load analysis (SPLA) [52], used for the assessment of shell imperfection sensitivity.

Two FE models are developed and compared. The two models share the same number
of degrees of freedom, 104, approximately, but have different features for the meshing
strategy. The first model relies upon a p−refinement strategy (p−model) and is presented
in Figure 19a. Its mesh has 8 × 8 elements, i.e., four elements along the circumferential and
the axial directions, with a polynomial order p = 11.

The second model adopts the s−refined mesh illustrated in Figure 19b. The base mesh
is unaltered with respect to the p−model. A local refinement is introduced with s = 5 layers
of overlaying meshes in the surroundings of the loaded region. The uniform ps−refinement
strategy (ps−U−model) is considered, with the polynomial order of the base elements set
to p = 5.
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Figure 19. Variable Stiffness cylindrical elliptical shell – static analysis: (a) Base mesh, (b) s−refined mesh.

The plots of the out−of−plane displacement w and the stress component σ22 on the out-
most ply at ξ2 = 3/2π are illustrated in Figure 20. Similar results are obtained for the
two models in terms of deflections, as shown in Figure 20a.

Figure 20. Variable stiffness cylindrical elliptical shell: comparison between p− and ps−U−models:
(a) displacement and (b) normal stress field.

The advantages of the ps−refinement are clear when addressing the predicted stress
σ22 in Figure 20b, where the discrepancies between the two models are noticeable. An excel-
lent prediction of the stress gradient, which is particularly exacerbated close in the loaded
region, is achieved via ps−refinement. The comparison between the peak values of the two
models reveals an underprediction of the p−model that is close to 60%.

The contour of the stress is reported in Figure 21. As shown, the p−model so-
lution presents severe oscillations in the surroundings of the stress peak (Figure 21a).
This phenomenon is typically observed in high−order approximations when the solution
displays steep gradients or discontinuities. Oscillations are greatly attenuated in the case
of the ps−refined solution, as revealed by Figure 21b. These results provide a clear insight
into the advantages of the proposed strategy. By recalling that the two models rely upon
the same number of unknowns, evidence is given on the superiority of the ps−refinement
strategy for problem characterized by strong gradients. As a matter of fact, the combination
of p− and s−refinements allows us to combine the advantages of both strategies. The ability
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of high−order approximations is exploited to capture effectively the global response, while
the superposed mesh provides an embedded approach suitable for detecting local effects.

Figure 21. Variable stiffness cylindrical elliptical shell: stress field σ22: (a) p−model and (b) ps−U−model.

4.2.3. Example 3: Snap−back of Cylindrical Panel

The static nonlinear response of a shell is discussed in this closing example. The test
case is taken from [53] and considers an isotropic cylindrical panel loaded by a point force
applied at its center and directed inward. The panel is illustrated in Figure 22, where
the following parameters are considered: a = b = 50.8 mm, R = 254 mm, t = 0.635 mm.
An isotropic material is considered with Young modulus E = 310.125 MPa and Poisson
ratio ν = 0.3. The panel is under simply−supported boundary conditions along the straight
edges, ξ2 = 0, b, while free conditions are imposed along the curved ones, ξ1 = 0, a.

Figure 22. Geometry of cylindrical panel.

The results are presented by comparing the h−model, p−model and ps−L−model
of Table 5. In all cases, the symmetry of the problem is exploited by modeling one quarter
of the structure and imposing symmetry boundary conditions.

A convergence study is performed by considering two levels of refinement for each
model, as displayed in Figure 23. The h−refinement procedure is performed for a fixed
polynomial order p = 1, with increased mesh resolution, as reported in Figure 23a. The
p−refinement strategy is carried out by increasing the polynomial order, p = 1, 3, 6,
on a mesh of 2 × 2 element, see Figure 23b. The ps−refinement is performed by increasing
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both the polynomial order p and the degree of s−refinement of the mesh s. More specifi-
cally, the p− and s−orders are increased simultaneously with steps of one (p = 1, 2, 3) and
five (s = 0, 5, 10), respectively, see Figure 23c. For clarity, a summary of the FE refinement
parameters is presented in Table 8 along with the number of degrees of freedom.

Figure 23. Cylindrical panel: refinement strategies: (a) h, (b) p, (c) ps−linear.

Table 8. Summary of the refinement parameters of the FE models used for solving the application
example 3.

Refinement Number
of Unknowns h p s

h−model 91 2 × 2 1 -
1 343 4 × 4 1 -
2 1327 8 × 8 1 -

p−model 91 2 × 2 1 -
1 343 2 × 2 3 -
2 1021 2 × 2 6 -

ps−L−model 91 2 × 2 1 0
1 252 2 × 2 2 5
2 453 2 × 2 3 10

The results are presented in terms of load−deflection curves in Figure 24. An arc−length
continuation procedure has been implemented for capturing the snap−back.
As shown, all the solutions converge to the reference one provided sufficient refinement
steps are performed. In particular, the results of Figure 24a demonstrate that 2 steps of re-
finement, leading to a total of 1327 dofs, are required for the h−model. On the contrary,
one single step of refinement is needed for the p−model and the ps−L−model, as clear
from the plots of Figure 24b,c. In these cases, the number of degrees of freedom is one
order of magnitude lower for the p−model (343) and ps−L−model (252). These results
demonstrate the advantage implied by the use of appropriate meshing and refinement
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strategies. Through a comparison of the p− and ps−refinement strategies with a classi-
cal h−refinement approach, the quality of the predictions is preserved, but the number
of degrees of freedom can be as low as 1/5. This saving becomes even more important
in the context of nonlinear analyses, where the overall process requires repeated matrix
factorizations and linear systems to be solved.

Figure 24. Cylindrical panel: load−deflection curves for different levels of (a) h−, (b) p− and
(c) ps−refinements.
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5. Conclusions

This paper dealt with the application of the ps−version of the finite element method
to the analysis of composite thin shells. The approach relies on the possibility of superposing
multiple local meshes in arbitrary regions to refine the solution only where actually needed.
No transition meshes are required nor special−purpose elements to connect areas with
different grid densities.

The implementation proposed herein allows a wide class of structures to be analyzed,
including shells with arbitrary curvature and innovative materials with variable in−plane
elastic properties. Both geometrically linear and nonlinear features are introduced. Three
different combinations of p− and s−refinements were considered, although other strategies
could be easily developed and implemented.

The proposed advanced refinement technique is useful under several circumstances
in the analysis of composite shells. The results illustrate this aspect for the case of local
stress concentrations, where the possibility of superposing multiple layers of refinement can
be exploited to achieve accurate stress predictions with reduced effort. For 2D laminated
structures, advanced refinement can be of interest even in case of global responses, such as
for the eigenanalysis of highly anisotropic plates. Indeed, owing to complex elastic cou-
plings, the ability to capture local effects can have a drastic influence also on the predictions
at a global level. For these problems, conventional methods based on high−order global
approximations can be unsuitable if refined predictions are of concern. Among the different
combinations of p− and s−refinements considered in the various test cases, no optimal
choice can be established ex ante. The choice is, in general, problem−dependent.

The inherently hierarchical nature of the proposed tool suggests its use at different
stages of the design process of composite shells. In the early design phases, simplified
models with one or few macro elements with high−order interpolation can be the most
suitable way for obtaining quick estimates. In more advanced phases, when increased
detail is needed, the models can be easily improved by exploiting the local refinement
capabilities to maximize the ratio between accuracy and number of degrees of freedom.
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Appendix A

The components of the vectors of generalized strains ε0, k and γ0 are:
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1 + ζ/R1

(
u,1

a1
+

a1,2

a1a2
v +

w
R1

)
+

1
2

(
1

1 + ζ/R1

)2(w,1

a1

)2

ε0
22 =

1
1 + ζ/R2

(
v,2

a2
+

a2,1

a1a2
u +

w
R2

)
+

1
2

(
1

1 + ζ/R2

)2(w,2

a2

)2

γ0
12 =

1
1 + ζ/R2

(
u,2

a2
− a2,1

a1a2
v
)
+

1
1 + ζ/R1

(
v,1

a1
− a1,2

a1a2
u
)
+

(
1

1 + ζ/R1

)(
1

1 + ζ/R2

)
w,1w,2

a1a2

γ0
13 = φ1 +

1
1 + ζ/R1

(
w,1

a1
− u

R1

)

γ0
23 = φ2 +

1
1 + ζ/R2

(
w,2

a2
− v

R2

)

k11 =
1

1 + ζ/R1

(
φ1,1

a1
+

a1,2

a1a2
φ2

)

k22 =
1

1 + ζ/R2

(
φ2,2

a2
+

a2,1

a1a2
φ1

)

k12 =
1

1 + ζ/R2

(
φ1,2

a2
− a2,1

a1a2
φ2

)
+

1
1 + ζ/R1

(
φ2,1

a1
− a1,2

a1a2
φ1

)
(A1)

References
1. Reddy, J. Mechanics of Laminated Composite Plates and Shells: Theory and Analysis; CRC Press: Boca Raton, CA, USA, 2004.
2. Gürdal, Z.; Olmedo, R. Composite laminates with spatially varying fiber orientations: Variable stiffness panel concept.

In Proceedings of the 33rd AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics and Material Conference, Dallas,
TX, USA, 13–15 April 1992.

3. Gürdal, Z.; Tatting, B.; Wu, C. Variable stiffness composite panels: Effects of stiffness variation on the in-plane and buckling
response. Compos. Part A Appl. Sci. Manuf. 2008, 39, 911–922. [CrossRef]

4. Wu, Z.; Weaver, P.; Raju, G.; Kim, B. Buckling analysis and optimisation of variable angle tow composite plates. Thin-Walled
Struct. 2012, 60, 163–172. [CrossRef]

5. Raju, G.; Wu, Z.; Weaver, P. Postbuckling analysis of variable angle tow plates using differential quadrature method.
Compos. Struct. 2013, 106, 74–84. [CrossRef]

6. Szabó, B.; Babuška, I.B. Introduction to Finite Element Analysis: Formulation, Verification and Validation; John Wiley & Sons Ltd.:
Chichester, UK, 2011.

7. Bathe, K. Finite Element Procedures; Prentice Hall: Hoboken, NJ, USA, 2006.
8. Babuška, I.; Szabó, B.; Katz, I. The p-version of the finite element method. SIAM J. Numer. Anal. 1981, 18, 515–545. [CrossRef]
9. Bacciocchi, M.; Luciano, R.; Majorana, C.; Tarantino, A. Free vibrations of sandwich plates with damaged soft-core and

non-uniform mechanical properties: Modeling and finite element analysis. Materials 2019, 12, 2444. [CrossRef]
10. Bacciocchi, M.; Tarantino, A. Natural frequency analysis of functionally graded orthotropic cross-ply plates based on the finite

element method. Math. Comput. Appl. 2019, 24, 52. [CrossRef]
11. Duc, N.; Trinh, T.; Do, T.V.; Doan, D. On the buckling behavior of multi-cracked FGM plates. In Proceedings of the International

Conference on Advances in Computational Mechanics 2017: ACOME 2017, Phu Quoc, Vietnam, 2–4 August 2018.
12. Dong, H.; Zheng, X.; Cui, J.; Nie, Y.; Yang, Z.; Ma, Q. Multi-scale computational method for dynamic thermo-mechanical

performance of heterogeneous shell structures with orthogonal periodic configurations. Comput. Methods Appl. Mech. Eng. 2019,
354, 143–180. [CrossRef]

13. Tsapetis, D.; Sotiropoulos, G.; Stavroulakis, G.; Papadopoulos, V.; Papadrakakis, M. A stochastic multiscale formulation
for isogeometric composite Kirchhoff-Love shells. Comput. Methods Appl. Mech. Eng. 2021, 373, 113541. [CrossRef]

14. Cao, Z.; Guo, D.; Fu, H.; Han, Z. Mechanical simulation of thermoplastic composite fiber variable-angle laminates. Materials 2020,
13, 3374. [CrossRef]

15. Sanchez-Majano, A.; Pagani, A.; Petrolo, M.; Zhang, C. Buckling sensitivity of tow-steered plates subjected to multiscale defects
by high-order finite elements and polynomial chaos expansion. Materials 2021, 14, 2706. [CrossRef]

16. Akhavan, H.; Ribeiro, P.; Moura, M.D. Large deflection and stresses in variable stiffness composite laminates with curvilinear
fibres. Int. J. Mech. Sci. 2013, 73, 14–26. [CrossRef]

17. Yazdani, S.; Ribeiro, P. A layerwise p-version finite element formulation for free vibration analysis of thick composite laminates
with curvilinear fibres. Compos. Struct. 2015, 120, 531–542. [CrossRef]

297



Materials 2023, 16, 1395

18. Bank, R.; Sherman, A.; Weiser, A. Some refinement algorithms and data structures for regular local mesh refinement. Sci. Comput.
Appl. Math. Comput. Phys. Sci. 1983, 1, 3–17.

19. Zhu, J.; Zienkiewicz, O. Adaptive techniques in the finite element method. Commun. Appl. Numer. Methods 1988, 4, 197–204.
[CrossRef]

20. Zienkiewicz, O.; Zhu, J. A simple error estimator and adaptive procedure for practical engineerng analysis. Int. J. Numer. Methods
Eng. 1987, 24, 337–357. [CrossRef]

21. BabuÅ¡ka, I.; Dorr, M. Error estimates for the combined h and p versions of the finite element method. Numer. Math. 1981,
37, 257–277.

22. Guo, B.; Babuška, I. The hp version of the finite element method. Comput. Mech. 1986, 1, 21–41. [CrossRef]
23. Gui, W.; Babuška, I. The h, p and hp versions of the finite element method in 1 dimension. Part 1. In The Error Analysis

of the p-Version; TN BN-1036; Laboratory for Numerical Analysis, University of Maryland: College Park, MD, USA, 1985.
24. Babuška, I.; Rank, E. An expert-system-like feedback approach in the hp-version of the finite element method. Finite Elem. Anal.

Des. 1987, 3, 127–147. [CrossRef]
25. Verfürth, R. A review of a posteriori error estimation techniques for elasticity problems. Comput. Methods Appl. Mech. Eng. 1999,

176, 419–440. [CrossRef]
26. Eibner, T.; Melenk, J. An adaptive strategy for hp-FEM based on testing for analyticity. Comput. Mech. 2007, 39, 575–595.

[CrossRef]
27. Bern, M.; Flaherty, J.; Luskin, M. Grid generation and adaptive algorithms. In The IMA Volumes in Mathematics and its Applications;

Springer: New York, NY, USA, 2012.
28. Mote, C. Global-local finite element. Int. J. Numer. Methods Eng. 1971, 3, 565–574. [CrossRef]
29. Belytschko, T.; Fish, J.; Bayliss, A. The spectral overlay on finite elements for problems with high gradients. Comput. Methods

Appl. Mech. Eng. 1990, 81, 71–89. [CrossRef]
30. Fish, J. The s-version of the finite element method. Comput. Struct. 1992, 43, 539–547. [CrossRef]
31. Fish, J.; Markolefas, S. The s-version of the finite element method for multilayer laminates. Int. J. Numer. Methods Eng. 1992,

33, 1081–1105. [CrossRef]
32. Fish, J.; Guttal, R. The s-version of finite element method for laminated composites. Int. J. Numer. Methods Eng. 1996, 39, 3641–3662.

[CrossRef]
33. Fish, J.; Suvorov, A.; Belsky, V. Hierarchical composite grid method for global-local analysis of laminated composite shells.

Appl. Numer. Math. 1997, 23, 241–258. [CrossRef]
34. Park, J.; Hwang, J.; Kim, Y. Efficient finite element analysis using mesh superposition technique. Finite Elem. Anal. Des. 2003,

39, 619–638. [CrossRef]
35. Reddy, J.; Robbins, D. Theories and Computational Models for Composite Laminates. Appl. Mech. Rev. 1994, 47, 147. [CrossRef]
36. Sakata, S.; Chan, Y.; Arai, Y. On accuracy improvement of microscopic stress/stress sensitivity analysis with the mesh superpo-

sition method for heterogeneous materials considering geometrical variation of inclusions. Int. J. Numer. Methods Eng. 2020,
121, 534–559. [CrossRef]

37. Kishi, K.; Takeoka, Y.; Fukui, T.; Matsumoto, T.; Suzuki, K.; Shibanuma, K. Dynamic crack propagation analysis based on the s-
version of the finite element method. Comput. Methods Appl. Mech. Eng. 2020, 366, 113091. [CrossRef]

38. Rank, E. Adaptive remeshing and hp domain decomposition. Comput. Methods Appl. Mech. Eng. 1992, 101, 299–313. [CrossRef]
39. Schillinger, D.; Düster, A.; Rank, E. The hp-d-adaptive finite cell method for geometrically nonlinear problems of solid mechanics.

Int. J. Numer. Methods Eng. 2012, 89, 1171–1202. [CrossRef]
40. Krause, R.; Rank, E. Multiscale computations with a combination of the h-and p-versions of the finite-element method.

Comput. Methods Appl. Mech. Eng. 2003, 192, 3959–3983. [CrossRef]
41. Zander, N.; Bog, T.; Kollmannsberger, S.; Schillinger, D.; Rank, E. Multi-level hp-adaptivity: High-order mesh adaptivity without

the difficulties of constraining hanging nodes. Comput. Mech. 2015, 55, 499–517. [CrossRef]
42. Zander, N.; Bog, T.; Elhaddad, M.; Frischmann, F.; Kollmannsberger, S.; Rank, E. The multi-level hp-method for three-dimensional

problems: Dynamically changing high-order mesh refinement with arbitrary hanging nodes. Comput. Methods Appl. Mech. Eng.
2016, 310, 252–277. [CrossRef]

43. Zander, N.; Ruess, M.; Bog, T.; Kollmannsberger, S.; Rank, E. Multi-level hp-adaptivity for cohesive fracture modeling. Int. J.
Numer. Methods Eng. 2017, 109, 1723–1755. [CrossRef]

44. Tornabene, F.; Fantuzzi, N.; Bacciocchi, M.; Dimitri, R. Dynamic analysis of thick and thin elliptic shell structures made of
laminated composite materials. Compos. Struct. 2015, 133, 278–299. [CrossRef]

45. Amabili, M. Nonlinear Vibrations and Stability of Shells and Plates; Cambridge University Press: Cambrige, UK, 2008.
46. Gordon, W.; Hall, C. Construction of curvilinear coordinate systems and applications to mesh generation. Int. J. Numer. Methods

Eng. 1973, 7, 461–477. [CrossRef]
47. Gordon, W.; Hall, C. Transfinite element methods: Blending-function interpolation over arbitrary curved element domains.

Numer. Math. 1973, 21, 109–129. [CrossRef]
48. Vescovini, R.; Spigarolo, E.; Dozio, L. Efficient post-buckling analysis of variable-stiffness plates using a perturbation approach.

Thin-Walled Struct. 2019, 143, 106211. [CrossRef]

298



Materials 2023, 16, 1395

49. Tornabene, F.; Fantuzzi, N.; Bacciocchi, M.; Dimitri, R. Free vibrations of composite oval and elliptic cylinders by the generalized
differential quadrature method. Thin-Walled Struct. 2015, 97, 114–129. [CrossRef]

50. Houmat, A. Nonlinear free vibration of laminated composite rectangular plates with curvilinear fibers. Compos. Struct. 2013,
106, 211–224. [CrossRef]

51. Vescovini, R.; Dozio, L.; d’Ottavio, M.; Polit, O. On the application of the Ritz method to free vibration and buckling analysis
of highly anisotropic plates. Compos. Struct. 2018, 192, 460–474. [CrossRef]

52. Kriegesmann, B.; Jansen, E.; Rolfes, R. Design of cylindrical shells using the single perturbation load approach potentials and
application limits. Thin-Walled Struct. 2016, 108, 369–380. [CrossRef]

53. Wisniewski, K. Finite rotation shells. In Basic Equations and Finite Elements for Reissner Kinematics; Springer: Berlin, Germany, 2010.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

299





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Materials Editorial Office
E-mail: materials@mdpi.com

www.mdpi.com/journal/materials





Academic Open 
Access Publishing

www.mdpi.com ISBN 978-3-0365-7576-6


	Cover-front.pdf
	Book.pdf
	Cover-back.pdf

