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and Eduardo Ribeiro de Azevedo

Real-Time Monitoring Polymerization Reactions Using Dipolar Echoes in 1H Time Domain
NMR at a Low Magnetic Field
Reprinted from: Molecules 2022, 27, 566, doi:10.3390/molecules27020566 . . . . . . . . . . . . . . 209

Anton Duchowny and Alina Adams

Compact NMR Spectroscopy for Low-Cost Identification and Quantification of PVC Plasticizers
Reprinted from: Molecules 2021, 26, 1221, doi:10.3390/molecules26051221 . . . . . . . . . . . . . . 223

Grzegorz Stoch and Artur T. Krzyżak
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articles, and last but not least, the MDPI publisher and the editorial staff of the journal for their

dedication and support in producing this Special Issue.

Igor Serša
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Abstract: In the past decades, nanosized drug delivery systems (DDS) have been extensively de-
veloped and studied as a promising way to improve the performance of a drug and reduce its
undesirable side effects. DDSs are usually very complex supramolecular assemblies made of a core
that contains the active substance(s) and ensures a controlled release, which is surrounded by a
corona that stabilizes the particles and ensures the delivery to the targeted cells. To optimize the
design of engineered DDSs, it is essential to gain a comprehensive understanding of these core–shell
assemblies at the atomic level. In this review, we illustrate how solid-state nuclear magnetic resonance
(ssNMR) spectroscopy has become an essential tool in DDS design.

Keywords: solid-state NMR spectroscopy; porous material; drug delivery system; heteronuclei

1. Introduction

A nanosized drug delivery system (DDS) is defined as a formulation or a device that
enables the introduction of a therapeutic substance in the body [1]. The major goals of DDS
are to improve the efficacy and safety of a given active pharmaceutical ingredient (API) by
controlling its rate, time, and place of release as well the compliance of the patient [2]. A
plethora of nanosized DDSs were developed, including liposomes, polymeric and inorganic
nanoparticles, dendrimers, carbon nanotubes, etc. However, there is no universal drug
nanocarrier, and for each medical target, a new system has to be designed. An ideal DDS
should have high colloidal stability, high drug loading capacity, be prepared without the
need for toxic solvents, be inert, biocompatible, mechanically resistant, biodegradable, well
tolerated by the patient, safe and simple to administer, and finally easy and cost-effective
to fabricate and sterilize [3]. Most DDSs are composed of complex core–shell supramolec-
ular structures where each component has different physicochemical characteristics and
functions (Figure 1). The core of the system accommodates the drug, protects, and releases
it in a controlled manner. It must ensure efficient drug release and degrade to avoid
accumulation in the body. The corona plays a role in increasing the colloidal stability of
the nanoparticles and governs their in vivo fate (confers “stealth” properties to evade the
immune system and/or to ensure specific delivery to the biological target). To guide the
design of complex core–shell particles, it is essential to have at hand analytical tools able
to yield information at the atomic scale about the structure of the DDS, the host–drug
interactions, dynamics, etc.

A variety of techniques have been used so far, such as thermal analysis [4] and nitrogen
sorption [5], which can both give qualitative and quantitative information about the bulk
structural and thermodynamic properties of the incorporated drugs. Unfortunately, they
do not provide any insight into the microscopic properties of the embedded drugs and
in particular about the crucial drug–drug and drug–host interactions. X-ray powder
diffraction (XRPD), which is the usual method of choice for the investigation of structural
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properties, is also often inapplicable because of the lack of long-range order of complex
DDSs. An alternative technique is solid-state nuclear magnetic resonance (ssNMR), which
through spectroscopy and relaxation measurements offers valuable information about the
structural and dynamical properties of the embedded compound and which is not limited
to the materials or forms that exhibit long-range order [6]. ssNMR experiments probe
the local environment of the nucleus and short-range order. This gives rise to various
advantages, including the ability to provide detailed structural insights from polycrystalline
samples and to examine local defects and disorders [7].

Figure 1. Scheme of a DDS nanoparticle containing a core, in which the drug is loaded, functional
coating, and specific ligand. The nuclei of interest in ssNMR and the information that can be extracted
from these measurements are indicated.

In the context of DDSs, because numerous NMR active nuclei are present in both the
core and the corona, ssNMR spectroscopy can provide information in many aspects ranging
from intramolecular and intermolecular interactions, localization, state and stability of
the drug, core–shell interactions, the matrix degradation, delivery/release of the drug, etc.
(Figure 1). These pieces of information can significantly contribute to guide the design
and development of new DDSs. Moreover, ssNMR is non-destructive; i.e., the DDS can
be studied intact without the need for dissolution/digestion (as it would be required
for solution-state NMR, fluorescence spectroscopy or other strategies involving chemical
modification).

In this review, we illustrate the versatility of ssNMR spectroscopy for the investigation
of the supramolecular structure of DDSs. We focus this review on DDSs that are based
on inorganic or hybrid organic–inorganic particles, i.e., rather than on organic particles
such as liposomes or polymer-based ones. We first report ssNMR experiments based
on one-dimensional (1D) NMR spectroscopy, then two-dimensional (2D) NMR starting
from the simpler 1H-1H spin pair, then moving toward 1H-X pairs and finally to more
challenging pairs of heteronuclei. For each case, the advantages and limits of the ssNMR
technique are described.

2. A Few Notes on ssNMR Spectroscopy

An ssNMR spectrum, similarly to a solution-state NMR spectrum, contains informa-
tion about the chemical shift interaction, i.e., a line shift that gives indication about the
neighboring environment of a nucleus, and, when it can be observed or detected, about
scalar coupling, i.e., a line splitting, which represents the spin–spin interaction through
chemical bonds and gives information about the number and nature of neighboring nu-
clei [8,9]. In the solid state, two other interactions are expressed in the ssNMR spectra: the
dipolar interaction, that is a through-space interaction between nuclei, and the quadrupolar
interaction for atoms with nuclear spin quantum numbers larger than 1

2 . The former is
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mostly responsible for an important homogeneous line broadening of ssNMR resonances
as compared to solution NMR resonances (for which this interaction is averaged to zero
due to fast molecular tumbling), the second can give rise to particularly broad NMR spec-
tra. Magic-angle spinning (MAS), i.e., spinning the sample at an angle of 54.7◦ about the
main—usually vertical—magnetic field is the most used method to remove the dipolar
interaction, that is the major source of resolution loss for solids. The faster the spinning,
the most efficient the removal of the interaction [10].

3. 1D 1H ssNMR Spectroscopy

In the world of DDSs, mesoporous silica nanoparticles (MSNs) are among the most
studied systems. Their long-range ordered pore structure with tailorable pore size (2–50 nm)
and geometry facilitates a homogenous incorporation of guest molecules with different
sizes and properties. Their surface can further be easily functionalized. Drug loading
is based on the adsorptive properties of MSNs and both hydrophilic and hydrophobic
cargos can be adsorbed into the pores. The release profile of drugs from MSNs mainly
depends on its diffusion from the pores, which can be tailored by modifying the surface
of the MSNs to suit the biological needs. The decisive factor responsible for controlling
the release is the interaction between the surface groups on pores and the drug molecules.
The two most widely explored materials for drug delivery are MCM-41 (Mobil Crystalline
Materials) and SBA-15 (Santa Barbara Amorphous type material) [11,12]. MSNs owing to
their modifiable surface chemistry can act as carriers for poorly soluble drugs and tackle
their solubility issues. 1H, 13C, and 29Si are the most used nuclei to study the interactions
between silica molecules and drugs and the influence in the environment of silicon atoms
in SBA-15 [13–16].

1H is indeed the most obvious nucleus that can be used for the characterization of
DDS as the majority of drugs are protonated, as are the drug carriers. 1D 1H MAS NMR
is a simple and fast experiment that gives information about the state of the drug in the
DDS and the formation of hydrogen bonds (that leads to high-frequency proton shifts),
thanks to a shift of the proton resonance. The spectra are known to be dominated by
large homonuclear dipolar interactions; hence, techniques based on fast MAS are usually
preferred to obtain high-resolution data [17]. Due to the small chemical shift dispersion of
1H NMR spectra (below 20 ppm in most diamagnetic systems), it is preferable to perform
measurements at high magnetic field to optimize the signal resolution.

Ukmar et al. [6] studied by ssNMR the composition and structure of nonfunctionalized
and functionalized SBA-15 mesoporous silica matrices in which were loaded different
amounts of indomethacin (IMC) molecules. From the 1H MAS NMR spectra (Figure 2),
a decrease in the signal intensity of the water resonance was detected when the amount
of the drug was increased. Furthermore, the appearance of a new resonance revealed the
formation of hydrogen bonds between the drug and the silica matrix. These were evidences
for drugs in close contact in the pores with the silica matrix.

However, in DDSs, most systems are complex and lacking long-range order; therefore
the resonances are strongly heterogeneous, and even using the fastest available MAS probes
and highest static magnets is not enough to obtain satisfactory resolution. This is exem-
plified in Figure 3 for a model DDS system consisting of an aluminum-based nanoscale
metal–organic framework (MOF). This MOF, MIL-100(Al) (MIL stands for Matériau In-
stitut Lavoisier), was analyzed pure, loaded with a drug and with surface covered by
β-cyclodextrin (CD) phosphates. The differences between all three samples are not easily
seen on the 1D MAS (60 kHz, 20.0 T) 1H NMR spectra, due to strong overlap between all the
components, each of them containing a fairly large number of protons. Two solutions might
be adopted to overcome this problem: performing a two-dimensional (2D) homonuclear
experiment (illustrated in the next section) or the use of deuterated molecules.

3



Molecules 2021, 26, 4142

Figure 2. 1H-13C CPMAS (a), 1H MAS (b), 1H MAS, and CRAMPS (c) experiments of SBA-15 in
which were loaded different amount of indomethacin [6]. (Reprinted with permission from T. Ukmar,
T. Čendak, M. Mazaj, V. Kaučič, G. Mali, J. Phys. Chem. C 2012, 116, 2662. Copyright © 2012,
American Chemical Society).

Figure 3. 1H MAS NMR spectra of (a) nanoMIL-100(Al), (b) ATP-loaded nanoMIL-100(Al) and (c)
CD-P coated ATP-loaded nanoMIL-100(Al).

4. 1H-1H 2D NMR

The amount of information from 1D NMR spectra is sometimes limited due to po-
tential overlap on the resonances. Therefore, 2D NMR spectroscopy is often used for
characterization in pharmaceutical analysis [17]. As an example, it was employed to
study flurbiprofen incorporated in 200–400 nm silica capsules filled with Pluronic P123
(polyethylene oxide-polypropylene oxide-polyethylene oxide triblock copolymer). 1H-1H
2D single-quantum single-quantum (SQ-SQ) NMR experiments (Figure 4) revealed the
close proximity between the protons of flurbiprofen molecules and those of polypropyle-
neoxide part of the P123 chains. This confirmed the solubilization of flurbiprofen inside
the core of the micelles composed of poly(propylene oxide), and its absence from the shells
made of poly(ethylene oxide) [18].

4
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Figure 4. 1H-1H 2D SQ-SQ MAS NMR of flurbiprofen incorporated in silica capsules filled with
Pluronic P123. As evidence (ringed), the cross-peaks presented between the protons of the drug and
the ones of the DDS [18].

Another important class of porous nanosized DDS are MOFs [19], which are based
on metal clusters linked to each other through organic linkers. They offer highly porous
structures that can accommodate, transport, and release drugs. The most promising MOFs
are based on non-toxic paramagnetic Fe3+ cations, which limits the NMR investigations [20].
Indeed, ssNMR offers more information when diamagnetic cations such as Ca2+, Zn2+, Al3+,
or Zr4+ are used. As an example, UiO-66(Zr), where UiO stands for the University of Oslo,
has been tested as a carrier for caffeine [18]. The terephthalate linker can be functionalized
with different polar/apolar groups, which can allow tuning of the host/guest interactions.
1H and 13C ssNMR experiments were performed to investigate these interactions. The
interactions between the MOFs and the drug were studied by combining density functional
theory (DFT) calculations and 1H-1H double-quantum single-quantum (DQ-SQ) MAS
NMR experiments. To do so, different functionalized UiO-66(Zr) samples (-H, -NH2, -2OH,
-Br) loaded with caffeine were used (Figure 5). Notably, they show that the functional
groups had little impact on the drug as no specific interaction between the caffeine and the
functional group was found on the NMR spectra [21].

Coming back to the example shown in the previous section (MIL-100(Al) coated
with cyclodextrin-phosphate and loaded with adenosine triphosphate (ATP), for which
no resolution was obtained on the 1D MAS NMR spectrum, one can notice a slightly
better resolution of the resonances on the 2D 1H-1H MAS NMR (Figure 6). In particular,
a correlation peak between the phosphate group of the drug and the proton of the MOF
linker is observed, confirming the incorporation of the drug in the pores of the MOF.
However, the overlap is still very strong, and it is difficult from this spectrum to extract
further unambiguous correlation patterns.

5



Molecules 2021, 26, 4142

Figure 5. (a) Schematic view of the tetrahedral (left) and octahedral (center) cages of the dehydrated UiO-66(Zr). Zirconium
polyhedra and carbon atoms are in orange and black, respectively. Hydrogen atoms are omitted for clarity. (b) 1H-1H
DQ-SQ MAS NMR experiments on different functionalized UiO-66(Zr) samples (-H (i), -NH2 (ii), -2OH (iii), -Br (iv)) loaded
with caffeine. The lines indicate the correlation between the protons of the linker of the MOF and the ones of the CH3 group
of the caffeine [21].

Figure 6. 2D 1H-1H spin diffusion NMR spectrum of CD-P coated ATP-loaded nanoMIL-100(Al).
The dash lines indicate the spatial proximity between a phosphate proton and a proton from the
linker of the MOF.

6
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5. 1H-X NMR

An alternative solution to address the challenges of analyzing the structure DDSs is to
take advantage of the heteroatoms (i.e., non-hydrogen atoms) when they are present in the
drug or in the host. Hereafter, we illustrate applications of 1H-X ssNMR spectroscopy in
this context.

13C nucleus is the second most obvious nucleus to study by NMR, as most drugs
but also numerous DDSs contain carbon atoms, either in the grafted molecules or in the
host structure itself (e.g., organic DDSs, MOFs, or functionalized porous silica). Solid
dispersions can be analyzed by 13C ssNMR to probe the association between amorphous
drug and polymers through differences in NMR spectra that are not visible in the PXRD
pattern [22,23] or to provide a direct way to probe drug–carrier interactions [24–26] and
analyze the polymorphic forms of drugs [27], or to distinguish between the free and bound
steroid drug in a DDS [28]. For example, in solid dispersions formed by α-, β-, and γ-
CD in polyethylene glycol (PEG) 6000 g/mol with or without the addition of 5% w/w
indomethacin (IM), the 13C cross-polarization under MAS (CPMAS) NMR spectra of the α-
and β-CD solid dispersions gave spectra that were essentially superpositions of the spectra
of the pure components of the system. On the contrary, for the γ-CD based dispersion,
the spectral resolution was somewhat better, and therefore, several chemical shift data
for C-1, C-4, and C-6 of the CDs were obtained. They concluded from these data that an
inclusion complex might have been formed where the PEG molecules or their hydroxyl end
groups interact with the CD cavity, chasing the bound water molecules from the cavities
and changing the chemical shift in a way similar to that obtained when water was present.
In the PEG/IM, PEG/α-CD/IM, and PEG/β-CD/IM samples as in pure IM spectra, these
two peaks are of the same magnitude, while the C-10 peak has almost disappeared in
the γ-CD dispersion (PEG/γ-CD/IM). For γ-CD, C-1 and C-4 signals showed a shift of
1–4 ppm downfield, while C-2,3,5 signals showed a shift of 1 ppm in the opposite direction
compared to pure γ-CD. The C-6 carbon located at the exterior of the torus also showed a
shift of 2 ppm upfield. These results indicate that IM may interact with γ-CD not only at
the interior of the cavity but could also affect, directly or indirectly, the hydrogen bonds at
the top of the torus where C-6 is located [29].

The surface of MCM-41 was modified with silane or other organic or amino groups [14–17]
with the aim to better control the drug release. Azais et al. [30] reported a study on ibuprofen
(Ibu), loaded in MCM-41 with pore size ranging from 35 to 116 Å (Figure 7a). Using 1H, 13C,
and 29Si ssNMR experiments recorded at room or low temperature (−50 ◦C), the authors
clearly showed the local interactions between the drug and the MCM-41 host, which they
could further relate to the drug release profile. Figure 7b displays the 13C CPMAS NMR
spectra of Ibu-116 (Ibu loaded in MCM-41 with pore size of 116 Å) and Ibu-35 (Ibu loaded
in MCM-41 with pore size of 35 Å) recorded at −50 ◦C. The two spectra are very distinct;
in particular, if the spectrum of Ibu-116 is close to the one of the crystalline Ibu, the one of
Ibu-35 presents broader peaks. The pores with diameters of 116 Å are large enough to allow
the nucleation of Ibu crystallites. In contrast, in narrow pores (35 Å), a vitrification process
occurs as demonstrated in the 13C NMR spectrum (Figure 7b), in which the quaternary
carbons are now clearly detected [30].

β-IM was loaded in the cavities of both MIL-101(Al)-NH2 and a mesoporous silica SBA-
15 (Figure 8a). Detailed inspection of the 1H-13C CPMAS NMR spectrum of MIL-101(Al)-
NH2/IM (Figure 8b) leads to two interesting observations. First, unlike the spectrum
of SBA-15/IM, the spectrum of MIL-101(Al)-NH2/IM clearly confirms the presence of
tetrahydrofuran (THF) within the pores. Second, the carboxylic carbon peak at 173 ppm
(named L2, L3 in the spectrum) narrows substantially. This suggests that the metal–organic
framework undergoes structural ordering when it is filled with IM molecules [31].
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Figure 7. (a) Adsorption of a molecule of ibuprofen within the MCM-41 channels by electrostatic interactions; (b) 13C
CPMAS NMR spectra of Ibu-116 and Ibu-35 [30]. The stars indicate the presence of spinning sidebands. (Reprinted with
permission from T. Azaïs, C. Tourné-Péteilh, F. Aussenac, N. Baccile, C. Coelho, J.-M. Devoisselle, F. Babonneau, Chem.
Mater. 2006, 18, 6382. Copyright © 2006, American Chemical Society).

Figure 8. (a) Structure of MIL-101 viewed along the (101) direction. (b) (i) 1H−13C CPMAS NMR
spectra of bulk crystalline β- IMC, SBA-15/IMC, loaded and empty MIL-101(Al)-NH2. Peak labels
correspond to selected carbon atoms within the IMC molecule (I1−I6), THF molecule (T1, T2), and
BDC-NH2 linker (L1−L3). Vertical dotted lines enable an easier comparison of signal positions. (ii)
Comparison of the 1H−13C CPMAS NMR spectrum of MIL-101(Al)-NH2/IMC with the sum of the
spectra of SBA-15/IMC and MIL-101(Al)-NH2. Arrows indicate details where the differences are the
most pronounced [31]. (Reprinted with permission from T. Čendak, E. Žunkovič, T. Ukmar Godec, M.
Mazaj, N. Zabukovec Logar, G. Mali, J. Phys. Chem. C 2014, 118, 6140. Copyright © 2014, American
Chemical Society).
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Another interesting nucleus is 19F, as about 25% of APIs present on the market contain
a fluorine atom in their structure [32]. With a sensitivity close to that of proton, 19F is highly
attractive from an NMR point of view. It is usually present in little quantity in the API
(often less than two or three fluorine groups), leading to 19F MAS NMR spectra with a
limited number of resonances. Furthermore, the chemical shift dispersion (but also the
chemical shift anisotropy) is much larger than that of proton, leading to less signal overlap.
It can provide information also on the molecular orientation inside a DDS [33].

Pham et al. [22] performed 1H-19F CP-HETCOR and Lee-Goldburg (LG) CP-HETCOR
experiments (Figure 9) on acetaminophen amorphous dispersions in poly(vinyl pyrroli-
done) (PVP) to confirm the formation of an amorphous glass solution. Note that to perform
this type of experiment, a particular HFX triple resonance probe design is required [34].
Correlations are observed between the fluorine signal and both the types of protons (aro-
matic and aliphatic). The aliphatic ones can only be associated with the polymer. Increasing
the contact time (2 ms), the correlation increases as expected from spin diffusion. To confirm
spin diffusion effects, the authors performed LGCP-HETCOR experiments, which greatly
reduces spin diffusion during the 1H spin lock period (Figure 9b). As shown by the relative
intensity of the correlations, the build-up of spin diffusion is eliminated; the remaining
correlation between the fluorine signals and aliphatic protons can then be assigned to a
direct through-space dipolar interaction.

Figure 9. (a) 1H-19F CP-HETCOR spectra of a 30% w/w amorphous dispersion of diflunisal (VI) in
PVP; (b) 1H-19F LGCP-HETCOR spectra obtained under the same conditions, except with the use of
LGCP to suppress spin diffusion. The difference in relative correlation intensity with a 2.0 ms contact
time between the two CP methods highlights the magnitude of the spin diffusion effects between VI
and PVP in the dispersion. The F2 projections are the 19F CP-MAS spectrum recorded at 15 kHz), and
the F1 projections are the 1H MAS spectrum recorded at 35 kHz) [22]. (Reprinted with permission
from T. N. Pham, S. A. Watson, A. J. Edwards, M. Chavda, J. S. Clawson, M. Strohmeier, F. G. Vogt,
Mol. Pharm. 2010, 7, 1667. Copyright © 2010, American Chemical Society).
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On a complex made by diflunisal and β-CD (Figure 10a), a 2D 1H-19F CP-HETCOR
spectrum was performed to verify the incorporation of the drug in the cavities (Figure 10b).
In the spectrum, the two components representing the included and free diflunisal can
be clearly distinguished. A strong correlation arises between the aliphatic β-CD protons
(3.5 ppm) and the more deshielded fluorine position at approximately −111 ppm. Within
the included diflunisal, the expected correlation between aromatic proton positions and
fluorine positions is more difficult to observe in the 2D contour plot because of a combina-
tion of the low concentration of this component and the loss of signal from spin diffusion
to aliphatic β-CD protons. However, the presence of this expected correlation is evidenced
by a deshielded shoulder between −105 and −110 ppm in the 1D row extraction shown
for the free component [35].

Figure 10. (a) Structure of diflunisal and β-CD complex; (b) 1H−19F CPHETCOR spectrum showing
a mixture of bound and unbound diflunisal. In the F2 axis dimension is plotted the 19F CP-MAS
spectrum (at 14 kHz), and the 1H MAS spectrum (at 35 kHz) is plotted along the F1 axis dimension.
Extracted rows are shown [35]. (Reprinted with permission from F. G. Vogt, M. Strohmeier, Mol.
Pharm. 2012, 9, 3357. Copyright © 2012, American Chemical Society).

19F nucleus was also used as a spy to get insights into the interactions of a drug
(lansoprazole, LPZ, which contains a single CF3 group) loaded in a CD-based MOF, namely
γ-CD-MOF. 1H-19F-13C double CP experiments provided the selection of the carbon atoms
in the proximity of the fluorine atom. The resulting 13C NMR spectrum is compared to the
1H-13C CP NMR spectrum, in which all 13C atoms are present (since both the drug and the
CD have protons to transfer magnetization to the carbon atoms); the spectra are normalized
to the CD peak at 73 ppm. In the 19F-13C CPMAS, one can notice higher intensity, as
expected, as these are the closest C atoms to the 19F nuclei. There is also a significant signal
for the 13C nuclei of the CD, indicating its close spatial proximity to the drug. Among the
13C of the CD, the one labeled C6 (which corresponds to the CH2OH) has higher intensity
than the other CD carbons. This indicates that the CF3 group is in close contact to the
CH2OH; hence, it is located outside the CD. In combination with DFT simulation, the data
indicated the formation of a 2:1 γ-CD:lansoprazole complex [36].

19F nucleus was also used to try to distinguish between outer and inner surface inter-
actions. This investigation was made on MIL-100(Al) nanoparticles, which were selected
because they are the diamagnetic analogues of MIL-100(Fe). The nanoMIL-100(Al) was
impregnated with two different F-labeled lipid conjugates: methyl perfluorooctanoate
(FO), which is supposedly small enough to enter in the pores of the MOF, and 1-palmitoyl-
2-(16-fluoropalmitoyl)-sn-glycero-3-phosphocholine (FP), which is supposedly too large
to enter in the pores of the MOF (Figure 11a,b). 1H-19F CPMAS 2D correlation experi-
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ments were performed on the two fluorinated-lipid nanoMIL-100(Al) materials to provide
unambiguous localization of the F-lipids inside and outside the MOF. Figure 12a shows
the 19F-1H 2D NMR spectrum of FO@nanoMIL-100(Al). One can see correlation peaks of
strong intensity between all fluorine atoms of the lipid and the trimesate protons. This
unambiguously confirms the presence of the FO lipids in the bulk of the particles, i.e., in the
pores of the MOF. In the 19F-1H 2D NMR spectrum of FP@nanoMIL-100(Al) (Figure 12b),
cross-peaks of strong intensity are observed between the CFH2 group and its neighboring
CH2 groups from the lipid. The cross-peak between the CFH2 of the lipid and the proton
of the trimesate has very low intensity compared to the ones of the first sample, confirming
its localization on the surface of the particle, and not inside the pores. The fact that these
cross-peaks are observed shows that the F-Htrimesate distance is not very long, which in
turn could indicate that the FP is folded on the nanoparticle surface (Figure 11d) and does
not stand in a brush-like manner as was initially expected (Figure 11c) [37].

Figure 11. (a) Chemical structure of methyl perfluorooctanoate FO (middle) and 1-palmitoyl-2-(16-
fluoropalmitoyl)-sn-glycero-3-phosphocholine FP (right). (b): Structure of MIL-100 (Al) based on
the association of BTC linker and Al triclusters. The pore openings are shown on the right part. (c):
Schematic structure of nanoMIL-100(Al) (left) and hypothesized localization of FO (middle) and FP
(right) inside and outside the nanoMOFs, respectively. (d) Schematic structure of nanoMIL-100 (left)
and localization of FO (middle) and FP (right) inside and outside the nanoMOFs, respectively, as
deduced from the NMR data [37].
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Figure 12. 19F-1H 2D CPMAS NMR spectra of (a) FO@nanoMIL-100(Al) and (b) FP@nanoMIL-100(Al). The lines are
assigned. The red dash line indicates the spatial proximity between the 19F resonances and the 1H of the MOF [37].

For mesoporous silicas, 29Si proves an interesting nucleus. It is quite useful to study the
influence of mesoporous structure on the uptake of the drug [38], on the interactions drug–
silica [39,40], on the drug delivery properties [41] and to study the different connectivity in
the silica network [42] and explore the proton chemical environments around the silica [43].

Zeolites are also potential drug carriers; a 1H–29Si HETCOR spectrum of a zeolite
beta-based drug formulation containing Ag and sulfadiazine (SD) gives details into the
incorporation of the drug within the zeolite matrix. The strong correlation peak detected
between the Si(OAl) sites and SD aromatic and NH protons evidences the localization of
the drug near the Q4 structures. A second correlation peak with lower intensity, is observed
between the aromatic protons of SD and the signal, corresponding to [Si(1OH) + Si(1Al)]
sites, at 103 ppm [44].

Numerous drugs contain a phosphorous atom in the form of phosphonate, phosphi-
nate, or phosphate groups. 31P NMR spectroscopy proves very sensitive to hydrogen
bonds [45]. MCM-41 containing phosphorous atoms (P-MCM-41) was used as bioactive
material. The 31P MAS-NMR experiment (Figure 13) was performed to evaluate the amount
of phosphorous and its impact in the structure of the material. In the spectrum, two groups
of signals around 0 and -11 ppm are shown. Despite the low amount of phosphorus (<1%),
they could be assigned, according to phosphate units PO4 not bonded to silicon (called Q0
species) or bonded to one silicon atom (called Q1 species) through one P-O-Si bond. The
relative intensities between both signals give a Q0/Q1m molar ratio = 1:2, which indicates
that at least 66% of the P atoms are bonded to the silica framework [46].

Figure 13. 31P MAS-NMR spectrum of MCM-41 phosphate [46].
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6. X-Y NMR

If all the examples reported in the previous sections show the potential of the 1H
nucleus in the study of DDS, this nucleus still sometimes leads to such complicated NMR
spectra that it becomes difficult to extract information from them. In that case, although it
is more demanding, it might be interesting to use pairs of heteronuclei X-Y.

6.1. 27Al-31P

These two nuclei happened to be present in Al-based MOFs loaded with phosphate
drugs, or which had a surface covered with phosphate molecules (Figure 14a). These MOF
carriers were selected because of the known affinity between aluminum and phosphorus
(e.g., as in aluminophosphates), which could lead to strongly anchored drug/covering
moieties. From an NMR point of view, the numerous methods have been developed for
this pair of nuclei, and the required triple resonance 1H-31P-27Al probes are nowadays
available in most labs [47].

Figure 14. (a) Schematic representation of the highly porous MIL-100 (Al) nanoparticles loaded with ATP and then coated
with CD-P; (b) 27Al{31P} MAS D-HMQC NMR spectra of CD-P coated (i), ATP loaded (ii), and CD-P coated ATP loaded
nanoMIL100(Al) (iii). The top blue spectra are the full projections on the horizontal dimension for the surface sites, the
black spectra are the full projection for the interphase sites, while the red spectra are the MAS NMR spectra shown for
comparison [48].
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In the nanoMIL100(Al) coated with CD-P, the surface aluminum species of the nanopar-
ticles (NPs), i.e., those in interaction with the covering groups, could be detected by em-
ploying the through-space dipolar-based version of the solution-NMR experiments HMQC
(D-HMQC) and keeping the recoupling time short enough to ensure that only the Al in
very close proximity to the 31P were selected. The 2D 27Al-31P MAS NMR spectrum of
a CD-P-coated nanoMIL-100(Al) (Figure 14b(i)) showed a 27Al NMR signal at −5 ppm,
i.e., at a chemical shift that is close to the one observed in aluminophosphate species. This
indicated the formation of an Al-O-P bond between the Al surface sites of the nanoMOF
and the terminal phosphate groups of the CD-P, which very likely replace a water molecule.
The same experiment was made for the ATP loaded nanoMIL-100 (Al) (Figure 14b(ii)).
A six-fold coordinated 27Al resonance around −7 ppm was identified and suggested a
close proximity (formation of an Al-O-P chemical bond) between Al species of the MOF
framework and the terminal phosphate of the drug. This 27Al resonance is the signature
of the grafted aluminum sites inside the pores of the MOF. Finally, the similarity of the
spectra of ATP loaded nanoMIL-100(Al) and the target CD-P coated nanoMIL-100(Al)
loaded with ATP (Figure 14b(iii)) clearly confirms that the CD-P coating on the external
surface of the ATP loaded nanoMOF did not affect the Al-O-ATP bond formed inside the
MOF cavities [48]. These experiments confirmed the assumption of strong affinity between
aluminum and phosphorus species.

6.2. 27Al-13C
13C-27Al 2D MAS NMR experiments were performed to study drug carrier interactions

and obtain information about the localization of the drug [49]. Oligomers based on CD
cross-linked with citric acid (CD-CO) were shown to interact strongly with the anticancer
drug, Doxorubicin (DOX) [50,51]. DOX was also shown to enter in the pores of nanoMIL-
100 (Al) [46]. Therefore, this CD-CO water soluble oligomer was considered as a versatile
coating to promote DOX incorporation and control its release. To study the interactions
taking place in this system and have selectivity between the bulk and the surface, the
coating was synthesized using a 13C label citric acid (1,5-13C2 citric acid). The obtained
CD-13CO oligomer was used to cover the surface of the nanoMIL-100(Al) after loading of
DOX drug in the pores (Figure 15) [49]. To understand the interaction between the CD-CO
coating and the MOF nanoparticles, 2D 13C-27Al MAS correlation NMR experiments were
performed (Figure 16), showing the spatial proximity between carbon and aluminum
atoms. On the 2D NMR spectrum of CD-13CO@nanoMIL-100(Al) (Figure 16b), correlation
peaks of strong intensity were observed between the COO of the citric acid (13C resonance
at 180 ppm) and the surface Al sites, confirming that the CD-CO oligomer has high affinity
with the NP surface. Note that the 13C resonance at 175 ppm contains both the carboxylic
group of the trimesate linker of the MOF (not labeled but present in large quantity) and
the COO-CD of the CD-13CO coating. The same experiment was performed on the DOX
loaded CD-13CO@nanoMIl-100(Al) (Figure 16c) and shows that the coating is still in strong
interaction with the NP surface. One can notice a change of the relative intensity between
the two carbon resonances. This indicates that in addition to going in the pores of the MOF,
the DOX molecules also interact significantly with the CD-CO coating. Notably, since the
intensity of 13C resonance at 180 ppm has decreased, it very likely indicates that part of
the 13COO-Al bonds formed between the citric acid moieties and the surface Al sites have
been broken, probably in favor of the interaction of the citric acid with the DOX drug.
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Figure 15. (a) Synthesis of γCD-13citrate polymers (CD-13CO); (b) Schematic representation of the highly porous MIL-100(Al)
nanoparticles loaded with DOX and then coated with CD-13CO [48].

Figure 16. 2D 13C-27Al D-HMQC 2D of (b) CD-13CO@nanoMIL-100(Al) and (c) DOX loaded CD-13CO@nanoMIL-100(Al).
The spectrum recorded on pure (a) nanoMIL-100(Al) is shown for comparison [49].

7. Conclusions

In this review, we have illustrated different approaches used during the years to
analyze the supramolecular structures of DDS by ssNMR spectroscopy. This technique
proves very useful to study the confinement of the drug in the nanoparticulate system,
its interaction with the host matrix, and its release. Moreover, ssNMR spectroscopy gave
invaluable information on the location of the shell, possible penetration inside the nanopar-
ticles’ pores, and its interaction with the core. The easiest and most analyzed nucleus is 1H,
but sometimes, the systems are so complex that the 1H 1D NMR spectra result in a broad
signal without any information available. Several strategies can be adopted in that case.
The first one is to perform 1H-1H 2D NMR experiments, increasing the resolution and hav-
ing more information thanks to the non-direct dimension. As an alternative, heteronuclei
(X) NMR, such as 13C, 29Si, 27Al, 31P, and 19F present on the drug or the delivery system can
be used in conjunction with proton NMR in 1H-X NMR experiments. Finally, when proton
NMR is not informative at all, NMR of pairs of heteronuclei X-Y can be used. With this
complete set of NMR tools and methods, the supramolecular structures of a large variety
of DDSs, as illustrated in this review, have been studied. This deep characterization step is
essential to guide the design of more performant DDSs. Although not shown here, ssNMR,
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in complement with solution state NMR, can also be used to study both the degradation of
the particles and drug release.
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Abstract: Hydrophilic matrix tablets with controlled drug release have been used extensively as one
of the most successful oral drug delivery systems for optimizing therapeutic efficacy. In this work,
magnetic resonance imaging (MRI) is used to study the influence of various pHs and mechanical
stresses caused by medium flow (at rest, 80, or 150 mL/min) on swelling and on pentoxifylline release
from xanthan (Xan) tablets. Moreover, a bimodal MRI system with simultaneous release testing
enables measurements of hydrogel thickness and drug release, both under the same experimental
conditions and at the same time. The results show that in water, the hydrogel structure is weaker and
less resistant to erosion than the Xan structure in the acid medium. Different hydrogel structures
affect drug release with erosion controlled release in water and diffusion controlled release in the
acid medium. Mechanical stress simulating gastrointestinal contraction has no effect on the hard
hydrogel in the acid medium where the release is independent of the tested stress, while it affects the
release from the weak hydrogel in water with faster release under high stress. Our findings suggest
that simultaneous MR imaging and drug release from matrix tablets together provide a valuable
prognostic tool for prolonged drug delivery design.

Keywords: hydrophilic matrix tablets; magnetic resonance; hydrogel; drug release; biorelevant
dynamic conditions

1. Introduction

Matrix tablets are considered as a dosage form that may maximize the bioavailability of drugs and
enable good adjustment of the doses, patient friendly administration, and relatively low manufacturing
cost and are, therefore, attractive delivery systems, which are not fully understood yet. The principal
objective of dosage form design is to achieve a predictable release and therapeutic response of a drug
included in a formulation that is capable of large-scale manufacture with reproducible product quality.
The goal of drug administration is to achieve and maintain a plasma drug concentration within the
therapeutic window. With conventional oral drug delivery systems, the drug level in the plasma rises
after each administration of the tablet and then decreases until the next administration; therefore,
frequent dosing is required. However, drug delivery is not easily controlled. In order to avoid the
“peaks and valleys” of standard dosage forms, innovative drug delivery systems have been formulated
by testing a wide array of hydrophilic polymers and production strategies to prolong drug release and
for safe and efficient use. Additionally, matrix tablets with prolonged release are well accepted by
patients due to their reduced frequency of administration.

Although the sustained release system was first described in 1952, intensive development is still
taking place in this field [1]. Among different types of prolonged drug delivery systems, the most
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used ones are hydrophilic matrix tablets that are formulated by using a hydrophilic polymer as a
material that directs the release kinetics. Basically, these tablets are composed of two major components,
a polymer matrix carrier that swells upon exposure to the solvent or physiological environment and
the embedded drug molecules that are gradually released [2]. Among hydrophilic polymers, non-ionic
polymers of semi-synthetic origin such as hydrophilic derivatives of cellulose ethers [3–5] and high
molecular weight polyethylene oxides (PEOs) [6] have been extensively studied. Polymers of a natural
origin, such as agar–agar, alginate, carrageenan, or xanthan (Xan), are becoming more important in
the development of matrix tablets [7,8]. Xan is a well-known and already widely used biopolymer
produced by the bacterium Xanthomonas campestris biotechnologically [9]. It is a polysaccharide
consisting of a cellulose backbone and trisaccharide side chains containing glucuronic acids and a
pyruvate group, which are mainly responsible for its anionic polyelectrolyte character. The native
ordered and rigid conformation of Xan chains has been reported to exist as a double-stranded helix [10].
In water, the rigid helix-coil structure transforms into the flexible coils, whose stability and physical
properties are strongly influenced by the pH and the ionic environment [7,11].

To achieve the optimal performance of the hydrophilic matrix tablets, knowledge of the
physicochemical, technological, and physiological parameters that influence the release kinetics
is essential for their design [1,12]. One of the key factors for drug release kinetics are the hydrogel
properties governed by the hydration of the matrix, mainly defined at the microscopic level by the
pore size (i.e., mean linear distance between crossed polymer chains) and their distribution, which are
determined by the polymer chain dynamics. These also define the hydrogel swelling kinetics and
structure, thus the diffusion of drug through the hydrogel layer [13]. In addition to the hydrodynamic
ratio of the drug volume and pore size in the hydrogel, the amount of free water in the network is also
responsible for drug diffusion, since the drug has to dissolve before it can diffuse through the hydrogel.
Therefore, detailed studies of the amount of free medium within hydrophilic network systems available
for drug dissolution are essential to optimize and predict the release kinetics. Methods available for
studying the type of water (free water among polymeric chains and water bound to the hydrophilic
groups of the polymer) are differential dynamic calorimetry, nuclear magnetic resonance, and Fourier
transform infrared spectroscopy [14–17]. To follow the swelling and the thickness of the hydrogel layers,
which also determine drug release, methods such as rheology, gravimetric methods, texture analyzer,
optical imaging, ultrasound, microcomputed tomography (micro CT), or magnetic resonance imaging
(MRI) are used [4,5,16,18–28]. While the light-based techniques provide high spatial resolution and
also enable the spectroscopic characterization of superficial layers of the tablet that are limited by the
light penetration depth, MRI enables non-invasive tomographic characterization of the entire hydrogel
structure, however with a comparatively larger voxel size. Therefore, experimental studies of tablet
swelling that employ various complementary techniques to cover different spatio-temporal scales are
commonly combined with a number of different mathematical modelling approaches [29–32]. On the
other hand, also biorelevant conditions may not be neglected.

Drug formulations administered orally pass through a series of gastrointestinal (GI) compartments
with varied contraction forces [33]. It is reasonable to know if the gastrointestinal contraction forces
affect hydrogel structure and drug release during GI transit [34]. An approach to distinguish between the
role of hydrodynamics and mechanical stresses similar to the contraction forces of the GI tract on drug
release from modified release dosage forms was presented by Takieddin’s group [35]. Measuring the
effects of these forces in an in vitro setting paves the way for future improvements to drug delivery
systems and methods that are more representative of in vivo conditions.

In this work, magnetic resonance imaging (MRI) is used to study hydrogel thickness and drug
release from matrix tablets composed of Xan polymer and a non-ionic, highly water soluble drug,
pentoxifylline (PF). More precisely, the swelling dynamics of the Xan matrix tablets during hydration
and PF release influenced by pH, ionic strength, and mechanical stress caused by medium flow
(without flow and with 80 or 150 mL/min flow) are analyzed. To follow the swelling and release
under the same experimental conditions and simultaneously, an MRI flow-through system is designed.
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For these two media differing in pH and ionic strength, the values where the largest differences in Xan
swelling and drug release kinetics have been observed in previous studies [18,22] are used: pure water
(i.e., with pH 5.7 and ionic strength of 0 M) and an acid medium (i.e., HCl with pH 1.2 and ionic
strength of 0.28 M). To show the whole picture of the effectiveness of MR methods in the research on
hydrophilic matrix tablets, the results of this study are combined with our previous MR studies of Xan
tablets [18,22,36].

2. Hydrophilic Matrix Tablets

In their simplest form, hydrophilic matrix tablets are prepared by the compression of a powdered
mixture of the drug, a hydrophilic polymer, and other excipients [37]. They do not decompose in
contact with body fluids (medium), but a hydrated polymer layer is formed on the surface, which slows
the further penetration of the medium and controls the release of the drug. During slow tablet swelling,
water diffuses into the tablet, where it is locally taken up by the dry polymer matrix. The medium uptake
results in a medium-mediated glassy-to-rubbery phase transition of the polymer matrix. The transition
is microscopically manifested by disentangling of individual polymer chains and their cross-linking
via medium-mediated intermolecular bridges, while macroscopically, the process is associated with
the formation of a hydrogel layer around the tablet core in the glassy state that represents the drug
reservoir [38]. The hydrogel layer slows down the penetration of the medium into the tablet and thus
the dissolution and diffusion of the drug from the tablet. On the surface of the matrix, the polymer
chains disentangle, erode and pass into the surrounding medium.

The tablet swelling is associated with the formation of four characteristic fronts established in the
tablet’s interior during its exposure to the medium [39]. These fronts are: the penetration front that is
determined with the maximal reach of the diffusing medium into the tablet interior, i.e., the border
between dry and hydrated polymer that is still in a glassy state; the swelling front at the interface
between the hydrated glassy polymer and the polymer in a rubbery state (polymer that has taken up a
sufficient amount of medium to lower the glass transition temperature Tg below the experimental
temperature); the diffusion front at the interface between undissolved and dissolved drug in the
hydrogel layer and the erosion front that contains completely swollen polymer matrix layers in a
rubbery state and is in a contact with the bulk medium (Figure 1). As the tablet, immersed in the
medium, is subjected to a time-dependent ingress of water molecules into its interior, the positions of
these four fronts also become time dependent and determine the efficacy of a controlled drug release.
Initially, when the swelling process predominates, the penetration and swelling fronts move toward
the center of the tablet and the diffusion and erosion fronts outward. When the concentration of the
medium exceeds the critical value, the polymer chains on the hydrogel surface begin to disentangle,
and the diffusion and erosion fronts gradually move towards the center of the tablet until the entire
tablet disintegrates.

Drug release from polymer matrix tablets is a very complex process determined by different factors,
such as hydrogel layer properties and thickness, polymer-medium and polymer-drug interaction,
drug solubility, etc. These factors result in different drug release mechanisms from the hydrophilic
matrix tablets [40], such as swelling and erosion controlled release of the drug [1]. In swelling controlled
systems, the drug diffuses through the hydrogel layer, while in the erosion controlled systems, the pores
in the hydrogel layer are too small to enable drug diffusion. Often, however, the processes of diffusion
and erosion occur simultaneously [25].
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Figure 1. Schematic representation of swelling and drug release from the hydrophilic matrix tablets
with different layers and fronts.

3. Results

The MRI studies using flow-through cells showed some different characteristics of swelling under
mechanical stress than in conditions without it. The water profiles in the tablet (polymer matrix) as
a function of position and swelling time were obtained through the magnitude of the MRI signal.
The signal intensity of 2D MRI depends on the physical state of water in the sample and the chosen
experimental conditions. Therefore, it varied through the sample (Figure 2a, upper row). In the MR
image, the dry tablet core was black (zero signal), since there was only a small amount of water, and T2

was too short to give any MRI signal. As the amount of water increased in the hydrogel layer, the signal
intensity first increased (from dark grey to white) and, at very high water content, decreased again
(from white to grey) due to the long T1 and short repetition time used in the MRI sequence. Therefore,
the brightness of the hydrogel was dependent on the Xan concentration. The signal intensity in the
region of pure medium was grey under no flow conditions. The medium flow during MR signal
acquisition caused the motional artefacts in the area where only the medium was present (Figure 2a,
second and third rows: black regions above the grey hydrogel layer). On the other hand, no artefacts
were observed in the hydrogel region. In order to confirm that the MRI signal in the hydrogel region was
not affected by the flow, two consecutive images were compared, first without flow and immediately
after with the flow. The same hydrogel thicknesses were determined from both images with and
without the flow. At the end of the experiment at 150 mL/min flow, it was stopped, and another image
without flow was acquired. In water, the MR signal intensity was uniform through the whole sample
indicating that after 24 h, no hydrogel layer existed anymore, and disentangled polymer chains were
uniformly distributed over the whole cell. The situation was different in acid medium where, after 24 h,
the signal intensity still varied through the sample, showing that the hydrogel layer still existed even
after 24 h, despite the strong flow.

Moving front positions and the hydrogel thicknesses for Xan tablets swelling in water and in the
acid medium at no-flow and at flow rates of 80 mL/min and 150 mL/min were determined from 1D
single point imaging (SPI), T2 values, and 2D images and are shown in Figure 2b. The results show
that the thickness of the hydrated hydrogel layers was influenced by the type of medium, flow rate,
and swelling time. The hydrated hydrogel layer in water was 1.5 times thicker than in the acid
medium. Within the same medium, the flow rate of 80 mL/min did not affect the hydrogel thickness.
The situation was different in water at 150 mL/min, where the hydrogel was significantly thinner,
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and the tablet fully disintegrated at 15 h of swelling. On the other hand, the hydrogel thicknesses were
the same for all tested mechanical stresses in the acid medium (Figure 2b).

The drug release profiles at different swelling times were obtained by medium withdrawal during
the MRI measurements. Drug release kinetics at both flow rates were compared for Xan tablets swelling
in both media (Figure 2b). In water, drug release was significantly faster at higher flow, while the same
drug release kinetics were observed at both flow rates in the acid medium. The results of drug release
kinetics were compared with Equation (1), and the results of the fitting obtained for each medium are
shown in Table 1. In water, the value of the exponent n ≥ 1 indicates that drug release was controlled
by polymer erosion, and the kinetic constant k was higher at a higher flow rate where drug release was
faster. The exponent n = 0.6 in the acid medium indicates that drug diffusion through the hydrogel
layer was the prevailing mechanism for drug release in the acid medium.

Figure 2. (a) 2D MR images of xanthan tablets during swelling at different flow rates in water and
in the acid medium and (b) corresponding hydrogel layer thicknesses and fractions of the released
pentoxifylline drug at different swelling times and mechanical stresses.

Table 1. Values of the fitting parameters determined from drug release data measured at two different
flow rates and fit by Equation (1) in water and in the acid medium.

H2O (µ = 0 M) HCl pH 1.2 (µ = 0.28 M)

Flow Rate k (h−n) n k (h−n) n

80 mL/min 0.012 1 0.055 0.6
150 mL/min 0.025 1.2 0.048 0.6

Thus, the results indicate that the mechanical stress of the medium flow up to 150 mL/min
reduced hydrogel thickness in water and had no effect on the hydrogel thickness in the acid medium,
which represents the formation of a remarkably stronger hydrogel in the acid medium. The results
agree with the drug release studies, which showed that the release of highly soluble PF drug was
significantly increased at higher mechanical forces in water (the rate constant k increased from 0.012 h−1
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at 80 mL/min to 0.025 h−1.2 at a flow rate of 150 mL/min) where the main release mechanism was
polymer erosion, owing to the weaker hydrogel layer being more susceptible to mechanical forces.
In the acid medium, where the main release mechanism was drug diffusion through the hydrogel,
the effect of the mechanical stress on the rate constant was negligible.

4. Discussion

MR provides information about the hydrogel properties and enables following the moving fronts’
(penetration, swelling, and erosion fronts) positions and the hydrogel’s properties in situ. The spin-spin
(T2) and spin-lattice (T1) relaxation times measured at the Larmor frequency in the MHz range together
with the measurements of the frequency dependent T1 in the kHz range using the fast field-cycling
NMR relaxometry technique provide information about the molecular dynamics over a very wide
frequency range. The ability to measure dynamics over a wide frequency range is very important in
hydrogels where the molecular dynamics are particularly complicated and can range from the very
fast free water dynamics, to slower bound water dynamics, as well as different types of polymer-chain
dynamics (fast fluctuations of side groups, different types of backbone motions). The information
about medium and polymer dynamics is important for the design of matrix tablets with the desired
drug release kinetics since the dynamics determine the diffusion pathways for the drug in the hydrogel
layer. By using the MR imaging techniques, the positions of the moving fronts and the hydrogel
layer thickness together with polymer concentration profiles across the hydrogel layer during the
swelling of the polymer tablets can be determined. MRI experiments using a flow through cell enable
simultaneous measurements of the swelling and drug release kinetics, as well as determining the effect
of mechanical stress caused by the flow on the hydrogel layer behavior. To better understand the
hydrogel impact on drug release, a mathematical model that combines the polymer swelling kinetics
and drug release can be applied.

The ability of MR in the research of hydrophilic matrix tablets and the information that the method
can provide are shown in the case of xanthan matrix tablets (Figure 3). Different MR modalities were
used to determine and understand the behavior of Xan tablets in media differing in pH and ionic
strengths. Besides, the influence of the addition of the highly soluble model drug pentoxifylline on
the hydrogel properties was also investigated (Figure 3). Xan is a natural polymer widely used in
pharmacy. Due to its polyelectrolyte nature with a pKa of 3.1, its swelling depends on the pH and
ionic strength of the medium. In our previous studies, six media that mimic gastric conditions were
used [18,22]. It has been shown that the largest differences in Xan swelling and drug release are between
a medium with pH 1.2 and pH 3.0; between pH 3.0 and water with pH 5.7, the differences are extremely
small. No differences were observed between water and the medium with pH 7.4, so this medium
was not included in further investigation with Xan. Therefore, the results of Xan where the largest
differences were observed, HCl medium with pH 1.2 and ionic strength µ = 0.28 M and purified water
with pH 5.7 and µ = 0 M, will be discussed. By measuring the spin-spin and spin-lattice relaxation
times of hydrogels with a known Xan concentration, we found that the high frequency dynamics
(measured by T1 at 100 MHz) were the same in both media, while the dynamics at low frequencies
depended on the medium properties [18,36]. The effect of medium pH and ionic strength resulted in
slower medium and polymer-chain dynamics with a higher amount of free water available for drug
dissolution in the hydrogels prepared with the acid medium than in the hydrogels prepared with water.
No impact on the dynamics was observed after the addition of the PF drug in Xan hydrogels with
a Xan to PF ratio of 1:1. To determine how the medium properties affect the swelling kinetics of the
Xan tablets, MR imaging was used. By knowing how the NMR relaxations change with the polymer
concentrations (concentration dependencies of T1 and T2 measured at 100 MHz), the MR imaging
parameters (TE and TR), which provide the best contrast between the bulk medium, hydrogel, and dry
tablet, can be determined. In addition, the polymer concentration profiles across the formed hydrogel
can also be calculated for different swelling times. MRI showed that the pH and ionic strength of
the media significantly influenced hydrogel layer thickness, i.e., by decreasing the pH or increasing
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the ionic strength of the medium, the hydrogel layer thickness decreased. Different hydrogel layer
thicknesses were the result of different erosion front positions, while the positions of the penetration
and swelling fronts were independent of the medium properties [18,22]. These can also be seen
from the concentration profiles where the concentration of Xan in the acid medium decreased much
faster at low polymer concentrations than in water (Figure 3). The influence of the mechanical stress
on the hydrogel layer formation showed that the hydrogel layer was weaker in water, where the
hydrogel layer was significantly thinner at a high flow rate, and the tablet disintegrated after 15 h
(e.g., the hydrogel thickness was 7.4 mm at 80 mL/min and 5.3 mm at a 150 mL/min flow rate after 5 h
and 10.7 mm at 80 mL/min and 6 mm at a 150 mL/min flow rate after 10 h of swelling), than in the
acid medium where the flow up to 150 mL/min did not affect the hydrogel layer (e.g., the hydrogel
thickness was 3.4 mm after 5 h and 4.4 mm after 10 h of swelling for both flow rates). The addition of
PF drug in the Xan tablets showed that at a high drug amount (Xan:PF = 1:1), the hydrogel layer was
thinner in media with a low pH or increased ionic strength than in the empty Xan tablets with no PF
influence observed in water [22].

By using a mathematical model, which combines the polymer swelling kinetics and drug release
that account for the superposition of Fickian diffusion and polymer erosion processes, the results of
Xan swelling and the PF release kinetics can be better understood [22]. The obtained model parameters
showed that in water, the fraction of dissolved drug was lower, and the main release mechanism was
erosion; whereas in the acid medium, the amount of medium in the tablet that was available for PF
dissolution was higher, and the main mechanism was drug diffusion. The parameters also clarify the
reason for the unexpected behavior; i.e., the same hydrogel thickness and slightly faster drug release
in water, on the one hand, and the thinner hydrogel and the same drug release kinetics in the acid
medium for high (Xan:PF = 1:1) compared to low (Xan:PF = 3:1) drug loading, on the other hand.
In water, more medium was available for drug dissolution and, consequently, for drug release in tablets
with high drug loading, causing faster drug release despite the same hydrogel layer thickness. In acid
medium, the smaller diffusion contribution led to a thinner hydrogel in the tablets with high drug
loading; despite the slower drug diffusion, drug release was the same for both drug loadings owing to
the higher amount of dissolved drug and the thinner hydrogel layer in tablets with high drug loading
compared to the tablets with low drug loading.

Different MR measurements thus showed that more restricted mobility in the acid medium
resulted in a thinner hydrogel layer, which was more resistant to erosion, with the drug release mainly
governed by drug diffusion through the hydrogel layer. In water, the higher water and polymer-chain
mobility resulted in a weaker and homogeneous hydrogel layer that was less resistant to erosion,
leading to erosion controlled drug release. At low mechanical stress, the release was faster in the case
of the diffusion controlled mechanism (acid medium) than in the erosion mechanism (water): at an
80 mL/min flow rate, the fraction of released drug was 0.06 in water and 0.11 in the acid medium
after 4 h and 0.13 in water and 0.16 in the acid medium after 8 h of swelling. At longer times when
the hydrogel was more diluted and, consequently, weaker, the erosion controlled release in water
became faster than the diffusion controlled release in the acid medium (after 24 h, the fraction of
released drug was 0.46 in water and 0.28 in the acid medium). When strong mechanical forces were
applied, causing more pronounced hydrogel erosion in the weaker hydrogel in water, drug release was
accelerated. This led to faster drug release in water than in the acid medium (e.g., at a 150 mL/min flow
rate, the fraction of released drug was 0.15 in water and 0.11 in the acid medium after 4 h of swelling
and 0.32 in water and 0.16 in the acid medium after 8 h of swelling), where the hydrogel was so robust
that the flow up to 150 mL/min did not affect the hydrogel layer, and the main release mechanism
remained drug diffusion.
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Figure 3. The use of MR methods in the study of the matrix tablets of the xanthan (Xan) polymer.

5. Materials and Methods

5.1. Materials

Xanthan with a MW of 2 × 106 was obtained from Sigma-Aldrich Chemie, Munich, Germany.
A model drug, pentoxifylline (PF) (MW = 278.31) with a solubility in water at 25 ◦C of 77 mg/mL,
was supplied by Krka, d.d. Novo mesto, Slovenia. For swelling and release experiments, two different
media were used: purified H2O with pH 5.7 and ionic strength of 0 M and HCl at pH 1.2 with increased
ionic strength (11.7 g of NaCl per 1000 mL of HCl medium) resulted in ionic strength µ = 0.28 M.

5.2. Preparation of Xanthan Matrix Tablets

Xan and the drug (PF) were mixed homogeneously using a laboratory model drum blender
(Electric Inversina Tumbler Mixer, Paul Schatz principle, BioComponents Inversina 2L, Bioengineering
AG, Wald, Switzerland), and cylindrical flat-faced tablets with composition of Xan:PF = 1:1 (200 mg of
Xan and 200 mg of PF) were prepared by direct compression (SP 300, Kilian and Co., Cologne, Germany)
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to form tablets with a diameter of 12 mm and a crushing strength of 100 N ± 10 N (Tablet hardness
tester, Vanderkamp, VK 200, USA).

5.3. MRI of Xanthan Tablets during Swelling

The MRI experiments were performed at room temperature with a superconducting 2.35 T
(1H NMR frequency of 100 MHz) horizontal bore magnet (Oxford Instruments, Oxon, U.K.) equipped
with gradients and RF coils for MR macroscopy (Bruker, Ettlingen, Germany) using a TecMag Apollo
(Tecmag, Houston, TX, USA) MRI spectrometer.

To follow the swelling and release of the drug from Xan tablets under the same experimental
conditions and simultaneously, a flow-through system was designed. The tablet was inserted in a
small MRI flow-through cell so that only one circular cylinder surface was exposed for the medium
penetration. The flow-through cell was connected with the container with 900 mL of medium using
plastic tubes. To determine drug release from the same Xan tablets and at the same time as MRI,
five milliliter samples were withdrawn at predetermined time intervals. This means that the MRI
scan and dissolution medium withdrawing were performed simultaneously. Gastrointestinal tract
(GIT) mechanical stress was simulated with different flow rates of the dissolution medium, which was
driven by a peristaltic pump (Anko, Bradenton, FL, USA) and controlled at two different flow rates:
80 ± 2 mL/min and 150 ± 2 mL/min. To determine the influence of the stress on hydrogel thickness
and drug release, the experiments were also performed without flow. The first MR image was taken
approximately 10 min after the tablet came in contact with the medium and then every 30 min for 24 h.
The experiments were performed at room temperature (≈22 ◦C).

To follow the moving (penetration, swelling, and erosion) front positions, two different MRI
methods were used as described in our previous paper [18]: a 2D multi-echo pulse sequence to
determine the erosion front and a 1D SPI T2 mapping sequence to determine the position of the
swelling and penetration fronts. Imaging parameters for the 2D multi-echo pulse sequence were:
an echo time (TE) of 6.2 ms, a repetition time (TR) of 200 ms, a field of view of 50 mm with an in-plane
resolution of 200 µm, and a slice thickness of 3 mm. For the 1D SPI, a single point on the free induction
decay was sampled at the encoding time tp of 0.17 ms after the radiofrequency detection pulse α of
20◦ with TR = 200 ms, and the inter-echo time was varied from 0.3 ms to 10 ms. The field of view
was 45 mm with an in-plane resolution of 350 µm. The position of the erosion front was obtained
from the one-dimensional signal intensity profiles of the 2D MR images; the position of the swelling
front was determined from 1D SPI T2 maps at T2 = 2.7 ms; and the position of the penetration front
was determined from the signal intensity profiles from SPI measurements at an inter-echo time of
0.3 ms (Figure 4).

Figure 4. Determination of the moving fronts: the penetration front was determined from 1D SPI
normalized signal intensity; the swelling front was determined from the T2 profile; and the erosion front
was obtained from the one-dimensional signal intensity profile along the horizontal direction of the 2D
MR image. Zero on the x axis represents the surface of the tablet at the beginning of the experiment.

5.4. Drug Release from Xanthan Tablets

To determine drug release from the Xan tablets, the collected samples of the outflow medium
from the MRI flow-through cell were filtered through a filter with 0.45 µm pores. Drug release was
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monitored as a function of time using the HP Agilent 8453 Diode Array UV-Vis Spectrophotometer,
Waldbronn, Germany, to measure the absorbance of PF at 274 nm.

Drug release profiles were analyzed using the Korsmeyer–Peppas equation [41,42]:

M (t)

M (∞)
= k · tn, (1)

where M(t)/M(∞) is the fraction of the released drug at time t, k is the rate constant, and n is the
diffusion exponent, which indicates the general release mechanism: n = 0.5 indicates Fickian diffusion
controlled drug release (Case I), and n = 1.0 indicates Case II transport (erosion controlled drug
release). Case I release occurs by molecular diffusion of the drug due to a chemical potential gradient,
whereas the mechanism driving Case II drug release is the swelling or relaxation of polymeric chains.
Values between 0.5 < n < 1.0 indicate an anomalous (non-Fickian or both diffusion/erosion) controlled
drug release. Equation (1) is the short time approximation, which is valid only up to the fraction of 0.6
of released drug.

6. Conclusions

NMR can be used to determine the structure of the hydrogel layer and MR imaging as a
non-destructive and fast enough method, which allows monitoring the swelling of hydrophilic matrix
tablets in situ. Here, matrix tablets composed of xanthan polymer and a non-ionic, highly water soluble
drug pentoxifylline are investigated using the MRI flow-through cell with simultaneous drug release
testing. Inclusion of in vitro mechanical stress simulating GI contraction forces during dissolution
testing allows for better in vivo prediction.

The swelling dynamics of the Xan matrix tablets during hydration and PF release influenced by
the medium properties and mechanical stress caused by medium flow (without flow and with 80 or
150 mL/min flow) were analyzed. The results of this study together with the previous MR studies of
Xan tablets show the more restricted mobility of Xan polymer chains and water molecules in the acid
medium than in water, which results in a thinner hydrogel layer more resistant to erosion. Xan matrix
in the acid medium releases PF mainly by drug diffusion through the strong hydrogel layer. Xan in
water swells faster due to the higher water and polymer-chain mobility, resulting in a weaker hydrogel,
less resistant to erosion, which causes the erosion controlled drug release. High mechanical stress
affects the release from the soft hydrogel in water, while the release of the harder hydrogel in the acid
medium remains the same, independent of mechanical stress.

The combination of the obtained results together with the results of other analytical methods
and applied mathematical models enables the understanding of polymer systems at the molecular,
microscopic, and macroscopic levels and therefore contributes to the development of efficient systems
with the desired drug release kinetics.
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Abstract: The authors developed four variants of the qNMR technique (1H or 13C nucleus, DMSO-d6
or CDCl3 solvent) for identification and quantification by NMR of 22R and 22S epimers in budesonide
active pharmaceutical ingredient and budesonide drugs (sprays, capsules, tablets). The choice of
the qNMR technique version depends on the drug excipients. The correlation of 1H and 13C spectra
signals to molecules of different budesonide epimers was carried out on the basis of a comprehensive
analysis of experimental spectral NMR data (1H-1H gCOSY, 1H-13C gHSQC, 1H-13C gHMBC, 1H-1H
ROESY). This technique makes it possible to identify budesonide epimers and determine their weight
ratio directly, without constructing a calibration curve and using any standards. The results of
measuring the 22S epimer content by qNMR are comparable with the results of measurements using
the reference HPLC method.

Keywords: budesonide; 22R and 22S epimers; identification; quantification; qNMR; HPLC

1. Introduction

Budesonide [Bud; 22(R,S)-(11β,16α)-16,17-Butylidenebis(oxy)-11,21-dihydroxypregna-
1,4-diene-3,20-dione] is a synthetic compound of the glucocorticoid family with anti-
inflammatory, anti-allergic, and immunosuppressive effects. Bud is actively used for the
topical treatment of asthma, rhinitis, and inflammatory bowel disease [1–5] and included
in the WHO list of essential medicines.

Bud is a racemic mixture of two epimers (22R and 22S, Figure 1). The epimers ratio
in the mixture is determined by the synthesis method [6]. Although they have similar
qualitative pharmacological effects, the Bud-22R is several times more potent than Bud-
22S [7,8]. Therefore, the content of the less active epimer in the Bud active pharmaceutical
ingredient (API) and Bud drug products is strictly normalized.

The identification and quantification of the Bud-22R and Bud-22S are carried out by
capillary gas chromatography [6], high performance liquid chromatography (HPLC) [9,10],
and sensitive ultra-high-performance liquid chromatography–tandem mass spectrometry
method (HPLC-MS) [11,12]. These methods identify Bud epimers indirectly by comparing
test samples with reference standards. Quantitative measurements by GC, HPLC, and
HPLC-MS methods are relative and include the step of building a calibration function
using a reference standard of the measured compound. It is important to use absolute and
direct methods to identify and quantify Bud epimers. Absolute and direct methods (for
example, qNMR) do not require the use of reference standards and the construction of
calibration functions. The aim of this article is to develop the technique of the identification
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and quantification using qNMR of Bud-22R and Bud-22S in APIs and Bud drugs. The
developed technique will allow selective identification of Bud-epimers and quantitative
evaluation of its weight ratio directly by recording the characteristic signals of Bud-22R
and Bud-22S in the NMR spectra and measuring their integral intensities.
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Figure 1. Chemical structures of Bud-22R and Bud-22S.

2. Results and Discussion

The simplest option for structural interpretation is the Bud-API spectrum, since it
does not contain excipient signals. The comprehensive analysis of spectral data from 2D
experiments (1H-1H gCOSY, 1H-13C gHSQC, 1H-13C gHMBC, 1H-1H ROESY) allowed us
to correlate the 1H and 13C signals to different epimer molecules (Table 1).

Table 1. Spectral characteristics of 22R-Bud and 22S-Bud.

No.

22R 22S

δ, ppm δ, ppm

1H 13C 1H 13C

DMSO-d6
1 7.31 d (J = 10.0) 156.40 7.30 d (J = 10.0) 156.43
2 6.16 dd (J = 10.0; 1.9) 127.11 6.16 d (J = 10.0; 1.9) 127.08
3 185.08 185.06
4 5.91 br.s 121.67 5.91 br.s 121.62
5 170.09 170.16
6 2.29 m; 2.52 m 31.17 2.29 m; 2.52 m 31.15

7 1.07 dd (J = 12.3; 4.7);
2.00 m 33.84 1.11 dd (J = 12.3; 4.7);

1.96 m 33.51

8 2.07 m 29.97 2.01 m 30.58
9 0.99 dd (J = 11.2; 3.5) 55.01 0.94 dd (J = 11.2; 3.5) 54.99
10 43.64 43.66
11 4.30 m 68.17 4.28 m 68.13
12 1.73 m 39.34 1.78 m 39.57
13 45.14 46.26
14 1.51 m 49.39 1.52 m 51.96
15 1.52 m; 1.59 m 32.93 1.58 m; 1.72 m 32.38
16 4.75 d (J = 4.3) 80.83 5.05 d (J = 7.3) 81.90
17 97.17 97.92
18 0.81 s 16.84 0.85 s 17.50
19 1.38 s 20.76 1.37 s 20.74
20 209.11 207.71

21 4.13 d (J = 19.4); 4.39 d
(J = 19.4) 66.00 4.06 d (J = 19.2); 4.45 d

(J = 19.2) 65.60

22 4.52 t (J = 4.5) 103.42 5.17 t (J = 4.8) 107.04
23 1.53 m 34.46 1.39 m 36.50
24 1.33 m 16.42 1.26 m 16.75
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Table 1. Cont.

No.

22R 22S

δ, ppm δ, ppm

1H 13C 1H 13C

25 0.85 t (J = 7.4) 13.79 0.85 t (J = 7.4) 13.79
11-OH 4.74 br.s 4.74 br.s

CDCl3
1 7.25 d (J = 10.1) 156.01 7.24 d (J = 10.1) 156.04
2 6.28 dd (J = 10.1; 1.8) 128.14 6.27 dd (J = 10.1; 1.8) 128.14
3 186.63 186.58
4 6.03 br.s 122.71 6.02 br.s 122.71
5 169.88 169.75

6

2.35 ddd (J = 13.7; 4.5;
1.8)

2.56 ddd (J = 13.7; 13.5;
5.5)

32.02

2.35 ddd (J = 13.7; 4.5;
1.8)

2.56 ddd (J = 13.7; 13.5;
5.5)

32.00

7 1.17 m; 2.07 m 34.14 1.17 m; 2.07 m 34.11
8 2.16 m 30.54 2.11 m 31.19
9 1.12 m 55.31 1.12 m 55.41
10 44.14 44.14
11 4.50 br.d (J = 3.3) 70.16 4.49 br.d (J = 3.3) 70.08
12 1.63 m; 2.07 m 41.17 1.63 m; 2.07 m 41.51
13 46.09 47.51
14 1.61 m 49.90 1.57 m 52.92
15 1.61 m; 1.78 m 33.58 1.75 m; 1.82 m 33.13
16 4.90 d (J = 4.7) 82.26 5.17 d (J = 6.8) 83.53
17 97.31 97.99
18 0.92 s 17.56 0.98 s 17.85
19 1.44 s 21.23 1.45 s 21.22
20 210.26 209.17

21 4.24 d (J = 19.8); 4.50 d
(J = 19.8) 67.41 4.19 d (J = 19.8); 4.61 d

(J = 19.8) 67.31

22 4.54 t (J = 4.5) 104.80 5.16 t (J = 5.1) 108.54
23 1.62 m 35.13 1.48 m 37.22
24 1.39 m 17.25 1.35 m 17.56
25 0.92 t (J = 7.5) 14.09 0.90 t (J = 7.5) 14.06

The C22-H bond direction (S or R) in each of the two epimers was determined by
the technique 1H-1H ROESY. Only Bud-22R has protons C16-H and C22-H on the same
side of the 1,3-dioxolane ring (Figure 1). This is the reason for the appearance of cross-
peaks between these valence unbound protons in the ROESY spectrum. Figure 2 shows
a fragment of the ROESY spectrum of Bud-API in DMSO-d6, containing the C16-H and
C22-H proton signals (δ 4.75 and 4.52 ppm for one epimer and 5.05 and 5.17 ppm for
the other). Only the proton pair 4.75–4.52 ppm had cross-peaks. This fact indicates that
protons 4.75 and 4.52 ppm belong to the Bud-22R. The proton pair 5.05–5.17 ppm is part of
the Bud-22S.

It should be noted that the Bud NMR spectral data presented in the literature [13,14]
lack structural correlation of Bud NMR spectra signals to specific 22R and 22S epimers.

The spectra analysis of Bud-API solutions in DMSO-d6 and CDCl3 (Figures 3–6,
Table 1) allowed to determine isolate signals for each epimer (characteristic signals). There
are following characteristic signals for Bud-22R:

(1) 1H (DMSO-d6), δ, ppm: 4.13 d (C21-H), 4.39 d (C21-H), 4.52 t (C22-H);
(2) 1H (CDCl3), δ, ppm: 4.24 d (C21-H), 4.54 t (C22-H), 4.89 d (C16-H);
(3) 13C (DMSO-d6), δ, ppm: 66.00 (C21), 80.83 (C16), 97.17(C17); 103.42 (C22);
(4) 13C (CDCl3), δ, ppm: 46.09 (C13); 49.90 (C14), 82.26 (C16), 97.31 (C17), 104.80 (C22).
There are the following characteristic signals for Bud-22S:

33



Molecules 2022, 27, 2262

(1) 1H (DMSO-d6), δ, ppm: 4.06 d (C21-H), 4.45 d (C21-H), 5.05 d (C16-H), 5.17 t (C22-H);
(2) 1H (CDCl3), δ, ppm: 4.19 d (C21-H), 4.61 d (C21-H);
(3) 13C (DMSO-d6), δ, ppm: 65.60 (C21), 81.90 (C16), 97.92(C17); 107.04 (C22);
(4) 13C (CDCl3), δ, ppm: 47.51 (C13); 52.92 (C14), 83.52 (C16), 97.99 (C17), 108.54 (C22).
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Figure 2. 1H-1H ROESY spectrum fragment of the Bud-API solution in DMSO-d6.
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Figure 3. 1H spectrum of the Bud-API solution in DMSO-d6.
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НFigure 4. 1H spectrum of the Bud-API solution in CDCl3.

 

Figure 5. 13C spectrum of the Bud-API solution in DMSO-d6.
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Figure 6. 13C spectrum of the Bud-API solution in CDCl3.

It should be noted that the use of DMSO-d6 provides a better separation of the
characteristic signals of the Bud-22R and Bud-22S epimers in the proton spectrum. CDCl3
provides better 13C spectrum resolution.

The characteristic signals can be spectral markers of these epimers in the analyzed
sample. Their normalized integral intensities are equal to the fraction of each epimer in
the racemate mixture. It should be noted that qNMR is considered in the literature as an
absolute and direct method for measuring the molar ratio of the analytes in a test sample,
as well as the weight content of one component relative to another component, because the
functional relationships between the analytes and the measurands (integrated intensities)
are well-known: the molar ratio of the components in a mixture is equal to the ratio of
the normalized integrated intensities of the signals of these components. Uncertainty of
the measuring result by qNMR relies only on the uncertainty of the integral intensities
ratio measurement [15]. The results of measurements by HPLC (pharmacopeial method)
are relative and indirect by nature. Determination of Bud-22R and Bud-22S epimers by
HPLC requires generation of a calibration curve using their pharmacopeial reference
standards (the relative nature of measurements). The measurement by the HPLC method
has a combined uncertainty (the indirect nature of measurements). Sources of the total
uncertainty are the peak area measurement in the chromatogram, weighing of the test
and standard samples, and solvent volume measurements. Therefore, the accuracy of
measurement of Bud epimeric composition by direct and absolute method qNMR is higher
than by indirect and relative method HPLC. Moreover, both normalized integral intensities
of a selected individual pair of 22R and 22S epimeric signals and the average value of
pairwise normalized integral intensities of all observed pairs of characteristic signals can
be taken as a result of measuring the epimeric composition of the Bud sample. Averaging
the measurement results reduces its uncertainty. In chromatographic methods, averaging
is only possible with a series of experiments.

Bud drugs of different manufacturers have in their content a nonequal set of excipitents.
The solubility of excipients influences the choice of solvent (DMSO-d6 or CDCl3) For
example, a nasal spray is an aqueous suspension of Bud. The excipitents of this suspension
are DMSO-soluble sodium methylparaben, carboxymethylcellulose and sodium carmellose,
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polysorbate 80, sucrose, polypropylene glycol and disodium edetate. Obviously, it is
appropriate to use CDCl3 rather than DMSO-d6 when analyzing this drug. The sample
extraction with chloroform will concentrate Bud and remove excipients that do not pass into
the extractant. In the 1H (CDCl3) spectrum of the Bud nasal spray, all characteristic signals
of the Bud-22R and Bud-22S are observed (Figure 7a). For quantitative measurements, it is
reasonable to use the most isolated signals 4.89 d (22R) and 4.61 d (22S). In the 13C (CDCl3)
spectrum of this preparation, all characteristic signals are also present (Figure 7b).

(а) 

 

(b) 

 

Figure 7. 1H (a) and 13C (b) spectra fragments of the Bud nasal spray solution in CDCl3 with
characteristic signals of 22R and 22S epimers.

Bud capsules contain chloroform-insoluble lactose monohydrate; therefore, it is also
advisable to use CDCl3 for this drug. The characteristic signals 1H and 13C of the Bud-22R
and Bud-22S for capsule solutions in CDCl3 are shown in Figure 8.

Bud tablets contain excipients with different solubility in DMSO-d6 and CDCl3: stearic
acid, soy lecithin, cellulose, hydroxypropylcellulose, lactose monohydrate, and magnesium
stearate. The characteristic signals of Bud epimers partially overlap with the signals of
excipients in 1H spectra of Bud tablets solution in DMSO-d6 and CDCl3 (Figure 9). For
this reason, precise quantitative measurements are not possible. When selecting the 3C
nucleus, isolated characteristic signals are observed for each solvent (DMSO-d6 and CDCl3;
Figure 10).

Table 2 shows the results of quantitative measurements of the 22S and 22R epimers con-
tent in the Bud-API and Bud drugs, obtained using different versions of the
developed technique.
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(a) 

 

(b) 

 

Figure 8. 1H (a) and 13C (b) spectra fragments of the Bud capsules solution in CDCl3 with character-
istic signals of 22R and 22S epimers.

(a) 

 

(b) 

 

а
Figure 9. 1H spectra fragments of the Bud tablets solutions in DMSO-d6 (a) and CDCl3 (b) with
characteristic signals of 22R and 22S epimers.
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(a) 

 

(b) 

 

аFigure 10. 13C spectra fragments of the Bud tablets solutions in DMSO-d6 (a) and CDCl3 (b) with
characteristic signals of 22R and 22S epimers.

Table 2. The quantitative measurements results of the content of 22S and 22R epimers in the Bud-API
and Bud drugs.

Bud

Content of 22S (22R), %

DMSO-d6 CDCl3
Mean Volume

1H 13C 1H 13C

API 47.45 (52.55) 47.60 (52.40) 47.47 (52.53) 47.56 (52.44) 47.52 (52.48)
Nasal spray - - 46.67 (53.33) 46.53 (53.47) 46.60 (53.40)

Capsules - - 47.82 (52.18) 47.67 (52.33) 47.75 (52.25)
Tablets - 48.60 (51.40) - 48.81 (51.19) 48.71 (51.29)

In the 13C spectra, characteristic signals of Bud-22R, Bud-22S, and excipients are lo-
cated at a considerable distance from each other. Therefore, the signal 13C can be integrated
using the general rule for choosing the integration limit (the integration limit is equal to
64 times the half-width of a Lorentzian shape NMR signal [15]). In the 1H spectra of Bud
drugs, there is a partial overlap of the signals of Bud and excipients in this frequency range.
Therefore, the integration limit of the Bud epimer signals in the 1H spectra were narrowed
to 20 times the half-width of a Lorentzian shape. It should be noted that variation in the
solvent and nucleus does not affect the result of quantitative measurement of the Bud
epimers content. For example, the RSD of the measurement results of Bud-22S content in
Bud-API is 0.15% (mean volume is 47.52%).

The results of measurement of 22S epimer content using qNMR are comparable with
the results of the HPLC reference method. Thus, the content of Bud-22S in the API and nasal
spray, measured by HPLC, was 47.3 and 46.8% (47.52 and 46.60% by qNMR). The similarity
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of the measurement results, obtained by qNMR and HPLC methods, is an additional proof
of the correctness of the proposed technique.

3. Materials and Methods

3.1. Materials

The following materials were used in the qNMR technique development: Bud-API
by Farmabios S.p.A., Italy (A), nasal spray «Tafen Nasal» by Lek d.d., Slovenia (B), Bud
capsules «Respinid» by Sava Healthcare Limited, India (C), tablets «Kortiment» by Cosmo
S.p.A., Italy (D). Deuterated dimethylsulfoxide (DMSO-d6, 99.90% D) and chloroform
(99.8% D) by Cambridge Isotope Laboratories, Inc. (St. Louis, MO, USA) were used in the
NMR experiments.

HPLC measurements were carried out using the certified reference standard for Bud,
manufactured by the European Pharmacopoeia, glacial acetic acid, potassium hydroxide
(Sigma-Aldrich, Saint Louis, MO, USA). HPLC grade acetonitrile was purchased from
Fisher Scientific (Fairlawn, NJ, USA). HPLC ready 18 MΩ water was obtained, in-house,
from a Milli-Q Integral 3 water purification system, Merck Millipore Corp. (Burlington,
MA, USA). Duran filter funnels (porosity 3) were used for filtration.

3.2. NMR Spectroscopy Method

3.2.1. Sample Preparation

API: About 20 mg of the Bud-API (exact mount is optional) were placed in an NMR
tube, 0.5 mL of solvent (DMSO-d6 or CDCl3) was added, shaken vigorously until the
sample was completely dissolved.

Nasal spray: The contents of 1 vial was transferred to a separating funnel, 2 mL of
CDCl3 were added and thoroughly shaken for 5 min; then, the bottom organic layer was
separated and transferred to the NMR tube.

Capsules: 10 mL of CHCl3 were added to the contents of 30 capsules, thoroughly mixed
and filtered; then, the filtrate was centrifuged. The supernatant was separated and dried
by air. The resulting dry residue was dissolved in 0.6 mL CDCl3 and transferred to an
NMR tube.

Tablets DMSO-d6: 3 mL of DMSO-d6 were added to the two powdered tablets, thor-
oughly mixed and filtered; then, the filtrate was centrifuged. A total of 0.6 mL of the
supernatant was separated and transferred to the NMR tube.

Tablets, CDCl3: 10 mL of CHCl3 were added to the 2 tablets crushed into a powder,
thoroughly mixed and filtered; then, the filtrate was centrifuged. The supernatant was
separated and dried by air. The resulting dry residue was dissolved in 0.6 mL of CDCl3
and transferred to an NMR tube.

3.2.2. Instrumentation and Experiment Conditions

NMR spectra were collected on the Agilent DD2 NMR System 600 NMR spectrom-
eter equipped with a 5 mm broadband probe and a gradient coil (VNMRJ 4.2 software).
Parameters of 1D experiments: temperature—27 ◦C; spectral width—6009.6 Hz (1H) and
37,878.8 Hz (13C); observed pulse 90◦ (1H) and 45◦ (13C); acquisition time—5.325 s (1H)
and 0.865 s (13C); relaxation delay—10 s (1H) and 1 s (13C); number of scans—256 (1H)
and 10,000 (13C); the number of analog-to-digital conversion points—64 K; exponential
multiplication—0.3 Hz (1H) and 3 Hz (13C); zero filling—64 K; automatic linear correc-
tion of the spectrum baseline, manual phase adjustment, calibration of the δ scale under
DMSO (δ = 2.50 ppm for 1H and 39.52 ppm for 13C) or CHCl3 (δ = 7.26 ppm for 1H and
77.16 ppm for 13C) [16]. The manual mode was also used for the signal integration. The
integration limit was equal to 20 (1H) and 64 (13C) times the half-width of a Lorentzian
shape NMR signal. The relaxation delay value was estimated using an inversion-recovery
experiment: T1 is equal to 1.55 s. The ROESY experimental parameters: the relaxation
time—1 s; the number of free induction signal accumulation per increment—16; the num-

40



Molecules 2022, 27, 2262

ber of analog-to-digital conversion points—2K × 256; the mixing time—0.2 s; the pulse
duration—0.15 s.

3.3. Reference Measurement with HPLC Method

3.3.1. Preparation of Solution

System suitability test solution, buffer solution, test solution of samples A–D, reference
solutions, and mobile phase were prepared according to USP methods [9,10].

3.3.2. Instrumentation and Chromatographic Conditions

The HPLC system consists of an Agilent Infinity 1260 series (Agilent Technologies,
Wilmington, DE). Data collection and analysis were performed using ChemStation soft-
ware. Chromatographic conditions: column—Zorbax RX-C-18 250 mm × 4.6 mm × 5 µm
(Agilent Technologies, Santa-Clara, CA, USA); column temperature—50 ◦C; mobile phase—
acetonitrile and buffer pH 3.9 (45:55) for sample A and acetonitrile and water (70:30) for
sample B; flow rate—1 mL/min; detector—UV 240 nm for sample A and 245 nm for sample
B; injection volume—20 µL for sample A and 50 µL for sample B; run time—no less 40 min.

4. Conclusions

Different versions of the qNMR technique for identification and quantification Bud-
22R and Bud-22S epimers (1H or 13C core, DMSO-d6 or CDCl3 solvent) were developed for
Bud APIs and Bud drugs. This technique does not need Bud-epimers reference standards.
The choice of the qNMR technique version depends on the drug excipients in Bud drugs.
Application of this technique will reduce the uncertainty of the measurement result, since
the experimental procedure does not contain the stages of taking accurate weights, volumes,
and constructing a calibration curve. This technique can be used for carrying out GP APIs
and drug analyses.
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Abstract: An NMR method based on the gradient-based broadening fingerprint using line shape
enhancement (PROFILE) is put forward to precisely and sensitively study hydrogel swelling under
restricted conditions. This approach achieves a match between the resonance frequency and spatial
position of the sample. A three-component hydrogel with salt ions was designed and synthesized to
show the monitoring more clearly. The relationship between the hydrogel swelling and the frequency
signal is revealed through the one-dimensional imaging. This method enables real-time monitoring
and avoids changing the swelling environment of the hydrogel during contact. The accuracy of
this method may reach the micron order. This finding provides an approach to the rapid and non-
destructive detection of swelling, especially one-dimensional swelling, and may show the material
exchange between the hydrogel and swelling medium.

Keywords: gradient broadening; profile; hydrogel; swelling

1. Introduction

At present, nuclear magnetic resonance (NMR), including magnetic resonance imaging
(MRI), has become one of the most important technologies in scientific research, and is
extensively used in chemistry, biology, materials science and medical imaging [1]. NMR
spectroscopy is widely used to identify the structure of organic natural products [2], to
identify the chemical composition distribution and fracture mode of random and block
copolymers [3], to screen drug targets corresponding to proteins [4], to predict protein
torsion angle by chemical shift [5], to characterize the technology and water content in food
processing [6], to measure the diffusion of oil in rubber [7], and to determine the internal
microstructure of wood [8]. Although MRI is widely accepted as a powerful medical
imaging modality, it has also been recently used for analytical measurements in materials
systems [9,10]. Under MRI mode, the spin position is searched and radiofrequency (RF)
pulses are scanned in the presence of a magnetic field gradient. When the spin signal is
properly reunited through the gradient field, a time-domain signal is produced to reflect
the spatial distribution of the spin of the whole sample at that amplitude. High-resolution
spectral data and high-definition imaging can be provided, even in the presence of an
obviously nonuniform magnetic field. In addition, spectral imaging can be measured
without complex conditions by relying on multidimensional experiments. With the help
of the auxiliary field gradient, the spin coordinates are converted into offsets in a one-to-
one manner and mapped into frequencies. Although the resolution of the NMR peaks is
sacrificed, the spatial positions are imprinted on the NMR line shapes [10].

A hydrogel is a hydrophilic polymer material with a three-dimensional polymer net-
work, and chemically synthesized hydrogels are polymerized by monomers containing
functional groups, such as hydroxyl and carbon double bonds [11]. The hydrophilicity,
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thermal stability, mechanical stability, biocompatibility, and responsiveness the material
possesses are different in the swelling state. These properties make it useful for a num-
ber of applications in chemical engineering, drug delivery, tissue engineering, food and
agriculture [12]. For example, silicone hydrogel is used in contact lenses. Polyacrylamide
hydrogel is used as an absorbent for wound dressing [13]. PVA hydrogel is used in drug
delivery applications and as a soft tissue replacement. [14]. The hydrogel swelling behavior
in fluids is a special characteristic, and the diffusion of loose macromolecules in the swelling
state plays an important role in these applications [15]. Polymer swelling includes the
penetration of small molecules into the interior of larger polymer molecules, which leads to
changes in polymer volume [16]. When the molecular weight and the degree of polymer
crosslinking are higher, such as in chemicals with crosslinked hydrogels in contact with
water or other solvents, the solvent cannot disperse further because the chemical bonds in
the polymer chains have a binding effect on the small molecules of the solvent. Therefore,
the polymer remains in the swelling process [17]. The degree and speed of swelling are
important indices for investigation. For example, the swelling speed of resin absorbing
water in diapers needs to be large enough to ensure there is no side leakage. However,
the gasket of the mechanical seal rubber needs only a tiny degree of expansion or even no
expansion to ensure dimensional stability.

The most common methods in the swelling test include the mass method, volume
method, and length method. Taking the length method as an example, the swelling degree
can be obtained by evaluating the ratio of the change in the height (or length) of a hydrogel
sample before and after swelling:

Q = (h − h0)/h0 (1)

where Q is the degree of swelling, h0 is the height before swelling, and h is the height after
swelling. Similarly, the principles of the mass method and volumetric method are similar to
those of the length method (Supplementary S1). There are also some tests based on altered
masses, such as centrifugation, filtration, tea bagging, and Prudential dextrin methods [18].

Although these traditional methods can easily test the degree of swelling, crosslinking
density, and swelling curve of the polymer, they still have some disadvantages, such
as low accuracy, cumbersome operation, and lack of continuous measurement. Usually,
during the measuring process, the samples are always separated from the solvent for
weighing or measurement. This process changes the gel’s environment and is very time-
consuming. The low mechanical strength of some highly swellable hydrogels may result in
their structural destruction during the weight measurement, which may result in significant
errors. Thus, these methods are unable to precisely monitor the dynamic swelling process
of specimens without contact [19]. In addition, the relationship between swelling rates and
experimental temperature, time, and various other factors cannot be used to monitor these
sensitive details [20].

To solve these problems, some improved methods have been put forward, such as
the linear variable differential transformer (LVDT) [21], fluid-dynamic gauging [22] and
nonintrusive inductance swelling instruments using a dynamic mechanical analyzer [23].
A customized sample cell and time-varying attenuated total reflection Fourier transform
infrared spectroscopy were used to track the swelling processes in polymer films [24]. On
the basis of the length method, researchers from the University of Cambridge used an
opposed laser displacement sensor to measure the swelling, but the actual measurement
range was limited by the length of the laser beam and severe warping [25]. The most
recent method, proposed by Tang and colleagues, employed an aggregation-induced emis-
sion approach to suggest a new technique for the measurement of swelling properties in
hydrogels [26]. The one-dimensional swelling of NMR has been less reported in exam-
inations of the swelling of hydrogels. Lee reported that NMR imaging requires a three-
dimensional gradient [27]. The proposed technique significantly enhanced the traditional
method of swelling measurement during observations of the swelling process. However,
the initial weight and size of the hydrogel should be carefully selected to avoid over-
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swelling. Due to the difficulties in managing the subtle changes in the hydrogel during the
swelling process, it is not easy to investigate the influence of various other factors, such as
temperature and time, on swelling.

To meet the demand for continuous noncontact measurements and detect the restricted
swelling behavior, we present an NMR technique based on spin-space encoding and the
gradient-broadening method (PROFILE), which can lead to the real-time detection of
swelling behavior at the micron scale. By applying PROFILE, the relationship between
proton density and signal intensity was obtained using one-dimensional imaging, and the
height of the whole gel sample could be expanded in the frequency domain. Thus, the
change in the height of the swelling gel corresponds to the change in frequency.

A three-component hydrogel containing barium chloride was designed and successfully
synthesized to demonstrate the detection process. By using very dilute Na2SO4 solution as
the solvent, the barium ions in the hydrogel react with Na2SO4, creating a precipitation
layer on the interface between the gel and liquid. Because the precipitation layer contains
far fewer hydrogen protons than the hydrogel and the solvent, the NMR signal intensity
sharply decreases at the interface, forming a deep trough in the NMR spectra, which makes
the interface position and the corresponding frequency in the spectra more obvious. With
the swelling of the hydrogel, the interface moves and the frequency of the trough also
moves. By continuously tracing the trough (the NMR spectra can be obtained by a single
scan of up to 4 s), the position of the interface was obtained; therefore, the change in the
length of the swelled hydrogel can be detected in real-time. The accuracy of this method
could be on the micron order, which is much better than that of traditional methods. This
method provides a new strategy for investigating the degree of swelling and swelling
dynamics of hydrogels or other crosslinked polymer systems, especially tiny swelling
systems. It may also have many potential applications in other correlating fields.

2. Result and Discussion

2.1. The Synthesis and Characterization of Hydrogels

In the absence of Ba2+, the PMAB gel can be synthesized by following the mechanism
of radical polymerization, with PEGA, MEA, and AM as polymeric monomers in an
aqueous solution and APS as initiators. The 1H-NMR spectra of the monomer and the
synthesized gel are given in S2–S5. The monomer showed obvious double-bond peaks
in the range of δ = 5.5 − 6.5, while the double bond disappeared in the polymer, and the
state changed from liquid to solid, indicating that the gel was successfully synthesized.
Although the three-component gel was successfully synthesized, the polymerization effect
cannot be achieved in the presence of higher concentrations of ions, and the resulting
gel is extremely uneven. There are two possible reasons for this phenomenon: one is ion
inhibition and the other is the impact of APS. In the presence of higher concentrations of
inorganic metal ions, the ions will have an effect on the initiator, which, in turn, will inhibit
polymerization. To verify this, we attempted to reduce the ion concentration, but the lower
ion concentration still could not form the gel. The second reason is that the persulfate in
the APS at the early stage of the reaction initiates the reaction, producing a primary radical
with a sulfate-like structure, which binds to Ba2+ and loses the initiation effect. Therefore,
this reaction used azodiisobutyronitrile (AIBN) instead of APS as the initiator and used a
smaller amount of the initiator at a lower temperature. This was carefully protected from
light agitation, and gradient heating was used at later stages of gel formation to reduce
bursting and bubble formation. The dosage ratio of the initiator and monomer, adjusted
to the substance, was n(AIBN):n(MEA):n(PEGA):n(AM) = 1:133:100:270 (optimal ratio),
which can be completely dissolved into a clear system before polymerization, and can be
polymerized at a suitable rate to obtain a homogeneous gel without bubbles.
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2.2. Gradient-Based Broadening Fingerprint Obtained by Line Shape Enhancement (PROFILE)

The resonance frequency ω0 of protons in the static magnetic field B0 can be expressed as:

ω0 = γB0 (2)

where γ is the 1H gyromagnetic ratio. The resonance frequency ω0 of the protons is constant
and independent of the spatial position of the protons.

When the gradient field is applied in the direction of B0, the effective field Beff of the
protons can be written as:

Beff = B0 + Gzz (3)

where Gz is the amplitude of the gradient pulse; and z is the spatial position of the protons.
Here, the effective field Beff is not uniform and changes linearly with the space position z.
The effective resonance frequency of protons ωeff can be modified as:

ωeff = γ(B0 + Gzz) (4)

Therefore, the proton signal will be detected with a wide bandwidth while the gradient
field is active and transformed in the magnitude mode; the NMR spectrum is a square-
shaped spread. In the spectrum, the intensity of the spread signal is correlated with the
spatial distribution of the proton density. The broadening range ∆ f of the signal can be
written as:

∆ f = γ × Gz × ∆z (5)

Figure 1 shows the 1D NMR spin-echo imaging sequence, which is used to measure
the profile of an object. The radiofrequency (RF) pulses 90y and 180x were used to excite
and refocus the NMR signals, respectively. The gradient pulse g1 was used to dephase the
NMR signal, and the magnetic field gradient g2 was turned on for spatial encoding during
acquisition. The profile of the object can be obtained by a Fourier transform of the temporal
signal. The following sequence parameters were used in the studies: echo time (TE) = 8 ms;
average number = 4; repetition time (TR) = 4 s; acquisition time = 6 ms; d2 = 4 ms; and
d3 = 1 ms. A 10% maximum gradient strength Gmax was used in all experiments.

The resonance frequency ω

ω = γB

where γ is the H gyromagnetic ratio. The resonance frequency ω

ω

ω γ(

Δ

Δ γ Δ

𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚

 
Figure 1. 1D NMR spin-echo imaging sequence. The blue- and black-filled rectangles repre-
sent the hard pulses and gradient pulses, respectively. (90y: 90 degree hard pulse in y direction,
180x: 180 degree hard pulse in x direction, d2: the duration of gradient pulse g1, d3: the duration
of gradient pulse g2, Aq: acquisition time )In order to collect a complete echo signal and avoid
redundant noise, the durations can be set to: d2 = (d3 + aq)/2.

The Shigemi tube (see Figure 2a,c), constructed as two solid glass sections with no
NMR signal at the top and bottom, was used to measure the maximum gradient field
strength. Using deionized water as the standard sample, by applying PROFILE, the square-
shaped spectrum was obtained and is shown in Figure 2b,d. For each experiment, the
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bottom interface was placed in the center of the probe, following Bruker’s NMR tube
measuring cylinder. When water is added, the lower part of the tube is water and the upper
part is solid (no proton). Thus, in the corresponding spectrum, the left part is water, and
the right part is solid (no signal). The spectra of Sample 1 (220 µL; 2 cm high) are shown in
Figure 2b; the frequency length ∆ f1 of the profile at half the height of the gradient profile
was about 45,780 Hz. According to Equation (5), we have

∆ f1 = γ·G·z1 = 42.58 × 106 × 10% × Gmax × 2 × 10−2 (6)

where z1 is the height of the water in Sample 1. The gradient that was applied is 10 percent
of the maximum gradient.

∆𝑓𝑓1
∆ 1 γ 1 6 max −2

 

− −

𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚
𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚

2
Δ∆ 2 γ 2 6 max −2

𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚

Figure 2. One−dimensional, pulsed−field gradient, nuclear magnetic resonance (1D NMR) profiles
of deionized water in Shigemi tubes obtained by changing the sample height (Samples 1 and 2) while
maintaining the same strength of the gradient pulses. (a) The diagram (Blue represents water and
black represents a glass solid) of Sample 1 (220 µL deionized water; 2 cm height). (b) The gradient
profile of sample 1 (10% maximum gradient strength Gmax (c) The diagram (Blue represents water
and black represents a glass solid) of Sample 2 (110 µL deionized water; 1 cm height). (d) The gradient
profile of sample 2 (10% maximum gradient strength). All profiles were obtained with 1 scan.

From Equation (6), the maximum gradient strength Gmax could be calculated as
53.8 Gauss/cm.

Similarly, the spectra of Sample 2 (110 µL; 1 cm high) are shown in Figure 2d; the
frequency length f 2 of the profile at half the height of the gradient profile was about
22,800 Hz, which is exactly half that of ∆ f1. According to Equation (5), we also have

∆ f2 = γ·G·z2 = 42.58 × 106 × 10% × Gmax × 1 × 10−2 (7)

where z2 is the height of the water in Sample 2. The gradient that was applied is 10 percent
of the maximum gradient.

From Equation (7), the Gmax could be calculated as 53.7 Gauss/cm, which is very
similar to the result of Sample 1, and both results are in agreement with the data in the
Bruker protocol. This result shows the reliability of this method.
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2.3. Swelling Behavior of PMAB

After verifying the feasibility of the method, the swelling behavior of PMAB gel was
studied using the PROFILE method. The interface was placed in the center of the probe, as
described in the previous experiment. The schematic diagram is shown in Figure 3.

 

− −

Figure 3. The spatial position of the NMR tube corresponds to the gradient profile. The brown
represents the RF coil, and in the left NMR tube schematic diagram, the gel represents pink, the
barium sulfate precipitate is black, and the water is blue from the bottom up.

The NMR−spectra−based PROFILE can be obtained by a single scan (a scan takes up
to 4 s) and is not sensitive to the field inhomogeneity. Each scan obtains a spectrum. Thus,
the dynamic swelling behavior can be studied by continuous NMR scans or according to a
designed time schedule. When there is only gel before adding the solvent, the spectra have
a square-shaped profile (see Supplementary S7).

As mentioned above, the PMAB gel contains Ba2+, and diluted Na2SO4 solution was
used as a swelling solvent. Both Ba2+ and Na+ are diamagnetic metal ions and have little
effect on the NMR signal. The PMAB gel was directly synthesized in the NMR tube. When
the Na2SO4 solution was added to the gel, barium sulfate was formed, and a precipitation
layer was formed at the interface between the gel and solvent. Because barium sulfate has
no hydrogen, the precipitation layer contains much less hydrogen than both the gel and
solvent. When PROFILE pulse sequences are performed, the profile of the system can be
reflected in the frequency domain. A deep trough appears at the position corresponding
to the precipitation layer, which can serve as a sign to trace the swelling of the gel. As the
swelling continues, the precipitation layer moves upwards, and the corresponding trough
moves downwards.

If there is only a gel before the addition of solvent, the spectral line shows an approxi-
mate rectangle. The slight distortion on the right side may be caused by the slight surface
irregularities in the gel (see Supplementary S7). Figure 4 shows the spectra of swelling
PMAB at different time points. The experimental parameters were the same as those in the
verifying experiments. Compared with the spectra of pure gel, when the solvent was added,
the profile of the spectra became a large square, with a deep trough at the interface. It is
clear that as the swelling continued, the trough shifted toward the negative direction, which
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means that the PMAB gel swelled, and the interface moved upwards. In the verifying
experiments, the relationship between the length change (∆h) and the frequency change
(∆f ) was calculated to be 4.36 µm/10 Hz.

Δ
Δ

Δ
− − −

Δ

 

−
− Δ

− − Δ

Figure 4. The NMR profile spectra of PMAB gels at different swelling times (25 ◦C). The black line
represents 1 min, the red line represents 10 min, the blue line represents 50 min, and the pink line
represents 200 min.

Each profile spectrum on the left side is aligned and the frequency value is 52,400 Hz.
Then, the frequency value of the trough of the PMAB swelling spectrum after 1 min

is 2759 Hz; the f values for 10 min, 50 min and 200 min of swelling are 1254 Hz, 167 Hz
and −2174 Hz, respectively. If we set the frequency value of the trough of the PMAB
swelling spectrum at 1 min as the standard, the ∆f values (compared to 1 min) for swelling
periods of 10 min, 50 min and 200 min are −1505 Hz, −2592 Hz and −4933 Hz, respectively.
Thus, the ∆h at different time points can be calculated as 656 µm, 1130 µm and 2151 µm,
respectively, and the swelling at different time points can be obtained. The swelling degree
of PMAB is quite low, making it difficult to detect with other traditional methods.

To obtain a higher resolution for the spectral characterization of hydrogen and in-
vestigate the material transfer, the PGAB gel was designed to be partially deuterated (to
lock and shim the field); thus, the intensity of the spectra of the gel part is lower than
that of the solvent part. When swelling began, the water diffused into the gel and made
a ridge at the top of the gel. As the swelling continued, the ridge became broader, as the
water diffused deeper into the gel. This shows that this method could be used to study
substance exchange.

The influence of temperature on the swelling was also studied. Figure 5 shows the
NMR profile spectra of PMAB gels swelling for 80 min at different temperatures. The
frequency values f of that swelling for 10 ◦C, 25 ◦C and 40 ◦C were 1288 Hz, −1889 Hz
and −5238 Hz, respectively. Compared to 10 ◦C, the ∆f values of that swelling for 25 ◦C
and 40 ◦C were −3177 Hz and −6526 Hz, respectively. Thus, compared to 10 ◦C, the ∆h
at different temperatures can be calculated as 1385 µm and 2845 µm, respectively, and the
difference in swelling height at different temperatures can be obtained.
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Figure 5. The NMR profile spectra of PMAB gels swelling at different temperatures but for the same
amount of time (80 min). The blue line represents 10 ◦C, the black line represents 25 ◦C, and the red
line represents 40 ◦C.

When the temperature was higher, the ∆f became higher for the same amount of
swelling time, which means that the swelling speed is higher at higher temperatures. As
the temperature rises, the gradual bulge on the left side of the curve indicates that the
upper part of the water enters the gel faster, and the hydrogen signal further increases. A
faster decline on the right side (height different from that of the baseline) also indicates that
deuterium water from the gel enters the upper water layer.

By transferring the ∆f into ∆h, the relationship between ∆h and swelling time can be
observed, as shown in Figure 6, and the plot can be simulated by a logarithmic function:

∆h(t) = a·log(t) + b·t (8)

where ∆h represents the height compared to the initial increase in the gel, t stands for time,
and the units are microns and minutes, respectively. When the temperature is 25 ◦C, the
resulting formula is ∆h(t) = 121.4·log(t) + 2.338·t and the fitting degree R is greater than 0.99.
At other temperatures, the experimental data can also be simulated by Equation (8), as
shown in Figure 6, and the simulated parameters are shown in Table 1.

Table 1. Influencing factors during swelling and fitting (with 95% confidence bounds) at different
temperatures.

T/◦C

Fitting Formula ∆h(t) = a·log(t) + b·t
a b R

10 56.33 (±3.03) 1.142 (±0.058) 0.9961

25 121.4 (±15.1) 2.338 (±0.273) 0.9920

40 164.3 (±25.5) 4.159 (±0.585) 0.9753
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Figure 6. The relationship between gel height and swelling time at different temperatures. (a): 10 ◦C
(b): 25 ◦C (c): 40 ◦C (the black dots are experiment data, and the red curves are simulated curves).

The swelling process can be roughly divided into two phases: one segment is more of
a logarithmic function and the remaining segment is more of a linear function. For example,
at 40 ◦C, the portion that is closer to 200 min is closer to logarithmic expansion, and at
25 ◦C, the portion that is closer to 150 min is closer to logarithmic expansion. Finally, at
10 ◦C, the fraction that is closer to 100 min is closer to logarithmic expansion. The simulated
function is similar to that previously reported by Luo [28].

3. Materials and Methods

3.1. Materials

2-Methoxyethyl acrylate (MEA, 98%), polyethylene glycol acrylate (PEGA, Mn = 480),
and D2O (99.9% deuterated) were purchased from Sigma Aldrich, USA; acrylamide (AM,
99%) was purchased from Greagent; azodiisobutyronitrile (AIBN) (98%), and BaCl2·2H2O
(99%) were purchased from Adamas; and ammonium persulfate (APS, 98%) was purchased
from Sinopharm Chemical Reagent Co., Ltd. (Shanghai, China). Other reagents were of
analytical grade purity. The above reagents were used directly without treatment.

3.2. Experiment

3.2.1. The Synthesis of PEGA-MEA-AM Multi Component Gel

2-Methoxyethyl acrylate (1.20 g, 9.22 mmol) was added to the solvent of PEGA (3.0 g,
6.25 mmol), dissolved in water (10.40 g, 577.78 mmol) and mixed for 30 min to ensure that
the compounds were completely dissolved. Acrylamide and a small amount of APS were
then added to the solution and the mixture was stirred at 60 ◦C for 6 h. The hydrogel was
cooled to room temperature. The synthetic pathway is shown in Figure 7.
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Figure 7. The synthesis of PEGA-MEA-AM multi-component gel. Red molecules represent the MEA
fraction, blue molecules represent the PEGA fraction, and black molecules represent the AM fraction.

3.2.2. The Synthesis of PEGA-MEA-AM Gel with Salt

A small amount of 2-methoxyethyl acrylate (1.20 g, 9.22 mmol) was added to AIBN;
the mixture was stirred at 15 ◦C for 30 min in the absence of light until the white solid
was totally dissolved. PEGA (3.0 g, 6.25 mmol) was stirred in water (1.44 g, 80.00 mmol)
for 30 min to completely dissolve the monomers. The mixture of MEA and AIBN was
then added to the solution of PEGA. Next, BaCl2·2H2O (2.44 g, 10 mmol) was dissolved
in water (7 g, 388.89 mmol), and AM (1.2 g, 16.88 mmol) was dissolved in water (2.0 g,
111.11 mmol). These were successively added to the mixture of MEA, AIBN and PEGA.
The above solution was injected into the NMR tube and heated at 70 ºC, then heated in a
water bath by gradient heating for 8 h while remaining upright. The hydrogel was then
allowed to cool to room temperature.

3.2.3. The Synthesis of Deuterated Hydrogel

On the basis of the above reaction conditions and method, the deuterated hydrogel
can be obtained by changing the water in the reaction into a mixture of deuterated water
and water at a certain ratio. However, only some of the water was changed to a mixture
of water (1.08 g, 60.00 mmol) and deuterated water (0.4 g, 60.00 mmol). The resulting
hydrogel was named PMAB gel.

3.3. Characterization

One-dimensional 1H and 13C NMR spectra of the monomers and hydrogel samples
were acquired with a Bruker 500 MHz AVANCE III NMR spectrometer. All the experiments
were performed at 298 K and had no spin. 1H NMR experiments were acquired using
the Bruker sequence “zg”. The acquisition parameters were as follows: time domain
(number of data points), 39,998; dummy scans, 0; number of scans, 16; acquisition time,
1.99 s; delay time, 5 s; pulse width, 10 µs; spectral width, 19.99 ppm (10,000 Hz); FID
resolution 0.500025 Hz; and digitization mode, digital. The total acquisition time was
1 min and 20 s. 13C NMR experiments were performed by optimizing a sequence that was
modified to reduce the ringing effect and completely avoid 1H-13C coupling and NOE
during relaxation. After measuring each carbon T1, a delay time (D1) equal to 5 × T1MAX
(the longest relaxation time) was set to assure the complete relaxation of 13C nuclei. All these
experimental conditions were used to make the carbon integral suitable for quantitative
purposes. The experiments were acquired using the Bruker sequence “zgdc” (details are
provided in the Supporting Information), and the acquisition parameters were consequently
modified and set as follows: time domain (number of data points), 22,722; dummy scans, 0;
number of scans, 64; acquisition time, 0.98 s; delay time, 10 s; spectral width, 301.16 ppm
(37,878.789 Hz); FID resolution, 3.334 Hz; and digitization mode, digital.

4. Conclusions

In summary, a non-destructive testing method based on the NMR gradient-broadening
profile was put forward. Using this method, gel swelling can be continuously observed
at the micron level with high sensitivity and spatial resolution, and without requiring
contact. By using PROFILE, the sample profile can be extended to the frequency domain.
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Under these experimental conditions, a 20 mm sample was extended to 45,780 Hz. Due
to the high accuracy of NMR in the frequency domain (normally on the order of Hz), the
hydrogel detection accuracy of this method should be at the micron scale, which is much
higher than that of most other methods. A three-component hydrogel containing salt
ions was synthesized. By choosing the proper swelling medium, the produced precipitate
can be used to show the position of the interface between gel and liquid. By performing
continuous NMR scans, the swelling behavior can be studied in real time. Thus, this method
has obvious advantages when small swelling occurs and in real-time studies. Although the
PROFILE was confirmed to be a powerful technique, it still has some restrictions. The RF
coil length of the NMR instrument is limited and the maximal swelling height should not
exceed that of the coil; thus, the initial sample length should be properly selected.

As an additional advantage, the diffusion of water into the gel was observed, which
provides further possibilities to use this method in gel studies, such as in studies of the
material exchange between the gel and solvent, dynamics of the solvent molecules, etc. A
related investigation is ongoing.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/molecules28073116/s1, Supplementary S1, The princi-
ple of the volumetric method. Supplementary S2, The 1H NMR spectrum of PEGA: Figure S1. The
1H NMR spectrum of PEGA. Supplementary S3, The 1H NMR spectrum of AM: Figure S2. The
1H NMR spectrum of AM. Supplementary S4, The 1H NMR spectrum of MEA: Figure S3. The 1H
NMR spectrum of MEA. Supplementary S5, The 1H NMR spectrum of PMAB gel: Figure S4. The
1H NMR spectrum of PMAB gel. Supplementary S6, The 13C and DEPT-135o NMR spectrum of gel:
Figure S5. The 13C and DEPT-135o NMR spectra of PMAB gel. Supplementary S7, The NMR profile
sperctra of pure PMAB gel without solvent: Figure S6. The NMR profile spectra of pure PMAB gel
without solvent.
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Abstract: Nuclear Magnetic Resonance (NMR) relaxometry is a valuable tool for investigating
cement-based materials. It allows monitoring of pore evolution and water consumption even during
the hydration process. The approach relies on the proportionality between the relaxation time and
the pore size. Note, however, that this approach inherently assumes that the pores are saturated
with water during the hydration process. In the present work, this assumption is eliminated, and
the pore evolution is discussed on a more general basis. The new approach is implemented here to
extract information on surface evolution of capillary pores in a simple cement paste and a cement
paste containing calcium nitrate as accelerator. The experiments revealed an increase of the pore
surface even during the dormant stage for both samples with a faster evolution in the presence of the
accelerator. Moreover, water consumption arises from the beginning of the hydration process for the
sample containing the accelerator while no water is consumed during dormant stage in the case of
simple cement paste. It was also observed that the pore volume fractal dimension is higher in the
case of cement paste containing the accelerator.

Keywords: NMR relaxometry; cement hydration; accelerators; pore evolution; partially saturated;
fractal dimension

1. Introduction

Reducing the carbon footprint associated with cement production is an important
objective nowadays, and it can be achieved by a better exploitation of the cement com-
posites, for instance, using 3D printing technology [1]. Building without formworks has
the advantage of saving cost, time and materials associated with formwork construction.
However, it also implies some significant materials engineering challenges to substitute all
the requirements which are typically fulfilled by the formwork. One of the most impor-
tant characteristics of concrete extrusion, opposite to castable concrete, is that it requires
fast-setting and low slump [2]. These requirements must be fulfilled because the material
is unsupported after leaving the print nozzle. That is why the cement-based materials
for 3D printing applications are designed to exhibit fast build-up process. Moreover, it is
necessary that the mix energy used to break the bounds inside the material should be low
to enable delivery by normal pumps [1].

The speed of strength development of cement mixtures is controlled by adding ac-
celerators [3–5] or retarders [5–7] but also admixtures such as silica fume [8] or carbon
nanotubes [9]. Note, however, that choosing the correct type and amount of accelerator,
retarder or admixture is a difficult task. On the one hand, the rapid strength development
allows building of more layers on top of one another, and on the other hand, it reduces
the building time. Moreover, long setting times would be necessary to keep the surface of
the layers chemically active to form interfaces between layers of which behavior is close
to the bulk material [2,5,10,11]. Consequently, hydration kinetics must be controlled in an
accurate manner so that the material does not set during the printing process but, instead,
right after deposition to support its own weight and that of subsequently deposited layers
of material. There is a so-called “open time” [5,10] during which a specified volume of
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material must be extruded in the 3D printing process. In practice, the open time overlaps
with the dormant stage of the hydration process [5]. The open time is influenced by the
cement sample constituents and the temperature [12]. Controlling the open time for cement
mixtures is essential for successful 3D printing applications. That is why the development
of new approaches to monitor the hydration process is an important issue.

Low-field nuclear magnetic resonance (NMR) relaxometry techniques are valuable
instruments for monitoring the cement hydration under the influence of different additives
and admixtures [6–8,13–19]. They are completely noninvasive, do not require any special
sample preparation and can be applied even during the hydration process. By using NMR
relaxometry techniques it is possible to monitor the pore evolution and water consumption
during the hydration process. Note, however, that when applying NMR relaxometry to
cement-based materials, during the hydration, it is arbitrarily assumed that the pores are
fully saturated with liquid, an assumption which was never demonstrated but continues
to be used in the literature. Here, this assumption will be disregarded, and the data will
be analyzed in a more general manner. The results of the new approach will be compared
with those based on the pore volume fractal dimension analysis [20–24].

2. Theoretical Background

2.1. The Process of Cement Hydration

The cement hydration process starts immediately after mixing the cement grains
with water molecules [25]. It produces not only a simple neutral colloidal gel where the
cement grains are dispersed in water, but also some internal organization arises [25]. This
is because some amount of water almost instantly combines with the cement grains pro-
ducing micro-organized systems such as flocculation of cement grains, chemical reactions,
ettringitic pores and so on [25]. Water inside these pores was called “embedded water”
and is characterized by a shorter transverse relaxation time in NMR relaxometry [19]. The
remaining water, filling in the empty space between these microstructures, represents the
“capillary water” and has a longer relaxation time [19]. Note that in the present work, the
cement chemistry abbreviations are used, where C = CaO, S = SiO2, A = Al2O3, F = Fe2O3
and H = H2O [25].

It is customary to separate the hydration process of cement paste into five stages: the
initial stage, the dormant stage, the hardening stage, the cooling stage and the densification
stage [12,19,26]. These hydration stages were extensively discussed in the literature both
with respect of their duration and the influences introduced by different experimental
parameters [6,19,25]. Here, we will only shortly describe them to understand the pore
development. Thus, during the initial stage (less than 15 min) the C3A component of the
clinker reacts with water and releases heat. The ettringite formation starts immediately
creating a layer around the cement grains that isolates the paramagnetic relaxation centers
(Fe3+) on the surface of cement grains from the bulk water thus reducing the relaxation
rate [6,15,27]. During the dormant stage (between 15 min and 2 h), the silicates (C3S and
C2S) dissolve in water and the calcium and hydroxide ions are slowly released into the
solution. No changes in the porosity and no increase of the ettringite layer are expected
during this stage. During the hardening stage (between 2 h and 12 h), the hydroxide and
calcium ions reach a critical concentration and the calcium silicate hydrate (C-S-H) and
calcium hydroxide (CH) begin the crystallization process. Furthermore, during this period
the development of the ettringite layer continues. In the cooling period (between 12 h and
20 h), the reaction of C3S is much slower because the C-S-H and CH restricts the contact
between water and unhydrated cement grains. However, the porosity reduces, and the
relaxation time decreases accordingly. The densification stage lasts from 20 h to the end of
the cement hydration (conventionally considered 28 days). During this period C-S-H and
CH form a solid mass; this produces an increase in the strength and durability of cement
paste and, at the same time, a decrease in the permeability. The slow formation of hydrate
products occurs and continues providing that water and unhydrated silicates are present.
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2.2. NMR Relaxation in Partially Saturated Pores

In the NMR relaxometry of porous materials it is routinely considered that the pores
are saturated with the filling liquid and the observed transverse relaxation rate of confined
molecules is a weighted average between the bulk relaxation rate and the surface relaxation
rate of molecules confined inside a thin layer of few molecular diameters, uniformly
covering the internal surface of the pores [16,28]. However, there are many situations
when the pores are only partially saturated with the liquid. In that case, the relaxation
rate depends on the pore filling and the liquid distribution on the pore surface [16,28–30].
Assuming that the confined molecules wet the surface of the pores, the relaxation rate can
be expressed as a weighted average between the relaxation rate of the remaining bulk-like
liquid and the surface relaxation rate. In the case of cement-based materials, the bulk-like
contribution can be neglected, and the relaxation rate can be approximated as

1
T2

= ρ
Sp

Vl
. (1)

where Sp is the pore surface and Vl is the liquid volume inside the pores, under partially
saturated conditions. The constant ρ is called relaxivity and depends on pore surface proper-
ties, filling molecules and the intensity of the magnetic field of the experiment [15,18,27,30].
In the case of saturated pores, Vl = Vp, where Vp is the pore volume. Provided that relax-
ivity of the surface is known, for saturated pores it is possible to determine the pore size
distribution from relaxation time distribution measurements. Note that in all the investi-
gations reported in the literature related to relaxation studies on cement hydration, it is a
priori assumed that Vl = Vp. In the present work, this assumption is eliminated, and the
data are evaluated based on Equation (1) where only the volume of the confined liquid is
considered. Consequently, by representing the ratio Vl/T2 as a function of hydration time,
information on surface evolution during the hydration can be extracted. This approach
will be exploited here to monitor the surface evolution of the capillary pores in cement
paste during the first hours of hydration (dormant and hardening stage).

2.3. The Transverse Relaxation Time and the Fractal Dimension

Starting with the introduction of fractals by Mandelbrot in 1977 [31], the geometrical
structure of pores and the pore surface could be described based on fractal dimension [20–22].
The concept of fractal dimension can be used also for analyzing a volume distribution of
pores [22]. Thus, a uniform pore size distribution corresponds to the topological dimension
of three while a variation in the pore size distribution can be described by a fractal volume
dimension D f < 3. From the practical side, it was demonstrated that, in the case of fiber
recycled concrete, there is a linear relationship between the pore volume fractal dimension
and the strength [21].

The basic theory that relates the fractal geometry of the porous structure to the NMR
relaxation data is comprehensively described by Zhang and Weller [22]. They have shown
that the transverse relaxation time of molecules confined inside porous structures can be
related to the pore volume fractal dimension, D f , in accordance with the work in [22]:

log(Vc) =
(

3 − D f

)

log(T2)−
(

3 − D f

)

log
(

TmaxD
2

)

(2)

where Vc is the cumulative volume fraction of the wetting fluid in the pore space, with
the relaxation time smaller than T2. It is defined as the ratio between the volume of
pores characterized by a relaxation time smaller than T2 and the total pore volume. The
cumulative volume can be calculated from NMR relaxation time distribution by dividing
the area under the curve, obtained for relaxation times smaller than T2, to the total area
of the distribution [22]. TmaxD

2 represents the maximum detectable relaxation time in
the relaxation time distribution. Note that the above formula was derived under the
condition T2 >> TminD

2 , where TminD
2 is the minimum relaxation time detected in the

distribution. That is why fitting of cumulative volumes with a linear curve to extract the
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slope and thus to determine the pore volume fractal dimension is only possible under such
circumstances [22]. Consequently, the data will be fitted here only for relaxation values
close to the TmaxD

2 . The above Equation (2) originates in the assumption that the pore
dimension is proportional with the relaxation time. In the case of partially saturated pores,
the above equation is still valid, but the probed dimension refers there to the liquid volume
inside the pore space.

3. Results and Discussion

The samples under investigation were the simple cement paste (CP) prepared with
a water-to-cement ratio of 0.4 and a cement paste additionally containing 3% by cement
weight of Ca(NO3)2, as accelerator. The echo trains recorded in the Carr–Purcell–Meiboom–
Gill (CPMG) [32,33] experiments, performed at 15 min intervals, during the first 6 h of
hydration are shown in Figure 1. Comparing the time evolution of the two samples it is
observed a faster increase in the slope of the echo trains recorded for the sample containing
the accelerator (Figure 1b). This effect arises as calcium nitrate increases the concentration
of calcium ions leading to a faster supersaturation with respect to the silicate hydrates [5].
This in turn produces a faster development of the C-S-H phase and faster consumption of
the capillary water in the hydration process (see Section 2.1 above).

 

(a) (b) 

Figure 1. CPMG echo trains recorded for the two samples, at different hydration times, as indicated
in the legend: (a) Cement paste sample prepared at a water-to-cement ratio of 0.4; (b) Cement paste
prepared at 0.4 water-to-cement ratio which additionally contains 3% accelerator (Ca(NO3)2).

To monitor the effects of water consumption and the evolution of capillary pores the
curves depicted in Figure 1 can be analyzed using a numerical Laplace inversion [34,35].
The numerical analysis provides the relaxation time distributions shown in Figure 2.
One can observe three peaks corresponding to different water reservoirs inside the sam-
ple: two peaks of smaller area and one peak of larger area. The first and the second
peak (from the left) can be attributed to the water inside intra- and inter C-S-H pores,
respectively [14–16,27]. They arise immediately after mixing the cement grains with water
molecules and remain constant during the dormancy stage. The shift in the position of
the second peak to smaller values can be attributed to a denser inter C-S-H phase [19].
Beginning with the acceleration stage, the area of the two peaks starts to increase showing
that more and more intra and inter C-S-H pores are formed inside the sample.
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(a) (b) 

Figure 2. Relaxation time distributions for the two samples, at different hydration times, as indicated in the legend:
(a) Cement paste sample prepared at a water-to-cement ratio of 0.4; (b) Cement paste prepared at 0.4 water-to-cement ratio
which additionally contains 3% accelerator (Ca(NO3)2), by cement mass.

The third peak (the largest one) in the relaxation time distributions, shown in Figure 2,
corresponds to the capillary water contained between the cement grains during the first
stage of hydration and will be monitored here in more detail. The area of the peak
is proportional with the amount of water inside the capillary pores. Figure 3 shows
the dependence of the peak area (Figure 3a) and of the position of the peak maximum
(Figure 3b) on the hydration time in the case of the simple cement paste (CP) and the
cement paste containing the accelerator (CP + 3% Ca(NO3)2). One can observe faster
decay of the peak area and of Tmax

2 in the case of sample containing the accelerator as
compared with the simple cement paste. The faster evolution demonstrates accelerated
hydration dynamics introduced by the calcium nitrate. This observation is consistent
with the previous reports that calcium nitrate increases the concentration of calcium ions,
leading to a faster supersaturation with respect to the silicate hydrates and thus producing
a faster development of the C-S-H phase and faster consumption of the capillary water in
the hydration process [5].

max
2

max
2/lV T

lV
max

2/Area T

  

(a) (b) 

Figure 3. (a) The peak area evolution during hydration for the capillary pores of the two samples; (b) Evolution of the
relaxation time corresponding to the peak maximum during the hydration.

Comparing the area evolution of the capillary water peak for the two samples (Figure 3a)
it is observed that the area of CP peak remains constant up to 3 h of hydration, but a continu-
ous decrease arises in the case of cement paste containing the accelerator (CP + 3% Ca(NO3)2).
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The relatively constant peak area of the CP capillary pores indicates that the pore volume
does not change during the dormancy stage and water is not consumed to form hydration
products. Consequently, the reduction of the relaxation time observed in Figure 3b during
the dormant stage can only be attributed to the changes in the pore surface. To demonstrate
this conclusion, we notice from Equation (1) that if we represent the ratio Vl/Tmax

2 as a
function of hydration time, this ratio will describe the pore surface evolution. Note that Vl

is proportional with the peak area, consequently Area/T2
max is represented in Figure 4 as

a function of hydration time. According to Equation (1), this representation is independent
of the assumption that the pores are saturated with water and provides information of
pore surface evolution during the hydration. As one can observe, the surface of capillary
pores increases for both samples, but the process is faster for the sample containing the
accelerator (circles).

fD
log cV 2log T

Figure 4. Ratio between the peak area and the peak maximum in the relaxation time distributions
shown in Figure 2 for the capillary water component of the two samples, as indicated in the legend.
In the case of sample containing the accelerator, the evaluation was restricted to shorter relaxation
times due to the overlapping of the capillary peak with the signal corresponding to the C-S-H pores.

The changes in the pore morphology can be also described by monitoring the volume
fractal dimension D f . This quantity can be evaluated based on the log-log representation
suggested by Equation (2). The log(Vc) versus log(T2) curves are shown in Figure 5 for
the two samples during the first six hours of hydration. A decrease in the slope for both
samples is obtained during the hydration which is equivalent, based on Equation (2),
with an increase in the fractal dimension. As can be observed from the figure, the fractal
dimension varies from 2.237 to 2.663 in the case of simple cement paste (Figure 5a), and
from 2.356 to 2.723 in the case of cement paste containing the accelerator (Figure 5b). This
variation in fractal dimension is continuous (see the slopes in Figure 5c,d, respectively)
and correlated with the change in the surface size revealed in Figure 4. Note that, the
increase in the fractal dimension of cement based materials was associated with an increase
in their strength [21]. Here, the increase in fractal dimension could be again correlated with
the increase in strength during the hydration. However, establishing a direct relationship
between compressive strength and pore volume fractal dimension, determined by NMR,
requires supplemental investigations.
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2log T

2T

−

2R

Figure 5. Versus log(T2) at different hydration times for the capillary water peak in Figure 2 in the case of cement paste
sample (a) and the cement paste containing the accelerator (b). T2 was considered here in milliseconds. The linear fits with
Equation (2) for the two samples were performed after shifting the data on the abscissa axis, for a direct comparison. The
same region, between −0.08 and 0.00 on the abscissa axis, was used for all fits. A continuous change in the slope is observed
both for the simple cement paste (c) and the sample containing the accelerator (d). The coefficients of determination R2 in
all fits were bigger than 0.93, indicating a good linear approximation.

4. Materials and Methods

4.1. Sample Preparation

Two samples, with the same water-to-cement ratio of 0.4, were prepared and compar-
atively investigated in the present study. One sample is a pure cement paste (CP) obtained
by mixing Portland cement with water and the other additionally contains 3% Ca(NO3)2
by cement mass. The two samples were prepared with white Portland cement CEM I
52.5 R (Holcim, Bucuresti, Romania), fulfilling the European Standard BS EN 197-1. The
white cement was chosen here on purpose due to its low content of iron oxide (<0.5%), in
order to reduce internal gradients that can be induced by susceptibility difference between
the solid matrix and filling liquid [13,36]. The Ca(NO3)2 accelerator was acquired from
NORDIC Chemicals SRL, Cluj-Napoca, Romania. Before mixing with cement powder,
the accelerator was dissolved in water. The ingredients were then mixed for 5 min using
a mixer, at 100 rpm. The resulting paste was poured into 10 mm glass tubes and then
introduced inside the probe head. The tubes were sealed to prevent water evaporation. The
first NMR measurements were always performed at 15 min counting from the initiation of
the mixing process and the last after 6 h of hydration.

4.2. NMR Measurements

Transverse relaxation measurements of fluids confined inside the cement paste pores
were performed using the well-known Carr–Purcell–Meiboom–Gill (CPMG) technique [32,33].
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In the CPMG pulse sequence, an initial 90◦ radiofrequency pulse around the y-axis is fol-
lowed by a train of 180◦ pulses around the x-axis at time instants τ, 3τ, 5τ, . . . The attenua-
tion of the echo train recorded at the time instants 2τ, 4τ, 6τ, . . . contains information about
the transverse relaxation time distribution inside the sample. If the sample is heterogeneous
and the echo train attenuation is multiexponential, a numerical Laplace inversion [34,35]
of the echo train provides the relaxation time distribution. In the case of liquids confined
inside porous media, the relaxation time distribution mimics the pore size distribution and
a quantitative description of the pore sizes can be obtained provided that the relaxivity
of the pore surface is known from independent measurements. The main advantage of
such a multiple echo technique for the determination of the transverse relaxation time is
that it allows fast multiple accumulations of the echo train signal—an important issue in
increasing the detection sensitivity. Furthermore, due to the short echo times implemented
it reduces diffusion effects on transverse relaxation measurements [13,36].

The experiments were performed using a Bruker Minispec MQ20 instrument (Bruker
BioSpin GmbH, Rheinstetten, Germany), operating at a proton resonance frequency of
20 MHz. The CPMG echo trains consisting of 1000 echoes were recorded after 32 scans,
with an echo time of 80 µs and a recycle delay of 0.5 s. With these parameters, the record-
ing duration of one echo train was short enough to prevent sample changes during the
experiment. The measurements were performed at 35 ◦C, the working temperature of the
Bruker Minispec MQ20 instrument, without using the external temperature control unit.

5. Conclusions

Monitoring the evolution of NMR relaxation time under the influence of different
parameters can be used as a tool in determining the pore evolution of cement-based
materials. Here, the influence of an accelerator on the surface evolution of capillary pores
was studied using a low-field NMR instrument. The approach employed here removes
the generally used assumption that the capillary pores are saturated with water during
the early hydration. Based on the new approach, it was shown that the surface of capillary
pores increases during the early hydration (less than 6 h) even during the dormant stage
and this effect is higher in the presence of an accelerator. However, in the case of simple
cement paste, the pore volume sems to be constant during the dormant stage, and a clear
identification of the dormant stage is possible by plotting the area of the peak versus
hydration time. In the presence of an accelerator there is a continuous consumption of
water in capillary pores, and one cannot clearly identify the dormant stage, at least for the
accelerator content and hydration temperature used in the experiments. The volume fractal
dimension of capillary pores increases during the hydration in the case of both samples,
with higher values in the case of cement paste containing the accelerator. This indicates a
more uniform pore distribution in the case of the sample containing the accelerator.
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Abstract: Titanium dioxide (TiO2) is an excellent photocatalytic material that imparts biocidal,
self-cleaning and smog-abating functionalities when added to cement-based materials. The presence
of TiO2 influences the hydration process of cement and the development of its internal structure.
In this article, the hydration process and development of a pore network of cement pastes containing
different ratios of TiO2 were studied using two noninvasive techniques (ultrasonic and NMR).
Ultrasonic results show that the addition of TiO2 enhances the mechanical properties of cement
paste during early-age hydration, while an opposite behavior is observed at later hydration stages.
Calorimetry and NMR spin–lattice relaxation time T1 results indicated an enhancement of the early
hydration reaction. Two pore size distributions were identified to evolve separately from each other
during hydration: small gel pores exhibiting short T1 values and large capillary pores with long T1

values. During early hydration times, TiO2 is shown to accelerate the formation of cement gel and
reduce capillary porosity. At late hydration times, TiO2 appears to hamper hydration, presumably
by hindering the transfer of water molecules to access unhydrated cement grains. The percolation
thresholds were calculated from both NMR and ultrasonic data with a good agreement between
both results.

Keywords: cement hydration; titanium dioxide TiO2; NMR; ultrasonic; calorimetry

1. Introduction

Titanium dioxide (TiO2) has been studied for potential applications, notably as a white pigment
and in hydrolysis [1] and electricity production [2], as well as an additive in construction materials
(cement, concrete, tiles and windows) for its sterilizing, deodorizing and antifouling properties [3–8].
TiO2 integrated into construction materials effectively decomposes or deactivates volatile organic
compounds, removing bacteria and other harmful agents. Cement-based, self-cleaning construction
materials can play a major role in achieving clean air conditions in modern urban environments.
Accordingly, it is of critical importance to characterize the structural properties and hydration kinetics
of these materials to improve their mechanical performance.

Different, nondestructive methods are used to investigate the hydration of cement-based materials.
The authors of [9,10] provide an overall view of these techniques. NMR has the advantage of
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nuclear-spin selectivity, where only one nuclear-spin isotope is detected at a time. The resulting
resonances provide information on the local structure and dynamic effects. NMR allows studying
the development of cement microstructures and kinetics in real-time during cement hydration, even
at the earliest hydration times. Until now, several NMR techniques have been reported to provide
valuable information on the porosity, pore size distribution and hydration kinetics of cement pastes.
Such techniques include NMR cryoporometry [11,12], imaging [13–15] and diffusion studies [16–19].
The most widely used technique to study the porosity and hydration of cement pastes is proton
(1H) NMR relaxometry [20–23]. In this method, the molecular motion and chemical and physical
environments of water molecules are probed continuously by measuring the 1H nuclear-spin–lattice
and spin–spin relaxation times of hydrogen nuclei. Ultrasonic wave velocity measurements similarly
provide an excellent nondestructive tool to continuously monitor the evolution of the solid matrix as
cement hydrates from the initial fluid state to the final solid configuration [24,25]. Measuring the speed
of ultrasonic waves propagating through the cement slurry allows for in situ monitoring of hydration
dynamics and determination of elastic properties [26–28].

When additives with hydrophilic properties, such as TiO2, are added to a cement paste,
the hydration process and pore size development are affected in multiple ways [29,30]. It is known
that the surface of fine fillers provides additional sites for the nucleation of C–S–H, accelerating
the hydration reaction by reducing the energy barrier [31]. The effectiveness of this catalytic effect
depends on the dosage and fineness of the nanoparticles. For TiO2 nanoparticles, their addition
to cement can result in decreased water permeability and improved durability properties, such as
chloride penetration and capillary adsorption [29]. It has been reported that the addition of TiO2

nanoparticles to ordinary Portland cement results in an accelerating effect of early cement hydration,
directly proportional to particle/agglomerate size [32]. TiO2 nanoparticles acquire a negatively charged
surface in the early-stage “ionic soup” of hydrating cement, balanced by increasing Ca+2 concentrations.
Agglomeration is promoted via ion-ion correlations, also observed in C–S–H gel particles [33]. It is
known that adding TiO2 to cementitious materials enhances the mechanical properties of the cement
in the early age of hydration. Enhanced mechanical properties for cementitious materials doped with
TiO2 are also reported at the late stage of hydration [32,34–39]. In a recent review by Rashad [40],
the optimum percentages of TiO2 in cementitious materials at which mechanical properties enhanced
were summarized as 1–4% for concrete, 2–10% in mortars and up to 10% in pastes. Other studies
reported opposite results, where the mechanical properties of cementitious materials doped with
TiO2 decreased at later stages of hydration [41–43]. The effect of adding TiO2 in cement hydration
and hardening, as well as the effect on the mechanical properties at late hydration times, are not
fully clarified. This is considerably important for the development of new construction materials that
incorporate TiO2 for its sterilizing effects but less likely for its photocatalytic properties where a more
practical approach would be the application of coatings to the exterior surface of the structures.

In this article, results from both NMR and ultrasonic velocity measurements on the effect of TiO2

on the hydration of Portland cement are presented. NMR 1H spin–lattice relaxation and diffusion data
are recorded. These measurements monitor the dynamics of water molecules confined in cement pores
and their interaction with the pore surface.

2. Experimental

2.1. Ultrasonic Section

In bulk solid materials, ultrasonic waves propagate mainly in two modes: shear and longitudinal
waves. In cement, shear waves are expected to propagate only after C–S–H cement gel first percolates
(i.e., at cement setting time) [24]. On the other hand, longitudinal waves propagate through the initial
suspension. As the hydration procedure continues, the system becomes increasingly rigid and develops
a solid matrix of pores filled with water. The longitudinal VL and shear Vs wave velocities increase as
both the bulk and shear moduli increase rapidly in value. VL is related to the constrained modulus [44],
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M = ρ VL
2, where ρ is the density of the sample. By monitoring the evolution of VL during the

hydration process and the evolution of the cement paste density, it is possible to deduce the evolution
of the M modulus of the cement paste as a function of the hydration time. During the propagation of
the signal through a material, its spectrum deforms and experiences high damping [25,26,45,46].

2.2. NMR Section: Spin-Lattice Relaxation Time

In this study, 1H-NMR spin–lattice relaxation time T1 measurements are used to obtain information
on the hydration process in a nondestructive manner. T1 is determined by the water/solid interface of
the cement system and the development of the pore network. The relaxation rate, 1/T1, of mobile water
molecules increases near a liquid-solid interface due to the exchange between the free and bonded water
and the presence of paramagnetic sites on the solid surface [13]. In the fast-exchange approximation:

1
T1

=
1

T1b
(p) +

1
T1 f

(1− p) (1)

where the subscripts b and f refer to the “bonded” water near the pore surface and “free” water,
respectively; p is the fraction of bonded water molecules at pore surfaces [22,47]. For spherical pores
with mean radius r, assuming bonded water molecules form a layer of thickness ε [23],

p =
3ε
r

=
εS

V
(2)

where S/V is the pore surface area to volume ratio. As 1
T1 f
≪ 1

T1b
, due to the presence of paramagnetic

sites on the solid surface, the overall relaxation rate depends linearly on the S/V of the pores.

1
T1

=
1

T1b

(

pS

V

)

(3)

In cement and other complex porous materials, T1 spreads over a wide distribution of relaxation
times due to the existence of pore sizes ranging from nanometers to micrometers. During cement
hydration, pore networks develop within the cement matrix. The nuclear magnetization in a saturation
recovery experiment can be expressed as [23]:

R(t) =
Mo −M(t)

Mo

∫ ∞

0
g (T1) exp

(

− t

T1

)

dT1 (4)

where R(t) is the proton magnetization recovery function, M0 is the magnitude of the magnetization
at equilibrium and M(t) is the observed magnetization as a function of time t. Here, g(T1) is the T1

distribution function, which can be resolved by means of an inverse Laplace transform [23], unveiling
important information on the porous microstructure in the hardened material.

There are mainly three different “water groups” in hydrating cement pastes, which can be
monitored by T1

1H-NMR relaxometry. First, water chemically bound to OH groups (portlandite,
gypsum and ettringite) exhibits a restricted motion, characterized by long T1 (> 100 ms) and very
short spin-spin T2 (≈10 µs) relaxation times. In this study, this water group is intentionally excluded
from the data acquisition by setting the experimental time window for the NMR measurements
accordingly. Second, mobile water is incorporated into the C–S–H phase and located in the restricted
volume of the gel pores. The relaxation is dominated by the pore–surface interactions, resulting in
short T1 and T2 values (0.5–1.0 ms). Monitoring the gel pore water is of primary importance, as it
controls the viscoelastic response of C–S–H gel to mechanical loading and relative humidity changes
(drying shrinkage). Third, water is trapped inside capillary pores (3–50 nm) and microcracks of the
hydrating cement pastes, with considerably higher relaxation times (~5–10 ms) [48,49], albeit lower
compared to bulk water (~2 s).
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2.3. NMR Section: Spin-Spin Relaxation Time and Diffusion Measurements

Measuring the water self-diffusion coefficient (D) is important in studying cement, as it is
directly related to hydration and the development of the gel matrix. D is directly connected to water
permeability and thus to the durability and aging properties of cement. The conventional NMR method
for measuring D is to monitor the 1H-NMR spin echo decay in a constant linear magnetic field gradient.
For the isotropic diffusion, the NMR data can be fitted to the relation [19]:

M(2τ) = Mo exp
(2τ

T2
− 2

3
γ2 D G2 τ3

)

(5)

where γ = 26.7522 × 107 rad s-1T−1 is the gyromagnetic ratio for proton, and G is the magnetic field
gradient. The linearly exponential part of the decay corresponds to T2 and the cubic exponential decay
corresponds to dephasing due to the presence of the magnetic field gradient. However, water molecules
in porous systems do not diffuse freely due to pore confinements. Therefore, the dephasing part of
the spin echo deviates from the previous equation [18,19,50]. To describe the dephasing behavior,
two length scales need to be compared [50,51]: structural length lS (=V/S, for spherical pores) and
dephasing length lG, i.e., the distance a particle must travel to dephase by a full cycle in the magnetic
field gradient. If the diffusion length ID(=

√

6Dτ) < lS or < lG, water molecules diffuse freely in the
porous matrix and Equation (5) is valid. However, if lS < lD, the magnetization decay is in the so-called
motional averaging regime [50,51], and the dephasing part of the spin echo decay is characterized by a
single exponential law. For the case of spherical pores [52,53]:

M(2τ) = Mo exp
[

−
(

8
175
γ2 G2 R4

D

)

2τ
]

(6)

On the other hand, if lG < lS and < ID, the magnetization decay is in the so-called localization
regime [50], and the following expression applies:

M(2τ) = Mo exp
[

−1.02
(

(γ G)
2
3 D

1
3

)

2τ
]

(7)

The above is applicable when the magnetic field gradient is very strong and water molecules have
already dephased significantly before they reach the pore walls.

2.4. Materials

White cement (CEM II-42.5) was provided by Lafarge–Heracles (Greece) and TiO2 (P-25 Aeroxide)
was purchased from Degussa. White cement was selected because of its low iron oxide content,
which causes line shape broadening in NMR experiments due to magnetic susceptibility effects.
According to the manufacturer, P-25 TiO2 contains 70% anatase and 30% rutile (w/w), with average
grain sizes of 21 nm and a specific surface area of 50 m2/g. Four cement paste mixtures were prepared,
namely C100, C97T3, C93T7 and C85T15. The number at the end of the doped sample names refers to
the weight percentage of TiO2 that replaced equal amounts of cement (3, 7 and 15% w/w, respectively).
The water-to-cement ratio (w/c) was kept constant for all samples at w/c = 0.40. The percentages were
chosen based on expansion measurements by Flow Table. The sample with 15% titania (C85T15) has
a w/c ratio of 0.40, which is also its normal plasticity water, thus ensuring its workability. All other
percentages are roughly selected by dividing the percentage of titania. Regarding sample preparation,
cement and TiO2 were initially mixed together at the appropriate weight ratio of each specimen and
stirred at a low mixer speed for 10 min to ensure excellent dispersion of TiO2 in cement. Mixing with
distilled water was performed according to the procedure described in the EN 196-1 standard [54].
For the ultrasonic experiments, each sample was cast in a Plexiglas cubic mold (10 × 10 × 10 cm)
immediately after mixing with water. The thickness of the Plexiglas wall at the position of contact
with the ultrasonic transducers was 0.25 cm. Care was taken to ensure constant pressure on the
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transducers attached on opposite sides of the mold by the use of springs. The quality of the contact was
assured by the application of lubricant between the transducers and the Plexiglas mold. Samples were
saturated with distilled water after 6 h of casting and the open top of the molds was membrane-sealed.
With this procedure, shrinkage was minimized, and good contact between the Plexiglas wall and the
curing cement was ensured to avoid sound attenuation and signal loss. Ultrasonic measurements
were conducted with a commercial ultrasonic pulse generator (GE USM 23) driving two identical
transducers of nominal frequency (500 kHz). The waveforms were recorded with an A/D converter
using LabView home-built software. All experiments were performed at room temperature for a
minimum time period of 80 days and conducted four times. The values of the ultrasonic velocity
measurements provided here are the mean values of the four experiments. The estimated uncertainty
for the ultrasonic velocity measurements was ± 30 m/s (calculated as 1

2 (Vmax − Vmin), where Vmax and
Vmin are the maximum and minimum velocity values as measured from the experiments). For the
NMR experiments, samples were taken from the same mixtures used in the ultrasonic measurements
to ensure identical preparation conditions. Immediately after mixing with water, the samples were
sealed into NMR glass tubes (9 mm in diameter and 30 mm in length) using a Parafilm® membrane to
minimize the evaporation of water. 1H-T1 experiments were conducted using a home-built circular
Halbach array magnet, suitable for low-field NMR measurements [55]. The field at the magnet center
was 0.29 T, corresponding to a proton resonance frequency. The magnet was coupled to a broadband
spectrometer operating in the frequency range of 5–800 MHz. T1 was measured using a standard
saturation recovery technique ((π/2) − t − (π/2) − τ − (π)) with the interpulse delay, t, ranging between
100 µs and 6 s on a logarithmic scale. The signal was detected by the common Hahn echo pulse
sequence with a τ value of 60 µs. All experiments were performed at room temperature and the
hydration process for each sample was monitored for 28 days. Time intervals between successive
experiments ranged from minutes and several hours in the initial hydration stage up to full days at the
later hydration stages. At the early stage of hydration, T1 was characterized by a single exponential
function. However, with progressive hydration, a multiexponential behavior 12.1718 developed,
which was resolved by means of an inverse Laplace transform [55]. The numerical Laplace inversion
of the 1H- of 12.1718 MHz NMR saturation recovery curves was obtained using a modified CONTIN
algorithm [56], which was constrained to a positive output for 30 logarithmically distributed points
between T1min = 0.01 ms and T1max = 10.000 ms.

Water diffusion experiments were also conducted in the same Halbach magnet with a magnetic
field gradient of 1.03 T m–1. Measurements were carried out using the Hahn echo pulse sequence
((π/2) − τ − (π) − τ − echo) with the interpulse delay, τ, ranging from 20 to 8 ms. All experiments
were performed at room temperature and the hydration process for each sample was monitored for
300 h with time intervals between successive experiments ranging from minutes to several hours.
The uncertainty in the T1 values was estimated at ±0.01 ms.

From the same batch mixtures that were used for ultrasonic and NMR analyses, an additional set
of cement-TiO2 specimens were prepared to measure microstructural properties during hydration.
Each specimen was set in prismatic molds (20 × 20 × 80 mm) and left to hydrate at a relative humidity
of 98 ± 2% and a temperature of 21 ± 1 ◦C inside a curing chamber. The molds were membrane-sealed
and covered with glass sheets to avoid water evaporation. After two days, the specimens were
removed from the molds. These prismatic specimens were used to measure density at progressing
hydration ages using the standard Archimedes method with water. All specimens were examined
during the first 28 days of hydration with scanning electron microscopy (SEM) using a FEI Quanta
Inspect coupled with an energy-dispersive spectroscopy (EDS) unit. Specimens were vacuum dried
using ethanol and diethyl ether prior to analysis and gold-coated. Standard Vicat measurements
were performed and isothermal calorimetry measurements were carried out in an I-CAL 2000 HPC,
Calmetrix at 20.0 ± 0.5 ◦C. The hydration of the mixtures was monitored by simultaneous differential
thermal analysis and thermogravimetry (DTA/TG) in a Perkin Elmer Pyris 2000 thermal analyzer [57].
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3. Results and Discussion

3.1. Vicat, Isothermal Calorimetry and DTA/TG Measurements

Figure 1 exhibits the normalized rate of hydration (per gram of cement + TiO2) for all mixtures,
according to isothermal calorimetry measurements performed for the first seven days. Note that the
w/c ratio is the same for all mixtures.

Figure 1. Isothermal calorimetry measurement. Power versus hydration time and heat release versus
hydration time divided by the total solid mass.

These calorimetry data show that the peak heights were increased with the addition of the inert
TiO2 nanoparticles, thus the addition of TiO2 greatly affects the early-age hydration. The TiO2-doped
samples’ heat release curves around 5 h are shifted to the left, indicating the early-age acceleration
effect of TiO2. Although Titania is inert, the rate of reaction of the clinker component is enhanced.
The main peak is higher for the samples with 7% titania, while for all doped samples, it is higher than
the reference sample, and the acceleration slope is steeper for all the doped samples compared to the
reference sample. The cumulative heat of the C85T15 sample falls lower than the reference sample
after approximately 24 h. Considering that J in Figure 1 is referred to as the extent of the hydration
process, the differentiation of mixture C85T15 is attributed to the sorter retardation/deceleration period
and the beginning of the long-term reactions at earlier stages. Overall, the full curve of C85T15 is
shifted to the left.

Standard Vicat measurements were performed in all mixtures for determining the initial and final
setting time (see Table 1 in Section 3.5), using the same amount of water.

Table 1. Percolation parameters (pc) obtained from fitting NMR and ultrasonic data to Equations (8)
and (9) and weighted standard deviation. Vicat measurements with uncertainty values.

Sample Percolation Threshold, pc Vicat Setting Times (h)

Ultrasonic/h NMR/h Initial Final

C100 4.7 ± 0.08 3.6 ± 0.1 4.18 ± 0.02 4.88 ± 0.02

C97T3 4.3 ± 0.1 3.3 ± 0.1 3.66 ± 0.02 4.26 ± 0.02

C93T7 3.7 ± 0.2 2.8 ± 0.2 3.35 ± 0.02 3.80 ± 0.02

C85T15 3.2 ± 0.4 2.2 ± 0.3 2.78 ± 0.02 3.15 ± 0.02

The setting time determined by different methods and the hydration process are presented and
discussed in Table 2 (Section 3.5).
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Table 2. Periods of the hydration process for all four samples.

Samples C100 C97T3 C93T7 C85T15

NMR Start of acceleration (h) 1.63 1.57 1.20 1.08

Formation of “shoulder” (h) 4.88 4.71 - -

Start of diffusion (h) 89.0 43.0 29.0 23.0

UltraSounic Initial detection of signal (h) 2.75 2.73 2.22 2.20
End of acceleration (h) 8.8 6.0 4.9 3.9
End of deceleration (h) 692 570 490 306

Calorimetry Start of acceleration (h) 1.67 1.37 1.26 1.06

End of acceleration/start of deceleration (h) 9.04 6.48 5.66 4.87

Based on the peaks appeared in the DTA curves, the total amount of chemically bound water
(attributed to the hydrated C–S–H and C–A–H phases) was calculated gravimetrically (TG%) at
different setting periods in the range of 75–320 ◦C [58,59]. Samples were heated in an air atmosphere
in three steps: from 25 to 60 ◦C, using a heating rate of 5 ◦C/min; a hold-step at 60 ◦C for 1 h (aiming to
remove any physically adsorbed water; and heating up to 400 ◦C with a rate of 10 ◦C/min. The amount
of chemically bound water was compared to that calculated in a reference cement specimen (C100R)
after setting for two years at the same curing conditions.

The hydration rate (RH) of each different cement-TiO2 mixture was calculated (Figure 2) by
dividing the amount of bound water at different setting periods by the amount of bound water in the
fully hydrated cement (C100R) [60].

Figure 2. Normalized hydration rates of the four samples with respect to the fully hydrated
C100R sample.

3.2. Ultrasonic Experiments

The hydration process for all samples was monitored by means of continuously measuring the
longitudinal ultrasonic wave velocity as a function of hydration time. Figure 3 demonstrates the
longitudinal ultrasonic velocity VL as a function of hydration time. As seen from Figure 3, the hydration
periods of cement [27,61,62] are distinguished in the time evolution of VL except for the “dormant
period”, which occurs at the early time (below 2 h) of hydration, where cement paste behaves as a
liquid suspension of particles. In our measurements, no longitudinal velocity signals were observed at
the dormant period (left region of the dashed line A, Figure 3) as entrapped air led to strong attenuation
of the longitudinal waves [25,26,62]. Air bubbles within the binder blocked the higher frequencies at
the early-age, allowing them to transmit at a later-age [26,45,63–65]. The evolution of the frequency
follows the evolution of the ultrasonic velocity and asymptotically reaches the carrier frequency at later
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times. Between ~2 and 3 h of hydration (dashed lines A and B), ultrasonic waves become detectable
and VL increases rapidly with hydration time.

Figure 3. Ultrasonic longitudinal velocity versus hydration time for the samples used in this study.
The inset presents the data during the first ten hours of hydration time. The vertical dashed lines are
presented for clarification and to indicate the different hydration periods as discussed within the text.

Samples with higher TiO2 content exhibited higher VL values. The VL value of the sample
with the highest TiO2 content, C85T15, was recorded approximately 40 min earlier compared to
the reference sample, C100 (notice the signal between the two blue lines in the inset of the figure).
This indicates that substituting cement with TiO2 causes a strong acceleration of the early hydration.
In the “acceleration period” (~3–0 h, lines B and C), an increased hydration rate is observed for all
the samples with the lowest VL values for the reference sample. The rapid growth of cement gel in
this period facilitates solid pathways, which enables the transmission and detection of longitudinal
waves [28,45]. After approximately 10 h of hydration, the “deceleration period” began with a slower
increase in VL for all samples compared to the acceleration period. This period lasted for up to
~300 h of hydration for the TiO2-containing samples (between lines C and D) and up to ~700 h for the
reference sample (between lines C and E). The data show a nonlinear behavior for the TiO2-containing
specimens and a linear behavior for the reference sample, a characteristic of adding fine aggregates to
cement [66–70]. The addition of fine aggregates accelerates the evolution of the microstructure [51].
Therefore, additives such as TiO2 caused a reduction of the distances among solid particles, and smaller
amounts of hydration products are needed to form the first connection path for the ultrasonic signal to
transmit. This “filler effect” is also observed in the SEM images of the samples and presented later in
this section (Figure 8). A further observation of the data at the end of this period indicates that the
VL value of the reference sample overpassed the VL values of the other samples, indicating its solid
paths became fully developed. This is opposite to what was observed at the early stage of hydration
(between the two blue lines).

Furthermore, all samples reach a saturation value in their ultrasound velocity after 1000 h.
The saturation values from Figure 3 are calculated as 3018 m/s for sample C85T15, 3123 m/s for sample
C93T7, 3169 m/s for sample C97T3 and 3207 m/s for sample C100.

These values are inversely proportional to the amount of TiO2 in the sample, indicating the
reduction of the constrained modulus with increasing TiO2 content in cement. In this connection,
the constrained modulus (M = ρVL

2) of the samples is calculated, and the results are presented in
Figure 4.
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Figure 4. Evolution of constrained modulus M for the samples versus hydration time.

The saturation values of Msat are 15.2, 16.4, 17.7 and 17.8 Gpa for C85T15, C93T7, C100 and C97T3,
respectively. It is known that TiO2 is added to construction materials (cement, concrete, tiles and
windows) for its sterilizing, deodorizing and antifouling properties [3–8]. The results of Figure 4
show that if too much TiO2 (15%, as in C85T15) is used, the mechanical properties of the material will
be affected.

3.3. 1H-Spin–Lattice Relaxation Time (T1) Measurements

The hydration process for the samples was monitored by measuring 1H-T1, which is less liable
to artifacts caused by water molecule diffusion in magnetic field in-homogeneities. Figure 5 shows
T1 distribution profiles, obtained by the inverse Laplace transform [55], as a function of hydration
time. For all samples and at early hours of hydration, the magnetization of water protons relaxes
uniformly due to the fast exchange between water spins in the various environments, represented by a
single T1 component [20,71,72]. T1 for this peak is ~ 100 ms. With proceeding hydration, a growing
number of hydration products develop and the paste becomes rigid. The surface area of the pore
network increases, which causes a reduction of T1, as predicted by Equation (3). Monitoring the change
in T1 allows the observation of the evolution of hydration and the growth of the pore structure of
cement. At approximately 12 h of hydration, T1 distribution splits into two components. The short
and long T1 peaks are attributed to water in gel pores and large capillary pores, respectively [55,73].
The observation of these two components indicates the formation of both gel and capillary pores,
with different pore geometries reflected by their T1 values. At longer hydration times, the cement
paste hardens and a further reduction of T1 is observed, as a result of increasing pore surface areas
according to Equation (3). Beyond 12 h of hydration, the peak assigned to the gel pore (short T1) grew
larger in area while the capillary peak (long T1) decreased slightly, providing a measure of the change
of the two pore populations. The two T1 peaks are visible over different time intervals depending
on the percentage of the TiO2 in each sample (with the reference sample lasting longer). The two T1

peaks are visible from 12 h for all samples and retain until 18 h, 1 day, 3 days and 14 days for C85T15,
C93T7, C97T3 and C100, respectively. Beyond these times, both peaks merge into one. This behavior
can be related to the deceleration period of the samples, as deduced from ultrasonic results (Figure 3),
where the deceleration period lasted longer for the reference sample. Another observation on the two
peaks of T1 in Figure 5 is that the gel pore peak (short T1) attains relatively higher initial values in the
TiO2-containing samples compared to the reference sample, while it subsequently shifts to lower T1
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values with progressing hydration. This might be due to the creation of an initial “more open” gel
pore structure.

Figure 5. NMR spin–lattice relaxation T1 distribution profile versus hydration time obtained from the
inverse Laplace transform of the NMR data for (a) C100, (b) C97T3, (c) C93T7 and (d) C85T15, samples.
Note the change of the T1 profile from one, two, to one component at short, intermediate and long
hydration times, respectively.

Figure 6 shows the evolution of the average T1 as a function of hydration time for the four cement
samples. A formation of a “shoulder” in the T1 versus hydration time curve is observed at about 5 h for
both C97T3 and C100 samples but is more visible in the C100 sample. The formation of this shoulder
is known to relate with the w/c ratio and is more pronounced at a higher w/c ratio [12], related to a
second water release originating from the melting of solid substructures, mainly ettringite crystals into
monosulfate [41,42]. Although the samples used in this study have the same w/c ratios, C93T7 and
C85T15 do not exhibit such a shoulder contrary to C100 and C97T3 samples. This behavior can only be
attributed to the role of titania in withholding water, making the samples with a larger titian content
not exhibit such a shoulder curve.
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Figure 6. 1H-T1 NMR measurements for all four samples versus hydration time.

The ratios of the mean relaxation rates (1/T1)norm =
1
〈T1〉

1
〈T1〉max

versus hydration time are obtained

using the procedure described in [55]. This quantity is the average relaxation rate and is a measure of
the development of the fine porous system by the increase of the total surface area of the porous system.
The increase of the total surface area is related to the formation of hydration products and follows the
hydration rate of the samples [17,39,40], regarded as a well-defined parameter for a heterogeneous
multiphase system such as cement (gel and capillary pores) [59]. Figure 7 shows the connection
between the hydration rates derived from DTA/TG measurements and the normalized NMR 1/T1 rates.
For the samples C100 and C97T3, there is a significant deviation between DGA/TA and NMR results.
This deviation is related to the formation of the shoulder in the T1 measurements in those samples
(Figure 6). This behavior could be explained by the hydrophilicity of TiO2 nanoadditives and the
consequent stronger van der Waals forces between water and titania. This has a consequent effect
on the water molecules’ mobility (considerably reduced by increasing the amount of TiO2) and the
resulting 1H T1 NMR measurements. The TG measurements are affected, since the fast heating rate
(10 ◦C/min) cannot overcome the strong hydrophilic forces between water molecules, resulting in a
decrease of the hydration related water and a better fit to NMR results. On the other hand, T1 NMR
monitors all mobile water molecules both in gel and capillary pores. For the samples C93T7 and
C85T15, which do not manifest a shoulder in the T1 results, a very good coherence between these two
techniques is shown.

An increase in relaxation rates is observed for the higher-doped samples. Increasing relaxation
rates correspond to an increase in the pore surface areas, as expected by Equation (3). The enhancement
is believed to be due to two reasons: (1) TiO2 grains promotes C–S–H gel production and the grains
act as nucleation centers for cement gel growth, causing an increase in the short T1 peak area versus
hydration time (Figure 5); (2) TiO2 speeds up the rupture of the gelatinous coating created around
cement grains [31,74], therefore the dormant period is shorter for the doped samples, as seen at the
beginning of the hydration time of Figure 6.

For the SEM images, the specimens were cast on freshly cleaved flat mica surfaces and left to
cure for two days at 21 ◦C and 95% RH. Samples were then placed on SEM aluminum stubs and
the mica surface was removed. Images were collected from the surface of each specimen exposed
to mica. Figure 8 shows the SEM images of the reference sample, C100, and the 7% TiO2 sample,
C93T7. The latter appears to have a denser and more packed structure compared to C100 due to the
high production of early hydration products. This can also be related to the NMR results (shown in
Figure 5; Figure 6), which revealed (from 1/T1) an increased production of cement gel in doped samples
compared to those in the reference sample.
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Figure 7. Hydration rates and normalized mean relaxation rates
[

1
T1

]

norm
versus hydration time for all

four samples calculated by DTA/TG measurements.

Figure 8. Scanning electron microscopy (SEM) images for specimens C100 (left) and C93T7 (right)
after two days of hydration. The 7% TiO2 (right image) sample exhibits a significantly denser internal
structure compared to the reference sample (left image).

3.4. 1H-NMR Diffusion Measurements

Water mobility inside the porous system of hardening cement was monitored through the
evaluation of self-diffusion coefficient, Deff, as determined from the NMR diffusion data using
Equations (5)–(7). The results are shown in Figure 9. At the beginning of the dormant period,
Deff remains practically unchanged, with the TiO2-containing specimens exhibiting higher values.
Going more into this period, a sharp decrease is seen in the coefficient value for all specimens.
This indicates a restriction of water mobility as the pore system develops due to the increased
production of cement gel. The decrease in Deff directly corresponds to an increase in the pore size area.
It is interesting to note that the aforementioned decrease in Deff takes place after an amount of time
proportional to TiO2 content, as depicted by the dotted lines in Figure 9 (at approximately 8, 9 and 14 h
for C100, C93T7 and C85T15, respectively).
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Figure 9. Self-diffusion coefficient, Deff versus hydration time obtained from NMR data by using
Equations (5)–(7). The time at which Deff has decreased depends on the TiO2 concentration. For the
15% TiO2 sample, this started at a longer time compared to the other samples.

3.5. Correlation between NMR and Ultrasonic Results

Ultrasonic longitudinal velocity VL evolves with hydration time and is closely related to the
formation of the pore network. On the other hand, NMR relaxation rate 1/T1 is proportional to the
pore sizes through Equation (3) and provides a measure of the development of the fine pore system.
Therefore, a correlation between these two properties can be made. Figure 9 presents the normalized VL

values versus the normalized 1/T1 values, considering hydration time as an implicit parameter. The 1/T1

values were normalized with respect to the 1/T1 value measured for the reference sample after a setting
period of two years. VL values were normalized with respect to the saturation values obtained from
Figure 3. In Figure 9, two distinct regions of linear correlations between VL and 1/T1 can be observed.
The first linear correlation appears immediately after the initial setting and continues for 7 to 10 h of
hydration time. The second linear region appears directly after this period and continues for the entire
time of the analysis (28 days). The steeper slope observed in the first region indicates that the ultrasonic
technique is more sensitive than NMR during early hydration. VL increases rapidly when the first solid
pathways are formed, but water is still unhindered and pore size distributions (measured through
1/T1) are not yet distinguishable on the NMR time scale. With progressing hydration, water either
reacts with cement or becomes confined within the porous system, resulting in an observable change
in the NMR signal. In Figure 10, the slope of the second linear region is shifted toward the NMR 1/T1

axis, indicating that the NMR technique is more sensitive at later hydration times in detecting the
development of the porous network. Accordingly, both techniques monitor the formation of hydration
products through different yet complementary mechanisms.
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Figure 10. Correlation between ultrasonic longitudinal velocity and NMR relaxation rates. Both are
normalized and the hydration times are taken as implicit parameters. Two distinct regions of linear
correlations between VL and 1/T1 are observed from the starting time until ~7–10 h and ~7–10 h until
28 days.

As discussed previously, 1H-NMR experiments define the evolution of cement microstructure
and the formation of a pore network over time by probing the water molecules and their interaction
with the solid surface of the pores. 1H 1/T1 rates are a measure of hydration by probing the
development and evolution of the pore network of the cement paste during the hydration process,
as described by Equation (3). Ultrasonic measurements probe the development of the solid matrix by
monitoring changes in the elastic modulus and density of the system through the transmitted ultrasonic
waves. Percolation is a critical element in defining the performance of cement-based materials.
To quantitatively characterize phase percolation, a complete understanding of microstructural changes
in three dimensions is necessary. Experimentally, this can be challenging because commonly used
techniques such as scanning electron microscopy or mercury intrusion porosimetry provide partial
information or demand a significant amount of time to perform or to analyze [75]. On the other hand,
the two techniques used in this study can be used to define percolation during cement hydration.
In this context, each method defines the percolation of cement hydration in a different manner. As per
ultrasonic methods, the percolation threshold can be defined as the point in time upon when the
connectivity of the solid hydration products in the cement paste reaches a critical content, allowing
for enhanced propagation of ultrasonic waves from that point onwards (acoustic percolation) [61,76].
From the NMR T1 relaxation perspective, the percolation threshold can be defined as the point in
time when the interconnectivity of the pore network reaches a low critical value, following which T1

relaxation is controlled mostly by gel porosity (NMR relaxation percolation) [21,55,77]. By extending
the power law equation used previously by Scherer et al. [76] (in ultrasonic, similar to Equation (8))
and NMR (Equation (9)), the percolation thresholds for VL and 1/T1 can be calculated as:

(

V2 −V2
0

)

∝ (p− pc)
γ (8)

(

1
T1

)

−
(

1
T10

)

∝ (p− pc)
γ (9)

where V0 and T10 are the initial values of VL and T1, respectively. In order to determine the critical
exponent γ and the percolation threshold, pc, ultrasonic and NMR data were fitted to the above
equations, and a sample of the results is shown in Figure 11. From the fitted curves, the percolation
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parameters were obtained for all samples and presented in Table 1. The initial and final setting times
are also presented in Table 1. These are obtained by Vicat measurements.

Figure 11. Fit of Equations (8) and (9) to the NMR data (black circles) and ultrasonic data (white circles)
for the reference specimen C100 to obtain the percolation parameters pc as described in the text.

The threshold values obtained with ultrasonic, NMR and Vicat techniques (Table 1) are inversely
proportional to the concentration of TiO2 in the samples. The ultrasonic parameters, pc, indicate a
formation of solid pathways after ~5 h of hydration for the reference sample C100 and after ~3.5 h for
the samples containing TiO2. Similarly, from the NMR part, the percolation threshold, pc, for pore
critical low interconnectivity is reached after ~4 h for the reference sample and after ~3 h for the TiO2

samples. The initial setting times from the Vicat measurements correlate with the NMR percolation
times (Columns 2 and 3 of Table 1), while the final setting times correlate with the ultrasonic percolation
times (Columns 1 and 4 of Table 1).

Furthermore, in the following table, all the important hydration periods are presented, as detected
from all the methods used. The start of the acceleration derived from the NMR measurements coincides
excellently with the start of acceleration derived from the isothermal calorimetry measurements (Rows 2
and 8 of Table 2, bold). The end of the acceleration, as detected from the ultrasonic measurements,
is verified from the main peak position of the isothermal calorimetry measurements (Rows 6 and 9 of
Table 2, shaded).

4. Conclusions

The effect of titanium dioxide TiO2 in cement hydration has been demonstrated, using two
noninvasive techniques (NMR and ultrasonic). Spin–lattice relaxation times T1 and diffusion
measurements were used to monitor the dynamics of water molecules confined in cement pores
and their interaction with the pore surface. Critical information on the role of TiO2 on the pore
developments during hydration of cement paste was obtained. Ultrasonic wave velocity measurements
provided information on bulk mechanical properties of cement in the presence of TiO2 and the evolution
of the cement-solid matrix.

An acceleration of early hydration kinetics in TiO2-containing samples was observed with NMR,
specifically as an enhancement in early hydration and C–S–H gel production. The existence of
two pore reservoirs was also revealed: a small gel pore reservoir (short T1 component) and a large
capillary pore reservoir (long T1 component), evolving separately from each other with the progress
of hydration. The presence of TiO2 appeared to favor the formation of gel pores more than capillary
pores, providing further proof of its role as a nanofiller.
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Hydration rates derived from DTA/TG measurements and the normalized NMR 1/T1 rate were
well correlated for the highly doped samples. Ultrasonic results showed that TiO2 enhances the
mechanical properties of cement paste during early hydration. The ultrasonic signal was detected
in earlier hydration time for samples with TiO2, an indication that the additive improved cement
paste consistency. On the other hand, opposite behavior was observed at later hydration times, as the
elastic properties (defined by the saturation values of the ultrasonic velocities) and the constrained
modulus M of cement pastes (after 28 days of hydration) were inversely proportional to TiO2 content.
At later stages, TiO2 appears to hamper hydration, presumably by hindering the transfer of water
molecules to access unhydrated cement grains. Isothermal calorimetry measurements further support
our conclusions.

The percolation threshold parameters were calculated using data of both techniques.
These parameters are inversely proportional to the concentration of TiO2 in the samples. Using the
ultrasonic methodology, the acoustic percolation threshold can be identified as the moment when
solid pathways are first formed and sound propagation is enhanced. NMR detected the percolation
threshold as the point when the interconnectivity of the pore network reaches a low critical value,
after which T1 relaxation is controlled mostly by gel porosity. These values were well correlated with
initial and final setting times determined by the Vicat method.
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Abstract: The hydration process of Portland cement is still not completely understood. For instance,
it is not clear what produces the induction period, which follows the initial period of fast reaction, and
is characterized by a reduced reactivity. To contribute to such understanding, we compare here the
hydration process of two cement samples, the simple cement paste and the cement paste containing
calcium nitrate as an accelerator. The hydration of these samples is monitored during the induction
period using two different low-field nuclear magnetic resonance (NMR) relaxometry techniques. The
transverse relaxation measurements of the 1H nuclei at 20 MHz resonance frequency show that the
capillary pore water is not consumed during the induction period and that this stage is shortened in
the presence of calcium nitrate. The longitudinal relaxation measurements, performed at variable
Larmor frequency of the 1H nuclei, reveal a continuous increase in the surface-to-volume ratio of
the capillary pores, even during the induction period, and this increase is faster in the presence of
calcium nitrate. The desorption time of water molecules from the surface was also evaluated, and it
increases in the presence of calcium nitrate.

Keywords: cement hydration; induction period; accelerator; NMR relaxometry; Fast Field Cycling;
3-Tau model

1. Introduction

There are various applications of cement-based materials where the process of cement
hydration requires acceleration. Some examples include urgent repair works, an increase in
the productivity of precast concrete elements, or 3D printing technology [1]. An accelerated
hydration process can be obtained by raising the curing temperature [2] using a cement
powder of higher fineness [3] by introducing calcium silicate hydrate seeds [4] or by adding
different types of accelerators [5,6]. One such accelerator is calcium nitrate (Ca(NO3)2),
which is used for its corrosion inhibitor properties as a substitute for calcium chloride in
steel-reinforced concrete structures [7].

The hydration of Portland cement is a complicated chemical reaction that starts im-
mediately after mixing the cement grains with water molecules and is characterized by
five evolution intervals: initial period, induction period, acceleration period, deceleration
period, and continuous slow hydration period [8]. A comprehensive description of cement
hydration, containing also the cement chemistry terminology and abbreviations, can be
found in Refs. [8,9]. The duration of these evolution intervals is strongly influenced by
the composition and the size of the cement grains, the amount of water in the mixture,
and by the curing temperature [2,3]. Although it has been investigated for a long time,
the hydration process is still not fully understood [10,11]. For instance, it is not clear what
produces the induction period, which is characterized by a reduced reactivity [12]. There
are two main hypotheses used to explain the low reactivity of cement grains during the
induction period, the so called protective membrane theory [13,14] and the dissolution
theory [11,15], but none of them are fully accepted by the cement research community.
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The protective membrane theory [10] assumes that a layer of monosulfoaluminoferrite
hydrates (AFm) [8,16] and metastable calcium silicate hydrate (C-S-H) [13] forms on the
surface of cement grains during the initial period (first minutes of hydration) and this layer
covers the reacting surface, thus preventing the fast dissolution and the appearance of the
induction period. At the end of the induction period, a stable but permeable C-S-H forms
from the precipitation of the solution, and the metastable layer disappears; thus, water
access to the surface is improved, and the hydration process is accelerated. The existence of
such a layer is questioned by some authors, especially because it has not yet been directly
visualized despite the progress of microscopic techniques [10].

Dissolution theory assumes that the dissolution rate of a crystalline material is in-
fluenced by its interfacial properties and the surrounding solution [15]. The interfacial
properties of the crystalline material depend on chemical composition, type of bond, im-
purities, and lattice defects. The solution properties depend on the nature of the solvent,
ionic composition, or temperature and are characterized by the so called undersatura-
tion, which reflects deviation from equilibrium [15]. In the case of the cement clinker, the
dissolution rate of alite (C3S), the most abundant component of the clinker, decreases as
undersaturation of the system decreases by moving toward equilibrium [11,15]. Thus, at
very high undersaturation levels, immediately after placing water molecules in contact
with C3S, vacancy islands nucleate on the surface of C3S. As undersaturation decreases it is
not possible to create etch pits on plain surfaces but only on defects such as dislocations. At
lower levels of undersaturation, etch pits can be created only at a lower rate, and the slow
dissolution occurs, thus the system is in the induction period. According to this model, the
onset of the acceleration period occurs when a high enough concentration of Ca2+ ions is
present in solution, and portlandite (CH) can precipitate. Portlandite precipitation increases
the degree of undersaturation and thus determines an accelerated C-S-H precipitation [15].

The presence of an accelerator complicates the hydration process but can also help us
understand it better [6]. If the accelerator is calcium nitrate, its presence affects both the
hydration of tricalcium aluminate (C3A) and tricalcium silicate (C3S). Thus, the presence of
calcium nitrate may lead to an increased formation of mono-sulfoaluminoferrite hydrates
(AFm) and trisulfoaluminoferrite hydrates (AFt), in which the most important phase is
ettringite [8,17], and accelerates C3S reaction due to the fast dissolution of Ca(NO3)2, which
produces a faster supersaturation with Ca2+ ions of the solution, which in turn produces
earlier crystallization of CH [11,15].

The influence of accelerators, or other admixtures, on the hydration process can be
studied by a combination of different techniques, such as calorimetric studies [18], X-ray
diffraction [19], mercury porosimetry [20], scanning electron microscopy [21], or ultrasonic
tests [22]. Some of these techniques require special sample preparation or stopping of the
hydration process when utilized. That is why, when studying water evolution and pore
structure development inside cement-based materials, it is favorable to use 1H low-field
nuclear magnetic resonance (NMR) relaxometry techniques [3,22–26]. The advantage of
NMR relaxometry over other techniques is that it allows nonperturbative investigations
even during the hydration process without the requirement to stop the hydration process
and without any pretreatment of the sample.

The most applied variant of NMR relaxometry is based on transverse relaxation mea-
surements using the well-known Carr-Purcell-Meiboom-Gill (CPMG) [27] pulse sequence.
This technique provides the relaxation time distribution of water molecules and, thus,
information about molecule–surface interaction, saturation degree, and the pore size dis-
tribution. Another technique that can be successfully applied to cement-based materials
is the Fast Field Cycling (FFC) relaxometry [2,28–30]. The technique allows the deter-
mination of longitudinal relaxation time as a function of the proton Larmor frequency
(10 kH–10 MHz in the present work), thus becomes sensitive to a wider range of molecular
mobilities compared to the measurements performed at a single frequency [28].

In the present work, both CPMG and FFC NMR relaxometry will be applied to study
the influence introduced by an accelerator on the hydration dynamics of cement paste
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during the induction period. In the case of the FFC NMR relaxometry technique, the
relaxation dispersion curves recorded at different hydration times for the simple cement
paste and the cement paste containing the accelerator will be evaluated using the 3-Tau
relaxation model [31–35]. By comparing the outcomes of the two techniques, information
about the interaction of water molecules with the surface of cement grains and about
surface evolution during the induction period will be extracted.

2. Results and Discussions

To monitor water evolution during cement hydration, CPMG experiments were per-
formed first (see Section 3). The two cement-based materials under investigation were
the simple cement paste (CP) and the cement paste containing the accelerator (CP+2%
Ca(NO3)2). The relaxation decay curves were formed of 1000 echoes recorded for short
echo time intervals of 0.08 ms, both for reducing the internal gradient effects and detect-
ing short relaxation time components present in the sample. The recorded CPMG echo
trains were then used to extract the relaxation time distributions using a numerical Laplace
transformation [36,37].

Figure 1 shows the relaxation time distributions of the simple cement paste (Figure 1a)
and the cement paste containing the accelerator (Figure 1b). The first CPMG data were
recorded at 10 min from mixing start and the last at 300 min. One can observe a distribution
of relaxation times with two peaks corresponding to two distinct water environments in
the mixture. The first peak, arising at about 1 ms, can be associated to the embedded water
inside the flocculation of the cement grains. A second peak of higher area and longer
T2 (between 10–30 ms) corresponds to the capillary pore water. As can be noticed, both
peaks evolve during hydration with a faster evolution in the case of the sample containing
2% of Ca(NO3)2, by cement mass. The decrease in the area of the capillary water peak
during hydration can be associated with the transformation of the capillary water into solid
components such as C-S-H, ettringite, and CH (not visible in a low-field NMR experiment
due to the short relaxation times). Note that, the porous structure of C-S-H also contains
water molecules of lower mobility, the so-called gel water which manifests itself by an
increase in the area of the first peak after a certain hydration time. However, here we will
concentrate only on the capillary water peak because it is also studied in the FFC NMR
relaxation measurements.

To quantify the consumption of capillary water and the pore size evolution during
hydration, we have evaluated in Figure 2 the capillary peak area (Figure 2a) and the
relaxation rate 1/Tmax

2 corresponding to the position of the peak maximum (Figure 2b). We
restricted our evaluation to hydration times up to 240 min, when one can clearly separate
the capillary water component from the gel water (intra and inter C-S-H) [38]. As can be
observed in Figure 2a, the peak area decreases in the first 20 min (initial period) for both
samples, indicating a fast water consumption and the rapid transformation into hydration
products [6,10]. However, after 40 min of hydration the reaction seems to stop, and no
capillary water consumption is observed after this time until 160 min in the case of simple
cement paste (CP) and 80 min in the case of cement paste containing the accelerator (CP +
2% Ca(NO3)2). This behavior demonstrates the effect of shortening the induction period of
cement hydration in the presence of calcium nitrate. It also demonstrated an acceleration
of the hydration kinetics in the presence of calcium nitrate.

If we compare the relaxation times corresponding to the capillary peak maximum
(Figure 2b), we notice a continuous variation of the relaxation time for both samples, and
this variation is again accelerated in the presence of Ca(NO3)2. However, if we compare
the relaxation rates (Figure 2b) with the capillary water evolution (Figure 2a), we notice
that a variation of the relaxation time may exist without water consumption. According to
Equation (2) (see Section 3), there are two reasons for such an evolution: increase in the
surface-to-volume ratio of the pores and increase in surface relaxivity. However, separation
of these contributions is not possible in a CPMG experiment. That is why we complete
here the investigations on the hydration of the two samples with Fast Field Cycling NMR
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relaxation measurements, which better separate the two contributions, provided that a
suitable relaxation model is used [31,32].
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Figure 1. Relaxation time distributions of the two cement pastes during the early hydration: (a) the
simple cement paste CP; (b) the cement paste prepared with 2% accelerator (CP + 2% Ca(NO3)2),
by cement weight. The smaller peak corresponds to the embedded water while the larger peak
corresponds to the capillary water.
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Figure 2. (a) Capillary peak area versus hydration time for the two cement pastes. (b) Relaxation
rates corresponding to the maximum of the capillary versus hydration time.

Longitudinal relaxation measurements were performed on both samples using the
FFC techniques described in Section 3. The switching time of 2 ms was set to reduce
the contribution of the embedded water component to the detected signal and to ensure
that only the capillary water is detected. Due to the required time for the adjustment
of the instrument parameters, the first relaxation dispersion curve could be detected at
20 min from mixing start. The subsequent measurements were performed every 30 min,
up to 170 min. The last measurement was recorded at 170 min due to the fact that, after
this hydration time, it is difficult to separate the embedded water from capillary water
contribution, as one can directly observe in Figure 1.

88



Molecules 2023, 28, 476

The relaxation dispersion curves recorded for the two samples at different hydration
times are shown in Figure 3. One can observe a faster evolution in the case of the sample
containing 2% of Ca(NO3)2, by cement mass (Figure 3b) as compared to the simple cement
paste (Figure 3a) and this evolution takes place at all frequencies. To extract information
on the dynamics of confined molecules, the relaxation dispersion curves were fitted with
the 3-Tau model [31–35], briefly described in Section 3.3. The fitting approach follows the
comprehensive description in Ref. [39] and uses the software package provided by Kogon
and Faux [40]. The continuous lines represent the best fits of the experimental data with
the 3-Tau model. On this basis the following fitting parameters could be extracted (see
Section 3.3): τl-surface diffusion time; τb-bulk diffusion time; τd-desorption time; Npar-
number density of paramagnetic ions; Sδ/V-surface layer volume to pore volume ratio.

(a) (b) 

Figure 3. Relaxation dispersion curves recorded for the two samples during the early hydration:
(a) the simple cement paste CP; (b) the cement paste prepared with 2% accelerator (CP + 2% Ca(NO3)2).
The hydration times are indicated in the legend. The lines represent the best fits obtained with the
3-Tau model.

To fit the relaxation dispersion curves with the 3-Tau model, we started the fitting
approach by setting all five parameters free. However, after several fitting rounds, we
noticed that two of them, τl and τd, do not vary and can be kept constant during the
first 170 min of hydration. Thus, the surface diffusion time of τl = 0.24 µs and the bulk
diffusion time of τb = 17.8 ps could be considered fixed for both samples and all hydration
times. The desorption time parameter τd is, however, different in the case of CP sample
as compared with the CP + 2% Ca(NO3)2 sample. Thus, for hydration times of up to
140 min the desorption time value τd = 3.65 µs was extracted in the case of cement paste
and τd = 4.22 µs for the sample containing the accelerator. The longer desorption time
in the case of the sample containing the accelerator shows a stronger interaction of water
molecules with the surface. Note, however, that, for the hydration time of 170 min, both
samples revealed the same value of desorption time τd = 3.16 µs. This indicates identical
surface properties of the two samples at 170 min of hydration. The surface diffusion
time τl for the two samples during the interval 20–140 min allows the extraction of a
surface diffusion coefficient Dl = 5.06 × 10−14 m2/s that is three orders of magnitude
smaller than that extracted on the basis of Korb’s relaxation model [29]. The surface water
diffusion coefficient found here is typical of “hard” solid porous material such as pastes
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(plaster/silica), clay, and rocks independent of the model [33]. The diffusion coefficient
is low because the surface layer of water is both chemi- and physiosorbed to the surface.
The surface water can diffuse by breaking away from the surface before moving over the
potential energy barrier to a neighboring vacant site. However, most surface sites are filled
unless a water molecule has desorbed into the bulk to create a vacancy. Desorption itself is
hindered by the blocking effect of the mobile water in the second hydration layer.

The number density of paramagnetic ions Npar of the two samples was also determined
from the fitting approach. The values are represented in Figure 4a as a function of hydration
time. One can observe a dependence of this parameter on hydration time for both samples.
However, even if the cement pastes are made of identical cement powders, the smaller
number densities are observed for the sample containing the accelerator at initial hydration
times. That behavior could be explained by the presence of a thicker layer of hydration
products, which isolates the capillary water from the surface [6], which is equivalent with a
smaller effective ion density. Another observation is that a rapid increase in Npar occurs at
hydration times of about 100 min (CP) and 50 min, respectively (CP + 2% Ca(NO3)2). This
increase in Npar can be associated with an increase in the permeability for water molecules
to reach the grain surface and the beginning of the acceleration process. We notice that the
hydration times for which the increase in Npar is observed in Figure 4a corresponds to the
hydration times when changes in the relaxation rate behavior (Figure 2b) are observed, that
is the end of induction stage.

Another parameter that can be extracted from the fitting approach is Sδ/V, which
represents the ratio between the volume of the surface layer and the pore volume. Figure 4b
shows an increase of the surface volume to pore volume ratio during the induction period.
The increase of Sδ/V during induction period can be associated with a continuous increase
of the pore surface due to continuous formation of etch pits on the surface of cement
grains [15]. The formation of these pits does not consume the capillary water as can be
observed from the constant capillary peak area (Figure 2a). A similar conclusion about the
Sδ/V increase was drawn from a fractal analysis of the pore surface based on transverse
NMR relaxation measurements [24]. Figure 4b shows a faster saturation of the increase
in the Sδ/V in the presence of the accelerator (CP + 2% Ca(NO3)2, by cement mass), as
compared with the simple cement paste (CP). The dependence of Sδ/V parameter on
hydration time allows, in the approximation of plane pores, extraction of an effective pore
size h. The dependence of the pore size on hydration time is shown in Figure 4c. Note,
however, that the extracted values are affected by the roughness of the pore surface and
must be considered with caution. Nevertheless, the extracted values are in the same range
of dimensions as those obtained on similar samples using a different approach, based on
diffusion in internal gradients [41].
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Figure 4. Cont.
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Figure 4. The fitting parameters, extracted from the data in Figure 3 by using the 3-Tau model.
(a) Number density of paramagnetic ions versus hydration time. (b) The ratio the ratio between the
volume of the surface layer and the pore volume versus hydration time. (c) The pore size versus
hydration time in the approximation of plane pores.

3. Materials and Methods

3.1. Sample Preparation

Two cement-based samples were prepared using white Portland cement (CEM I 52.5R
Holcim, Romania), for a water-to-cement ratio of 0.4, by weight. The chemical composition
of the cement powder was determined in Ref. [23] and is specific to a white Portland cement
with low iron content: CaO (70.7%), SiO2 (16.3%), and Al2O3 (4.7%), with gypsum derived
sulphate (5.8%) and other impurities based on MgO (0.9%), Na2O (0.7%), KO (0.6%), and
Fe2O3 (0.3%). The grain size distribution indicates an average size and a maximum size
of 5 µm and 25 µm, respectively. The white cement, with a low content of iron oxide, was
chosen here with the aim of reducing the internal gradient effects on echo attenuation in
the CPMG experiment [42]. The first sample was a simple cement paste (CP) obtained by
mixing the cement grains with distilled water. The second sample further contains the
accelerator (Ca(NO3)2, acquired from Nordic Chemicals SRL, Romania). The amount of
accelerator is 2%, by cement mass, and was introduced into the mixture by first dissolving
it in water. The ingredients were mixed at room temperature for 5 min using a mechanical
mixer. The first NMR experiments started at 10 min from the beginning of mixing in the
case of CPMG measurements and at 20 min in the case of FFC relaxometry measurements.
They were performed under identical temperature conditions at 35 ◦C.

3.2. The NMR Methodology

NMR relaxation measurements of the molecules confined inside porous media provide
information about the porous structure, the molecule-surface interaction, and the liquid
distribution inside pores. To extract such information, two types of experiments are
usually performed: (i) transverse relaxation time distribution determinations for confined
molecules and (ii) longitudinal relaxation measurements of 1H nuclei as a function of
Larmor frequency. Of course, these experiments must be supplemented with theoretical
models describing relaxation phenomena under specific experimental conditions. Here, we
will shortly describe the two experiments performed in our investigations and the specific
relaxation model.

Transverse relaxation time distributions can be obtained from the echo trains recorded
using the well-known CPMG pulse sequence shown in Figure 5a (top). The pulse sequence
consists of a series of hard 180-degree radiofrequency (RF) pulses following a first 90-degree

91



Molecules 2023, 28, 476

pulse. An echo train is composed of the echoes recorded at evolution intervals t = 2nτ.
The amplitude of the n-th echo in the echo train attenuates according to the formula [38]:

An = A0

∞∫

0

P(T2)e
− 2nτ

T2 dT2 (1)

where A0 is a constant affected by the sample magnetization, temperature, and hardware
characteristics of the NMR instrument. P(T2) represents the relaxation time probability
density, and T2 is the relaxation time of molecules confined inside a given pore. As the above
formula suggests, a numerical Laplace inversion of the recorded echo train amplitudes
provides the relaxation time distribution [36,37].
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Figure 5. (a) Top: CPMG pulse sequence generating the echo trains for transverse relaxation mea-
surements. Bottom: The variation of the main magnetic field along a Fast Field Cycling relaxation
experiment. (b) The schematic representation of the interactions accounted in the frame of the 3-Tau
model [32].

The transverse relaxation time depends on the surface-to-volume ratio S/V of the
pore by the formula [38]

1
T2

=
1

Tbulk
2

+ ρ
S

V
(2)

where 1/Tbulk
2 represents the relaxation rate of the bulk-like liquid inside the pores, ρ

represents the relaxivity, a constant depending on the paramagnetic impurity content of
the pore surface; wettability of the filling liquid; temperature; and the strength of the
main magnetic field of the instrument. Considering the above equation, the relaxation
time distribution extracted via Equation (1) allows the determination of the pore size
distribution, provided that the relaxivity is known from an independent experiment. Even
if the relaxivity is not known, the relative distribution of pore sizes can be obtained. Note
that, the above equation applies only for saturated pores and by neglecting diffusion effects
on echo train attenuation [38,42].
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Frequency dependent longitudinal relaxation measurements can be performed with
the so-called Fast Field Cycling technique [28]. This technique allows the polarization
and detection of the nuclear spins at higher fields while relaxation can take place at lower
fields. With this approach, a significant increase in the detection sensitivity can be obtained
as compared with the case in which polarization and detection would be performed at
lower fields that are identical to the relaxation field. Thus, a main advantage of the FFC
technique is the possibility of making longitudinal relaxation measurements at different
Larmor frequencies (10 kHz–10 MHz, in the present work).

The schematic representation of an FFC experiment is shown in Figure 5a (bottom)
and consists of three evolution intervals: polarization, relaxation, and detection [28]. Thus,
during the polarization interval, the sample polarizes in a higher field Bp for a duration
tp until it reaches saturation. Then the magnetic field is rapidly switched to a value Br

and the nuclear spins relax inside this field for a relaxation time tr. Immediately after, the
field is switched up to a detection field Bd and the remaining magnetization is measured
by applying a 90-degree RF pulse. Note that the switching time from one field to another
cannot be made arbitrarily short and that limits the detection of very short relaxation
components. On the other side, the switching time can be used as a filter for short relaxation
times, as was done in our experiments.

The CPMG relaxation measurements were performed using a low-field NMR instru-
ment (Minispec MQ20, Bruker BioSpin GmbH, Rheinstetten, Germany), operating at a
resonance frequency of 20 MHz. This low frequency value, together with the short echo
time interval, provides the conditions for reduced diffusion effects on echo train attenu-
ation and thus justifies the implementation of Equation (2) for the relaxation rate [38,42].
A commercially available Fast Field Cycling NMR relaxometer (SMARtracer, Stelar S.R.L,
Mede, Italy) was used for recording the relaxation dispersion curves in a range of proton
resonance frequencies between 10 kHz and 10 MHz. All the measurements were performed
at 35 ◦C.

3.3. The Relaxation Model

In the case of CPMG relaxation measurements, the frequency dependence of the
transverse relaxation rate is not important. This is because the measurements are performed
at a single proton resonance frequency (here, 20 MHz) and a simple relation, Equation (2),
connects the surface-to-volume ratio with the relaxation time. However, in the case of the
FFC relaxation measurements, which provide the dependence of the longitudinal relaxation
rate on the Larmor frequency (the so-called relaxation dispersion curves), a relaxation
model, adapted to the system studied, must be used to extract the dynamical information.
A valuable model describing relaxation of water molecules confined inside the pores of
cement-based materials is the 3-Tau model developed by Faux and collaborators [31–35].
This model was comprehensively discussed in the previous publications of Faux and
collaborators [31–35] and here we will only summarize its main features and outcomes.
Moreover, to facilitate the applications of the 3-Tau model to real samples a fitting package
was provided and tested on different samples by Faux and collaborators [39,40].

In the frame of the 3-Tau model, the relaxation rate of water molecules confined
inside porous materials containing paramagnetic impurities is dominated by the thermally
modulated dipolar interactions of the proton spins with the paramagnetic ions (here Fe3+)
inside the solid matrix. According to the 3-Tau model shown in Figure 5b, water molecules
can be found in two distinct environments: in the bulk-like state and in a surface monolayer
of thickness δ = 0.27 nm (the size of one water molecule). These molecules encounter
displacements along the surface and in bulk (indicated by arrows on Figure 5b), which
modulate the dipolar interaction between the nuclear spins and the electronic spin of
the paramagnetic ions inside the solid structure. As a result of these modulations the
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longitudinal relaxation rate is a complicated function of three-time constants (3-Tau), the
density of paramagnetic ions and the surface-to-volume ratio:

1
T1(ω)

= f

(

τl , τb, τd, Npara,
Sδ

V

)

(3)

In the above expression, τl is a characteristic time that describes the displacement of
water molecules on the surface and is related to the surface water diffusion coefficient Dl

by the formula τl = δ2/6Dl . The bulk-like water molecules are characterized by a diffusion
time constant τb which describes the diffusional displacement of bulk molecules over a
distance δ. It is related to the bulk diffusion coefficient Db by the formula τb = δ2/6Db.
Note that, in the case of pure water, at room temperature, τb = 5.3 ps but it would be
longer for water confined inside the pores of cement paste due to the presence of dissolved
ions, which interact with water and hinder diffusion, but also due to their slower mobility
inside the second hydration layer at the surface, which dominates the bulk relaxation [39].
Assuming that the surface spins desorb as exp(−t/τd), the third constant τd characterizes
the time water molecule spend at the surface before desorption. According with molecular
dynamic simulations τd and τl should be in the same order of magnitude [31].

The number of paramagnetic ions per unit volume Npara is considered here as an
effective parameter corresponding to the position of an effective layer (dashed line in
Figure 5b located 2δ under the surface of the pores. Note that if a layer of hydration
products precipitates on the surface of cement grains, Npara should only indirectly depend
on the paramagnetic impurity content of the cement grains. Sδ/V represents the ratio
between the volume of the surface layer and the pore volume. Assuming planar pores, this
ratio allows finding of another key quantity, the pore size h as the distance between the two
planes. However, in the case of an evolving porous structure, as is the case of cement-based
materials, the change in the surface to volume ratio can be also determined by the change in
fractal dimension [24], and the pore size parameter extracted from the fitting approach must
be used here with caution when characterizing the pore size evolution during hydration.

4. Conclusions

Two low-field NMR relaxometry techniques were implemented to extract information
about the influence of calcium nitrate on early hydration of a white cement paste. Transverse
relaxation measurements, performed with CPMG technique, have demonstrated that
water contained inside the capillary pores is not consumed during the induction period.
However, the duration of the induction stage is shortened in the presence of calcium
nitrate. Longitudinal relaxation dispersion curves, recorded with the FFC NMR relaxometry
technique, could be well-fitted with the 3-Tau relaxation model for all hydration times. The
results of the fitting revealed a continuous increase in the surface-to-volume ratio of the
capillary pores, even during the induction period, and this increase is faster in the presence
of calcium nitrate. It was also observed that the desorption time of water molecules from
the capillary pore surface increases in the presence of calcium nitrate but is constant during
the induction period.
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17. Balonis, M.; Mędala, M.; Glasser, F.P. Influence of Calcium Nitrate and Nitrite on the Constitution of AFm and AFt Cement

Hydrates. Adv. Cem. Res. 2011, 23, 129–143. [CrossRef]
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Abstract: Wood is a widely used material because it is environmentally sustainable, renewable
and relatively inexpensive. Due to the hygroscopic nature of wood, its physical and mechanical
properties as well as the susceptibility to fungal decay are strongly influenced by its moisture content,
constantly changing in the course of everyday use. Therefore, the understanding of the water state
(free or bound) and its distribution at different moisture contents is of great importance. In this study,
changes of the water state and its distribution in a beech sample while drying from the green (fresh
cut) to the absolutely dry state were monitored by 1D and 2D 1H NMR relaxometry as well as by
spatial mapping of the relaxation times T1 and T2. The relaxometry results are consistent with the
model of homogeneously emptying pores in the bioporous system with connected pores. This was
also confirmed by the relaxation time mapping results which revealed the moisture transport in the
course of drying from an axially oriented early- and latewood system to radial rays through which it
evaporates from the branch. The results of this study confirmed that MRI is an efficient tool to study
the pathways of water transport in wood in the course of drying and is capable of determining the
state of water and its distribution in wood.

Keywords: magnetic resonance imaging (MRI); relaxation times; beech (Fagus sylvatica); wood;
moisture content (MC)

1. Introduction

Wood is a hygroscopic porous and permeable material that is widely used in everyday
life. It interacts with water from humid air causing a constantly changing moisture content
(MC), especially in the outdoor use where it is exposed to dynamic moisture cycles. The
MC changes affect the wood properties and are responsible for shrinkage and swelling of
wood, moisture-induced stresses and mechanosorptive effects, which may lead to cracking
or loss of loadbearing capacity. Wood contains macromolecules that link water by hydrogen
bonding [1,2]. Thus, water in wood exists as bound and free water. Free water is in the
form of liquid or vapor in cell lumina and bound water is hydrogen bonded in the cell wall
material. Changed in the MC in the range between the absolutely dry wood (MC = 0%) and
the wood at the fiber saturation point (FSP) (approximately 30%) where all water is bound
in the cell walls cause alterations in physical and mechanical properties of wood. At higher
MCs, water also exists as free water with almost no effect on the physical and mechanical
properties. It is established that the optimal fungal growth is achieved at MC = 35–50% on
the basis of dry weight. Therefore, the knowledge about the state of water and moisture
transport in wood is of utmost importance for understanding its utilization, durability and
wood product quality [3].

Different methods such as traditional gravimetrical determination, methods based
on the electrical properties of moist wood and titration, for instance, are used to measure
the MC of wood [4]. Among other methods, nuclear magnetic resonance (NMR) and
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magnetic resonance imaging (MRI) have been successfully employed for studying the MC
in wood [5–9] as well as its spatial distribution in wood samples [10–20]. The spin–lattice
(T1) and spin–spin (T2) relaxation times of the protons in wood change with the MC. This
is because the NMR relaxation times depend on the local environment of protons as they
determine the mobility of molecules and thus influence the T1/T2 ratio. This ratio is higher
in the environment with molecules of higher mobility [21]. The T2 of protons in solid wood
is in tens of microseconds, the T2 of bound water with hindered local motion is in the range
from hundreds of microseconds to several milliseconds, while the T2 of free water in the
cell lumina is in the range from tens to hundreds of milliseconds [6,22,23]. In addition, the
T2 values of free water depend on cell dimensions i.e., the T2 of free water is longer in cells
with larger lumina [24]. Therefore, four peaks are observed in the T2 distribution of wood.
The first two peaks are associated with free water and are therefore at higher T2 values.
Their amplitudes decrease with a decreasing MC and they vanish at MCs below the FSP.
The third peak at shorter T2 is associated with bound water. Its amplitude is constant with
MCs above the FSP but it starts to decrease with MCs lower than the FSP. The fourth peak
is associated with solid wood and it is at the shortest T2 values. The amplitude of this
peak is constant with any MC [6,13,22,25,26]. Different relaxation time values thus enable
determination of the water state in the wood. The simplest are one-dimensional (1D) T1
and T2 spectra which enable distinction between bound and free water. More complex are
two-dimensional (2D) T1–T2 and T2–T2 correlation spectra with which improvement of the
resolution and information on water states in the wood is significant. T1–T2 correlation
spectra enable distinction between the two types of bound water in cell walls, while T2–T2
correlation spectra can identify the water exchange between cell walls and the free water
in the lumina, enabling measurement of the corresponding exchange rates [27]. These
methods have also been used to study the adsorption mechanisms in earlywood and
latewood [28], determine the structural changes of wood after thermal modification [29]
and the effect of wood aging at the molecular level [9] and to characterize the decay process
of wood due to fungal decomposition [30].

Proton density-weighted MRI produces a signal that is proportional to free water in
wood, but it cannot detect bound states of water and solid wood. This is because the NMR
signal of bound water and solid wood decays before detection with standard imaging
methods. More precise information on the state of water in wood can be obtained from
T1, T2 and apparent diffusion coefficient (ADC) maps [31]. T2 maps are, in particular,
important to get better contrast between free water in different wood structures [17,30].

The goal of this study is to demonstrate that NMR relaxometry is a powerful technique
that allows studying the distribution and movement of water, free or bound, in different
anatomical structures of wood in the course of its drying. Specifically, 1D T1 and T2
distributions, 2D T1–T2 correlation spectra and T1 and T2 maps of a beechwood sample
at different MCs in the range from 90% (green state) to an absolutely dry sample were
measured in this study to follow changes of the water state and distribution in the course
of wood drying.

2. Results and Discussion

2.1. 1D T1 and T2 Distributions at Different MCs

A multiexponential analysis of T1 and T2 relaxation decay curves was used to de-
termine the relaxation time distributions. Figure 1 shows the T1 and T2 distributions for
different MCs. T1 distributions consisted of two peaks: an intense peak in the range of
hundreds of milliseconds and a small peak at few milliseconds. With the decreasing MC
(wood drying), the position of the intense peak first decreased, reached a minimum value of
210 ms at MC = 25% and then increased with the decreasing MC (Figure 1a). The values of
the shorter T1 components were in the range of 10 ms. This peak was almost constant with
drying until MC = 20% and then increased with a decreasing MC, up to 50 ms at MC = 9%.
In the course of drying, the integrated intensities of both peaks slightly decreased until
MC = 42%. Then, the integral of the longer T1 component decreased and the integral of the
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shorter T1 component increased in the MC range between 42% and 20%, whereas at MCs
below 20%, the integral of the longer component increased and the integral of the shorter
component decreased and was no longer observed at MC = 0% (Figure 1a).

 

Figure 1. NMR relaxation time distributions together with the central relaxation time and the
integrated intensities of the peaks at different MCs for the beech branchwood sample: (a) T1 and
(b) T2. The labels LONG and SHORT in the graphs in panel (a) correspond to the T1 values of an
intense peak in the range of hundreds of milliseconds (long) and to a small peak at few milliseconds
(short), while the labels I, II and III in the graphs in panel (b) correspond to short, medium and long
T2 values of three distinct peaks in T2 distributions.

The T2 distributions are, however, different (Figure 1b). A small and broad peak was
observed in the T2 distribution at 0.1 ms that remained almost constant throughout the
sample drying. In addition, three peaks I, II and III were observed at higher MCs. With
the decreasing MC (wood drying), peak I remained at the same position until MC = 20%
and shifted to lower values at lower MCs. The T2 of peak II slightly increased when
MC decreased from 90% to 72% and then overlapped with peak III or I at lower MCs.
Peak III shifted to lower values with the decreasing MC. The integrated intensity of peak
I increased with the decreasing MC until 52%, remained constant until MC = 25% and
decreased with MC further decreasing, while the integral of peak III decreased with the
decreasing MC and was no longer observed at MCs lower than 25%. As in the previous
studies [25,26,29,30,32–35], the peaks I, II and III were assigned to bound water, free water
in cells with smaller lumina and free water in cells with larger lumina, respectively.
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2.2. Two-Dimensional T1–T2 Correlation Spectra at Different MCs

To further evaluate the T1 and T2 results, 2D T1–T2 correlation spectra were measured
for three different MCs (Figure 2). At MC = 90%, five peaks (labeled A1, A2, B, C and
D, see Figure 2) were observed, with two different T1 and four different T2 values. The
peaks A1, A2 and C were just below the diagonal T1 = T2, while the peaks B and C had
similar T2 but different T1. The intensities and positions of the peaks kept changing with
MC. At MC = 35%, intensities of the peaks A1 and A2 decreased significantly and could
not be distinguished, and the intensity of peak C increases compared to its intensity at
MC = 90%. At MC = 6%, the peaks A1 and A2 were no longer observed, and peak C had
a very low intensity. The T1 values of all the peaks decreased when the MC decreased
from 90% to 35% and increased again when the MC decreased to 6%. Peaks B and C had
similar T2 values at MC = 90% and 35%; however, their T2 values decreased at MC = 6%.
The peaks in the T1–T2 correlation spectra could be identified on the basis of previous
analyses [27]. The peaks with longer T1 and the longest T2 (A1 and A2) arose from water
with the highest molecular mobility, i.e., free water in lumina with different diameters.
Peak B with shorter T2 corresponded to bound water, peak D with the shortest T2—to
solid-like protons. Peak C with shorter T1 and the same T2 as peak B was assigned to the
water absorbed in wood polymers.

 

 
Figure 2. Two-dimensional T1–T2 correlation spectra of the beech branchwood sample at:
(a) MC = 90%, (b) MC = 35% and (c) MC = 6%. The five peaks are attributed to free water in
cell lumina (A1 and A2), protons of bound water (B and C) and solid wood protons (D) as discussed
in the text.

2.3. MR Imaging: Proton Density Images and T1 and T2 Maps

The spatial distributions of relaxation times in the wood sample were measured by T1
and T2 mapping. For the proton density imaging, the first image with the shortest echo
time of a sequence of echo images for T2 map determination was used. It should be noted
that the shortest echo time was still too long to allow detection of a signal from protons in
solid wood as their T2 values are in the range of tens of microseconds. The imaging method
which was used allows detection of signals with T2 values over a millisecond. For the same
reason, the signal of bound water with T2 of hundreds of microseconds produces a low
signal that is, therefore, not completely detected. Thus, the signal of proton density images
consists mainly of free water. Relaxation time maps were calculated by the complete set of
echo images using the best fit to the monoexponential decaying function. The resolution of
the images is lower than the size of a wood cell and therefore each pixel of the image consists
of several cells with the cell lumina and cell walls. This implies that the multi-component
decaying exponential function would yield a more accurate fit to the data and determine
the relaxation times of all the states of water and solid protons in each pixel. However,
due to the insufficient signal-to–noise ratio (SNR), the monoexponential fit was used. In
addition, T2 values measured using the spin-echo imaging pulse sequence at various echo
times are underestimated due to diffusional loss of the signal during read gradients [31,36].
Therefore, the T2 values cannot be directly compared to the spectroscopically determined
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T2 values, especially for protons with longer T2 values. Nevertheless, the T1 and T2 maps
can still give valuable information on the water in different wood structures.

Proton density images, T1 and T2 maps are shown in Figure 3. The brightness of these
images is proportional to proton density, T1 and T2 relaxation times, respectively. The
proton density image at MC = 90% shows different anatomical structures: annual rings
with earlywood and latewood and rays. The annual rings and rays are also clearly shown
on the T1 and T2 maps. It can be seen from the maps that both relaxation times were longer
in the earlywood compared to the latewood and the shortest in the rays (Table 1). As the
MC decreased, the contrast between different wood tissues increased. Signal intensity in
the rays increased due to an increased amount of free water with longer T2 relaxation time.
In contrast, the signal of the annual rings decreased due to a decrease of free water amount
as well as T2 reduction in partially filled lumina. At MC = 32%, the rays were either filled
with free water or already empty, which can be seen in the corresponding MR image and
maps as indicated by high or no signal intensity.

 

Figure 3. Density images, T1 and T2 maps of beech branchwood at different MCs. Note that the
scales for the T1 and T2 maps are different for MC = 32% than for the higher MCs.

In some MR maps, a dark region with shorter T1 and T2 values or even with non-
defined relaxation times values is observed due to too low SNR. It is interesting to note that
the relaxation times of the rays in this region remained the same as for the rays elsewhere
in the sample. This region is not observed in images at all the MCs because the sample was
removed from the magnet after measurement at each MC, and the slices of the images at
different MCs might be slightly different.

101



Molecules 2021, 26, 4305

Table 1. T1 and T2 values of earlywood, latewood and ray regions obtained from the T1 and T2 maps
at different MCs.

MC T1 (ms) T2 (ms)

90% Earlywood 350 ± 30 35 ± 5
Latewood 290 ± 20 17 ± 2

Ray 290 ± 20 12 ± 2
72% Earlywood 330 ± 30 30 ± 5

Latewood 300 ± 20 17 ± 2
Ray 400 ± 20 27 ± 2

52% Earlywood 320 ± 30 24 ± 3
Latewood 260 ± 20 13 ± 2

Ray 400 ± 20 35 ± 2
32% Earlywood 230 ± 30 5 ± 1

Latewood 180 ± 20 3 ± 1
Ray 280 ± 20 8 ± 1

2.4. Discussion

Wood contains two main proton compartments: solid wood material (cellulose, hemi-
cellulose and lignin) and water that can be observed in cell cavities as lumen water (free
water) or bound in cell walls (bound water). It should be noted that the relaxation times
of lumen water depend on the cell size [1]. Since wood generally contains a continuous
distribution of cell sizes, the analysis of relaxation time distributions using inverse Laplace
transformation (LT) is more appropriate than a multiexponential analysis using a model
function equal to the sum of a predefined number of exponentially decaying functions. In
the study, 1D inverse Laplace transformation was applied to the experimental data obtained
by the inversion recovery (IR) and Carr–Purcell–Meiboom–Gill (CPMG) pulse sequences
to calculate 1D distributions (spectra) of the T1 and T2 relaxations times, respectively. The
drawback of the 1D LT relaxation time distribution analysis is that it cannot always resolve
all different proton compartments in wood, particularly in cases when different proton
compartments have similar T1 or T2 values and the spectral peaks overlap. However, if
these protons have similar T2 but different T1 values or vice versa, then it is possible to re-
solve these different proton compartments by 2D T1–T2 correlation spectroscopy. This was
performed using 2D LT of the data acquired by the IR–CPMG sequence. Two-dimensional
T1–T2 correlation spectra were measured at three different MCs in order to differentiate the
overlapping peaks in the 1D relaxation time spectra. To obtain differences in relaxation
times for different wood structures, 2D T1 and T2 maps were measured as well.

The T1 distributions had two peaks (Figure 1a). The two peaks in the T1 distributions
were attributed to different T1 values of earlywood and latewood in red cedar and hem-
lock [37] or the fast exchange between free and bound water [25,27]. Results of the T1 maps
(Figure 3, Table 1) yielded values in the earlywood, latewood and ray regions in the range
of the longer T1 component, i.e., 100–700 ms. These results are therefore more consistent
with the fast exchange scenario.

Differences in the T2 distributions (Figure 1b) in the course of sample drying show
that T2 and integrated intensity of peak III decreased with the decreasing MC and the peak
vanished at MC = 25%. This value is close to that of the FSP where all free water evaporates
and only bound water remains. Peak III can therefore be assigned to free water in cell
lumina. Peak II could not be distinguished from peaks I and III at MCs below 72%. It is
interesting to note that the T2 value of peak II increased when MC decreased from 90% to
72%. In the previous studies, these two peaks were associated with free water in cell lumina
of different sizes [25,29,32–35] as the T2 value is directly proportional to the pore size [24].
Peak III was assigned to free water in earlywood vessels, peak II—to free water in smaller
latewood vessels and ray cells. Another study suggested that peak III corresponds to free
water in tracheid (fiber) cells, peak II—to free water in ray cell lumina, pits and tracheid
lumen ends [32]. The T2 value of peak I was constant down to MC = 20% (just below the
FSP) and then decreased with the decreasing MC. The dependence of the integrated line
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intensity of peak I on MC is interesting. The integrated intensity first increased, then it was
constant and finally decreased again below MC = 20%. This can be explained by the model
of a bioporous system with connected pores [38]. The T2 value and the integrated intensity
of peak III decreased in the course of drying indicating the homogeneous decrease of water
in large pores. The increase in the integrated intensity of peak I shows that the larger and
smaller pores were connected, and emptying of the large pores left some liquid films along
the walls. The water of the liquid film has a much shorter T2 that could overlap with the
T2 values of the smaller pores or even with the T2 values of bound water. This result was
also supported by the T1–T2 correlation spectra (Figure 2) where two peaks with different
T2 values and an identical T1 value were observed, i.e., peaks B and C. The intensity of
peak C, i.e., the bound water with higher mobility (higher T1/T2) increased as the MC
decreased from 90% to 35% than the bound water assigned to peak B (lower T1/T2), At
MC = 35%, almost no free water was in the cell lumina (low intensity of the peaks A1 and
A2). This result can be explained by an increasing proportion of liquid film on cell walls
with decreasing MCs (wood drying). The signal of the liquid film can be assigned to the
peak of bound water with higher mobility (peak C). With further drying of the sample
below the FSP, the intensity of peak C decreased while the intensity of peak B was almost
the same, i.e., highly mobile bound water evaporates first, causing the decrease of peak II
at MCs below 20%.

In addition to three peaks (I, II and III) in the T2 distribution, there was also a peak at
much shorter T2 values of around 100 µs corresponding to peak D in the T1–T2 correlation
spectra. This peak remained constant throughout drying of the sample and was assigned
to solid wood. However, the T2 values of the solid wood are in the range of several tens
of microseconds. This is too short for signal detection with the CPMG sequence at the
parameters used in this study. Thus, most probably only the part of the spectrum with the
longest T2 values of solid wood was successfully measured while the actual T2 of this peak
was below our detection limit.

The spatial distribution of the T2 value at various MCs is shown in T2 maps (Figure 3
and Table 1). Shorter T2 value for latewood than for earlywood at all MCs was observed,
which is in agreement with a previous study [17] and is the consequence of larger lumina
of earlywood cells compared to latewood cells. The T2 value of the rays first increased
with the MC decrease down to 52%. At this MC, the T2 value of the ray tissue was even
higher than the T2 value of earlywood. As the MC decreased to 32%, the T2 value of rays
decreased as well but was still higher than the T2 value of larger earlywood vessels at this
MC. The multiseriate rays were larger than the earlywood vessels. Therefore, an additional
reason for the longer T2 value was a higher amount of water in ray cells; namely, the T2
value increased with the water concentration in pores [38]. These results indicate that in
the course of drying of a wood sample, water is diffused from the annual rings to the rays
before evaporating from the sample. The spatial distribution of the T2 value at different
MCs can also explain vanishing of peak II below MC = 72%, i.e., high above the FSP. The
T2 value of the ray cells at high MC contributed to peak II. As the ray cells were filled with
more water at lower MCs, the T2 of free water in the cells increased and began to overlap
with the T2 value of peak III. Free water in latewood cells also contributed to peak II at
high MCs. However, as the amount of water decreased in the course of drying, the T2
value of the latewood decreased to several milliseconds such that the T2 value of free water
in partially empty latewood cells could overlap with peak I.

This study was performed on small samples due to the sample size limitations of the
MRI scanner that was used in the study. The scanner was optimized for spatial resolution
(for MR microscopy) and therefore had very sensitive but small RF probes. The largest RF
probe had a diameter of only 27 mm and this was also the largest sample size that could be
scanned. However, the identical methodology used in this study can be used on a much
larger scale, e.g., with clinical scanners, where the samples can be up to ten times larger
than in this study.
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3. Materials and Methods

3.1. Plant Material

Five 15-mm-long samples of a young forest beech tree (Fagus sylvatica L.) were cut
from fresh branches with a diameter of approximately 8 mm and the annual growth ring
width of 0.2 mm. Pith and bark were removed from the samples to avoid large variations
of MCs in the samples. The samples were then dried in a desiccator until the MC of the
samples decreased from the initial 88% (in the green state) to below 20%. This was needed
in order to reach the state of wood below the fiber saturation point (FSP) with only bound
water. To moisten the samples to different well-defined MCs, they were equilibrated in
a desiccator over different salt solutions ensuring different relative air humidities (RH):
MgCl2 (RH = 33%), K2CO3 (RH = 44%), NaNO2 (RH = 65%), NaCl (RH = 75%), and ZnSO4
(RH = 85%). After all the MR experiments were finished, the samples were completely
dried in the oven at 103 ◦C for several hours until their masses were equilibrated. The MCs
were determined gravimetrically using the Equation (1).

MC =
m − m0

m0
× 100% (1)

where m is the mass of a moist sample and m0 is the mass of an absolutely dry sample.
Wood density in the absolutely dry state was 580 kg/m3.

3.2. NMR and MRI Experiments

The NMR and MRI experiments were performed on a system consisting of a su-
perconducting 2.35-T (1H NMR frequency of 100 MHz) horizontal bore magnet (Oxford
Instruments, Abingdon, UK) equipped with gradients and RF coils for MR microimag-
ing (Bruker, Ettlingen, Germany) using a Tecmag Apollo (Tecmag, Houston, TX, USA)
NMR/MRI spectrometer. For the MR experiments, the wood sample was taken out of
the desiccator at appropriate time intervals, weighted and inserted into a glass tube that
was sealed with a Teflon cap to prevent sample drying during the scanning. The sample
was reoriented in the magnet in such a way that it allowed the imaging of an axial slice
(parallel to the radial–tangential plane) in 2D MRI experiments. Each sample was weighted
before and after the MR measurements. The maximal change of weight during MR experi-
ments was less than 2% and observed only for the samples with high MC, while the mass
differences were negligible for the samples with MCs less than 30%.

The spin–spin relaxation times T2 were measured using the Carr–Purcell–Meiboom–
Gill (CPMG) sequence 90◦–τ–[180◦–τ–AQ–τ]N with the echo time τ of 150 µs and loop
repetitions N of 3000 in order to enable measurement of a wide range of T2 values for
the sample with different MCs. To measure the spin–lattice relaxation time T1, the inver-
sion recovery (IR) pulse sequence 180◦–τ1–90◦–AQ was used, with the logarithmically
increasing IR delay τ1 (from 20 µs to 10 s; 36 different τ1 values). To further validate the
relaxation results, 2D T1–T2 relaxation correlations were measured at three different MCs,
90%, 35% and 6%, using the IR-CPMG sequence, where the IR part was followed by the
CPMG loop [39]. The IR delays were the same as for 1D T1 measurements. The echo delays
in the CPMG loop were equal to 350 µs, 50 µs and 25 µs, with the number of loops of 2048,
1024 and 512 for the samples with the MC of 90%, 35% and 6%, respectively.

The experimental data of T1, T2 and T1–T2 measurements were processed via a multiex-
ponential analysis using the Prospa software that was provided by Prof. P. Callaghan [36,39].
The analysis based on multidimensional inverse Laplace transformation allows the resolution
and quantification of various components in the relaxation distribution to some extent.

Two-dimensional T1 and T2 relaxation time maps were measured using a modified
spin-echo imaging pulse sequence. Specifically, the inversion recovery spin-echo (IR-SE)
imaging sequence was used for T1 mapping, i.e., a hard 180◦ pulse followed by the time
interval τ1 added before the standard 2D spin-echo imaging sequence. T1 maps were
determined from the IR-SE images measured with the time interval τ1 ranging from 40 µs
to 10 s (nine different τ1 values); the echo time was equal to TE = 3.6 ms and the repetition
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time was TR = 10 s. T2 maps were determined from the standard 2D spin-echo images
measured with the echo time (TE) varying between 3.6 ms (the shortest possible TE) and
300 ms (nine different values). The other imaging parameters for 2D images were as follows:
field of view (FOV) = 13 mm, matrix size of 128 × 128 and slice thickness = 1 mm with the
in-plane resolution of 0.1 mm. Proton density-weighted images were selected as the images
with the shortest echo time (TE = 3.6 ms) of the sequence used for T2 map calculation.

4. Conclusions

The present study demonstrates that a combination of 1D T1 and T2 spectra, 2D T1–T2
correlation spectra and their spatial distributions given by the T1 and T2 maps provides
valuable information about changes in wood in the course of drying. The obtained results
enabled precise analysis of moisture redistribution in the course of drying between different
anatomic regions of wood. It also enabled determination of the ratio between the amounts
of bound and free water as well as the amount of water in wood cells of different lumina.
The advantage of the proposed method is also that it is non-destructive, non-invasive and
non-contact and therefore enables MC analysis of the same sample during different stages
of its drying.
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Abstract: Some organosilicon compounds, including alkoxysilanes and siloxanes, proved effective
in stabilizing the dimensions of waterlogged archaeological wood during drying, which is essential
in the conservation process of ancient artifacts. However, it was difficult to determine a strong
correlation between the wood stabilizing effect and the properties of organosilicon compounds, such
as molecular weight and size, weight percent gain, and the presence of other potentially reactive
groups. Therefore, to better understand the mechanism behind the stabilization effectiveness, the
reactivity of organosilicons with wood polymers was studied using a 2D 1H–13C solution-state NMR
technique. The results showed an extensive modification of lignin through its demethoxylation and
decarbonylation and also the absence of the native cellulose anomeric peak in siloxane-treated wood.
The most substantial reactivity between wood polymers and organosilicon was observed with the
(3-mercaptopropyl)trimethoxysilane treatment, showing complete removal of lignin side chains,
the lowest syringyl/guaiacyl ratio, depolymerization of cellulose and xylan, and reactivity with
the C6 primary hydroxyls in cellulose. This may explain the outstanding stabilizing effectiveness
of this silane and supports the conclusion that extensive chemical interactions are essential in this
process. It also indicates the vital role of a mercapto group in wood stabilization by organosilicons.
This 2D NMR technique sheds new light on the chemical mechanisms involved in organosilicon
consolidation of wood and reveals what chemical characteristics are essential in developing future
conservation treatments.

Keywords: archaeological wood; silane; siloxane; wood consolidation; 2D NMR; chemical reactivity;
solution-state NMR; wood conservation; waterlogged wood

1. Introduction

The oldest known method for the conservation of waterlogged wooden artifacts dates
back to the mid-1800s, when hot solutions of alum salts (KAl(SO4)2·12H2O) were used
for this purpose for the first time [1,2]. More recent standard conservation procedures em-
ploy mainly polyethylene glycols of different molecular weights and various sugars [3–9].
However, since none of these methods has been entirely satisfying and some of them, such
as alum and PEG treatment, turned out to be even detrimental to wooden artifacts in the
long term [1,10–14], the search for more reliable solutions continues. One of the newly
tested methods for waterlogged wood conservation is the application of organosilicon
compounds, among which some (e.g., alkoxysilanes) can polymerize inside the wood
structure, forming a stabilizing 3D network [15–17].

Our foregoing research on organosilicons allowed us to identify several compounds ef-
fective in stabilizing waterlogged wood dimensions during drying, including
methyltrimethoxysilane, (3-mercaptopropyl)trimethoxysilane, (3-aminopropyl)triethoxysilane,
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1,3-bis(3-aminopropyl)-1,1,3,3-tetramethyldisiloxane, or 1,3-bis-[(diethylamino)-3- (propoxy)
propan-2-ol]-1,1,3,3-tetramethyldisiloxane [15,16]. They differ significantly in molecular
weight, size, and chemical structure, which suggests different stabilizing mechanisms.
Surprisingly, among the tested organosilicons that turned out ineffective in wood stabi-
lization were some with a similar structure to those effective ones, differing only in the
presence/absence of a particular side group or the length of the side chain. That indicates
that not only the formation of a spatial network inside the wood tissue by polymerized
organosilicon compounds but also that their chemical reactivity with wood polymers may
contribute to their stabilizing efficiency.

There are several potential reactive sites in both wood polymers and organosilicon com-
pounds that enable the formation of covalent or hydrogen bonds between their molecules.
In wood polymers, they include primary (at C6) and secondary (at C2 and C3) hydroxyls
in cellulose [18,19], free hydroxyls present on all sugar units in hemicelluloses [20,21], and
phenolic α-O-4 and β-O-4 linkages, as well as aliphatic and phenolic hydroxyl groups
in lignin [22,23]. In turn, alkoxysilanes have highly reactive alkoxy groups that enable
their polymerization by reacting with other silane molecules or different chemicals [24].
Additionally, organosilicons can contain several different functional groups, such as mer-
capto, thiocyanate, amine, vinyl, epoxy, etc., that may facilitate interactions with wood
polymers [25,26].

Although it has already been confirmed that various silanes can react with cellulose [27–33],
lignin [33–38], and wood [39–43], and the results of our previous FT-IR analyses on water-
logged wood treated with organosilicons confirmed the formation of new chemical bonds
between them [15,43], the details of the interactions and potential preferences of silanes to
react with individual wood polymers remain not fully understood. Therefore, to unveil
the mechanism of waterlogged wood stabilization by organosilicon compounds, further
research is necessary that will help to better understand the wood–silane interactions,
especially in highly decayed wood where the usual cellulose/lignin ratio and the regular
chemical composition and structure of wood polymers are altered by degradation processes.

One of the methods that provide insights into changes in wood chemistry caused by
its modification is two-dimensional solution-state nuclear magnetic resonance (NMR) spec-
troscopy. The technique has been successfully employed to study the reactivity of wood
polymers with various chemicals and modification agents, including phenol-formaldehyde
adhesive [44], functionalized benzoic acids [45], polymeric methylene diphenyl diiso-
cyanate [46], or N-methylimidazole (NMI) and acetic anhydride [47]. It is also helpful in
qualitative and quantitative analyses of cell wall polymers in plant tissues [48], allows us
to study of interactions between them [49], and facilitates the identification of structural
changes in lignin, cellulose, and hemicelluloses caused by wood-decaying fungi [50,51] or
hydrothermal pretreatment and enzymatic hydrolysis [52].

In the present study, the two-dimensional solution-state nuclear magnetic resonance
(NMR) method was used to address four crucial questions: (1) whether any new chemical
bonds are formed between organosilicons applied as wood consolidants and the cell wall
polymers that remained in the degraded waterlogged wood; (2) which active sites in wood
polymers interact with particular groups present in organosilicon molecules; (3) whether
silanes have any preference to individual wood polymers; and, finally, (4) what makes
an organosilicon an effective stabilizer (from the perspective of the chemical structure
and reactivity). Understanding the interactions of organosilicons with wood polymers
and the resulting wood stabilization mechanism will enable the design of more effective
consolidants for waterlogged wood. It will also help develop new functional lignocellulosic
materials modified with organosilicon compounds for different industrial purposes.

2. Results

2.1. Effectiveness of Organosilicon Compounds in Waterlogged Wood Stabilization

Keeping the original dimensions of waterlogged wooden artifacts during drying
is a primary goal of successful conservation. Therefore, the effectiveness of conserva-
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tion agents applied as waterlogged wood consolidants is usually evaluated based on
parameters that measure dimensional wood stability, including shrinkage and anti-shrink
efficiency [15,53,54].

Table 1 presents the efficacy of selected organosilicons used to stabilize highly de-
graded waterlogged archeological elm. Alkoxysilanes and siloxanes are labeled with the A
and S letters, respectively, followed by the consecutive numbers (the full names of the chem-
icals are given in Section 4.1 Materials). The most effective wood-stabilizing treatment (with
anti-shrink efficiency (ASE) over 80%) was that with (3-mercaptopropyl)trimethoxysilane
(A3), 3-bis(3-aminopropyl)-1,1,3,3-tetramethyldisiloxane (S2), 1,3-bis-[(diethylamino)-3-
(propoxy)propan-2-ol]-1,1,3,3-tetramethyldisiloxane (S3), 3-[3-(hydroxy)(polyethoxypropyl)]
1,1,1,3,5,5,5-heptamethyltrisiloxane (S7), and methyltrimethoxysilane (A1). Pretty good
stabilization with ASE over 70% was achieved using 1,3,5,7-tetrakis(1-(diethylamino)-3-
(propoxy)propane-2-ol)-1,3,5,7-tetramethylcyclotetrasiloxane (S5) and (3-thiocyanatopropyl)
trimethoxysilane NCS(CH2)3Si(OCH3)3 (A4). The other organosilicons used in the study
were less effective, with ASE values of about 50%, which is insufficient from the conserva-
tion perspective.

Table 1. The parameters measured/calculated for selected organosilicons or wood samples treated
with them: Sv, volumetric wood shrinkage; ASEv, anti-shrink efficiency of the individual organosili-
con compound; WPG, weight percent gain; MW, molecular weight of an organosilicon monomer; C,
untreated waterlogged wood used as a control; the full names of organosilicon compounds are given
in Section 4.1 Materials.

Organosilicon Applied Sv [%] ASEv [%] MW [g/mol] WPG [%]

C 55.1 ± 4.9 - - -
A1 9.7 ± 1.3 82.4 136.22 231.9 ± 6.8
A2 29.2 ± 7.3 47.0 277.82 328.8 ± 1.3
A3 0.7 ± 0.5 98.7 196.34 136.9 ± 9.4
A4 15.9 ± 3.5 71.1 221.35 212.5 ± 1.9
S1 24.9 ± 1.7 54.8 362.61 227.3 ± 0.5
S2 4.5 ± 1.4 91.8 248.51 236.2 ± 1.9
S3 4.5 ± 1.4 91.8 508.88 219.8 ± 5.9
S4 29.7 ± 2.5 46.1 482.80 234.1 ± 2.2
S5 15.0 ± 0.9 72.8 989.62 231.8 ± 1.3
S6 26.3 ± 1.1 52.3 1762.40 270.8 ± 2.1
S7 5.3 ± 2.5 90.4 588.95 227.3 ± 1.4

Considering the general molecular structure (alkoxysilanes and siloxanes), the molec-
ular weight, and the weight percent gain of the organosilicons applied (Table 1), it was
difficult to determine any simple correlation between these parameters and the wood
dimensional stabilization achieved with the treatment. Amongst the alkoxysilanes and
siloxanes, the most effective were agents contained molecules as small as 136 g mol−1 and
196 g mol−1 (A1 and A3), medium size of 248 g mol−1 (S2), or as large as 508 g mol−1 (S3)
and 588 g mol−1 (S7). Weight percent gain in the range of 212% to 236% was obtained for
both the most effective (S2, S3, S7, A1, S5, and A4) and less effective (S1 and S4) chemicals.
Interestingly, the best stabilizer (A3) was characterized by one of the smallest molecular
weights (196 g mol−1) and the lowest WPG (only 137% g mol−1), too.

Additionally, there was no direct correlation between the chemical structure and the
stabilizing effectiveness of the organosilicon compounds used in this study. All alkoxysi-
lanes (Figure 1) had a similar structure with the presence of three methoxyl groups. They
differed only in the fourth group, which varied from a simple methyl group in A1 through
a longer alkyl chain (propyl) terminated with a pyridinium chloride (A2), a thiol group
(A3), or a thiocyanate group (A4). However, their waterlogged wood-stabilizing efficiency
differed significantly (Table 1), which suggested the critical role of the fourth additional
chemical group bound to the silicon atom.
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Figure 1. Chemical structures of alkoxysilanes used for waterlogged wood conservation.

The structures of siloxanes used in the research were more varied (Figure 2). They
included disiloxanes with shorter (S1 and S2) and longer alkyl chains (S3, S4), with addi-
tional amino (S2, S3, S4) or epoxy (S1) groups, a trisiloxane with a long polyethoxypropyl
chain (S7), as well as more complex cyclic tetrasiloxanes (S5 and S6). Similarly to alkoxysi-
lanes, it was difficult to find a correlation between the structure and stabilizing effectiveness
of these chemicals because the best-performing ones (S2, S3, S7, and S5) differed in the
length of a side chain and the presence of reactive groups, while some of the less effective
ones had side chains of similar length and also contained a reactive group that could
interact with wood polymers (e.g., S1 vs. S3 or S4 vs. S3).

Figure 2. Chemical structures of siloxanes used for waterlogged wood conservation.

The results presented above suggest that more than one mechanism must be involved
in the stabilizing effect of the organosilicon compounds on waterlogged wood. Hence the
idea to use the two-dimensional (2D) 1H–13C single-bond correlation NMR technique to
investigate the reactivity between organosilicons and wood polymers.
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2.2. NMR Spectra

Two-dimensional (2D) 1H–13C single-bond correlation NMR spectra were acquired
on the whole cell walls of alkoxysilane- and siloxane-treated archaeological elm wood.
Through this analysis, the native wood cell wall polymers were semi-quantifiable, and
the detailed chemistry between a treatment and the wood could be visualized, thus re-
vealing clues as to the mechanisms involved in how each treatment stabilizes the wood.
Figures 3–5 display partial 2D NMR spectra for all samples studied here. Figure 3 in-
cludes a chemical structure key to the color-coded contours that are referenced in each
spectrum. Figures 6 and 7 are bar charts showing the NMR integration values for the major
wood polymers present in each of the spectra relative to the lignin methoxyl group (for
alkoxysilane- and siloxane-treated wood, respectively). Not all of the spectra displayed the
presence of the major wood polymers due to the overwhelming intensities of the organosil-
icon contours. For example, the 2D NMR spectra of archaeological elm wood treated with
A2, S1, S6, and S7 showed intense organosilicon peaks that overlapped with the wood cell
wall polymer peaks, making the signals from wood visually obscured. The organosilicon
treatments may be grouped into two types: alkoxysilanes and siloxanes. The following will
describe the chemical characteristics found in the wood cell walls after each treatment.

2.2.1. Alkoxysilane-Treated Wood

Archaeological wood treated with alkoxysilanes included methyltrimethoxysilane
(A1), 1-[3-(trimethoxysilyl)propyl]pyridinium chloride (A2), (3-mercaptopropyl)
trimethoxysilane (A3), and (3-thiocyanatopropyl)trimethoxysilane (A4). The chemical
structures for these treatments are shown in Figure 3.

Treatment A1 was the simplest structure of all the organosilicons. From Figure 4, the
NMR spectrum showed quite similar characteristics to the control (C) degraded wood
(Figure 3). For example, all the main lignin linkages (β-O-4, β-5, and β-β), the syringyl
(S) and guaiacyl (G) units, and major polysaccharides cellulose (Glc) and xylan (Xyl) were
present. The oxidized aromatic units were evidenced by the presence of α-carbonyl versions
of syringyl and guaiacyl units, as depicted by S′ and G′. From the integration data shown
in Figure 6, the S/G ratio of A1 decreased by 31% compared to the control.

Treatment A2 was the only organosilicon based on a salt. In the spectrum shown in
Supplementary Figure S1, the major wood polymers were not able to be detected. The
only functional group detectable from wood was that of the lignin methoxyl, and even this
group was considered a weak signal. The high intensity of the treatment contours seemed
to overwhelm the weaker wood polymer signals.

Treatment A3 contained a mercaptopropyl group. The NMR spectrum shown in
Figure 4 displayed a dramatic degradation of the wood polymers. For example, the
spectrum was devoid of all the major lignin linkages, as well as the predominant lignin
aromatic units; the only aromatic units present were the α-carbonyl versions of syringyl
and guaiacyl units (S′ and G′). The contour peak for p-hydroxyphenyl units (H) was shown
to be enhanced, while the S and G contour peaks were depleted, showing evidence of
methoxyl removal. Similarly, the major polysaccharides were also heavily cleaved; the
α- and β-reducing end groups (αred and βred) of cellulose (Glc) and xylan (Xyl) showed
intense signals. Therefore, this treatment resulted in a high amount of wood degradation.
However, we also detected partial reactivity between the treatment and the Glc6 position,
showing new contours labeled R-Glc6 (yellow). These new contours showed evidence that
this treatment does react with cellulose. In the integration data, shown in Figure 6, the S/G
ratio of A3 decreased by 54% as compared to the control.

Treatment A4 contained a thiocyanatopropyl group. The NMR spectrum in Figure 4
displayed similar characteristics to spectra of the control degraded wood (Figure 3) and
treatment A1. All of the major lignin linkages were present, as well as the aromatic lignin
units (S and G). The α-carbonyl versions syringyl and guaiacyl units (S′ and G′) were
also present. Cellulose and xylan were also evident. From Figure 6, the S/G ratio of A4
decreased by 27% compared to the control.
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Figure 3. The partial 2D NMR spectrum of the control degraded archaeological elm (C) (top) and
the chemical structures (bottom) of the main wood polymers present in the spectrum and the
following figures.
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Figure 4. Partial 2D NMR spectra of alkoxysilane-treated wood showing the effects of the
treatment with methyltrimethoxysilane (A1), (3-mercaptopropyl)trimethoxysilane (A3), and (3-
thiocyanatopropyl)trimethoxysilane (A4). The colored contours and labels correspond to the chemical
structures shown in Figure 3.

113



Molecules 2022, 27, 3407

 

Figure 5. Partial 2D NMR spectra of siloxane-treated wood showing the effects of the treat-
ment with (1,3-bis(3-aminopropyl)-1,1,3,3-tetramethyldisiloxane (S2), 1,3-bis-[(diethylamino)-3-
(propoxy)propan-2-ol]-1,1,3,3-tetramethyldisiloxane (S3), 1,3-bis-[(ethylenodiamino)-3-(propoxy)
propan-2-ol]-1,1,3,3-tetramethyldisiloxane (S4), 1,3,5,7-tetrakis(1-(diethylamino)-3-(propoxy)propan-
2-ol)-1,3,5,7-tetramethylcyclotetrasiloxane (S5). The colored contours and labels correspond to the
chemical structures shown in Figure 3.
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each spectrum of alkoxysilane-treated wood (A1, A3, and A4) with control degraded wood (C). The
numbers above the bars indicate the actual value of the integral. All integrations are relative to the
lignin methoxyl peak.
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2.2.2. Siloxane-Treated Wood

Archaeological wood treated with siloxanes included 1,3-bis(3-glycidyloxypropyl)-
1,1,3,3-tetramethyldisiloxane (S1), 1,3-Bis(3-aminopropyl)-1,1,3,3-tetramethyldisiloxane
(S2), 1,3-bis-[(diethylamino)-3-(propoxy)propan-2-ol]-1,1,3,3-tetramethyldisiloxane (S3),
1,3-bis-[(ethylenodiamino)-3-(propoxy)propan-2-ol]-1,1,3,3-tetramethyldisiloxane (S4), 1,3,
5,7-tetrakis(1-(diethylamino)-3-(propoxy)propan-2-ol)-1,3,5,7-tetramethylcyclotetrasiloxane
(S5), 1,3,5,7-tetrakis(3-polyethoxypropyl)-1,3,5,7-tetramethyltetracyclosiloxane, methoxy
terminated (S6), and 3-[3-(hydroxy)(polyethoxypropyl)]1,1,1,3,5,5,5-heptamethyltrisiloxane
(S7). The chemical structures for these treatments are shown in Figure 2.

In all NMR spectra obtained for wood treated with siloxanes of the molecular weight
over 300 g mol−1 (S1, S3–7), the high-intensity peaks coming from the treatments that
overwhelmed the wood polymers signals were seen.

Treatments S1, S2, S3, and S4 all contained a tetramethyldisiloxane group. Treatments
S2, S3, and S4 showed similar characteristics in their NMR spectra (Figure 5). For example,
the major lignin linkages β-O-4 and β-5 were present as well as the S and G units. However,
the S′ and G′ units were absent, which suggests the reduction or removal of the α-carbonyl
functionality. From the integration data, shown in Figure 7, the S/G ratios for treatments
S2, S3, and S4 all showed a decrease of 7%, 47%, and 48%, respectively, compared to the
control. The polysaccharides also showed several different contour peaks as compared to
the control, suggesting reactivity between the treatment and the polysaccharides, especially
for treatments S3 and S4. Treatment S1 was devoid of major wood polymer peaks, most
likely due to the overwhelming peaks from the organosilicon treatment, but did show the
presence of polysaccharide peaks in the anomeric region and S units in the aromatic region
(Figure S1).

Treatments S5 and S6 both contained a tetramethyltetracyclosiloxane group. Interest-
ingly, treatment S5 displayed similar characteristics to treatments S3 and S4 in the NMR
spectra in that the major lignin linkages β-O-4 and β-5 were present, as well as the S and G
units, and the polysaccharide peaks looked similar in the anomeric region (Figure 5). On
the other hand, treatment S6 was devoid of major lignin polymer peaks, most likely due to
the overwhelming peaks from the organosilicon treatment, but did show polysaccharide
peaks in the anomeric region (Figure S1). From Figure 7, the S/G ratio for treatment S5

showed a decrease of 45% compared to the control
Treatment S7 contained a heptamethyltrisiloxane group. Similar to treatment S6

characteristics, this treatment was also mostly devoid of wood polymer peaks with the
exception of weak aromatic units (S and G) and polysaccharide peaks in the anomeric
region (Figure S1). The S/G ratio was not measurable, given the weak intensity of the
aromatic unit peaks.

3. Discussion

The NMR results obtained shed new light on the interactions between the wood
cell wall polymers and organosilicon compounds applied as consolidants to stabilize
waterlogged wood dimensions.

Our previous FT-IR studies [15,43] showed that hydrolysis and condensation of
alkoxysilane monomers occurred in the treated wood, leading to the formation of a stabiliz-
ing polymer network inside the wood structure. Moreover, it seemed that also new chemical
bonds between wood hydroxyls and alkoxysilanes were formed due to the treatment, in
particular when methyltrimethoxysilane (A1) and (3-mercaptopropyl)trimethoxysilane
(A3) were applied. The reduction of available hydroxyls on the cell walls was additionally
confirmed by dynamic water sorption experiments that showed the decrease in equilibrium
moisture content and the sorption hysteresis of treated archaeological wood compared to
untreated wood [55,56]. However, the new NMR data only showed the chemical modifica-
tion of C6 primary hydroxyls in cellulose in the wood sample treated with A3; no other
evidence of wood hydroxyls’ modification is visible.

116



Molecules 2022, 27, 3407

On the other hand, we observed demethoxylation of lignin S and G units, which was
also seen in our previous FT-IR spectra [43] and other studies on wood modification with
alkoxysilanes [57,58]. From the integration data in Figure 6, it was evident that the major
lignin linkages in all samples treated with alkoxysilanes were much—in some cases two
times—higher than that found in the control degraded wood samples, with the exception
of the β-β linkage. This result, in conjunction with the overwhelmingly consistent decrease
in the S/G ratios in the treated woods compared to the control, suggests that the lignin was
undergoing demethoxylation during alkoxysilane treatment; thus, alkoxysilanes have the
ability to oxidize these methoxyl groups on the aromatic ring of lignin.

The NMR results were, then, surprising, especially since several researchers observed
the reactivity of alkoxysilanes (via alkoxy groups) with wood hydroxyls [24,39,41,58].
However, some catalysts are usually applied to promote the reactivity of alkoxysilanes
with wood, which were not used in the case of our waterlogged wood treatments. This fact
may explain why we did not observe the modification of the wood hydroxyls in our NMR
spectra of A1, A2, and A4. It is worth mentioning here that the NMR spectra obtained
contained some unidentified peaks that arose from the alkoxysilanes applied. For example,
in the spectra shown in Figure 4 we do see peaks from the trimethoxy groups around
3.0–3.5/45–50 ppm; most of the other peaks from alkoxysilanes did not interfere with
wood polymer peaks. However, we cannot currently assign any other peaks related to new
plausible chemical bonds between the silanes and lignin/polysaccharides units in A1, A2,
and A4. Further research on this phenomenon is planned.

For alkoxysilane treatment A3 ((3-mercaptopropyl)trimethoxysilane), we were able to
tentatively assign the new peaks of reacted cellulose C6 hydroxyls, labeled as R-Glc6, at
3.73/63.1 ppm and 3.93/63.1 ppm (Figure 4). Treatment A3 also showed complete removal
of lignin side chains, the lowest S/G ratio (0.52), and depolymerization of cellulose and
xylan as evidenced by the presence of their intensified α- and β-reducing end groups at
4.97/92.8, 4.93/93.0 and 4.34/97.5, 4.28/98.3 ppm, respectively. This strong reactivity of the
most effective wood stabilizer with all wood polymers indicates that chemical interactions
are essential in stabilizing waterlogged wood dimensions during drying. It also points
to the conclusion about a vital role the mercapto group plays in these interactions and
wood stabilization. Even though the observed reactivity may hinder the reversibility of the
treatment with this silane, which is required by conservation ethics, the SEM images of the
treated wood showed that the silane locates in/on the cell wall [15], leaving the lumina
empty for further re-treatment, which potentially does not exclude the chemical from the
conservation practice.

Interestingly, in the case of siloxane treatment, we could mainly observe lignin modi-
fication employing demethoxylation of S and G units and removal (decarboxylation) of
the α-carbonyl versions of syringyl and guaiacyl units (S′ and G′). From the integration
data in Figure 7, as with what we observed for the alkoxysilane treatments, the major
lignin linkages in all of the samples treated with siloxanes were much higher than those
found in control degraded wood samples, with the exception of the β-β linkage. This result
suggests that the lignin can undergo demethoxylation during organosilicon treatment,
regardless of treatment type. From our previous FT-IR research [43], we learned that the
methoxyl groups in lignin might contribute to the interaction with 1,3-bis-[(diethylamino)-
3-(propoxy)propan-2-ol]-1,1,3,3-tetramethyldisiloxane (S3). Perhaps all siloxanes applied
in this study react with lignin similarly. However, considering their diverse effectiveness as
wood consolidants, this reactivity seems not to play a crucial role in the stabilizing mechanism.

When it comes to decarbonylation, the literature data indicate that siloxanes, including
tetramethyldisiloxane, can reduce α,β-unsaturated carbonyl derivatives [59,60]. A tetram-
ethyldisiloxane unit is present in all siloxanes used in our research. However, it contains
methyl groups attached to the silicon atom instead of hydrogen, which is necessary for the
reductive activity. Therefore, it is difficult to say if the treatment conditions or the solvent
used for NMR analysis (DMSO) could cause demethylation of the silicon atom and foster
the reductive properties of siloxanes; this question requires further study to be answered.
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Another aspect that was evident from the NMR analysis of siloxane-treated wood was
the absence of the native cellulose anomeric peak normally observed at 4.25/103.7 ppm.
Cellulose was clearly present in all of the alkoxysilane-treated wood samples; so, this
indicates that the siloxane treatments are able to modify cellulose heavily. Several new
anomeric peaks were observed in the siloxane spectra of S3, S4, and S5 (Figure 5) and S1,
S6, and S7 (Figure S1), but were not currently assigned here. Further research is needed to
assign these new anomeric peaks. Since the effectiveness of the applied siloxanes varied,
it is difficult to explicitly state if polysaccharide modification is essential in stabilizing
waterlogged wood dimensions during drying.

Considering the results of the presented research and the data on organosilicon com-
pounds used for waterlogged wood conservation from the previous studies [15,16,43], it
can be concluded that the mechanism of waterlogged archaeological wood dimensional
stabilization by alkoxysilanes is based on (1) bulking the cell wall, (2) forming a stabilizing
polymer network, and (3) chemically interacting with wood polymers (at least in the case
of alkoxysilanes containing mercapto groups). On the other hand, in the case of silox-
anes, wood stabilization seems to be mainly based on filling the cell lumina. However,
the absence of the native cellulose anomeric peak and the absence of the α-carbonyls in
aromatic lignin units in all the siloxane treatments demonstrate that cellulose and lignin
modifications are also intimately involved in stabilizing siloxane-treated wood.

4. Materials and Methods

4.1. Materials

The research material was waterlogged elm (Ulmus spp.) heartwood: the remnants of
a medieval bridge excavated from the sediments of the Lednica Lake in the Wielkopolska
Region, Poland. The wood was highly degraded, with reduced cellulose and hemicelluloses
content and the loss of wood substance estimated at about 70–80% [15,43].

Organosilicon compounds for waterlogged wood treatment were obtained by hydrosi-
lylation of relevant olefins with Si–H-containing compounds in the presence of platinum
catalysts [61] at the Adam Mickiewicz University Foundation, Poznań Science and Technol-
ogy Park, Poznań, Poland [15]:

- methyltrimethoxysilane CH3Si(OCH3)3 (A1);
- 1-[3-(trimethoxysilyl)propyl]pyridinium chloride (C5H5NCl)C3H6Si(OCH3)3 (A2);
- (3-mercaptopropyl)trimethoxysilane HS(CH2)3Si(OCH3)3 (A3);
- (3-thiocyanatopropyl)trimethoxysilane NCS(CH2)3Si(OCH3)3 (A4);
- 1,3-bis(3-glycidyloxypropyl)-1,1,3,3-tetramethyldisiloxane [CH2(O)CHCH2O(CH2)3Si

(CH3)2]2O (S1);
- 1,3-bis(3-aminopropyl)-1,1,3,3-tetramethyldisiloxane [H2N(CH2)3Si(CH3)2]2O (S2);
- 1,3-bis-[(diethylamino)-3-(propoxy)propan-2-ol]-1,1,3,3-tetramethyldisiloxane [(C2H5)2

NCH2CH(OH)CH2O(CH2)3Si(CH3)2]2O (S3);
- 1,3-bis-[(ethylenodiamino)-3-(propoxy)propan-2-ol]-1,1,3,3-tetramethyldisiloxane [(NH2

(CH2)2HNCH2CH(OH)CH2O(CH2)3Si(CH3)2]2O (S4);
- 1,3,5,7-tetrakis(1-(diethylamino)-3-(propoxy)propan-2-ol)-1,3,5,7-tetramethylcyclote

trasiloxane [(C2H5)2NCH2CH(OH)CH2O(CH2)3Si(CH3)O]4 (S5);
- 1,3,5,7-tetrakis(3-polyethoxypropyl)-1,3,5,7-tetramethyltetracyclosiloxane methoxy

terminated [CH3O(CH2CH2O)7(CH2)3Si(CH3)O]4 (S6);
- 3-[3-(hydroxy)(polyethoxypropyl)]1,1,1,3,5,5,5-heptamethyltrisiloxane HO(CH2CH2O)7

(CH2)3Si(CH3)[OSi(CH3)3]2 (S7).

For simplicity, the numbers of consecutive alkoxysilanes (A) and siloxanes (S) listed
above, instead of their full chemical names, are used throughout the manuscript.

Dimethylsulfoxide-d6 (DMSO-d6, 99.5% D) and 1-methylimidazole-d6 (NMI-d6) for
NMR analysis were supplied by Aldrich Chemical Company (Milwaukee, WI, USA).
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4.2. Methods

4.2.1. Waterlogged Wood Treatment

Waterlogged elm log was cut into small samples with the dimensions of
20 mm × 20 mm × 10 mm (radial × tangential × longitudinal direction). To ensure the
greatest possible homogeneity of the wood degradation degree, thus reproducibility of the
results, the specimens were sampled from a selected part of the log and a similar distance
from the pit, since the number of suitable wooden pieces was limited.

The specimens were dehydrated by soaking them in 96% ethanol for 4 weeks and then
treated with 50% ethanol solutions of selected organosilicon compounds. An oscillating-
pressure method was used for the wood treatment, applying a −0.9 bar vacuum for 0.5 h
and then 10 bars of pressure for 6 h. The cycle was repeated six times every 24 h. Between
the cycles, the wood was left submerged in the organosilicon solution under atmospheric
pressure to ensure continuous treatment. After the treatment, the samples were removed
from the conservation solution and air-dried at room temperature (21 ± 1 ◦C) for 4 weeks.
As a result, five replicates of each treatment were obtained, and five more untreated
specimens were air-dried from the waterlogged state and used as a standard control for
this type of wood.

To evaluate the effectiveness of the treatment, weight percent gain (WPG) for each
organosilicon compound was calculated according to the standard Equation (1):

WPG =
W1 − W0

W0
× 100 (1)

where W0 is the estimated dry mass of the specimen before treatment, and W1 is the dry
mass of the sample treated with a selected organosilicon compound [15].

The evaluation of the stabilizing effect of particular conservation agents was based on
the values of volumetric shrinkage (Sv) and volumetric anti-shrink efficiency coefficient
(ASEv) calculated according to the standard Equations (2) and (3):

Sv =
V0 − V1

V0
× 100 (2)

where V0 is the initial volume of a waterlogged specimen, and V1 is the final volume of the
specimen (untreated or treated, respectively) after air-drying, and

ASEv =
Svu − Svt

Svu
× 100 (3)

where Svu is the volumetric shrinkage of the untreated specimen, and Svt is the volumetric
shrinkage of the treated specimen.

4.2.2. Wood Preparation for NMR

Air-dried archaeological wood samples were sliced with a knife in the radial direction
to obtain sections approximately 1 mm thick. Each sliced specimen was placed into a 50 mL
ZrO2 jar followed by three 20 mm ZrO2 balls and loaded into a Retsch PM-400 planetary
ball mill (Newtown, PA, USA). The wood was milled for 24 h (300 rpm, 20 min milling,
10 min pause; these conditions allowed us to keep the wood temperature below 50 ◦C,
which prevented its thermal degradation and changes in the chemical composition). Then,
the 20 mm balls were removed and shaken in the copper sieve to recover the wooden
material that remained on their surface. Afterward, ten 10 mm ZrO2 were added to pre-
milled wood, and the milling was continued for another 24 h under the same conditions.
Following ball-milling, the 10 mm balls were removed and shaken in the copper sieve, as
performed previously, and the milled wood was scraped from the jar and weighed.
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4.2.3. Wood Cell Wall Dissolution

About 30 mg of each sample was placed in the NMR tube (5 mm in diameter, 17.8 cm
in length) and dissolved using 400 µL DMSO-d6. To expedite the wood dissolution, the
tubes were sonicated at 35 ◦C for 1 h [62]. For the samples that dissolved successfully,
giving homogeneous and transparent solutions, an additional 100 µL DMSO-d6 was added
to reach the final solvent volume of 500 µL. For the samples that did not fully dissolve,
50 µL of 1-methylimidazole-d6 (NMI-d6), a non-degradative co-solvent with DMSO-d6,
was added to facilitate the disruption of hydrogen bonds. NMI-d6 was added to samples
A2, A3, S1, S2, S3, S4, S5, S6, and S7; it was omitted in samples C, A1, and A4 because
dissolution proceeded in DMSO-d6 without the need for NMI-d6. Adding NMI-d6 as a
co-solvent did not affect the NMR chemical shifts of the wood cell wall polymers in this
study. Then, the samples were sonicated until homogeneous and clear solutions evolved.
In the end, 50 µL DMSO-d6 was added to the tubes with NMI-d6 to reach the final solvent
volume of 500 µL.

4.2.4. NMR Analysis

NMR spectra for untreated and treated archaeological wood were acquired using a
Bruker-Biospin (Rheinstetten, Germany) AVANCE III HDTM 500 MHz spectrometer fitted
with a nitrogen-cooled 5 mm ProdigyTM TCI gradient cryoprobe with inverse geome-
try. The one-bond 1H–13C correlation (HSQC) spectra were obtained using the adiabatic
Bruker pulse program hsqcetgpsisp2.2 and processed as previously described [63]. For
semi-quantitative analysis of the wood polymer structures present in the spectra, specific
chemical shifts of native structural units, such as the β-aryl ether, phenylcoumaran, and
resinol subunits in lignin or arabinoxylan and glucomannan units in hemicellulose were
integrated and referenced to the lignin methoxyl group (since it is known as the most stable
functional group) using Bruker TopSpin 3.6.2 software.

5. Conclusions

The conservation of ancient wooden artifacts is critical in preserving history and
retelling stories that would otherwise be lost. Developing unique and effective methods in
wood conservation requires an understanding of the mechanisms involved in stabilizing
the wood. Organosilicons have been proven to be highly effective as wood stabilizers.
Here, we explored and characterized the detailed chemistry occurring between organosil-
icon treatments and the wood cell wall polymers using 2D 1H–13C solution-state NMR.
The results of this study on the reactivity of organosilicon compounds applied as consol-
idants for waterlogged archaeological wood with wood cell wall polymers revealed an
extensive modification of lignin and polysaccharides due to the treatment. In the case
of alkoxysilanes, mainly lignin demethoxylation was observed. However, in the case of
(3-mercaptopropyl)trimethoxysilane treatment, which was the most effective in stabilizing
wood dimensions, more comprehensive interactions with wood polymers were observed,
including depolymerization of cellulose and xylan, reactivity with the C6 primary hydrox-
yls in cellulose, complete removal of lignin side chains, and the lowest syringyl/guaiacyl
unit ratio. In turn, siloxane treatments caused severe modification of lignin aromatics,
including its α-decarboxylation and demethoxylation, as well as cellulose modification.

In answering the questions presented in our research objectives, we can state that:

- New chemical bonds were formed between (3-mercaptopropyl)trimethoxysilane and
cellulose in waterlogged wood. In the case of other organosilicons, it was difficult to
assign unidentified peaks in NMR spectra to potential new bonds formed between
them and wood polymers. This problem is planned to be solved in future research.

- The active sites in wood polymers that interacted with organosilicons were C6 primary
hydroxyls in cellulose (in the case of (3-mercaptopropyl)trimethoxysilane treatment),
as well as methoxyl (in both types of organosilicon treatments) and α-carbonyl groups
in aromatic lignin units (in the case of siloxane treatment).
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- In general, alkoxysilanes appear to preferentially react with lignin, while siloxanes
can modify lignin and polysaccharides; only (3-mercaptopropyl)trimethoxysilane was
confirmed to react also with cellulose.

- Since a similar modification of wood polymers was observed for both groups of
organosilicons used in this study, but their effectiveness as wood stabilizers was
different, we cannot state if lignin demethoxylation or modification of lignin aromatics
by organosilicons plays a crucial role in the stabilizing mechanism; on the other hand,
we can clearly state that the extensive chemical modification of 3-mercaptopropyl)
trimethoxysilane (containing a reactive mercapto group) with wood polymers is
crucial for the excellent stabilization of waterlogged wood dimensions during drying.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/molecules27113407/s1. Figure S1: Partial 2D NMR spectra of
organosilicon-treated wood showing 1-[3-(trimethoxysilyl)propyl]pyridinium chloride (A2), 1,3-bis(3-
glycidyloxypropyl)-1,1,3,3-tetramethyldisiloxane (S1), 1,3,5,7-tetrakis(3-polyethoxypropyl)-1,3,5,7-
tetramethyltetracyclosiloxane methoxy terminated (S6), 3-[3-(hydroxy)(polyethoxypropyl)]1,1,1,3,5,5,
5-heptamethyltrisiloxane (S7). The colored contours and labels correspond to the chemical structures
shown in Figure 3. Table S1: Chemical shifts of functional groups present in selected organosilicon
compounds used in this study. References [64–73] are cited in Supplementary Materials.
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Abstract: The translational motion of polymers is a complex process and has a big impact on polymer
structure and chemical reactivity. The process can be described by the segment velocity autocorrelation
function or its diffusion spectrum, which exhibit several characteristic features depending on the
observational time scale—from the Brownian delta function on a large time scale, to complex details
in a very short range. Several stepwise, more-complex models of translational dynamics thus
exist—from the Rouse regime over reptation motion to a combination of reptation and tube-Rouse
motion. Accordingly, different methods of measurement are applicable, from neutron scattering for
very short times to optical methods for very long times. In the intermediate regime, nuclear magnetic
resonance (NMR) is applicable—for microseconds, relaxometry, and for milliseconds, diffusometry.
We used a variation of the established diffusometric method of pulsed gradient spin-echo NMR to
measure the diffusion spectrum of a linear polyethylene melt by varying the gradient pulse width.
We were able to determine the characteristic relaxation time of the first mode of the tube-Rouse
motion. This result is a deviation from a Rouse model of polymer chain displacement at the crossover
from a square-root to linear time dependence, indicating a new long-term diffusion regime in which
the dynamics of the tube are also described by the Rouse model.

Keywords: diffusion; PGSE; NMR; Rouse; reptation

1. Introduction

Molten polymers are macromolecular systems with complex translational dynamics of entangled
chains and their segments being characterized by a large span of spatial and temporal scales.
These dynamics are an important factor in the functionality and reactivity of the molecules. High-density
entanglements, chain-bonds and cross-links prevent the formulation of an explicit theory of translational
dynamics, even on larger intra-molecular length scales. In general, translation is described in a 6N

phase space (N is the number of Kuhn segments of the chain) and studied by computer simulations [1,2].
Simpler models with fewer parameters can be set up. The simplest one-parameter model describing
the chain motion is center-of-mass Brownian self-diffusion. In this model, the self-diffusion coefficient
relates the chain center-of-mass mean square displacement (MSD) to the diffusion time:

〈

r2
〉

= 6Dct.
Compared to the coefficients of simple liquids, this coefficient is several orders of magnitude smaller.
This approach considers a polymer melt as a simple liquid and is suitable only on a long-time
scale. Measurements of diffusion on a shorter time scale show anomalous diffusion [3–5], indicating
translation more complex than that described by the Brownian model. In this case, the self-diffusion
coefficient is not a constant but depends on the diffusion time and can suitably be described by its
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diffusion spectrum. The diffusion spectrum is the Fourier transformation of the chain segment velocity
autocorrelation function.

To describe anomalous diffusion on a shorter time scale, the Rouse model [6] is used. In the Rouse
model, the polymer chain is approximated by a string of Kuhn segments, connected by bonds modeled
as springs, diffusing in viscous surroundings described by its effective friction drag ζ. No topological
effects of the surrounding chains are considered. The MSD of a segment along a chosen axis is expressed
as a sum of modes [7]:

〈∆z2
R(t)〉 = 2Dct +

4
3

N
∑

p=1

〈X2
p〉

(

1− e
− p2t
τR

)

(1)

Here, N is the number of Kuhn segments of length a, Dc = kBT
Nζ , kB is the Boltzmann constant,

〈X2
p〉 = Na2

2π2p2 is the squared amplitude of displacement of the p-th mode, and τR =
2〈X2

1〉
3Dc

is the Rouse
relaxation time of the chain. This model can be further simplified for the case of a long chain [7] to

〈∆z2
R(t)〉 ≈

4
√
π

3
〈X2

1〉
√

t

τR
(2)

Intermolecular entanglements in a dense polymer prevent the lateral motion of a chain and localize
it inside a curved tube. The Rouse model can be used to model a shorter part of the chain, with Ne Kuhn
segments, between the adjacent entanglements in the short time limit. In the intermediate time regime,
segments reach the tube walls, and their motion is restrained. The polymer chain can only move along
the tube in a reptation process [8,9]. As the polymer chain is released from the tube, the correlation
with the initial conformation is lost. The described progression in translational mechanisms causes
successively different time dependencies of the MSD: proportional to t1/2 at short times, to t1/4 and
back to t1/2 in the intermediate reptation regime, and to t for the chain disengagement [10]. Considering
the collective motion of chains as a single chain moving in a fixed tube is a simplification. In real
polymers, adjacent chains also move, causing constraint release [11,12], and the tube itself behaves
as a coarser-grained Rouse chain [8,13], with the relaxation time proportional to the lifetime of the
obstacles. The combined model of chain reptation inside the tube, exhibiting Rouse motion, predicts
the segmental MSD starting as t1/2 and evolving to a t time dependency. According to [11], the longest
relaxation time for the tube-Rouse motion τ in a mono-dispersed polymer melt is equal to the terminal
time of the chain’s reptation in the tube, which amounts to almost equal contributions of both processes
to the MSD t1/2 dependence.

An alternative to the description of the MSD in the time domain is the transformation of
the translation dynamics to the frequency domain, where it is described by the power spectrum
D(ω) = −ω̂2/2 FT[〈∆ẑ2(t)〉], where FT is the Fourier transformation. As the MSD exhibits different
translational modes expressed through changes in the power of the MSD time progression, so does
D(ω). It starts as a constant Dc at low frequencies and increases as ω1/2 and ω3/4 in the tube/reptation
regime. It passes into the Rouse regime at the frequency 2π/τR and exhibits ω1/2 dependence again
until it levels off at high frequencies [14,15]. The tube/reptation model replaces the many-chain problem
by a single chain moving in a tube of topological constraints exerted by the surrounding chains.
This model oversimplifies the actual dynamics, because the surrounding chains are not static but are
moving as well. This motion is responsible for the constraint release and relaxation of the tube [11,12].
The tube relaxation time for constraint release, or tube reorganization, is determined by obstacle
lifetime [8]. Various models account for the impermanence of entanglements [16–18]. The theory of
constraint release involves tube dilation and tube-Rouse motion [13]. In this model, the constraint
release is considered as a Rouse motion of the tube with coarser segments and slower relaxation than
the Rouse motion of the chain. The chain relaxation in polymer melts results from two independent
and concurrent processes: reptation inside the tube and tube-Rouse motion as the tube reorganization.
The diffusion spectrum at low frequencies starts from a constant for both processes and changes to the

126



Molecules 2020, 25, 5813

ω1/2 at inverse values of the longest relaxation time of each process. In the case of a mono-dispersed
polymer melt, the tube reorganization is slower than reptation and must have a small effect on the
diffusion properties [16,17]; nevertheless, tube reorganization significantly affects the viscoelastic
properties of the polymer melt, presumably because of the difference between the spectrum of the
tube-Rouse modes and the spectrum of reptation [11].

The structural and dynamical properties of polymers predicted by the models are in qualitative
agreement with experimental data resulting from different methods, some of which are not limited to a
macroscopic, rheological scale and offer insight into the chain dynamics on the segmental scale [12].
In a polymer melt, the chains exhibit a complex hierarchy of dynamic processes. Very fast and local
conformational rearrangements on the picosecond scale can be measured by neutron scattering [19].
Slow, diffusive and cooperative motion extending into the range of seconds can be observed by methods
of nuclear magnetic resonance (NMR), optical methods or viscosity measurements in rheology [20].
NMR is sensitive to polymer dynamics on a wide range of time scales; for example, the diffusion
coefficient can be measured in the interval from milliseconds to seconds [3], either indirectly with NMR
relaxometry [10,21–23] or directly by measuring the effect of spin-bearing-molecule displacement on
the gradient spin-echo (GSE) attenuation in the applied magnetic field gradient [3,10].

The chain translation dynamics influence NMR relaxation because the dipolar coupling between
adjacent spins depends on mutual orientation. The orientational fluctuations mirror the segmental
dynamics through the magnetic dipole–dipole correlation function [24,25]. The correlation function
includes intramolecular and intermolecular contributions. Intramolecular interactions fluctuate due
to molecular rotation. Intermolecular couplings also depend on the relative translational motion
of the chains. The presence of internal field gradients (conditioned by voids in polymer melts)
in high-molecular-mass polymers has been suggested in [10] based on an accelerated transversal
relaxation rate obtained from free induction decay, which is effectively reduced by the application of a
Carr–Purcell–Meeboom–Gill pulse sequence. Other phenomena can lead to accelerated relaxation,
e.g., dipole–dipole interactions not averaged by molecular motion arising due to the anisotropy of the
motion of the chain segments, which is typical for entangled polymer chains. Reorientational
and translational dynamics must be discerned in order to study polymer dynamics by NMR
relaxometry. This is achieved by different techniques, e.g., by the isotope dilution technique in
field-cycling and transverse NMR relaxometry [10,26], by combining NMR relaxometry and dielectric
spectroscopy [27,28], or by double-quantum NMR experiments [22,23,29]. Different models and
approximations of polymer dynamics have been discussed in the context of different spin relaxation
studies, failing to provide an exact form of the correlation function; however, these experiments
generally confirm the scaling laws of the reptation model [25].

GSE methods can be roughly divided into two classes, modulated and pulsed GSE. Modulated
GSE (MGSE) uses an applied magnetic field gradient modulated in a way to harmonically change
spin dephasing, thus measuring the diffusion spectrum at the modulation frequency [30]. Pulsed
GSE (PGSE) employs (two) short gradient pulses separated by a defined time interval. In the limit
of short pulses, this time interval can be considered as the diffusion time. The first applied gradient
pulse defocuses spins, encoding their position in their phase; the second, decoding pulse refocuses all
stationary spins in the spin echo. The moving spins do not refocus completely, causing the attenuation
of the echo, which thus becomes sensitive to translational motion. If the time between the pulses,
the diffusion time, is longer than the terminal relaxation time, defined as the asymptotic viscous
decay of the polymer in rheology, the PGSE method can provide the polymer center-of mass diffusion
coefficient in the polymer melt [4]. PGSE can also measure anomalous diffusion. The shortest diffusion
time interval is limited by the strongest applicable gradients, and the longest diffusion time interval
is limited by the decoherence of spins (transversal relaxation). This puts the limits of the segment
displacement that can be detected by GSE NMR somewhere in the range of several hundred nanometers,
assuming the self-diffusion coefficient of the high-molecular-weight polymer melt is on the order
of 10−15–10−12 m2·s−1. Polymer chain reptation displacements are smaller than 100 nm and are not
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detectable with a conventional PGSE experiment. Conflicting reports on the self-diffusion N scaling
power follow from poorly determining the center-of-mass diffusion coefficient without considering the
crossover to the anomalous diffusion regime at the same time [3].

Internal gradients, caused by susceptibility mismatches or paramagnetic centers, can cause artifacts,
leading to the overestimation of the self-diffusion coefficient. There are common NMR diffusion
techniques that can be used to reduce artifacts by internal gradients, such as bipolar gradients [31].
However, when the background gradients are spatially non-uniform, molecular diffusion introduces a
temporal modulation of the background gradients, defeating the simple bipolar gradient suppression
of background gradients in diffusion-related measurements. Several other methods have thus been
proposed to minimize the effect of the internal gradient [32–35], among which is also the method
presented in the paper [14], where the data from the PGSE measurements are explained with a crossover
to the anomalous diffusion regime in polymer melts with the addition of the internal gradient effect.
In certain cases, the effect of internal gradients can provide valuable information on the dynamics,
topology or composition of the material studied [36]. Measurements of molten polydisperse polymers
provide a diffusion coefficient that scales as N2 for polymers with numbers of Kuhn segments larger
than the entanglement number and as power N for those below [4]. However, the subsequent PGSE
measurements of very mono-dispersed molten polymer [37,38] do not confirm this result but provide
a scaling power larger than 2 for the total range of polymer lengths without any crossover to the power
1 for short chains. These conflicting data could result from a mis-defined crossover to the anomalous
diffusion regime as shown in [30]. There are also reports that crossover is mis-defined because a
strong internal susceptibility magnetic field at the interstices of voids in a polymer melt spoils the
measurement [12,15]. Internal gradients are, aside from paramagnetic centers, caused by voids in
the melt. Voids in polymer melts are statistically varying formations, which can be characterized
by their sizes and mean lifetimes. For example, in polybutadiene, these voids are adjacent to the
reptating chain segments and characterized by a diameter ~0.5 nm. However, such voids can affect the
diffusion NMR experiment only if the diameters of the voids and mean lifetimes are at least of the
order of magnitude of the covered diffusion paths and the diffusion times, respectively [39]. A method
that also avoids the effects of the internal gradient is the MGSE method. Its results for self-diffusion
measurements of mono-dispersed molten polymers [37,38] provide scales for the total range of polymer
lengths and the transition into the regime of entanglement at Kuhn steps, which are below theoretical
predictions. A test of the tube/reptation model by measuring the diffusion of nanoscopic strands of
linear, mono-disperse poly (ethylene oxide) embedded in artificial cross-linked methacrylate matrices
is described in [40]. PGSE studies of polymer dynamics are well described by the Rouse model in
the case of dilute and semi-dilute polymers [41–44]. However, the PGSE measurements of diffusion
in dense polymers do not clearly support the tube/reptation model [5,10,37,45]. The MGSE method,
which measures the velocity autocorrelation spectrum, shows that in a polymer melt, the tube-Rouse
motion has a prevailing role at long diffusion times, and this indicates faster tube reorganization than
expected [30].

NMR measurements in a magnetic gradient field are sensitive to the MSD, 〈∆z2〉, in the direction
of the applied magnetic field gradient G = ∇|B|, here taken to be along the z axis. The attenuation of
the spin echo is given by:

ln
S0

S
=

1
π

∫ ∞

0
|q(ω)|2D(ω)dω (3)

where S is the spin-echo amplitude, S0 is the amplitude of the echo without the applied gradient
(in the limit G→ 0) and |q(ω)|2 is the sampling function tailored by the gradient–radiofrequency pulse
sequence. The gradient sampling function for the Hahn-echo PGSE sequence is given by [34]:

|q(ω)|2 = 16γ2G2 sin2 ωδ
2 sin2 ω∆

2

ω4
(4)
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Here, G is the strength of the gradient, γ is the gyro-magnetic ratio, δ is the width of the gradient
pulse and ∆ is the time interval between the leading edges of the two gradient pulses. The gradient
sampling function Equation (4) is shown superimposed on the diffusion spectrum given by Equation (5)
in Figure 1.

 

 ( ) | ( )|
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Figure 1. The diffusion spectrum D(ω) of a polymer melt and the sampling function |q(ω)|2 of the
pulsed gradient spin-echo (PGSE) sequence.

This paper presents a study of anomalous self-diffusion in a linear polyethylene melt by the
PGSE method. A special short diffusion time sensitivity is achieved by the variation of the gradient
pulse width δ, contrary to usual measurements of anomalous diffusion with variable inter-pulse
separation ∆. By changing only δ, artifacts induced by internal gradients can also be reduced as
described by Equation (A2) in [14]. Measurements with PGSE are more effective for long diffusion
times or, conversely, the low-frequency part of the diffusion spectrum. A problem arises if we want
to measure the diffusion spectrum at high frequencies, as a short ∆ together with strong magnetic
gradients must be used to achieve the desired attenuation of the spin echo. This is experimentally hard
to implement. Additional attenuation caused by the background or internal magnetic field gradient
and the effect of transverse relaxation must also be accounted for when the inter-pulse separation
is changed. Here, we set out to verify the results of the measurements of a polymer melt diffusion
spectrum with the MGSE method reported in [15] by an alternative method of PGSE. The results in [15]
show that the observed dynamics in the low-frequency range belong to tube-Rouse motion [13] and
can be described by the formula

D(ω) = Dc + Ds
ω2τ2

1 +ω2τ2 (5)

where Dc is the center-of-mass diffusion coefficient, Ds is the diffusion rate of the tube segments and
τ is the tube-Rouse time, corresponding to the characteristic time of the crossover. This spectrum is
shown in Figure 1 and overlaid with the gradient sampling function of the PGSE sequence.

For the diffusion spectrum model given in Equation (5), the spin-echo attenuation Equation (3) becomes:

ln
S0

S
= γ2G2δ2

(

∆ − δ
3

)

Dc + γ
2G2τ3Ds

[

2e
∆
τ

{

1 +
(

δ

τ
− 1

)

e
δ
τ

}

−
(

e
δ
τ − 1

)2
]

e−
δ+∆
τ . (6)

The standard evaluation of the diffusion data measured with the PGSE is calculating the effective
diffusion coefficient De, defined with:

ln
S0

S
= −bDe, (7)
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where the b factor is given by b = γ2G2δ2
(

∆ − δ
3

)

. The effective diffusion coefficient is a constant for

all possible parameters in the case of Brownian diffusion, but in the case of anomalous diffusion, it is
interpreted as a time-dependent diffusion coefficient, in our case, given by:

De = Dc +
τ3

δ2
(

∆ − δ3
)Ds

[

2e
∆
τ

{

1 +
(

δ

τ
− 1

)

e
δ
τ

}

−
(

e
δ
τ − 1

)2
]

e−
δ+∆
τ . (8)

2. Results and Discussion

Polyethylene melt diffusion was measured by the PGSE method. In the experiment, the spin-echo
amplitude was recorded by varying the gradient pulse width δ at several different strengths of
the applied gradient pulse. Figure 2a shows the spin-echo amplitude and (b) the derived effective
self-diffusion coefficient as defined in Equation (7), both as a function of the gradient pulse width δ
and for all the applied gradient strengths. The effective diffusion coefficient in Figure 2b clearly shows
signs of anomalous diffusion.
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Figure 2. Measurements of polyethylene melt self-diffusion with the PGSE and a fixed diffusion time
∆ = 80 ms at temperature 426 K: (a) The echo amplitude as a function of the applied gradient pulse
width for different applied gradient strengths; (b) The effective diffusion coefficient as a function of the
applied gradient pulse width. Included are the least-square fits of the model in Equation (9) with the
best-fit parameters for all the data (solid line) and excluding the shortest δ points (dashed line).

The model describing the data is given by Equation (8), and a few simplifications can be made,
since it is reasonable to assume from previous measurements [30] that ∆≫ τ, to obtain a simpler model:

De = Dc +
2τ3

δ2
(

∆ − δ
3

)
Ds

[

e−
δ
τ +

(

δ

τ
− 1

)]

. (9)

Both models return the same fitting parameters with the measured data. A least-square non-linear
fit of the model to the data gives the parameters presented in Table 1.

Table 1. Parameters of the effective diffusion model of Equation (9) of the polyethylene melt SRM 1482
at 426 K.

Parameter Estimate Standard Error t-Statistic p-Value

Dc 7.0 × 10−13 m2/s 8.0 × 10−14 m2/s 9.3 2.2 × 10−7

Ds 5.8 × 10−11 m2/s 7.0 × 10−10 m2/s 0.51 0.62
τ 0.75 ms 0.60 ms 1.25 0.23
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The only value estimated with high certainty is the chain diffusion coefficient Dc. Both the tube
segment diffusion coefficient and the relaxation time appear in the model (Equation (9)) together as
τ2Ds to the first order of τ/δ, and any change in one can be compensated by an according change
in the other and does not significantly alter the fit. Thus, the δ used in the measurements should be
accordingly short, or at least one of the parameters should be determined separately. The results for
the chain diffusion coefficient match within the error with the results in [14] and [46]. The result for
the relaxation time matches the tube displacement per obstacle lifetime Leq/

√
τob, if the number of

Kuhn segments between the entanglements Ne is 25 (compared to the 120 total number of segments
per chain) since Leq =

N
Ne

a and τ = N2

N2
e
τob.

The dashed line in Figure 2b represents the best fit of the De model to the data without the points
measured at δ = 1 ms. The fitting parameters in this case differ significantly: Dc = 3.3× 10−13 m2/s,
Ds = 1.8× 10−11 m2/s and τ = 3.8 s. This demonstrates the sensitivity of the model to the input data
without measurements at a short-enough δ, which should be short enough to include the increase in
De at a short δ. It also demonstrates that caution using the approximation ∆ ≫ τ for the model in
Equation (9) is warranted, since τwas determined to be longer than ∆ in the case of short δ data points
being excluded.

We have shown here that the PGSE method enables the measurement of the segmental translation
of polymeric chains by the variation of the gradient pulse width. This approach can also effectively take
into account the effect caused by the internal gradient, which commonly affects PGSE measurements
but requires knowledge of the interplay between the molecular motion and the buildup of spin phase
structure during the magnetic field gradient action. By combining the PGSE sampling function and
the segmental diffusion spectrum rendered from the model of tube-Rouse motion [13], we obtain
the dependence of the PGSE signal attenuation on the gradient pulse width. The data obtained
by the measurements of molten polyethylene well fit the predictions and provide evidence of the
tube-Rouse motion model proposed in [13]. The model, which was already confirmed for other polymer
samples by the MGSE method [30], reveals the tube segmental motion in the range of milliseconds.
The sample polymer data Mw and Mn indicate a sharp distribution of fragment sizes; thus, the effects
of polydispersity, which may cause a deviation from the model, can be neglected in our case.

This study presented here is a reevaluation of the study in [14]. The study of polymer diffusion
by the MGSE method [30] shows slow dynamics that can be attributed to the reorganization of the
polymer tube with temporal and spectral resemblance to Rouse motion. This description matches
the theory of tube-Rouse motion put forward in [13]. In [14], PGSE measurements were used to
trace the crossover of the chain Rouse dynamics from

√
t to t dependence because of the constraint

release. The constraint release was originally termed tube reorganization by Pierre-Gilles de Gennes,
where the obstacle lifetime determines the tube relaxation times [8]. Various models account for the
impermanence of entanglements [16–18], among which is also the theory of constraint release involving
the tube dilation and tube-Rouse motion [13]. In this theory, the constraint release is considered as
the tube-Rouse motion, and the relaxation time is proportional to the lifetime of the obstacles [13].
In the previous paper [14], we followed a quite common approach to considering polymer chain
dynamics described by the Rouse model in the range where the dynamics cross from square-root to
linear time dependence in the MSD [47], to explain the anomalous effective diffusion obtained from
the PGSE measurements in polymers. In the original experiment, the internal gradient artifacts were
not suppressed by any of the numerous methods, because the system was considered homogenous
enough and the measurements fitted well to the model used for the larger part of the measured interval.
However, the results deviate from the model in the limit of the short δ. In [14], it was proposed that
the deviation was a result of internal gradients (caused by a susceptibility mismatch) adding to the
effect of the external applied gradient. An extra term based on internal gradients was added to the
attenuation factor, resulting in a better fit. According to [39], this would require unrealistic conditions,
and a search for a better explanation was fruitful, since the results are here satisfactorily described
with the new tube-Rouse model and without recourse to the effect of the internal gradient. This is also
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in accordance with subsequent measurements with the MGSE method [30], which indicate that the
polymers in the millisecond time range exhibit some new dynamics that are not related to the motion of
the polymer chain inside the tube, but can be explained by the theory of polymer tube reorganization,
where the tube behaves in a similar way to a chain, and therefore, this motion can be called tube-Rouse
motion [13]. In this paper, we show that the new interpretation fits better to the results of our PGSE
measurements. We show that the data can be well fitted to this model of tube dynamics, and this is a
deviation from the previous results based on long-chain approximation (Equations (4) and (6) in [14]).

3. Materials and Methods

We studied a sample of linear polyethylene Standard Reference Material 1482 with a narrow
molecular weight distribution (Mn = 11, 400 g mol−1, Mw = 13, 600 g mol−1) prepared by NIST,
Washington, DC, USA. Measurements were performed on a melted polyethylene sample at 426 K.

The measurements were performed on a home-made pulsed NMR spectrometer (Ljubljana,
Slovenia) at a 60 MHz proton NMR frequency and equipped with a magnetic field gradient coil system
described in [48]. The PGSE sequence is shown in Figure 3. The widths of the π/2 radiofrequency (RF)
pulses used were 1.2 microseconds. The π RF pulse was applied symmetrically between the gradient
pulses. The gradient pulse followed the RF pulse with a delay short enough to be neglected in the
signal analysis. The same is true for the echo following the second gradient pulse; however, the echo
followed the second gradient pulse with a delay large enough that no artifacts were introduced because
of the finite gradient fall time. The PGSE attenuation dependence on the duration of the gradient pulses
was measured by changing the pulse width δ from 1 to 15 ms, with the diffusion time (the interval
between the gradient pulses) fixed at ∆ = 80 ms. The measurements were performed with the gradient
fields 4.38, 3.04 and 1.34 T/m.
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Figure 3. The PGSE sequence used to measure self-diffusion—shown are the RF and gradient pulses
and the NMR signal: free induction decay at short times and echo after time ∆ (blue line).
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Abstract: The distribution of NMR relaxation times and diffusion coefficients in crude oils results
from the vast number of different chemical species. In addition, the presence of asphaltenes provides
different relaxation environments for the maltenes, generated by steric hindrance in the asphaltene
aggregates and possibly by the spatial distribution of radicals. Since the dynamics of the maltenes is
further modified by the interactions between maltenes and asphaltenes, these interactions—either
through steric hindrances or promoted by aromatic-aromatic interactions—are of particular interest.
Here, we aim at investigating the interaction between individual protonic and deuterated maltene
species of different molecular size and aromaticity and the asphaltene macroaggregates by comparing
the maltenes’ NMR relaxation (T1 and T2) and translational diffusion (D) properties in the absence
and presence of the asphaltene in model solutions. The ratio of the average transverse and longi-
tudinal relaxation rates, describing the non-exponential relaxation of the maltenes in the presence
of the asphaltene, and its variation with respect to the asphaltene-free solutions are discussed. The
relaxation experiments reveal an apparent slowing down of the maltenes’ dynamics in the presence
of asphaltenes, which differs between the individual maltenes. While for single-chained alkylben-
zenes, a plateau of the relaxation rate ratio was found for long aliphatic chains, no impact of the
maltenes’ aromaticity on the maltene–asphaltene interaction was unambiguously found. In contrast,
the reduced diffusion coefficients of the maltenes in presence of the asphaltenes differ little and are
attributed to the overall increased viscosity.

Keywords: asphaltenes; maltenes; NMR; relaxation; diffusion

1. Introduction

Crude oils are complex fluids consisting of thousands of chemical species of different
structures and sizes, which can be fractionated into saturates, aromatics, resins, and
asphaltenes (SARA) based on their solubility in different solvents. Saturates, aromatics and
resins are defined as maltenes and are soluble in n-alkane solvents, for example, n-pentane
or n-heptane, whereas the molecule fraction insoluble in n-alkane solvents is defined as
asphaltenes. The presence of asphaltenes in crude oil can be the origin of severe issues
related to production, refinery, and transportation, affecting the economic potential of the
crude oil. The precipitation of asphaltenes, caused by changes in temperature, pressure,
or the composition of the crude oil, can lead to fouled and clogged pipes in the extraction
process or a blocked catalytic network in the refinery process, putting the process to a
halt and requiring extensive cleaning. The asphaltene molecules themselves consist of
polycyclic aromatic hydrocarbons (PAH) with alkyl side chains and contain heteroatoms
like O, N, and S. Their tendency to self-aggregate distinguishes them from the other oil
components and results, after the formation of nanoaggregates and clusters, in asphaltene
macroaggregates, which are colloidally dispersed in the crude oil or a solvent until they
precipitate as black, friable solids up to dense solid deposits [1].
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To assess the risk of asphaltene precipitation and to choose the extraction parameters,
one needs to gain insight into the conditions in the oil reservoir such as oil saturation or
capillary pressures as well as the properties of the oil, i.e., its qualitative and quantitative
composition, which ideally are obtained in situ downhole. Nowadays, nuclear magnetic
resonance (NMR) techniques are well established among the standard downhole measure-
ment techniques. This technique determines longitudinal (T1) and transverse (T2) relaxation
times of the maltene nuclei, as well as the self-diffusion coefficients (D) of these species.
The parameters are further characterized by a broad distribution due to the complexity
of the crude oil. The relaxation times are dominated by molecular rotations, eventually
modulated by diffusion, whereas the diffusion coefficient measured by NMR reflects the
translational motion on typical scales of µm. Both quantities are related to each other and
depend on different ways on the viscosity, which is a result of the oil composition. This
was investigated in detail for linear alkanes [2,3]. For the increased complexity in crude
oils due to the vast amount of components, two-dimensional techniques that correlate two
of the three parameters were applied to assess the oil composition [4]. Most references
agree that one average relaxation time be considered for a particular maltene, and empiric
correlations attempt to define the maltene distribution in crude oil, e.g., by the average
T1/T2 ratio in a T1-T2 map.

The situation is further complicated by the presence of asphaltenes, which provide
an additional relaxation mechanism due to geometrical hindrance or unpaired electrons
from ions such as VO2+, which are present in the form of vanadyl porphyrins in asphaltene
aggregates [5–7], or persistent free radicals [8–10] and therefore affect the relaxation of the
maltenes significantly, while the diffusion properties are hardly affected [4]. As mentioned
above, the possibility of non- or multiexponential relaxation for maltenes is frequently
not considered in asphaltene-containing crude oils, and similar correlations are being
established while neglecting the influence of the presence of asphaltenes on the maltenes’
behavior.

Our previous studies [11,12] showed a significant (factor 20) difference in the T1/T2
ratios of fluorinated aromatic ring molecules (higher ratio) (benzene-f6 and toluene-f8) and
aliphatic chain molecules (lower ratio) (octane-f18 and pentadecane-f32) in an oil containing
13 wt% asphaltenes, which is much smaller in an asphaltene-free resinic oil and vanishes
in an asphaltene- and resin-free oil. This difference in the T1/T2 ratio persists in a solution
of chloroform-d and 3 vol% of the tracer molecule (benzene-f6 and octane-f18) containing
10 wt% asphaltenes [13], extracted from the previous investigated asphaltenic oil. Further-
more, a strong dispersion of T1 at Larmor frequencies between 106 Hz and 108 Hz was
observed for the aromatic molecules in the asphaltenic oil, which is in accordance with the
T1 dispersion of the maltene mixtures present in crude oils containing asphaltenes [14–16].
In contrast, a significantly weaker dispersion is observed for octane-f18 in the asphaltenic
oil as well as for the aromatic molecules in the asphaltene-free oil [11]. Additionally, it was
found [17] that in comparison with saturated 1H fraction, an aromatic 1H fraction of the
crude oil exhibits stronger interaction with asphaltene molecules. Furthermore, molecular
dynamics and NMR relaxation of maltenes in the proximity of asphaltenes cannot be
characterized by a simple model as in the case of only high molecular weight compounds
solution even containing paramagnetic impurities [18].

The aim of this work is to study the maltene–asphaltene interaction for individ-
ual maltenes rather than a mixture of maltenes. NMR relaxometry and diffusometry
methods are used to access the microscopic and macroscopic maltene motion. Since the
non-monoexponential relaxation of maltenes in crude oils persists in the absence of as-
phaltenes, its origin is located in the large number of different maltenes present in crude
oils [19]. On the other hand, the broadening of the T1 distribution for lower frequencies
in asphaltenic crude oils indicates maltene populations in different relaxation environ-
ments as an additional cause for their non-monoexponential relaxation in the presence of
asphaltenes. The investigation of individual maltenes eliminates the non-monoexponential
decay due to different maltene species and thus allows us to study the influence of the
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asphaltenes on the maltene’s relaxation. The focus on individual maltenes rather than a
maltene mixture further opens the possibility to study the influence of the maltene’s size,
shape, and aromaticity on the maltene–asphaltene interaction.

2. Theory

For protons, the most dominant NMR relaxation mechanism is the dipolar coupling
between spin-containing nuclei, which consists of an intra- and an intermolecular con-
tribution. However, in the presence of unpaired electrons, e.g., due to free radicals and
paramagnetic ions in asphaltenes, the relaxation may be dominated by the dipolar coupling
between the nucleus and the free electron. The relaxation, i.e., the return of the total mag-
netization towards its equilibrium, is enabled by the modulation of the local magnetic field
environment of the nucleus. This field modulation occurs due to the molecular rotational
and translational motion and is therefore influenced by the viscosity of the solution and
the molecule’s size.

The intermolecular part of the dipole–dipole interaction is predominantly influenced
by the translational motion of the molecule since the interacting nuclei are located at
different molecules, while the intramolecular dipolar coupling occurs between nuclei on
the same molecule. For small molecules, the intramolecular part is therefore dominated
by the rotational motion of the molecule, while for larger molecules the internal motions
can gain in importance. The motion relevant for the dipolar coupling between a nucleus
and a free electron depends on whether the unpaired electron is located on a different
molecule or within the molecule hosting the interacting nucleus. Due to the presence
of an electric quadrupole moment, the dominant relaxation mechanism for deuterons
is the quadrupolar coupling, which is the interaction of the quadrupolar moment with
the electric field gradient at the site of the nucleus. The quadrupolar coupling is a very
strong relaxation mechanism and the dipolar coupling becomes negligible for relaxation so
that the relaxation of deuterons solely reflects the rotational motion of the molecule. The
relaxation rates R1,2 of the molecule result additively from the different contributions of
the relaxation mechanisms:

R
1H
1,2 = RD,intra

1,2 + RD,inter
1,2

︸ ︷︷ ︸

intra- and intermolecular
contribution to the dipolar
coupling between nuclei

+ RD,elec
1,2

︸ ︷︷ ︸

dipolar coupling
between nuclei and
unpaired electrons

(1)

R
2H
1,2 = RQ

1,2
︸︷︷︸

quadrupolar coupling
between nuclei

+ RD,elec
1,2

︸ ︷︷ ︸

dipolar coupling
between nuclei and
unpaired electrons

(2)

In case of the protonic maltenes, the reference solution consists of only 5 vol% of
proton bearing molecules, so that the intermolecular contribution to the dipolar coupling
can be neglected. This no longer applies for the asphaltene-containing solution since
asphaltenes are mainly composed of carbons and protons (n(1H)/n(C) ≈ 1...1.3 [20,21]) and
the asphaltene concentration (≈17 wt%) is quite high (asphaltene concentration in crude
oils ranges from 0 wt% up to approximately 20 wt% [21–23]).

As mentioned above, the relaxation requires a fluctuation of the local magnetic field in
the environment of the nucleus, e.g., caused by the molecular motion. The fluctuation of the
local magnetic field is described by an autocorrelation function, and its normalized Fourier
transform, the reduced spectral density I(ω), contains the Larmor frequency dependence
of the relaxation rates R [24,25]:
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RD,I I
1 =

1
5

CD[I(ωI) + 4I(2ωI)]

RD,I I
2 =

1
10

CD[3I(0) + 5I(ωI) + 2I(2ωI)]

(3)

RD,IS
1 =

1
15

CD[I(ωI − ωS) + 3I(ωI) + 6I(ωI + ωS)]

RD,IS
2 =

1
30

CD[4I(0) + I(ωI − ωS) + 3I(ωI) + 6I(ωS) + 6I(ωI + ωS)]

(4)

with CD =
( µ0

4π

)2
γ2

I γ2
S h̄2S(S + 1)Cint, Cint =

{
1
r6 for intramolecular coupling
72 NI

d3 for intermolecular coupling

and the Larmor frequency ω = γB0. The prefactor CD incorporates the vacuum permeabil-
ity µ0, the gyromagnetic ratio γ of the considered nucleus (γI) and the nucleus coupled
to it (γS), as well as the spin number of the coupled nucleus S. In the homonuclear case
(Equation (3)), where two nuclei of the same type are coupled together, S = I applies. The
relaxation rate for the nucleus–electron interaction can be obtained from the equations for
heteronuclear coupling (Equation (4)). The difference between intra- and intermolecular
contribution lies in the prefactor Cint, as well as in the shape of the reduced spectral density
(see Equations (6) and (7)). The prefactor Cint contains the intramolecular nuclei–nuclei
distance r or, in case of intermolecular coupling, the distance of closest approach d between
the interacting nuclei and N, the number of spins I per volume.

The relaxation rates for the quadrupolar relaxation [25] in case of, e.g., deuterons
differs only by the prefactors from the ones describing the intramolecular, homonuclear
dipolar coupling (Equations (3) and (6)):

RQ
1 =

3
80

CQ[I(ωI) + 4I(2ωI)]

RQ
2 =

3
160

CQ[3I(0) + 5I(ωI) + 2I(2ωI)]

(5)

with CQ =

(
e2qQ

h̄

)2(

1 +
η2

3

)

The first term of the quadrupolar prefactor CQ is known as quadrupole coupling
constant, consisting of the electric field gradient q and the quadrupole moment Q, while
the second term reflects the asymmetry of the electric field by the asymmetry parameter η.

The reduced spectral density contains, via the frequency dependence of the relaxation
rates, the dependence on the molecular motion, which can be represented by a correlation
time τ. The properties of molecular motion are not only reflected in different correlation
times, but also in the functional form of the reduced spectral density. For isotropic rotation,
this function is described by a Lorentzian [25]

Iintra(ω) = Irot(ω) =
2τrot

1 + ω2τ2
rot

. (6)

The Lorentzian shape of the reduced spectral density function results from an ex-
ponential correlation function, which derives from the assumption of random motion.
Assuming the force-free-hard-sphere model, the reduced spectral density of translational
motion, which dominates the intermolecular relaxation, can be expressed as [26]

Iinter(ω) = Itrans(ω) =
∫ ∞

0

u2

81 + 9u2 − 2u4 + u6
u2τtrans

u4 + ω2τ2
trans

du (7)
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with τtrans =
d2

DIS
,

where d denotes the distance of closest approach of the interacting species, D the relative
translational diffusion coefficient as a sum of the diffusion coefficients of the spin-bearing
molecules DIS = DI + DS, and u a dimensionless integration variable.

In the BPP model, i.e., when dipolar relaxation is dominated by isotropic rotation, the
frequency dependence of T1 is proportional to ω2 until T1 becomes independent of the
Larmor frequency in the extreme narrowing limit, when ωτ ≪ 0.707, and T1 = T2, e.g.,
in low viscosity liquids. In the region ωτ ≫ 0.707, which can be found, for example, for
high viscosity liquids, the ratio of T1 and T2 grows with increasing correlation times. The
extreme narrowing region reflects therefore motions with correlation times faster than 1/ω,
i.e., fast dynamics, while the region of large T1/T2 ratios reflects motions with correlation
times comparable to or slower than 1/ω, i.e., slow dynamics. This is true for protons and
deuterons in rotation dominated molecules since the shape of Equation (3) and Equation (5)
do not differ.

The free electrons present in asphaltenes provide a highly effective (ωe ≈ 658 ω1H)
variant of the dipolar relaxation to the maltenes, as the maltenes’ nuclear dipole interacts
with a dipole of the free electron. Since the interacting dipoles are located on different
molecules, the intermolecular interaction between maltenes and asphaltenes becomes
important for the maltenes’ relaxation. In addition, the self-aggregated structures of
asphaltene molecules in crude oil or asphaltene-solvent solutions interfere with the motions
of the maltenes, slowing them down so that the reorientations of the maltenes no longer
fulfill the extreme narrowing limit, and T1/T2 ratios larger than one and a frequency
dependence of T1 are observed [27]. Investigations of maltenes’ relaxation in the presence of
asphaltenes show faster relaxation with higher asphaltene content and a stronger increase in
the transverse than the longitudinal relaxation rate [13,19]. The latter observation indicates
significant importance of the decreased maltene mobility due to contact and entanglement
with the asphaltene structures, as the proximity to free electrons influences the longitudinal
and transverse relaxation equally. The BPP assumption of random motion is therefore
not valid for these systems, and models taking a correlated motion into account were
developed to explain the relaxation behavior of the maltenes.

The current understanding of maltene–asphaltene interaction is based on the work of
Zielinski et al. and Korb et al., who both found a strong T1 dispersion for the maltenes in
asphaltenic-resinic, but not in asphaltene-free crude oils [14,15]. The reorientations of the
maltene molecules in these asphaltene-free oils are hence fast enough to fulfill the extreme
narrowing limit, i.e., T1 is frequency independent, while the presence of asphaltenes results
in slower maltene reorientations, which do not fulfill the extreme narrowing limit anymore.
Since the viscosities of the studied asphaltene-free and asphaltenic oils did not differ
substantially, the relaxation dispersion is an effect of the maltene–asphaltene interaction,
which couples the normally fast motion of the maltenes to the slow motion of the asphaltene
macrostructures. Although the asphaltene content of the oil is the dominating factor for
the relaxation dispersion, the influence of the oil’s total composition is not negligible.
In case of a low resin content (<15 wt%) and a lack of asphaltenes, often no dispersion
is found (for example sample 2 in [15], oil A-D in [14], but not oil 10 in [28]), while in
crude oils with a similar asphaltene content, a stronger dispersion is found for the more
resinic oil (compare oils E and J, as well as G and I in [14]). The influence of the resin on
the dispersion may be seen in [14] (although the composition of the used oil, besides its
asphaltene content, is unknown), where the removal of the asphaltene content of an oil
results in a partial disappearance of the dispersion below 1 MHz, which is consistent with
asphaltenes forming the largest structures and hence are the slowest components in crude
oils. Furthermore, in the asphaltenic-resinic oils, the shape of the T1 distribution becomes
narrower with increasing frequency, while this is not observed in the asphaltene-free oils.
Korb et al. were able to fit the T1 distribution with a bimodal log-normal distribution at low
frequencies and a single log-normal distribution at high frequencies (15 MHz) according to
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a model based on the translational motion of maltenes on a locally flat surface containing
unpaired electrons. While the principal distribution of T1 (and also T2) is attributed to the
vast amount of different maltenes present in the crude oil, Korb and coworkers concluded
from their bimodal log-normal distribution fit different relaxation environments of the
maltenes, which depend on their proximity to the asphaltene macrostructures. Although
the models of Zielinski and Korb differ slightly regarding the detailed interaction between
the maltenes and the asphaltenes, the overall concept is similar: The relaxation behavior
of the maltenes is caused by their motion through the slowly rotating porous asphaltene
macrostructures. In contact with the asphaltenes, the maltenes diffusion is correlated,
while the diffusion between the asphaltene structures is only influenced by the global
composition of the solution, i.e., its viscosity. Furthermore, fast exchange between the
surface region and the bulk region is assumed.

Since the model is developed from the investigations of crude oils, i.e., a mixture of
various different maltenes, descriptions of the interaction of individual maltene species
with the asphaltene structures are limited in the literature. However, it is reasonable to
assume that the size of the maltene is an important parameter affecting the contact time
and the maltene-asphaltene distance, i.e., the distance between the maltenes’ nuclei and
corresponding spins on the asphaltenes, as it influences possible entanglements and the
trapping of maltene molecules in the asphaltene structures. For example, the increase in
relaxation rates was found to be larger for longer and less mobile hydrocarbon chains with
increasing asphaltene concentration [19], though the contact time between the maltenes
and asphaltenes is still short, as the overall diffusion of the maltenes is not severely
hindered [4,16,19].

In addition to a purely steric interaction between the maltenes and the asphaltenes,
interactions between aromatic parts of the maltenes and the asphaltenes are conceivable and
may contribute to the contact time and the minimum maltene–asphaltene distance. These
aromatic interactions, often referred to as π-stacking, describe attractive forces between
aromatic ring molecules, due to interactions between their aromatic π electron clouds.
The result can be a rather stable structure, as it is for example reported for the benzene
dimer (dissociation energy (moderate hydrogen bonds: D0 = (4 − 15)kcal/mol [29],
van der Waals bonds: D0 . 1 kcal/mol) D0 = (2.0 − 2.7)kcal/mol) [30,31], though the
importance of π-stacking, that means the face-centered stacking arrangement of aromatic
molecules, for aromatic–aromatic interactions is still under discussion [32]. Nevertheless,
π-π interactions are considered as an important interaction among others responsible for
asphaltene aggregation and precipitation [33–36]. Recently, an unusual type of parallel
π-stacking, the so-called pancake bonding, which occurs between radicals with highly
delocalized π electrons, as they occur in asphaltenes, gained attention with regard to
the aggregation of asphaltenes [37]. The pancake bonding differs from the π-stacking
by a stronger interaction, closer contact distances, and a preferred orientation for direct
atom-to-atom overlapping due to an energy lowering overlapping of the singly occupied
molecular orbitals of the radicals [38].

Some studies have addressed the interactions of maltenes and asphaltenes by density
functional theory [39–41] and molecular dynamics simulations [42,43], and experimental studies
have investigated the aggregation ability of asphaltenes in different solvents [44–46]. Although
some of these studies found evidence of a stronger interaction between asphaltenes and aromatic
molecules, the aromatic–aromatic interactions do not appear to be exclusively responsible for
the asphaltene–maltene interactions, as strong anionic, polar and acid-base interactions were
also found.

While the direct comparison of the shape of the relaxation decays is a straightforward
method to identify monoexponential and non-monoexponential relaxations, the T1/T2
ratio allows an estimation of the strength of restriction the asphaltene structures impose
on the maltene’s motion. Since the T1/T2 ratio is close to unity in the extreme narrowing
limit, but larger for motions slower than the inverse of the Larmor frequency, a higher
ratio indicates a slower motion. Furthermore, the T1/T2 ratio is an often used parameter in
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borehole analysis to classify the extracted oil. It is obtained from a line in the T1-T2 plot
parallel to T1 = T2 and allows summarizing properties of a mixture of substances by a
common parameter.

3. Materials and Methods

Maltene molecules and solvents were purchased from different vendors (see Appendix A)
and were used without further purification or degassing. Benzene and naphthalene were
chosen to represent typical aromatic molecules. To investigate the influence of the aromaticity
of the maltenes on the interaction with the asphaltene, the set is extended by n-decane, a
saturated hydrocarbon, and the cycloalkanes cyclohexane and decalin. In addition, several
alkylbenzenes (toluene, ethylbenzene, propylbenzene, butylbenzene, and decylbenzene) were
selected to explore a possible impact of a side chain of increasing length attached to an aro-
matic core on the maltene–asphaltene interactions. Furthermore, fully deuterated (benzene-d6,
naphthalene-d8, decalin-d18, cyclohexane-d12, nonane-d20, toluene-d8, ethylbenzene-d10) vari-
ants were included to study directly the impact of the asphaltene on the rotational motion of
the maltenes since the relaxation of the deuterated maltenes is expected to be dominated only
by intramolecular contributions. In addition, due to the lack of deuterons in asphaltenes,
there is no signal overlap of the maltenes and asphaltenes and therefore the sole maltene
dynamic is observed.

3.1. Sample Preparation

The asphaltene-free reference solutions consist of 95 vol% of a solvent, benzene-d6
in case of the protonic maltenes and benzene for the deuterated variants, and 5 vol% of
the maltene. As the impact of the presence of asphaltenes on the relaxation times of the
maltene molecules increases with the asphaltene concentration [13,19], a high asphaltene
concentration is desirable. Hence, an asphaltene concentration of 150 g per liter of reference
solution (≈17 wt%) is used for the asphaltene solutions. This concentration is well above
the concentration where asphaltene cluster formation starts [47–49].

The asphaltene was provided by Schlumberger Doll Research and was extracted from
oil A13 used in references [11,12]. It is the same as in reference [13], where its radical
content was determined by EPR to (145 ± 7)× 1014 spins per mg.

The lack of a sufficient amount of the asphaltene and the large set of samples required
a sequential sample preparation and the reuse of the asphaltene. Therefore, the asphaltene
solutions with the protonic maltenes were prepared directly in the 5 mm NMR tube, which
was flame sealed afterward. After the measurement, the samples were reopened and kept
in an oven at 100 ◦C until the liquid components had evaporated (checked by weight) and
only the solid asphaltene remained. The asphaltene is unchanged by this process and due
to the in-tube preparation the amount of asphaltene in the tube is known so that a new
sample can be prepared in the reopened tube. The repetition of this process is limited
by the minimum required length of the tube to fit into the spectrometer. In this work,
the initial amount of asphaltene in a tube was used for two samples. Attention was paid
that the subsequential samples consisted of chemically similar maltenes and solvents, e.g.,
the sample consisting of benzene-d6, toluene and asphaltene is followed by the sample
consisting of benzene, toluene-d8 and asphaltene.

The in-tube preparation of the asphaltene samples was carried out in the following
way. After the asphaltene (30 mg) was placed in the tube and filled up with the reference
solution (200 µL), the tube was flame sealed. To assist the permeation process of the
reference solution in the air-filled pores between the asphaltene flakes, especially in the case
of the reused asphaltene, the sample was manually centrifuged for one minute. Afterward,
the sample was held for two minutes on a laboratory shaker with 1000 rpm before being
placed in an ultrasonic bath at room temperature for 30 min. The samples were stored for
at least 12 h at 5 ◦C in the refrigerator before measurement.
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3.2. Measurement and Evaluation

The experiments were carried out at room temperature at a magnetic field strength of
7.05 T with a Bruker Avance III 300. The spectral resolution obtained allows a distinction
between aromatic and aliphatic nuclei (see Appendix B) so that their relaxation is evaluated
separately. The inversion recovery (IR) and the Carr–Purcell–Meiboom–Gill (CPMG) pulse
sequence were used to obtain the longitudinal (T1) and transverse (T2) recovery functions.
The relaxation curves were either fitted with a single exponential function or a sum of two
exponential functions of the form:

Sj(t) = S∞+
n

∑
i=1

Aie
− t

Tki with n = 1, 2 (8)

j = z, k = 1 for longitudinal relaxation(IR)

j = xy, k = 2, S∞ = 0 for transverse relaxation (CPMG)

The fit covers a range between t0 and the loss of the signal below noise level, but
with a maximum tCPMG

end = 10 s in case of the transverse relaxation decays. This results
from a compromise regarding the echo time in the CPMG sequence, which was chosen as
τe = 1 ms in all T2 experiments to ensure the comparability of the experiments with the
asphaltene-free and the asphaltenic samples. The selected echo time is short enough to
enable a good resolution of the signal decay in the asphaltenic samples, as well as long
enough to capture at least the signal decay below 1/e in the asphaltene-free samples. The
90◦ and 180◦ pulse durations were 5.75 µs and 11.5 µs for the proton and 56 µs and 112 µs
for the deuteron measurements, respectively.

Additionally, the diffusion coefficients of the protonic maltenes in the absence and
presence of the asphaltene were determined with the Pulse Gradient Stimulated Echo
(PGSTE) sequence using half-sine shaped gradient pulses, with a duration of δ = 2 ms
and a separation between the gradient pulses of ∆ = 20 ms. The gradient strength g was
varied up to 1 T/m to determine the self-diffusion coefficients of the protonic maltenes.
The time between the first two radio frequency pulses is about 4.2 ms. In the absence of
asphaltene, the data were fitted with a single exponential function, while in the presence of
asphaltene, a deviation from a monoexponential decay was observed at larger gradients g,
which is attributed to the significantly slower diffusion of the asphaltene. The signal decay
is therefore fitted in the following way:

SD(g2) =
n

∑
i=1

Aie
−Di4π2γ2

1H
δ2(∆− δ

3 )g2
with n =

{

1 asphaltene-free
2 with asphaltene

(9)

Since the measurements aimed at the determination of the diffusion coefficient of the
maltenes, the obtained data is not sufficient to reliably determine the diffusion coefficient
of the asphaltene in the different maltene solutions. Including D2 as a free parameter in
the fit results in an order of 10−10 m2/s for the reasonable fits, while some decays could
not be fitted. Therefore, the parameter D2 was fixed to the fastest diffusion coefficient
obtained for the aliphatic asphaltene protons in a solution consisting of 150 g/L asphaltene
in benzene-d6 (see Section 4.4). The obtained fits describe the data well and provide reliable
diffusion coefficients for the maltenes.

4. Results

The results of the experiments are evaluated by a direct comparison of the signal decay,
as well as the relaxation time constants T1 and T2 and their respective relative weights
p1 and p2. Furthermore, the mean relaxation rate constants R1 and R2 are computed
to obtain a single variable classifying the longitudinal and transverse relaxation of the
different samples.
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Rk =
n

∑
i=1

pi ·
1

Tki

with k = 1, 2, (10)

where pi denotes the relative weight of the T1i ,2i
component and is calculated from the

amplitudes Ai of the different exponential functions in the fit:

pi =
Ai

∑
n
i=1 Ai

with n = 1, 2 and
n

∑
i=1

pi = 1. (11)

In addition, the mean relaxation rate constants enable the construction of the R2/R1
ratio, equivalent to the widely used T1/T2 ratio, known from borehole analysis to evaluate
the crude oil regardless of the detailed form of the relaxation time constant distributions.
The mean relaxation rate constant is chosen, since the relaxation rate constant is, unlike
the relaxation time constant, directly proportional to the spectral density function (see
Equations (3)–(5)) and therefore the mean relaxation rate constant is proportional to the
mean spectral density function.

The mean relaxation rate constants are also used to enable the qualitative comparison
of the relaxation decays of the different samples regarding their monoexponentiality. The
time axis of the relaxation decay of each sample is rescaled with the corresponding mean
relaxation rate constant

t∗ = R1,2 · t, (12)

so that t∗ reflects multiples of R
−1
1,2 . Furthermore, the signal is normalized according to:

S∗
z =

Sz − S∞

∑
n
i=1 Ai

(13)

S∗
xy =

Sxy

∑
n
i=1 Ai

(14)

As a result, the signal S∗
j is normalized to unity at t∗ = 0 and all monoexponential

decays collapse to S∗
j = e−t∗ (see Figure 1a). Non-monoexponential decays differ from this

relation, and the visualization of log S∗ over t∗ allows the qualitative comparison of the
monoexponentiality of the relaxation.

As mentioned in Section 3.2 the relaxation decays were fitted with a single expo-
nential or a sum of two exponential functions to obtain the parameters Tki

and Ai. The
decision between a monoexponential and biexponential fit is based on the obtained data,
regarding which fit describes the observed relaxation decay sufficiently. In all cases of
non-monoexponential decays, we identified a biexponential fit as sufficient and therefore
did not attempt to fit a sum of more than two exponential functions. This does not mean
that the relaxation consists of two components, but that it could be described sufficiently
with the specified time constants.

4.1. Relaxation Decays

The relaxation decays of the protonic and deuterated maltenes in the asphaltene-
free and the asphaltenic solution are displayed in Figures 1 and 2 and Figures 3 and 4,
respectively. The different maltenes are distinguished by different colors, while the symbols
indicate the chosen fit to obtain the relaxation time constants. A monoexponential decay is
indicated by a red line.
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(a) Longitudinal relaxation (0 g/L).
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(b) Transverse relaxation (0 g/L).
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Figure 1. Longitudinal (a) and transverse (b) relaxation decays of the maltene protons in the
asphaltene-free solution, consisting of 95 vol% benzene-d6 and 5 vol% of the investigated maltene.
The inset in (b) shows the whole measured range of the relaxation decay of decalin. For a qualitative
comparison, the time axis is rescaled (see Equation (12)) to reflect multiples of R

−1
1,2 and the signal is

normalized to unity at t∗ = 0 (see Equations (13) and (14)). The needed parameters were obtained
from a monoexponential (▽) or biexponential (�) fit.
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In the absence of asphaltene (Figure 1) the relaxation decays of the maltene protons
can be described sufficiently well by a monoexponential fit, except for the transverse
relaxation of decalin, which can be very well fitted by a sum of two exponential functions
using Equation (8). The biexponential relaxation of decalin results from the coexistence
of a mixture of cis- and trans-isomers of decalin (see Appendix D). In presence of the
asphaltene (Figure 2), most of the relaxation decays become non-monoexponential and
are therefore fitted with a sum of two exponential functions. In fact, only the longitudinal
relaxation of benzene, toluene, and naphthalene can still be described sufficiently well by a
monoexponential decay. Furthermore, the deviation from a monoexponential relaxation is
more pronounced for the transverse relaxation than the longitudinal relaxation.

Since asphaltenes are a proton-rich species consisting of many different molecular
structures, the signal of the protons located on the asphaltenes and the maltenes overlap, as
can be seen, for example, in Figure 5. Since the time constants characterizing the relaxation
of the asphaltene protons are of a comparable order to the relaxation time constants of the
maltene protons (Section 4.2), the observed relaxation decays reflect the dynamic of both
proton species. Therefore, relaxation experiments with a different nucleus, not abundant
in asphaltenes, are necessary to unequivocally link the non-monoexponential relaxation
to the maltenes. As one can see in Figure 4, the non-monoexponential character of the
relaxation persists for the deuterated maltenes with the similarity that the deviations
from a monoexponential decay are more pronounced for the transverse relaxation. The
relaxation of the deuterated maltenes in the absence of the asphaltene is well described by
a monoexponential fit for all investigated maltenes (see Figure 3).

4.2. Relaxation Time Constants

As mentioned before, the relaxation decays of the maltene protons consist of the
signals of both the protons located on the maltenes and on the asphaltenes. To access the
relaxation of the asphaltene, a sample consisting of 150 g/L asphaltene in benzene-d6 is
prepared. For this sample, the longitudinal (a) and transverse (b) relaxation curves of the
aromatic and aliphatic protons are displayed in Figure 6. The fit parameter and the relative
weight derived according to Equation (11) can be found in Table 1.

Table 1. Fit parameters used to fit the in Figure 6 shown relaxation curves of protons in a solution
consisting of 150 g/L asphaltene in benzene-d6, using Equations (13) and (14).

Longitudinal Relaxation Transverse Relaxation

Parameter Aromatic Aliphatic Parameter Aromatic Aliphatic

S0 1.001(2) 0.997(2) S0 0 0
A1 −1.11(2) −1.890(4) A1 0.34(8) 1.80(6)
A2 −0.82(2) A2 0.79(8) 0.48(4)

T11 [s] 0.562(7) 0.529(3) T21 [s] 0.09(2) 0.018(1)
T12 [s] 2.15(4) T22 [s] 0.25(2) 0.098(6)

p1 [%] 57.4(9) p1 [%] 30(7) 79(2)
p2 [%] 42.6(9) p2 [%] 70(7) 21(2)
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(a) Longitudinal relaxation (150 g/L).
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(b) Transverse relaxation (150 g/L).
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Figure 2. Longitudinal (a) and transverse (b) relaxation decays of the maltene protons in the as-
phaltenic solution, consisting of 95 vol% benzene-d6 and 5 vol% of the investigated maltene with
additional 150 g/L asphaltene. For a qualitative comparison, the time axis is rescaled (see Equa-
tion (12)) to reflect multiples of R

−1
1,2 , and the signal is normalized to unity at t∗ = 0 (see Equations (13)

and (14)). The needed parameters were obtained from a monoexponential (▽) or biexponential (�) fit.
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(a) Longitudinal relaxation (0 g/L).
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(b) Transverse relaxation (0 g/L).
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Figure 3. Longitudinal (a) and transverse (b) relaxation decays of the maltene deuterons in the
asphaltene-free solution, consisting of 95 vol% benzene and 5 vol% of the investigated deuterated
maltene. For a qualitative comparison, the time axis is rescaled (see Equation (12)) to reflect multiples
of R

−1
1,2 , and the signal is normalized to unity at t∗ = 0 (see Equations (13) and (14)). The needed

parameters were obtained from a monoexponential (▽) fit.
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(a) Longitudinal relaxation (150 g/L).
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(b) Transverse relaxation (150 g/L).

0 5 10 15 20 25 30 35
10-3

10-2

10-1

100
aromatic           2H             aliphatic

           Benzene-d6

           Toluene-d8 

        Ethylbenzene-d10 

         Naphthalene

                 Cyclohexane 

                     Decalin 

                     Decane 

 monoexponential decay

S
* x
y

t*

Figure 4. Longitudinal (a) and transverse (b) relaxation decays of the maltene deuterons in the
asphaltenic solution, consisting of 95 vol% benzene and 5 vol% of the investigated deuterated maltene
with additional 150 g/L asphaltene. For a qualitative comparison, the time axis is rescaled (see
Equation (12)) to reflect multiples of R

−1
1,2 and the signal is normalized to unity at t∗ = 0 (see

Equations (13) and (14)). The needed parameters were obtained from a monoexponential (▽) or
biexponential (�) fit.
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Figure 5. Example for the signal overlap of maltene and asphaltene protons. Top: 1H-NMR spectra
of the asphaltene in benzene-d6 and the asphaltene-free toluene solution. Bottom: 1H-NMR spectrum
of the asphaltenic toluene solution. The ppm scale of the red and blue spectra is calibrated to the
toluene CH3 signal at 2.34 ppm. Since the aromatic signal in the black spectrum results not only from
the asphaltene, but also from non-deuterated benzene molecules (see Section 4.2), the ppm value
of this signal is set to 7.34 ppm. The amplitudes were normalized by the number of scans used to
acquire the spectrum.

(a) Longitudinal relaxation.
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(b) Transverse relaxation.
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Figure 6. Longitudinal and transverse relaxation curves of the aromatic and aliphatic protons in a
solution consisting of 150 g/L asphaltene in benzene-d6.

Except for the longitudinal relaxation of the aliphatic protons, the proton relaxation
is characterized by two time constants. The signal of the aromatic asphaltene protons
overlaps with the signal of the remaining non-deuterated benzene molecules. Regarding
the deuteration degree of 99.6 atom%, the non-deuterated benzene-d6 protons correspond
approximately to about 15% of the total number of aromatic protons in the asphaltene-
benzene-d6 solution. The longer relaxation time constant of the aromatic protons can
therefore not be fully attributed to the smaller, more mobile non-deuterated benzene
molecules. The relaxation time constants of the aromatic protons reflect rather mainly the
dynamic of the aromatic asphaltene protons and to a minor but not negligible extent the dy-
namic of the non-deuterated benzene molecules. In contrast, the relaxation of the aliphatic
protons reflects purely the relaxation of aliphatic protons in the asphaltene molecule.

Note the similar time constant components (T1 ≈ 550 ms and T2 ≈ 95 ms) of the
relaxation of the aromatic and aliphatic protons.
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4.2.1. Protonic Maltenes

In Figures 7–9 the relaxation time constants of the maltenes’ proton relaxation are
displayed, as well as the relative weight of the two exponential functions used for the
biexponential fit of the maltenes’ relaxation in presence of the asphaltene. The relaxation
time constants of the protons’ relaxation in the asphaltene-benzene-d6 solution are indicated
by a black line, and a gray area indicates the error margins. The maltenes are divided into
two subsets differentiating between maltenes with an aliphatic chain and purely cyclic
maltenes. Benzene is also included in the first subset as aromatic side-chain free reference
maltene.

In absence of the asphaltene, T1 and T2 are similar for all maltenes except for cy-
clohexane and decalin. The remarkably short T2 of cyclohexane is, as well as the short
T2 component of decalin, a consequence of an interconversion process present in the cis
isomers (see Appendix D). Furthermore, the shorter time constants are found for the larger,
less mobile maltenes.

In presence of the asphaltene, two time constants are required to describe the proton
relaxation sufficiently, except for the longitudinal relaxation of benzene, toluene, and naph-
thalene.
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Figure 7. Top: Longitudinal relaxation time constants T1 of the aromatic (a) and aliphatic (b) protons
in the asphaltene-free and the asphaltenic solution. The black lines indicate the T1 constants of
the asphaltene protons in a benzene-d6 solution. Bottom: Relative weight of the T1 components of
the aromatic (c) and aliphatic (d) protons in the asphaltenic solution. The x-axis distinguishes the
different solutions, consisting of 5 vol% of the specified maltene and 95 vol% benzene-d6 without or
with 150 g/L asphaltene.
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Regarding the relaxation of the first subset of maltenes in presence of the asphaltenes,
the short T1 component of the aliphatic protons, as well as the short T2 component of
both, aromatic and aliphatic protons, are quite constant to slightly increasing with the
length of the side chain. The values of these short components are close to a relaxation
time constant found for the asphaltene in benzene-d6. For the short T1 component of the
aromatic protons, a decrease with the increase of the length of the side chain, from the
longer T1 to the shorter T1 of the asphaltene protons in benzene-d6, is found. The single
T1 constants of benzene and toluene fit in the trend of the short T1 components of the
remaining alkylbenzenes’ aromatic protons and differ little from the long asphaltene T1.

The long T1 component of the aromatic protons decreases similar to the short com-
ponent, approaching the long T1 of the asphaltenes for butyl- and decylbenzene. After
the long T1 component of the aliphatic protons increases from toluene to ethylbenzene, it
decreases with the increase of the length of the side chain.
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Figure 8. Top: Transverse relaxation time constants T2 of the aromatic (a) and aliphatic (b) protons
in the asphaltene-free and the asphaltenic solution. The black lines indicate the T2 constants of
the asphaltene protons in a benzene-d6 solution. Bottom: Relative weight of the T2 components of
the aromatic (c) and aliphatic (d) protons in the asphaltenic solution. The x-axis distinguishes the
different solutions, consisting of 5 vol% of the specified maltene and 95 vol% benzene-d6 without or
with 150 g/L asphaltene.

Similar to the aromatic and aliphatic short T2 components, the long T2 components
are constant for the “short-chained” maltenes benzene and toluene, as well as for the
“long-chained” maltenes butyl- and decylbenzene. The long T2 components of ethyl- and
propylbenzene are also similar, but about three times longer than the long T2 components of
the other alkylbenzenes’ protons. The long T1 and T2 component of decane is only slightly
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shorter than its relaxation time constant in the asphaltene-free solution and significantly
larger than the corresponding components of decylbenzene, while the short components
are only slightly larger.

The relative weight of the long T1 component increases with the increase of the length
of the side chain. This is more pronounced for the aromatic protons than for the aliphatic
ones, while the relative weight of the T2 components is roughly the same.
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Figure 9. Top: Longitudinal (a) and transverse (b) relaxation time constants of the aromatic and
aliphatic protons of cyclic maltenes in the asphaltene-free and the asphaltenic solution. The black
lines indicate the T1 and T2 constants of the asphaltene protons in a benzene-d6 solution. Bottom:
Relative weight of the T1 (c) and T2 (d) components of the maltenes’ protons in the asphaltenic
solution. The x-axis distinguishes the different solutions, consisting of 5 vol% of the specified maltene
and 95 vol% benzene-d6 without or with 150 g/L asphaltene.

The relaxation time constants of the second maltene subset, representing aromatic
and aliphatic cyclic maltenes, are presented with their relative weights in Figure 9. As
mentioned above, only the longitudinal proton relaxation of the aromatic cyclic maltenes is
described by a single time constant. Like in the asphaltene-free solution, the shorter time
constants are found for the bicyclic maltene, except for the transverse relaxation of the
aliphatic cyclic maltenes, where the T2 components are similar.

The long T1 component of the aliphatic cyclic maltenes is similar to the single T1 of
the aromatic ones, which are close to the long T1 of the aromatic asphaltene protons in
benzene-d6, while for the aliphatic cyclic maltenes the short T1 component is close to the T1
of the aliphatic asphaltene protons. The relative weight of the T1 components are similar,
with a relative weight of about 65% for the long T1 component.
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The T2 components of the cyclic maltenes are all close to time constants found for
the transverse relaxation of aromatic and aliphatic asphaltene protons in benzene-d6. The
short T2 component is the major component with a relative weight higher than 60% except
for cyclohexane, where the long component is the major component.

4.2.2. Deuterated Maltenes

The deuteron relaxation time constants of the deuterated maltenes and their relative
weights are displayed in Figures 10–12. Similar to the relaxation of the protonic maltenes,
the longitudinal deuteron relaxation of some deuterated maltenes in presence of the as-
phaltene can still be described by a single time constant, while the transverse relaxation is
always characterized by two time constants.
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Figure 10. Top: Longitudinal relaxation time constants T1 of the aromatic (a) and aliphatic
(b) deuterons in the asphaltene-free and the asphaltenic solution. Bottom: Relative weight of
the T1 components of the aromatic (c) and aliphatic (d) deuterons in the asphaltenic solution. The
x-axis distinguishes the different solutions, consisting of 5 vol% of the specified maltene and 95 vol%
benzene without or with 150 g/L asphaltene.

The longitudinal and transverse relaxation time constants obtained for the aromatic
deuterons in presence of the asphaltene do not differ much between benzene-d6, toluene-
d8 and ethylbenzene-d10. In contrast, a decrease of the time constants is observed for
the aliphatic deuterons from toluene-d8 via ethylbenzene-d10 to nonane-d20. The rela-
tive weights of the two T1 components are roughly equal, while for T2 often the short
component dominates.
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Figure 11. Top: Transverse relaxation time constants T2 of the aromatic (a) and aliphatic (b) deuterons
in the asphaltene-free and the asphaltenic solution. Bottom: Relative weight of the T2 components
of the aromatic (c) and aliphatic (d) deuterons in the asphaltenic solution. The x-axis distinguishes
the different solutions, consisting of 5 vol% of the specified maltene and 95 vol% benzene without or
with 150 g/L asphaltene.

In the case of the cyclic maltenes, only the longitudinal deuteron relaxation of benzene-
d6 and cyclohexane-d12 can be described by a single T1. In the presence and absence of
asphaltenes, the shorter time constants are mainly found for the bicyclic maltenes. Merely
the long T2 component of the aromatic cyclic maltenes does not follow this trend, as the
long T2 component of benzene-d6 is slightly shorter than the corresponding T2 component
of naphthalene-d8. Similar to the proton relaxation, the long T1 component exhibits a
relative weight of roughly 65%, while, except for naphthalene-d8, a higher relative weight
is found for the short T2 component.
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Figure 12. Top: Longitudinal (a) and transverse (b) relaxation time constants of the aromatic and
aliphatic deuterons of cyclic maltenes in the asphaltene-free and the asphaltenic solution. Bottom:
Relative weight of the T1 (c) and T2 (d) components of the maltenes’ deuterons in the asphaltenic
solution. The x-axis distinguishes the different solutions, consisting of 5 vol% of the specified maltene
and 95 vol% benzene without or with 150 g/L asphaltene.

4.3. Mean Relaxation Rate Constants

The calculated mean relaxation rate constants (Equation (10)) for the protonic and the
deuterated maltenes can be found in the Appendix C in Tables A2 and A3, respectively. In
Figures 13 and 14, two different normalized mean relaxation rate constants are presented
for the two maltene subsets. In the top panel of Figure 13, the maltenes mean relaxation
rate constants (R1 and R2) in the asphaltenic solution are divided by the corresponding
relaxation rate constants in the asphaltene-free solution to visualize the impact of the
asphaltene on the maltenes rate constant describing the relaxation. The R2/R1 ratio of
the relaxing nuclei in the different solutions is displayed in the bottom panel of Figure 13.
For comparison, the diagrams contain the normalized mean relaxation rate constants of
both the protonic and the deuterated maltenes, while aromatic and aliphatic nuclei are
presented side by side in different plots.
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Figure 13. Top: Mean relaxation rates of the aromatic (a) and aliphatic (b) maltenes’ hydrogen
isotopes in the presence of the asphaltene normalized to the corresponding relaxation rates in
the asphaltene-free solution. Bottom: R2/R1 ratio of the investigated aromatic (c) and aliphatic
(d) maltenes’ nuclei in the asphaltenic and asphaltene-free solution.

The maltenes R
150/R0 ratios in Figures 13a,b and 14a are always larger than one,

i.e., the relaxation of the maltenes is shortened by the presence of asphaltene. The higher
R

150/R0 ratios can be found for the transverse relaxation, which results in R2/R1 ratios, for
both 1H and 2H, significantly larger than one in the asphaltenic solution. Furthermore, the
R

150/R0 ratios are higher for the proton relaxation than for the deuteron relaxation. These
observations are not true for cyclohexane and decalin in Figure 14 due to their already
shortened transverse relaxation in absence of the asphaltene (see Appendix D).

For the first subset, the normalized proton and deuteron mean relaxation rate constants
show a similar trend. The R

150/R0 ratio of the aromatic hydrogen isotopes is quite constant
for the longitudinal relaxation, but shows a decrease from benzene-h6/d6 to ethylbenzene-
h10/d10 for the transverse relaxation. With a further increase of the length of the aliphatic
side chain, the R

150
2 /R0

2 ratio of the aromatic ring protons does not change any further. The
aliphatic chain protons, however, show for both, the longitudinal and transverse relaxation
a decrease of the R

150/R0 ratio with an increase of the side chain length. In principle,
this is also seen for the chain deuterons, whereas the decrease is strongly damped in the
case of the longitudinal mean relaxation rate constants. Note further, that the decrease of
R

150
2 /R0

2 from toluene-d8 to ethylbenzene-d10 is more pronounced than in the case of the
protonic counterparts.
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Figure 14. (a) Mean relaxation rate constants of the cyclic maltenes’ hydrogen isotopes in the
asphaltenic solution normalized by the corresponding relaxation rate constants in the asphaltene-free
solution, and (b) R2/R1 ratio of the investigated cyclic maltenes’ nuclei in both solutions.

The R2/R1 ratios show then a similar trend for the aromatic and aliphatic nuclei. In
the asphaltene-free solution, the R2/R1 ratio differs only little from unity, slightly more for
the protons than for the deuterons. In the asphaltenic solution, the maltene R2/R1 ratios are
noticeably increased, and the highest ratio is found for benzene-h6/d6 and toluene-h8/d8,
respectively. Afterward the R2/R1 ratio decreases for both, aromatic and aliphatic nuclei,
until a plateau is reached since the R2/R1 ratios of butyl- and decylbenzene differ little.
Furthermore, the R2/R1 ratio of decane’s protons fits very well in this plateau. In contrast,
a visible difference exists between theR2/R1 ratio of the deuterons of ethylbenzene-d10
and nonane-d20. Furthermore, the decrease of the R2/R1 ratio between toluene-d8 and
ethylbenzene-d10 is more pronounced and their R2/R1 ratios are, in the first subset, the
only ones larger than the ratios of their protonic versions.

In the second subset in Figure 14 the normalized mean relaxation rate constants of
the aliphatic cyclic maltene protons differ from the trend seen so far, as the shortening of
their transverse relaxation in presence of the asphaltene is, due to their already shortened
relaxation in the asphaltene-free solution, similar to the shortening of the longitudinal
relaxation. Their R2/R1 ratio in the asphaltenic solution and the asphaltene-free solution
are thus almost identical. Although the comparison with the aromatic cyclic protonic
maltenes is therefore limited, the R2/R1 ratios of cyclohexane and decalin in the asphaltenic
solution are of comparable size, as the corresponding ratio of benzene. Furthermore, are
the R2/R1 ratios of the deuterated cyclic aliphatic maltenes comparable/slightly smaller
than the ratios of the protonic counterparts, which is in agreement with the overall relation
of proton and deuteron R2/R1 observed for the first subset.

From this relation differs the R2/R1 ratios of naphthalene and naphthalene-d8, with a
deuteron R2/R1 ratio more than ten times smaller than the proton ratio. This results from
a significantly lower shortening of the transverse relaxation of naphthalene-d8 compared
with naphthalene, while the shortening of the longitudinal relaxation is similar. As a
result, the highest and lowest R2/R1 ratio of all maltenes is found for naphthalene and
naphthalene-d8, respectively.

Therefore, it is difficult to identify a trend for the influence of the asphaltene presence
on the cyclic maltenes. Regarding their size, the higher proton R2/R1 ratio is found for the
bicyclic maltenes, while in the case of the deuterated maltenes the bicyclic maltenes exhibit
the lower R2/R1 ratio compared to the monocyclic maltenes. In terms of aromaticity, a
slightly higher R2/R1 ratio is found for benzene-h6/d6 compared to the aliphatic cyclic
maltenes (1H and 2H). However, the ratio of naphthalene-h8/d8 is, as mentioned before,
significantly higher (1H) or lower (2H) than the ratios of the remaining cyclic maltene.

157



Molecules 2021, 26, 5218

4.4. Diffusion

The, compared to the pulse spacing in the PGSTE sequence, long relaxation time
constants of the asphaltene protons (see Table 1) cause only a small attenuation of the
asphaltene signal during the diffusion measurement. Therefore, the contribution of the
asphaltene protons to the obtained PGSTE signal cannot be neglected in determining the
diffusion coefficients of the maltenes in the asphaltenic solution. Accordingly, the obtained
proton PGSTE decays differ from a monoexponential decay in the asphaltenic solution
(see Figure 15). However, the variation of the gradient strength was adjusted to obtain the
diffusion coefficients of the maltenes and is therefore not sufficient to reliably fit a sum
of two exponential functions to additionally extract the asphaltene’s diffusion coefficient.
The asphaltene’s diffusion coefficient was therefore determined in the solution of 150 g/L
asphaltene in benzene-d6 and the obtained signal is displayed in Figure 16 for the aromatic
(a) and the aliphatic (b) protons.
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(b) 150 g/L asphaltene.
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Figure 15. PGSTE signal decay of the protonic maltenes and nonane-d20 in the (a) asphaltene-free
and the (b) asphaltenic solution. The solid line represents a monoexponential decay, while the
area between the dashed lines corresponds to biexponential decays with different relative contri-
butions pasph. of the asphaltene to the decay. The diffusion coefficient of the asphaltene was fixed
at Dasph. = 3.6 × 10−11 m2/s. To obtain the signal decay of nonane-d20 the gradient strength was
varied up to 5 T/m.
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Figure 16. PGSTE signal decay of the aromatic (a) and aliphatic (b) protons in a solution of 150 g/L
asphaltene in benzene-d6. To obtain the signal decay of the aliphatic protons, the gradient strength
was varied up to 10 T/m.
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As already seen in the determination of the relaxation time constants (see Figure 6),
the signal overlap of aromatic asphaltene protons and protons of remaining non-deuterated
benzene molecules results in a superposition of the individual signal decays. By comparing
the PGSTE signal decay of the aromatic and aliphatic protons in Figure 16, one notices the
significantly faster decay of the aromatic protons signal. Since asphaltenes are, due to their
definition, a heterogeneous class of molecules, a distribution of diffusion coefficients is not
a surprising observation. However, considering the molecular weight range of asphaltenes
as the heaviest part of crude oil, a diffusion coefficient of the order of 10−9 m2/s, as ob-
tained by a single-exponential fit of the aromatic protons signal decay (see Table 2), is not
expected and can therefore be mainly attributed to the non-deuterated benzene molecules
with high probability (For comparison, the self-diffusion coefficient of the remaining non-
deuterated benzene molecules in a sample consisting of 100% benzene-d6 was determined
to (1.842 ± 0.007)× 10−9 m2/s). The asphaltene diffusion coefficients are therefore deter-
mined from the signal decay of the aliphatic protons, whose signal does not overlap with
the signal of non-deuterated solvent molecules. The signal decay could be fitted sufficiently
well by a sum of two exponential functions (see Table 2) revealing diffusion coefficients of
(3.6 ± 0.3)× 10−11 m2/s and (1.38 ± 0.07)× 10−12 m2/s, respectively. These values seem
reasonable in comparison with the self-diffusion coefficients of about 1 × 10−10 m2/s found
for asphaltenes in solutions at concentrations not higher than 30 g/L [50–52].

Table 2. Fit parameters used to fit the in Figure 16 shown PGSTE signal decays of aromatic and
aliphatic protons in a solution of 150 g/L asphaltene in benzene-d6, using Equation (9).

Diffusion

Parameter Aromatic Aliphatic

A1 0.993 ± 0.005 0.375 ± 0.012 38%
D1 [m2/s] (1.13 ± 0.02)× 10−9 (3.6 ± 0.3)× 10−11

A2 0.617 ± 0.011 62%
D2 [m2/s] (1.38 ± 0.07)× 10−12

For the gradient strengths used to determine the protonic maltenes diffusion coeffi-
cients in the asphaltenic solution, only the faster diffusion of the asphaltene has to be taken
into account. The signal decays of the maltenes in the asphaltenic solution are therefore
fitted with a biexponential fit according to Equation (9), with a fixed second diffusion
coefficient D2 = 3.6 × 10−11 m2/s.

The signal decays of the maltenes in the absence and presence of the asphaltene
are displayed in Figure 15. For comparison, the signal decays are normalized like the
relaxation decays in Section 4.1, i.e., the signal is normalized to the sum of the two expo-
nential functions amplitude and the x-axis is rescaled with the obtained maltene diffusion
coefficient DM.

In absence of the asphaltene, the decay is perfectly described by a single-exponential
function, whereas in presence of the asphaltene the additional diffusion of the asphaltenes
is seen in a deviation from a monoexponential decay. The relative contribution of the
asphaltene to the fit pasph. is calculated according to Equation (11) and varies between 8%
and 16%. The monoexponential decay of the deuteron signal of nonane-d20 in the presence
of the asphaltene supports the assumption that the deviation from a monoexponential decay
of the protonic maltenes reflects the diffusion of the asphaltene rather than representing
different diffusion coefficients of the maltenes.
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The diffusion coefficients of the maltenes are listed in Table 3 together with the
D150g/l/D0g/l ratio. The ratio reflects to what extent the diffusion coefficient, and thus the
translational motion of the maltenes, is diminished by the presence of the asphaltene.

The diffusion coefficients of the maltenes were mostly decreased by roughly 30% to
35% in the presence of the asphaltenes. With the minimal decrease of 20%, decane differs
the most and is the maltene with the least impairment of its translational motion. This
decrease is notably weaker than the similar long aliphatic chain molecule nonane-d20 and
the phenyl ring bearing decylbenzene, which is the most restricted alkylbenzene. With a
decreasing side chain length, the ratio increases to a maximum for toluene, which reflects
its smaller size. The cyclic hydrocarbons are similarly affected by the presence of the
asphaltene, whereby the difference between the aromatic ring molecules is slightly bigger
than between the aliphatic ones. However, the overall differences between the maltenes
are rather small, and no pronounced effect of the asphaltene on the translational motion of
any of these molecules is observed.

Table 3. Diffusion coefficients of the maltenes in absence and presence of the asphaltene. The
D150g/l/D0g/l ratio reflects the impairment of the translational motion of the maltenes due to the
presence of the asphaltene.

Maltene D0g/l D150g/l D150g/l

D0g/l[10−9 m2/s] [10−9 m2/s]

Decalin 1.393 ± 0.005 0.949 ± 0.007 0.681 ± 0.008
Cyclohexane 1.767 ± 0.007 1.182 ± 0.006 0.669 ± 0.006
Naphthalene 1.409 ± 0.005 0.903 ± 0.007 0.641 ± 0.007
Benzene 1.856 ± 0.006 1.280 ± 0.007 0.690 ± 0.006
Toluene 1.769 ± 0.008 1.256 ± 0.005 0.710 ± 0.006
Ethylbenzene 1.652 ± 0.005 1.162 ± 0.007 0.704 ± 0.006
Propylbenzene 1.511 ± 0.004 1.049 ± 0.006 0.695 ± 0.006
Butylbenzene 1.410 ± 0.005 0.956 ± 0.008 0.678 ± 0.008
Decylbenzene 0.983 ± 0.003 0.646 ± 0.005 0.657 ± 0.006
Decane 1.465 ± 0.004 1.152 ± 0.011 0.786 ± 0.009
Nonane-d20 1.604 ± 0.004 1.140 ± 0.005 0.711 ± 0.005

5. Discussion

In the presence of 150 g/L asphaltene, the longitudinal and transverse relaxation
of most investigated maltenes are no longer monoexponential and can be sufficiently
described by a fit of two exponential functions. For the 1H measurements, the signal of the
asphaltene and maltene protons overlap, and the obtained relaxation decays reflect not only
the motion of the maltenes, but also of the asphaltene. From the two time constants, the
shorter is often similar to the relaxation time constants found for asphaltene in benzene-d6.
However, the non-monoexponential, biexponentially fittable, relaxation decays are not
only observed for the protonic maltene solutions, but also for the 2H relaxation of their
deuterated analogs, where the asphaltenes are not visible and the non-monoexponential
decays purely reflect the maltenes dynamic.

In the current picture of the maltene–asphaltene interaction, the two relaxation time
constants observed in the asphaltenic solutions could represent different relaxation en-
vironments of the maltenes, which are caused by the proximity of the maltenes to the
asphaltenes. The dynamic of maltenes in the intermediate space between the asphaltene
clusters is mainly affected by the viscosity of the solution, but not the direct interaction with
the asphaltene structures. The longer relaxation time constant could therefore be attributed
to these bulk molecules. In contrast, the molecules in close proximity to the asphaltene
macroaggregates experience an additional relaxation mechanism due to paramagnetic
species VO2+ in the asphaltenes, and a stronger restriction of their motion, due to steric
hindrances or additional interactions such as π-stacking. These molecules then exhibit a
shorter relaxation time than the bulk molecules farther apart from the asphaltene clusters.
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The border between these two environments is not expected to be sharp, but rather a more
or less uniform transition, so that a distribution of relaxation times could be expected.

For further comparison, the mean relaxation rate constants are constructed from the
T1,2 components and the corresponding relative weights. The R1,2 condense the relaxation
of the investigated nuclei into a single parameter and ease the general comparison of
the different maltene solutions. In presence of the asphaltene, the relaxations of the
investigated nuclei become faster. Thereby, the transverse relaxation is more affected than
the longitudinal relaxation, which was already observed before for a mixture of maltenes
with a varying asphaltene concentration [19]. As mentioned above, the shortening of the
maltene’s relaxation can be expected due to the presence of paramagnetic species and
a slowed maltene’s motion, resulting from the contact and entanglement between the
maltenes and the asphaltene macrostructures. The, compared to R1, stronger increase of
R2 indicates the presence of motions with correlation times comparable or slower than the
inverse of the Larmor frequency, and thus the latter effect is significant since the presence
of paramagnetic species influences the longitudinal and transverse relaxation equally.
As a consequence, the R2/R1 ratios, which reflect the strength of the impairment, are
significantly larger than unity in the asphaltenic solution, while in the asphaltene-free
solution R2/R1 ≈ 1 indicates the extreme narrowing limit.

As a result of an internal motion of cyclohexane and decalin (see Appendix D),
the R2/R1 ratios in the asphaltene-free solution are larger than unity and differ little
from the ratios in the asphaltenic solution. The comparability with the other maltenes is
therefore limited, since the impact of the asphaltene presence on the dynamic is not clear.
Furthermore, the theory and models developed so far have assumed rigid maltenes without
considering internal motions, especially not ring flips, which can result in totally different
behavior. This then needs to be considered in future oil studies, in case a significant
proportion of the maltenes in crude oil exhibit similar internal motions.

For the deuterated maltenes the shortening of T2 due to the internal motion is neg-
ligible and R2/R1 ratios close to and significantly larger than unity are observed in the
asphaltene-free and the asphaltenic solution, respectively. Comparing the bicyclic ring
system with the monocyclic, the lower R2/R1 ratio is found for the bicyclic one. However,
the decrease from the monocyclic to the bicyclic maltene is much stronger for the aromatic
ring systems than for the aliphatic ones. In contrast, the ratio of the protonic aromatic
bicyclic maltene (naphthalene) is larger than the ratio of benzene. As a result, the R2/R1
ratios of benzene and benzene-d6 differ little, while for naphthalene and naphthalene-d8,
the ratios differ the most among all investigated maltenes. However, the results from the
protonic and the deuterated maltene solutions should be compared with caution, since one
compares the maltene–asphaltene dynamic (1H) with the maltene dynamic (2H) and in ad-
dition different relaxation mechanisms. While the 1H relaxation is caused by the rotational
and translational motion of the molecule (as well as the presence of free electrons), the 2H
relaxation results mainly from the rotational motion of the molecule (and the presence of
free electrons).

Regarding the influence of the side chain length of the maltene, the observed R2/R1
ratio decreases with the increase of the side chain length, probably approaching a plateau
for long side chains, since the ratios of butylbenzene (#Caliph. = 4) and decylbenzene
(#Caliph. = 10) differ little. The ratios of decane and decylbenzene are similar, indicating that
the phenyl ring is of minor importance for the restrictions the aliphatic chain experiences
in presence of the asphaltene. The initial decrease of the R2/R1 ratio is also observed for
the deuterated variants.
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However, the R2/R1 ratios of ethyl- (aliphatic) and propylbenzene (aromatic and
aliphatic) are slightly lower than approximated from the trend, which reflects their signifi-
cantly different long relaxation component, compared to the rest of the maltenes. This is
especially well pronounced for the long T2 component, as it was shown in Figure 8. Due to
the lack of solutions with deuterated analogs, it cannot be verified whether this is a real
characteristic of the maltene dynamic.

The self-diffusion coefficients of the maltenes (including nonane-d20) in the high
(150 g/L) concentrated asphaltenic solution are only reduced by 30% to 35% compared
to their self-diffusion coefficients in the asphaltene-free solution. Merely decane deviates
slightly from this observation since its self-diffusion coefficient is reduced by about 20%.
Overall, the diffusion of the different maltenes is similar affected by the asphaltene’s
presence, and especially no pronounced effect is found for ethyl- and propylbenzene. The
impairment of the translational motion is therefore caused by the increased viscosity of
the solution due to the high asphaltene concentration. If there is a prolonged interaction
time between the maltenes and asphaltenes, it is still short compared to the observed time
interval in the diffusion measurements.

6. Conclusions

In this work, the relaxation and diffusion of different maltenes in the presence and
absence of asphaltene were investigated. The self-diffusion is equally restricted for all
maltenes in presence of the asphaltene, due to the increased viscosity of the solution. In
contrast to crude oil, the relaxation time constants of asphaltene in solution are considerably
long and as a consequence, the 1H relaxation decays in the maltene–asphaltene solution
reflect the dynamic of both maltenes and asphaltenes.

In presence of the asphaltene, the maltenes’ relaxation is enhanced, due to the influence
of paramagnetic species, as well as the slowdown of the maltenes’ motion upon contact
and entanglement with the asphaltene structures. Since R2 is more affected than R1, the
slowdown is of significant importance. The increase of R2 and R1 due to the presence
of asphaltene is more pronounced for 1H in comparison to 2H, but amounts only to an
increase of typical 50%. If dipolar interaction were the sole origin of relaxation, this factor
should be equivalent to the square of the ratio of the gyromagnetic constant, about 42. If
intramolecular contributions were the sole origin, the ratio of relaxation rate constants with
and without asphaltene should be identical for 2H and 1H. It is therefore reasonable to
assume that relaxation of 1H with the unpaired electrons of the radicals contained in the
asphaltenes does contribute to 1H relaxation, but is not dominating.

Overall, a higher ratio of mean relaxation rate constants is often found for the “more
aromatic” maltene, i.e., the shorter chained alkylbenzene or the aromatic ring systems,
indicating a possible influence of aromatic maltene–asphaltene interactions, e.g., π-stacking.
Since the self-diffusion coefficients of the maltenes are all similar, a possible prolonged
maltene–asphaltene interaction time due to aromatic interactions is still short compared to
the studied diffusion time interval. However, a definite statement about the role of aromatic
interactions cannot be made, as the remarkably small mean relaxation rate constants ratio
of naphthalene-d8 shows. Hence, more detailed studies are needed.

Most maltenes show at least two distinct relaxation time constants due to internal
motions of different parts, e.g., ring and chain. In presence of the asphaltene, the relaxation
further becomes non-monoexponential, especially the transverse relaxation. The individual
relaxations and the averaged values R2 and R1 differ from one maltene to another. For some
maltenes, the relaxation can be influenced significantly by conformational interconversion
processes. Therefore, the distribution of either T1 or T2, or both (in 2D experiments) of crude
oil is much more complicated than conventionally assumed, and is strongly dependent on
the composition of the maltenes.
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This approach serves as a further step to analyze these compositions from a thorough
analysis of the data, especially in two-dimensional experiments. Further modeling and
density functions theory computations will help to elucidate the picture, at the same time
integrating a realistic model for asphaltene aggregate structure and radical location.
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Appendix A. List of Chemicals and Suppliers

Table A1. List of chemicals and suppliers.

Provider Chemical

Alfa Aesar Decalin
Merck KGaA Decane
Fluka Analytical Ethylbenzene, Naphthalene
Sigma-Aldrich Benzene, Propylbenzene, Butylben-

zene, Decylbenzene, Ethylbenzene-
d10, Naphthalene-d8

Carl Roth GmbH + Co. KG Toluene, Cyclohexane
Cambridge Isotope Laboratories, Inc. Benzene-d6, Cyclohexane-d12
Chemotrade Chemiehandelsgesellschaft Leipzig
mbH & Co. KG

Cyclohexane-d12, Toluene-d8

Deutero GmbH Decalin-d18
Akademie der Wissenschaften der DDR, Zen-
tralinstitut für Isotopen- und Strahlenforschung

Nonane-d20
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(a)
Benzene-h6/d6

(b)
Naphthalene-h8/d8

(c)
Cyclohexane-h12/d12

(d)
Decalin-h18/d18

(e)
Toluene-h8/d8

(f)
Ethylbenzene-h10/d10

(g)
Propylbenzene-h12

(h)
Butylbenzene-h14

(i)
Decylbenzene-h26

(j)
Decane-h22

(k)
Nonane-d20

Figure A1. The chemicals used in this study include cycloalkanes (a–d), alkylbenzenes (e–i), as well
as linear alkanes (j,k). The cycloalkanes can be distinguished in monocyclic (a,c) and bicyclic (b,d),
as well as in aromatic (a,b) and aliphatic (c,d) ring systems. Protons and deuterons are not shown for
clarity. The individual headings specify the used variants (1H, 2H). MolView was used to generate
the structural formulas.

Appendix B. Spectral Resolution

(a) Longitudinal relaxation
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Figure A2. Cont.

164



Molecules 2021, 26, 5218

(b) Transverse relaxation
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Figure A2. Longitudinal (a) and transverse (b) relaxation of decylbenzene in the asphaltene-free
solution. The chemical shift axis is normalized to the dominant peak in the spectrum at 1.26 ppm,
which results from the seven CH2 groups, most apart from the phenyl ring. Due to the spectral
resolution the signal from the aliphatic chain (0 ppm–3 ppm) and from the phenyl ring (6 ppm–8 ppm)
are well distinguishable and the relaxation of each part can be evaluated separately.

Appendix C. Mean Relaxation Rate Constants (1H and 2H)

Table A2. (Mean) relaxation rate constants of the longitudinal (R1) and transverse (R2) relaxation of
the protonic maltenes in absence and presence of the asphaltene.

Protonic Without Asphaltene With 150 g/L Asphaltene

Maltene R1 R2 R1 R2

[s−1] [s−1] [s−1] [s−1]

Decalin 0.272(2) 2.74(8) 1.10(1) 11.4(2)

Cyclohexane 0.1437(4) 1.576(8) 1.012(9) 8.4(2)

Naphthalene 0.1686(5) 0.184(1) 0.616(9) 14.3(3)

Benzene 0.1140(3) 0.1243(8) 0.421(2) 5.64(5)

Toluene (ring) 0.1296(4) 0.156(2) 0.448(3) 5.35(5)
Toluene (CH3) 0.176(1) 0.210(4) 1.492(9) 9.9(4)

Ethylbenzene (ring) 0.1210(3) 0.142(1) 0.428(4) 4.40(7)
Ethylbenzene (chain) 0.1704(7) 0.222(5) 1.30(2) 6.0(2)

Propylbenzene (ring) 0.1702(5) 0.193(1) 0.508(2) 3.76(7)
Propylbenzene (chain) 0.276(2) 0.312(4) 1.24(2) 5.5(2)

Butylbenzene (ring) 0.1813(6) 0.208(1) 0.600(4) 4.61(5)
Butylbenzene (chain) 0.315(2) 0.346(3) 1.282(9) 6.7(3)

Decylbenzene (ring) 0.174(2) 0.212(2) 0.634(4) 4.55(4)
Decylbenzene (chain) 0.581(3) 0.599(3) 1.367(8) 6.5(2)

Decane 0.3686(9) 0.375(3) 0.889(8) 4.7(4)
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Table A3. (Mean) relaxation rate constants of the longitudinal (R1) and transverse (R2) relaxation of
the deuterated maltenes in absence and presence of the asphaltene.

Deuterated Without Asphaltene With 150 g/L Asphaltene

Maltene R1 R2 R1 R2

[s−1] [s−1] [s−1] [s−1]

Decalin-d18 1.827(5) 1.82(2) 4.27(4) 28.0(6)

Cyclohexane-d12 0.617(2) 0.647(4) 1.011(7) 9.1(1)

Naphthalene-d8 1.953(8) 1.94(2) 5.42(7) 11.8(8)

Benzene-d6 0.735(2) 0.733(2) 1.534(5) 18.8(2)

Toluene-d8 (ring) 1.162(3) 1.167(4) 2.56(3) 20.4(3)
Toluene-d8 (CH3) 0.2162(7) 0.2192(8) 0.348(2) 4.83(4)

Ethylbenzene-d10 (ring) 1.523(4) 0.854(4) 3.00(3) 17.9(4)
Ethylbenzene-d10 (chain) 0.854(4) 0.847(5) 1.168(5) 5.6(2)

Nonane-d20 1.928(7) 1.89(2) 2.56(2) 7.06(9)

Appendix D. Fast Transverse Relaxation of Cyclohexane and Decalin

A biexponential fit of the transverse relaxation decay of the decalin protons in the
asphaltene-free solution results in one T2 component similar to T1, and one T2 component
20 times shorter than T1. In addition, the time constant of the transverse relaxation of the
cyclohexane protons is by a factor of ten shorter than T1. These observations contradict
the expected T1 = T2 in the extreme narrowing limit. This short T2 is a result of an
internal motion present in cyclohexane and decalin, known as ring flip [53], which is the
interconversion between equivalent ring shapes of cyclic conformers.

This interconversion can be described as chemical exchange between nuclei at two
different sites A and B, with the respective resonance frequencies ωA and ωB and transverse
relaxation times T2A and T2B. The exchange takes place at the exchange rate kex = kA +
kB = τ−1

ex . In case of a fast exchange, a single resonance line is observed (e.g., cyclohexane at
room temperature), while two lines can be observed for a slow exchange (e.g., cyclohexane
at, for instance, −77.9 ◦C [54]). In the presence of a chemical exchange, the transverse
relaxation time constant obtained by the CPMG pulse sequence depends on the echo time,
since the dephasing rate is affected when a nucleus changes its precession frequency from
ωA to ωB during the exchange from site A to B. If the echo time is much smaller than
the exchange time, the dephasing resulting from the exchange is negligible, while in the
opposite case it is maximal, and a shortened T2 can be observed [55,56]. The transverse
relaxation rate constant in the limit of τE → ∞ can be computed as follows:

lim
τE→∞

R2 =
(T2A + T2B)

2T2AT2B
+

kex

2
− Γ (A1)

Γ = ℜ
[(

(T2B − T2A)

2T2AT2B
+

kex

2
(pB − pA)

)2

− ∆ω2

4
+ k2

ex pA pB

+ i∆ω

(
(T2B − T2A)

2T2AT2B
+

kex

2
(pB − pA)

)]1/2

with pA + pB = 1, where pA and pB denote the equilibrium population of spins in
sites A and B. Ring flips occur in the chair conformation of cyclohexane and the cis
conformation of decalin, but not its trans conformation due to steric constraints. Since
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τe = 1 ms ≫ τex(C6H12) ≈ 14 µs (see Table A4), the shortening of T2 can be expected. Fur-
thermore, the chair conformation of cyclohexane is slightly more stable than the twist-boat
conformation, so that the first is the dominant conformation at room temperature [53] and
only one time constant for the relaxation is observed. The biexponential decay of decalin
then simply results from the coexistence of a mixture of cis and trans decalin. Since the
dynamic of the ring flip does not differ much for the protonic and the deuterated variants,
see, for example, the exchange rate of C6H12 and C6D12 in Table A4, the shortened T2 is in
principle also observable for cyclohexane-d12 and decalin-d18. Due to the more than six
times smaller gyromagnetic ratio of 2H, the chemical shift difference diminishes, and the
shortening of T2 becomes negligible at the used magnetic field strength, as one can see in
Table A4 by comparing the observed T1 with the short limit of T2.

Table A4. Estimation of the short limit of T2 of cyclohexane-h12/-d12 in case of τE → ∞, according to
Equation (A1). Since the asphaltene-free solution should fulfill the extreme narrowing limit, where
T1 = T2, T2A = T2B ≈ T1 is assumed for the transverse relaxation time constants of the nuclei at the
different sites. The exchange rates correspond to a sample temperature of ∼ 20 ◦C and were taken
from references [57] (C6H12) and [58] (C6D12) (determined for cyclohexane-h12/-d12 in a solution of
liquid crystals). The chemical shift differences were taken from references [54] (C6D11H at −100 ◦C)
and [59] (neat plastic-crystalline C6D12 at −80 ◦C).

Parameter Cyclohexane Cyclohexane-d12

T1 6.96 s 1.621 s
pA = pB 0.5 0.5
kex 72 885 s−1 105 390 s−1

∆ω
0.462 ppm 0.5 ppm

871 Hz 145 Hz

lim
τE→∞

T2 0.364 s 1.5 s
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Abstract: Zeolites are known to be effective catalysts in biomass converting processes. Understanding
the mesoporous structure and dynamics within it during such reactions is important in effectively
utilizing them. Nuclear magnetic resonance (NMR) T2 relaxation and diffusion measurements, using
a high-power radio frequency probe, are shown to characterize the dynamics of water in mesoporous
commercially made 5A zeolite beads before and after the introduction of xylose. Xylose is the
starting point in the dehydration into furfural. The results indicate xylose slightly enhances rotational
mobility while it decreases translational motion through altering the permeability, K, throughout
the porous structure. The measurements show xylose inhibits pure water from relocating into larger
pores within the zeolite beads where it eventually is expelled from the bead itself.

Keywords: NMR diffusometry; zeolites; heterogeneous catalysis sugar conversion; biomolecules

1. Introduction

Pulsed gradient spin echo (PGSE), or pulsed field gradient (PFG) nuclear magnetic
resonance (NMR) is a preeminent method for characterization of transport and structure
in porous media systems [1,2]. Despite the fact that application to nanoporous systems
is challenging, due to the small structural length dimensions which generate complex
rotational and translational molecular dynamics over a hierarchy of scales, significant
characterization of systems such as zeolites has been attained [3–6]. The application
of zeolites in catalytic conversion of biomass to fuel and chemical products is an area of
growing application [7], and recent research has shown that zeolite beads have the potential
to catalyze sugar to furan dehydration reactions [8]. Studies of water molecular dynamics
in zeolites in the presence of biomolecules by NMR have been limited to solid state NMR
spectroscopy, PGSE NMR using a single displacement observation time [9], and PGSE
NMR to study water in zeolites [10,11] while solid state NMR has also been used to study
solvents in zeolites [12]. Here displacement time-dependent PGSE NMR was applied to
study the impact of xylose on water dynamics in zeolites for heterogeneous catalysis of
sugars to furans [8,13].

Zeolites are known for their chemical and thermal stability, versatility [14], and have
been widely used in biomass conversion reactions [15–18] including xylose dehydration
to furfural. For example, research by Gao et al. found xylose dehydration reactions with
ZSM-5 resulted in furfural yields of 51.5% in an aqueous system [17]. Other researchers
have looked at the use of powdered silicoaluminophosphates (SAPOs), a class of small-pore
zeolites, in various solvent systems to maximize furfural production from xylose, achieving
moderate yields [15]. In order to improve catalyst recovery, Romo et al. used dual-layered
zeolite beads (versus powdered zeolites) to convert xylose to furfural and achieved yields
of up to 45%, indicating zeolite beads have the potential for sugar upgrading [8]. Although
microporous zeolites beads are promising for sugar dehydration reactions, the zeolite pore
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size can create a diffusion limited system. This is particularly true for substates such as
sugars, which have large kinetic diameters.

Commercially available Linde Type A (LTA) zeolite beads consist of ~3 µm crystallites
made up of ~5Å molecular cages, which are compressed with binder into 3 mm beads that
are 86% microporous [8]. Molecular transport in zeolite systems of this type of structure
have been modeled as porous media with periodic permeable inclusions [6,19,20]. This
results in an effective diffusivity 1

De f f
= 1

Do
+ 1

Kl where Do is the molecular diffusion within
a pore structure and K is the permeability, reflecting transport resistance between pore
structures separated by length scale l [19,20]. In the zeolite system studied here, Do is
the diffusion within the zeolite crystal and K the permeability at the zeolite crystal grain
interfaces within the 3 mm bead and De f f the NMR measured diffusion.

Diffusion measurements by NMR are obtained by application of magnetic field gradi-
ent pulses which attenuate the voltage signal due to magnetization dephasing caused by
random diffusive motion. The measured signal normalized by the signal with no gradient
is given by E(g, ∆) =

S(g,∆)
S(0,∆) = exp

[

−γ2g2δ2D
(

∆ − δ
3

)]

, where γ is the gyromagnetic ratio,
g is the gradient amplitude, δ is the gradient duration, and ∆ is the gradient separation,
which is the time the nuclei are allowed to displace. PGSE NMR thus measures the time-
dependent effective diffusivity D(∆), which characterizes the length scale of the restricted
diffusion dynamics of a fluid in a pore at short times, as [2,21,22].

D(∆) = Do

[

1 − 4
9
√

π

S

V
(Do∆)

1/2

]

(1)

Here D0 is the free liquid diffusion, ∆ the PGSE NMR displacement time for the spins,
and S/V = 3/R the surface to volume ratio of a spherical pore of characteristic length
scale radius R. While the normalized form of the measured signal, E(g, ∆), factors out
T1 spin-lattice and T2 spin–spin magnetization relaxation effects, the measured signal is
weighted by the T2 relaxation if T2 times are present which are less than the PGSE echo
time, as the signal from those spins are fully relaxed before being encoded for diffusive
motion. T2 relaxation is due to dipolar coupling of the NMR active spins, 1H protons in the
experiments conducted in this work, and interaction with solid surfaces in porous media.
Longer T2 relaxation times occur when the dipolar coupling is averaged out by rotational
diffusion, as in liquids, and shorter when rotational mobility is restricted.

2. Results

T2 relaxation measurement of water xylose solution in bulk has a large peak at
1167.1 ms due to water and a small peak at 126 ms from the xylose. T2 relaxation of
pure water and of the 20% wt. xylose solution in the 5A bead indicate two primary popu-
lations of relaxation behavior as shown in Figure 1. The fast relaxing, short T2 relaxation
populations are at 0.619 ms for water and 0.752 ms for the xylose solution. These sub
millisecond relaxation times demonstrate the significant restriction of rotational mobility
and interactions of primarily water and the zeolite surfaces (kinetic diameter 2.7 Å) [23]
in the zeolite micropores, since the xylose (kinetic diameter 6.8 Å) [24] is too large to be
within those pores. The presence of the xylose generates an increase in the T2 relaxation
time. The slower relaxing, longer T2 populations in the zeolite beads at 8.300 ms for pure
water and 9.100 ms for the xylose solution are due to the molecules in the inter-crystalline
mesopores of the bead. In this more mobile population, the presence of the xylose induces
a slight increase in the rotational mobility of the protons in the system. In the pure water in
zeolite system there is a small peak at 806 ms which is associated with water in macro pores
or leaking to the bead surface, while this population is suppressed in the xylose solution
system. Due to only 20% of the solution being xylose, the signal is primarily from water.
Spectral resolution is not possible in the zeolite beads due to the signal broadening caused
by the restrictions of the solution within the zeolite, and the T2 relaxation distributions
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show little signal changes after the introduction of xylose. Therefore, the NMR signal
obtained will be primarily attributed to water within the system.
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Figure 1. T2 distributions comparing the core zeolite Grace 5A beads before and after the addition of
20% wt. xylose to the water permeating through the system. In the 5A beads with water there are two
large populations at T2 = 6.193 × 10−4 s and 8.300 × 10−3 s and a small population at longer
T2 = 0.806 s. The presence of xylose eliminates the longer relaxation component and slightly
shifts the two dominant populations to slightly longer relaxation times T2 = 7.518 × 10−4 s and
9.100 × 10−3 s. The 20% wt. xylose in water solution has a large relaxation population at T2 = 1.167 s
and a small population at 1.260 × 10−1 s representing the biopolymer and water relaxation times
(not shown). The chemical structure of xylose is shown in the upper right.

The displacement time dependent pulse gradient stimulated echo (PGStE) NMR signal
attenuation data as a function of increasing pulsed gradient strength is shown in Figure 2.
The data are plotted in a standard Stejskal–Tanner plot format in which the slope of the
curve indicates the diffusion coefficient [2]. The data exhibits biexponential behavior with
a fast and slow diffusing component. It is important to note that the 1H proton signal
measured comes only from the longer T2 relaxation population since the sub millisecond
relaxing populations are filtered out by the 4.32 ms echo time of the stimulated echo
experiment. The slow diffusing component increases in quantity as a percentage of the
total signal as the displacement observation time is increased.

This can be seen by fitting a biexponential model p f exp
[

−D f x
]

+ psexp[−Dsx] to the
data and determining the population in the fast and slow decay regions, Figure 3. In the
pure water system, there is an initial increase in the amount of fast diffusion component,
and commensurate decrease in the slow diffusion population, which is associated with the
water moving into larger pore regions of the beads during the 20 min of each initial short
displacement time ∆ experiment. After the ∆ = 50 ms experiment, the signal proportion
in the slow component increases. This can be attributed to a transient redistribution of
the pure water into larger pore spaces followed by a loss of the water signal in the large
pores due to dephasing of the signal or drainage from the large pores out of the sensitive
region of the rf coil over the hours long experimental time for all the displacement times ∆.
While any long-time scale transient redistribution of the water prohibits determining
exchange between the fast and slow diffusion populations it does not negatively impact
the assessment of the length scales associated with the diffusion dynamics. Of interest
is the impact of the xylose in solution on the distribution of 1H proton signal in the fast
and slow diffusion populations, in that it generates a more significant loss of fast diffusion
signal. The xylose maintains more liquid within the slow diffusion population than the
pure water and inhibits the initial redistribution of the water into the larger pores during
displacement times ∆ < 50 ms. experiments.
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Figure 3. The population percentage of the fast (a) and slow (b) diffusion populations with varying ∆. The signal is
weighted toward the slower diffusing regions before and after the addition of the xylose with increasing ∆.

The primary results of the PGStE measurement are the D(∆) data for the fast and slow
diffusion populations shown in Figure 4. The data are plotted against ∆1/2 so that the
short displacement time data provide S/V and the long displacement time data provide
the tortuosity [21,22]. The beads with pure water show an increase in diffusion coefficient
for both the fast and slow component for displacement times ∆ > 80 ms. This is consistent
with a possible draining of the beads over the total experimental run and the loss of the
fast diffusion population and precludes determination of the tortuosity, however further
studies are required to determine the origin of this effect. The decrease in the fast diffusion
coefficient with pure water to a value less than 1/2 that of free water indicates a diffusion
length scale of the order of l = (2D∆)1/2 = 9.49 µm at ∆ = 50 ms, representative of multiple
mesopore transport. The xylose solution is much more restricted in the largest pores and
has a reduction in diffusion to less than 1/5 the free water value. The slow diffusion
data for the pure water in the bead displays the classic ∆1/2 decay predicted by theory at
short times [21,22]. Determination of the length scale from Equation (1) gives R ~3.87 µm
consistent with the inter-crystal mesopore length. The reduction of the slow diffusion
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coefficients in the xylose solution beads relative to the beads in pure water indicates a
decrease in the permeability K at the zeolite crystal grain surfaces.
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3. Discussion

The NMR data presented indicate the presence of a biomolecule such as xylose alters
the rotational mobility of water in zeolite crystal beads slightly, while generating larger
changes in translation mobility. The xylose solution alters the interplay of fluid distribution
between fast and slow diffusion populations. The increase in the percentage of fluid
undergoing slow diffusion in the xylose solution relative to the pure water implies that the
fluid in the largest pores is more prone to drain from the beads. Any seepage from the larger
pores means caution must be used in interpreting changes in the fast diffusion coefficient
with displacement observation time ∆. The slow diffusion component is associated with
the zeolite crystal length scale. The slow diffusion coefficients measured for the pure water
and the xylose solution indicate the xylose decreases the permeability at the zeolite crystal
interfaces. The xylose also makes the slow diffusion behavior less time dependent over
displacement timescales from ∆ = 8 to 100 ms than in pure water, consistent with a decrease
in permeability restricting water translational diffusion even on shorter timescales. This
demonstrates that xylose dehydration reactions in zeolite bead catalysts can be impacted
by diffusion limitations, even with mesoporosity.

4. Materials and Methods

Commercially obtained Zeolite 5A beads (W. R. Grace & Co., Columbia, MD, USA) are
composed of 4.2 Å molecular cages grown to ~3 µm crystallites indicated by manufacturer’s
data and then compressed with binder into 3 mm beads. The exact crystal size within the
bead is not measured, but there is crystallinity as seen by the XRD reported in our previous
manuscript [8]. The beads were first saturated with water by placing 0.3 g of beads into a
15 mL pressure tube. Approximately 4 g water and a stir bar were added to the tube and
then sealed with a Teflon cap with front-seal Kalrez o-ring. The pressure tube was then
placed in an oil bath set at 443 K for 10 min with a stir rate of 600 rpm. The beads were
then filtered from the liquid, gently blotted with a paper towel, and then placed in the
NMR tube. For the beads containing xylose, a similar method was used, but the water was
replaced with a 20% wt. xylose solution.

After the heat treatment period the catalytic beads were placed in a 5 mm glass NMR
tube were returned to room temperature and loaded into the NMR probe in the magnet.
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Diffusion and T2 relaxation experiments were performed in a Bruker 250 MHz supercon-
ducting magnet using a custom built high-power 1H rf probe and 5 mm rf coil (Bruker,
Karlsruhe). Sample temperature was controlled through the Bruker BTU system with N2
gas flow and kept at 292 K throughout all experiments. A standard Carr–Purcell–Meiboom–
Gill (CPMG) pulse sequence [1,2] was used for T2 measurements with an echo time of
τE = 192 µs, 10,000 echoes, a dwell time of 4 µs, and 7.4 µs 180◦ rf pulses at power of 100 W.
Each measurement had 64 averages. The diffusion measurements were acquired using a
pulsed gradient stimulated echo (PGStE) pulse sequence [1,2] with δ = 1 ms, with maxi-
mum gradients ranging from 1.9021 T/m to 0.5003 T/m dependent on the displacement
time ∆ value which spanned 8–300 ms. The stimulated echo pulse sequence with an echo
time of τE = 4.32 ms was averaged 64 times.

The T2 relaxation experimental data was processed through a Fredholm integral, also
commonly described as an inverse Laplace transform method. The diffusion data were not
analyzed through this method due to having only 16 echoes. This analysis technique works
optimally with more echoes. The diffusion data were fit directly from the Stejskal–Tanner
plots using a bi-exponential fitting process to obtain the diffusion coefficients.

5. Conclusions

NMR can provide data on the impact of biomolecules on the translational and ro-
tational dynamics of water in zeolite beads. The significant decrease in diffusion due to
decreased permeability at the zeolite crystal interfaces could impact the reaction dynamics
and the catalyst performance.
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Abstract: Mesostructured pillared zeolite materials in the form of lamellar phases with a crystal
structure of mordenite (MOR) and ZSM-5 (MFI) were grown using CTAB as an agent that creates
mesopores, in a one-pot synthesis; then into the CTAB layers separating the 2D zeolite plates were
introduced by diffusion the TEOS molecules which were further hydrolyzed, and finally the material
was annealed to remove the organic phase, leaving the 2D zeolite plates separated by pillars of
silicon dioxide. To monitor the successive structural changes and the state of the atoms of the zeolite
framework and organic compounds at all the steps of the synthesis of pillared MOR and MFI zeolites,
the nuclear magnetic resonance method (NMR) with magic angle spinning (MAS) was applied.
The 27Al and 29Si MAS NMR spectra confirm the regularity of the zeolite frameworks of the as
synthetized materials. Analysis of the 1H and 13C MAS NMR spectra and an experiment with variable
contact time evidence a strong interaction between the charged “heads” –[N(CH3)3]+ of CTAB and
the zeolite framework at the place of [AlO4]− location. According to 27Al and 29Si MAS NMR the
evacuation of organic cations leads to a partial but not critical collapse of the local zeolite structure.

Keywords: lamellar 2D zeolites; pillared zeolites; mordenite; ZSM-5; CTAB; NMR

1. Introduction

In recent years, much attention has been paid to the techniques of the “one-pot synthesis” for the
direct production of zeolitic materials. Zeolites are undoubtedly important heterogeneous catalysts,
and the number of industrial processes, in which they are used in that capacity, has been constantly
increasing. The interest is mainly issued by the great opportunities these methodologies open up when
developing functional zeolite based materials, such as hybrid organic-inorganic molecular sieves [1–3],
hierarchical microporous-mesoporous zeolites [4–7], nanozeolites [8–10], and template-free molecular
sieves [4,7,11].

Zeolites with hierarchical porous structure can also be synthesized directly, without using
templates. The template-free methods are mainly based on the following strategies [7]: (i) the
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development of intercrystalline mesoporosity due to aggregation of nanocrystals; (ii) the emergence
of intracrystalline mesoporosity, which is formed by amorphous gels that control crystallization;
(iii) mesoporosity created between self-pillared two-dimensional zeolite nanosheets. The latter can
be obtained by synthesizing layered zeolites in the presence of organic structure directing agents
(OSDA) followed by calcination [4]. It is known that the use of various OSDA makes it possible to
obtain target zeolites with specific physicochemical properties, and even novel or improved zeolitic
frameworks [12]. In this sense, the physicochemical properties of zeolites are highly dependent on
the synthesis procedure, including the choice of OSDA. The latter is of primary importance for the
aluminum distribution, the acidic properties of the obtained material, the size and morphology of
crystals, which are the key parameters for the catalysts [13–16].

One of the widely used OSDA for the synthesis of mesoporous silica and organic-inorganic layered
materials is Cetyltrimethylammonium Bromide (CTAB). It is also widely applied in the synthesis of
zeolites [15,17–19]. For example, under certain synthesis conditions, it is possible to grow a layered
material in which inorganic layers of ZSM-5 zeolite and organic layers consisting of ordered CTAB
molecules alternate. Under the conditions generally used for zeolite synthesis (100–180 ◦C and high pH),
the CTAB molecules do not decompose, but interact strongly with the components of aluminosilicate
gel. As a result of using CTAB, it was possible to direct the synthesis towards the formation
of inorganic-organic microporous materials and the design of hierarchical zeolite catalysts from a
plate-like zeolite precursor, which opens up new possibilities for the complex production of mesoporous
zeolites. The main factor in this process is the guest-host interactions between organic surfactant and
inorganic framework during the self-assembly and structure evolution development [17,19]. In such
a process, a swelling-type multilamellar ECNU-7P with alternative stacking of MWW nanosheets
and organic CTAB layers was successfully prepared through a dissolution−recrystallization route.
This was the first time that a simple surfactant CTAB and a layered zeolite precursor could act
synergistically during self-assembly. As a result, an alternative, attractive pathway opens up to current
post-synthetic approaches, or to the hydrothermal syntheses of MWW nanosheets with designed
surfactants. Calcined Al-ECNU-7 turned into a hierarchical zeolite catalyst, and exhibited excellent
activity, selectivity and stability during the catalytic conversion of bulky molecules. The present
approach would be a general methodology and would be suitable for the direct synthesis of hierarchical
layered zeolites with other topologies by controlling the self-assembly of a simple surfactant and
zeolite precursor. More significantly, the low cost and commercial availability of the CTAB simple
surfactant makes it more promising than the complex bifunctional surfactants currently used for the
preparation of industrial heterogeneous catalysts.

Despite quite numerous studies of the morphology and catalytic properties of layered zeolites
obtained by self-assembling method, studies of their local structure are not so widespread, although
this is a key point for understanding of the catalytic activity of materials. Nuclear magnetic resonance
(NMR) is one of the most versatile experimental methods to probe the local structure [20]; besides
this technique enables to obtain at the microscopic level information on dynamics of intercalated
species [21,22] and is successfully applied to study organic-inorganic layered materials [22–25].

Earlier, we reported on the results of the successful synthesis of 2D ZSM-5 and mordenite [26].
The aim of this work is by applying multinuclear NMR to follow up changes in the local structure at all
the stages of preparation, starting from a freshly synthesized hybrid material, in which the confinement
of organic and inorganic layers is implemented, then pillaring between the layers, and finally removal
of organic material during calcination.

2. Results and Discussion

In this work, layered two-dimensional (2D) zeolites with mordenite and ZSM-5 structures were
prepared and studied. Further in the text and in the figures, they will be denoted by three-letter
structural codes adopted by the International Zeolite Association (IZA) [27], as MOR and MFI,
using additional abbreviations those are marking a certain stage of preparation. Both materials were
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synthesized according to the procedure described in our previous work [26]. Pillaring of the obtained
materials was done in accordance with the process proposed by Na et al. [28]. As a result, our method
for preparing samples included four steps: (i) obtaining of organic-inorganic hybrid lamellar zeolites
by self-assembling method with addition of CTAB (and tetrapropylammonium bromide (TPABr)
as OSDA for the synthesis of 2D ZSM-5): the MOR-AS and MFI-AS samples; (ii) introduction of
tetraethoxysilane (TEOS) molecules into the organic layer of the interlamellar space filled with CTAB
molecules: the MOR-T and MFI-T samples; (iii) hydrolysis of an organosilicon compound and the
formation of pillars of amorphous SiO2: the MOR-TH and MFI-TH samples; (iv) calcination to remove
organic molecules: the MOR-P and MFI-P samples. A more detailed description of the preparation
method can be found in Section 3.

2.1. X-ray Analysis

Figures 1 and 2 represent the X-ray Diffraction (XRD) patterns of both as synthetized and pillared
MOR and MFI samples, respectively. As can be seen in Figures 1b and 2b, both samples exhibit
typical features of the corresponding zeolite structure with an amorphous halo (range 2θ between
17–30 degrees) which is very consistent with this kind of materials [28,29]. This amorphous halo should
vanish after calcination process, but it is necessary to remind the amorphous character of the pillars
even after calcination could maintain or intensify this feature.

exhibit typical features of the corresponding zeolite structure with an amorphous halo (range 2θ 
–

 

(a) (b) 

Figure 1. Small-angle (a) and full (b) XRD powder patterns for the mordenite samples as synthetized
(MOR-AS) and pillared (MOR-P).

exhibit typical features of the corresponding zeolite structure with an amorphous halo (range 2θ 
–

 

(a) (b) 

Figure 2. Small-angle (a) and full (b) XRD powder patterns for the ZSM-5 samples as synthetized
(MFI-AS) and pillared (MFI-P).
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Small angle X-ray scattering (SAXS) patterns shown in Figures 1a and 2a unambiguously indicate
the formation of lamellar mesophases [28]. For lamellar samples, the peak at 2θ = 2.7◦ for MOR-AS
and 2θ = 2.3◦ for MFI-AS, corresponds to the (001) reflections with interplanar distances d = 3.2 and
3.8 nm, respectively. For pillared samples, this peak is smoothed and shifted toward small angles
(2θ = 2.2 and 1.7◦ with d = 4.0 and 5.2 nm for MOR-P and MFI-P, respectively), which shows that the
introduction of SiO2 pillars increased the interlamellar space. The present results are consistent with
our previously reported data [26]. A wider interplanar distance d distribution is a clear evidence of
the random growing of pillars, that is to say, some distances can be expanded while others can be
contracted. A detailed discussion of the physical structure of these zeolite plates, separated by plates
consisting of organic material, is of particular interest. However, this topic is beyond the scope of the
present article and will be published separately elsewhere.

2.2. SEM-EDX Studies

Figure 3 shows scanning electron microscopy (SEM) images for the initial as synthetized zeolites
and the final samples after pillaring. As seen from Figure 3a,c both MOR-AS and MFI-AS have
similar morphology: elongated plates up to 1 µm in length and 0.1 µm in width, combined in stacks.
The pillaring does not change noticeably the morphology of the layered zeolites, see Figure 3b,d.

θ
θ

θ

morphology: elongated plates up to 1 μm in length and 0.1 μm in width, combined in stacks. The 

  

(a) (c) 

  

(b) (d) 

−

Figure 3. SEM images of the samples, as synthetized and pillared: MOR-AS (a), MOR-P (b), MFI-AS
(c), MFI-P (d).

The results of the energy dispersive X-rays (EDX) elemental analysis of the as-synthetized and
pillared materials are summarized in Table 1. Both MOR-AS and MFI-AS have nearly the same Si/Al
ratios, 8.4 ± 0.3 and 8.8 ± 0.3, respectively. The Na/Al ratio in MFI-AS is close to unity within the
experimental error, which means that all the negative charge due to partial substitution of Si for Al is
compensated by Na+. In MOR-AS an excess of positive charge (Na/Al > 1) must be balanced by Br
anions. No trace of Br− was detected in the MFI set of samples and in MOR-P. This means that both
CTAB and TPABr are present only in their cationic forms, CTA+ (hexadecyltrimethylammonium) and
TPA+ (tetrapropylammonium), respectively, balancing the dangling bonds of the zeolite layers. Such a
rather nontrivial question of the coordination of charged Al tetrahedra and organic cations requires
additional research, which the authors plan to carry out in the future, and the results of which will be
published elsewhere.
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Table 1. EDX elemental analysis of the as synthetized and pillared samples.

Sample Na/Al Si/Al Br/Al

MOR-AS 1.14 ± 0.03 8.4 ± 0.3 0.24 ± 0.05
MOR-P 0.17 ± 0.06 15.2 ± 1.3 Not detected
MFI-AS 1.11 ± 0.09 8.8 ± 0.4 Not detected
MFI-P 0.34 ± 0.05 14.8 ± 1.0 Not detected

The pillaring results in an almost twofold increase in the Si/Al ratio, 15.2 ± 1.3 and 16.5 ± 1.0 for
MOR-P and MFI-P, respectively, with a simultaneous decrease in sodium content, more pronounced for
MOR-P. Sodium leaching is quite likely during sample processing in TEOS hydrolysis (Step 3). The role
of compensating cations should eventually pass to protons, even if organic cations are involved in the
hydrolyzed samples. In addition, it should be noted that all the materials are characterized by a certain
inhomogeneity in the distribution of elements: there are regions with higher and lower Si/Al ratios,
which is reflected in a rather large experimental error. An example of the element map distribution for
the MOR-P sample is shown in Figure 4.

  

–

Figure 4. Element distribution maps in the MOR-P sample.

2.3. Thermal Analysis

The results of the simultaneous thermal analysis (including thermogravimetry (TG) and differential
scanning calorimetry (DSC) combined with mass spectrometric analysis (MS) of the evolved gases) of
the MOR-AS and MFI-AS samples are shown in Figure 5a–d, respectively. –

  

(a) (c) 

Figure 5. Cont.
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spectra for the studied samples of “as synthesized” MOR
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Figure 5. (a,c): TG (blue), DTG (violet), DSC (red) and (b,d): ion current (various colors) curves for the
MOR-AS (a,b) and MFI-AS (c,d) samples.

Both samples exhibit a rather complex mass loss. For MOR-AS, the mass loss below 300 ◦C
is associated with water release (m/e = 16, 17, 18) from macro- and microcavities, peaks at 175 and
228 ◦C, respectively. The mass loss between 300 and 500 ◦C is related with a multistep decomposition
of CTA+ and PEG with formation of ammonium fragments, volatile low-carbon residues, e.g.,
ethylene (m/e = 28) and products of combustion of non-volatile high-carbon residues, CO2 and H2O.
The peaks in the corresponding ion-current curves are accompanied by DSC peaks at 445 and 488 ◦C.
In MFI-AS, water release occurs in one step below 220 ◦C, mass loss above 250 ◦C is associated with
the decomposition of organic cations and molecules (CTA+, TPA+ and PEG).

2.4. NMR Study

2.4.1. 1H MAS NMR and 13C CP-MAS NMR

Figure 6 shows the 1H MAS and 13C CP/MAS (at the contact pulse duration τcp = 2 ms) NMR
spectra for the studied samples of “as-synthesized” MOR-AS and MFI-AS. All the spectral lines
can be attributed to the organic molecules CTAB and TPABr, the latter for the MFI-AS sample
only. The reference spectra of pure CTAB and TPABr substances, simulated using the online service
www.nmrdb.org [30], as well as the spatial structure of their molecules with atom labeling, are shown
in the upper part of Figure 6a,b. As can be seen, the spectra for both zeolite samples exhibit typical
features of the corresponding organic molecules (except the 1H lines above 4.5 ppm that can be
attributed to PEG and water), but all lines are broadened and shifted towards a lower magnetic field.
The broadness of the spectral lines points out that the molecule mobility is frozen.

For better visualization, in Figure 6c the 13C chemical shifts for all carbon atoms of CTAB in the
MOR-AS and MFI-AS samples are plotted versus the numbering of carbon atoms. The data for a
crystalline CTAB powder from Ref. [23], together with the simulation for a CTAB molecule are given
as a comparison. The 13C CTAB spectra for both MOR-AS and MFI-AS samples are very similar and
correspond to immobilized rigid molecules in the all-trans conformation [23]. A chemical shift value
of about 31 ppm can be attributed to C4–C13 carbon atoms in the central part of the CTAB chain.
A typical value of the chemical shift obtained in crystalline n-alkanes in the trans-conformation is
33 ppm [31]; the lower chemical shift of these methylene carbons by 2 ppm is usually attributed to
the presence of a significant fraction of gauche conformers [23]. A higher chemical shift of carbon C1

by 4 ppm evidences a strong interaction between the charged –[N(CH3)3]+ head of the CTAB and
the zeolite framework. This is also confirmed by a linewidth of the 1H-NMR lines. The 1H NMR
lines broaden as one moves from the tail towards the –[N(CH3)3]+ head of the molecule that means a
decrease of the mobility of methyl groups (broad HN peak) as compared to the CTAB tail. This is very
consistent with the findings of studies on the inclusion of CTAB into a MWW type structure synthesized
under basic/alkaline conditions, where it is suggested that CTAB can be included into hemicavities of
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MWW through intermolecular hydrogen bonding with bridged oxygen atoms that are connected to Q4

sites [19]. In the same way, in some NMR studies on the inclusion of Al into MCM-41 mesoporous
aluminosilicates, which are synthesized using CTAB as a mesoporogen or structure directing agent,
it was found that the polar head of CTAB shows a strong correlation with four-coordinated Al through
electrostatic interactions between cationic ammonium-methyl head groups and tetrahedral Al (in the
framework) [32]. In this sense, the interaction of the polar head of the surfactant with the surface of
silica is carried out by silanol groups [33], which are very weak sites; while the interaction of CTAB
with ordered aluminosilicate occurs by electrostatic interaction with the framework charge in the place
where tetrahedral aluminum is present.

  

(a) (b) 

 

(c) (d) 

τ

–

τ

–

Figure 6. 1H MAS NMR (a) and 13C CP/MAS NMR at τcp = 2 ms (b) spectra of the studied samples
MOR-AS and MFI-AS with simulated spectra of CTAB and TPABr (at the top) given for a comparison;
(c) 13C isotropic chemical shift profiles of CTAB: CTAB/MOR-AS (open triangles), CTAB/MFI-AS (open
squares), crystalline powder from Ref. [23] (closed circles), simulated using www.nmrdb.org [30]
(closed triangles); (d) integral peak intensity for CN, C1, C4–13 and C16 atoms of CTAB in MOR-AS
versus contact pulse duration τcp (VCT experiment), dashed lines corresponds to the fitting within
Equation (1).

This conclusion is in agreement with the VCT experiment. Figure 6d represents the intensity of the
selected carbon peaks of CTAB in MOR-AS as a function of contact time 1H-13C. For C4–13, the signal
intensity is normalized per carbon nucleus.
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The building up and loss of signal intensity during VCT can be described by the following
Equation (1) [34]:

I = I0

(

1− TCH

T1ρ

)−1

×
[

exp
(

−
τcp

T1ρ

)

− exp
(

−
τcp

TCH

)]

(1)

TCH determines the rising part of the intensity and represents the efficiency of the cross polarization
between 1H and 13C nuclei and is often related to the mobility of the nuclei under study: mobile atoms
have a high TCH value because of the inefficiency of cross-polarization. The decay of the signal is
governed by the rate of 1H spin T1ρ relaxation. The TCH and T1ρ parameters for the selected carbon
sites of CTAB in MOR-AS, as determined from the dependencies shown in Figure 6d using Equation
(1), are listed in Table 2. The CN and the terminal methyl group (C16) have a much longer TCH than
other carbon atoms. The terminal C16 group has the greatest mobility: the largest TCH, and within the
studied contact time range, the signal intensity does not decrease even at the longest τcp values that
point out to a large T1ρ value that cannot be determined due to the low signal intensity. The C1 group
has the shortest TCH and T1ρ times and hence the lowest mobility.

Table 2. Values of TCH and T1ρ for the selected CTAB spectral lines in MOR-AS derived from 1H-13C
CP/MAS NMR measurements.

CTAB Carbon Site δ (ppm) TCH (ms) T1ρ (ms)

CN 54.5 2.21 ± 0.04 31 ± 13
C1 67.3 0.37 ± 0.04 4.5 ± 0.5

C4–13 30.5 0.98 ± 0.12 70 ± 30
C16 14.6 2.8 ± 0.3 -

Coming back to the NMR spectral analysis, the introduction of TEOS and subsequent hydrolysis
result in an essential broadening of the 1H- and 13C-NMR lines that is associated with a further decrease
in the mobility of CTAB, see Figure 7.

𝐼 = 𝐼0 (1 − 𝑇CH𝑇1ρ)−1 × [exp (− 𝜏cp𝑇1ρ) − exp (− 𝜏cp𝑇CH)]
1ρ 1ρ

τ
1ρ

1ρ

ρ for the selected CTAB spectral lines in MOR

δ (ppm) 1ρ

–

 

(a) (b) 

Figure 7. Cont.
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(c) (d) 

τ
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Figure 7. 1H MAS NMR (a,c) and 13C CP/MAS NMR at τcp = 2 ms (b,d) spectra of the studied MOR
(a,b) and MFI (c,d) samples at all the preparation steps.

The line positions in MOR-T, MOR-TH, MFI-T and MFI-TH remain untouched as compared
to MOR-AS and MFI-AS, respectively. Annealing results in the complete disappearance of organic
matters (there are no traces of the 13C-NMR signal in the MOR-P and MFI-P spectra). A broad 1H line
at 4.8 ppm points out to the presence of water molecules with restricted mobility.

2.4.2. 27Al and 29Si MAS NMR

The 27Al MAS NMR spectra confirm the regularity of the zeolite frameworks of the as prepared
samples, see Figure 8, the only line at about 54 ppm corresponds to Al in regular tetrahedral sites.
The introduction of TEOS and the subsequent hydrolysis procedure do not perturb much the framework
aluminum: the line slightly broadens and shifts at 2–3 ppm due to interaction with TEOS, see Table 3.
However, the calcination procedure results in the appearance of six-coordinated extra-framework
Al (the line at about 2 ppm) (20 and 27% for MOR-P and MFI-P, respectively). The presence of
six-coordinated Al is often observed in protonated zeolites obtained by calcination of the ammonium
form [35–38].

τ

–

–

 

(a) (b) 

Figure 8. 27Al MAS NMR spectra of the studied MOR (a) and MFI (b) samples at all the preparation steps.
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Table 3. 27Al NMR chemical shift (ν0) and line width at half maximum (∆ν1/2) in the studied samples.

Sample ν0 (ppm) ∆ν1/2 (ppm) Sample ν0 (ppm) ∆ν1/2 (ppm)

MOR-AS 54.6 ± 0.1 4.8 ± 0.1 MFI-AS 53.7 ± 0.1 4.9 ± 0.1
MOR-T 56.9 ± 0.1 5.6 ± 0.1 MFI-T 55.9 ± 0.1 4.9 ± 0.1

MOR-TH 56.3 ± 0.1 5.0 ± 0.1 MFI-TH 56.1 ± 0.1 4.7 ± 0.1

MOR-P 58.1 ± 0.1
2.6 ± 0.1

5.7 ± 0.1
4.2 ± 0.2 MFI-P 57.2 ± 0.1

1.6 ± 0.1
6.2 ± 0.1
8.5 ± 0.1

It should be noted that the data reported in Table 3 can be used for a rough estimate of the 27Al
MAS NMR spectra that was done by a simple fitting by a Lorentzian line. But, as one can see from
Figure 8, after hydrolysis, a shoulder at about 52 ppm appears (more pronounced for pillared samples).
Such an asymmetric shape of the spectral line is issued by quadrupole interactions [39] and may point
out at an increase in the quadrupole interactions due to the deformation of [AlO4]− tetrahedra [40,41].

Figure 9 represents the 29Si MAS NMR spectra of all the studied compounds. The spectra for the
as-synthesized layered zeolites exhibit features typical for 3D zeolites.

Al NMR chemical shift (ν ) and line width at half maximum (Δν

ν Δν ν Δν

−

  

(a) (b) 

four Lorentzian lines (L1, L1′, L2 and L3) that can 
−113.5 and −111.6 ppm correspond 

(0Al) sites, whereas −105.8 and −101.0 ppm can be attributed to Q

Figure 9. 29Si MAS NMR spectra for the MOR (a) and MFI (b) samples at the all preparation steps.
Filled patterns represent decomposition on Lorentzian functions, dashed lines represent the total fit.

For MOR-AS, the 29Si spectrum was fitted by four Lorentzian lines (L1, L1′, L2 and L3) that can
be assigned with specific Q-type Si sites in the mordenite lattice: −113.5 and −111.6 ppm correspond to
two different Q4(0Al) sites, whereas −105.8 and −101.0 ppm can be attributed to Q4(1Al) and Q4(2Al),
respectively [42]. Using the integrated areas of these lines, the Si/Al ratio can be estimated as 8.3 [43,44].
This is in a fair agreement with the EDX data and implicitly confirms the 29Si NMR line assignment.
However, rather important contributions of Q4(1Al) and Q4(2Al) are observed in layered mordenite,
as compared with 3D mordenites with a close Si/Al ratio [45,46]. This could be due to the interaction of
CTAB heads with Al tetrahedra at the interface that is truncated, resulting in a higher prevalence of Al
in certain preferred sites of the zeolitic structure. In addition, one should take into account the change
in the T-O-T angles for the Q4(nAl) sites due to local structural distortions in the 2D plate. For several
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zeolites, including mordenite, there is an almost linear correlation between the 29Si chemical shift of
the Q4(nAl) signal with the magnitude of T-O-T angle [47]. And finally, there may be an effect of the
simultaneous action of these two factors.

To follow the changes in the 29Si spectra that occur at each preparation step, in Figure 10 we
plotted the parameters of individual spectral lines shown in Figure 9. As can be seen, for the mordenite
sample, the introduction of TEOS (MOR-T) results in essential broadening the line width, the two lines
previously attributed to Q4(0Al) are merged, and a low chemical shift part of the 29Si spectrum becomes
more pronounced. After hydrolysis (MOR-TH) the spectrum can be perfectly fitted by two Lorentzian
lines. Further, annealing (MOR-P) results in a slight line broadening and redistribution of the line
intensities. The main difficulty in assigning the spectral line is caused by the partial overlapping of the
Q4(1Al) and Q4(2Al) 29Si mordenite signal with Q4 and Q3 of TEOS. The typical ranges of 29Si chemical
shift in mordenite [42,44], and TEOS [48] are shown in Figure 10a.

(a) 

(b) 

Si NMR chemical shift (left), the line width at half maximum, ΔνFigure 10. 29Si NMR chemical shift (left), the line width at half maximum, ∆ν1/2 (center) and relative
integral intensities (right) of the individual Lorentzian lines for the MOR (a) and MFI (b) samples at the
all preparation steps. Filled areas show the typical ranges of 29Si chemical shift in zeolites (solid fill)
and TEOS (hatched fill).

It should be noted that the 29Si signal below 90 ppm was not detected even in CP/MAS mode
(see Figure S1 in Supplementary Materials). In MOR-T, after the introduction of TEOS, this means that
from the first moments a sol-gel reaction (hydrolysis and polycondensation) takes place, which triggers
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the formation of a three-dimensional network of Si tetrahedra in the interlayer space of the zeolite,
between the CTAB molecules. This is consistent with the data for gelled TEOS reported in [48]. The next
step, a targeted hydrolysis procedure, completes it (total disappearance of the Q3 signal). A consistent
increase in the intensity of the L1 line at each step of preparation implicitly points out the formation
of SiO2 oligomers. And in the pillared MOR-P signal at −111.2 ppm corresponds to the overlapping
mordenite Q4(0Al) site and Q4 of amorphous SiO2 [49,50].

In the layered ZSM-5 zeolite, MFI-AS, the 29Si spectrum can be decomposed into five Lorentzian
lines (L1–L5), Figure 9b. The signals at −115.7 and −112.4 ppm can be attributed to two different
Q4(0Al) sites, the remaining signals, −106.16, −102.2 and −97.7 ppm, can be assigned with Q4(1Al),
Q3(0Al) and Q3(1Al), respectively [44,47,51]. The introduction of TEOS, in MFI-T, leads to significant
changes in the Q3(0Al) signal: an increasing of the linewidth and integral intensity is observed, and the
chemical shift is 3 ppm lower, Figure 10b. Overlapping basically triggers these changes with the Q3

signal of TEOS. Similarly to MOR-T, an autohydrolysis and condensation also occur in MFI-T, but with
the predominant formation of Q3 structures. The subsequent hydrolysis procedure (MFI-P) leads
to a further increase in the formation of Q3, but after annealing (MFI-P), a sharp decrease in the L4
line intensity means that this is due to Q3(0Al) of the ZSM-5 zeolite. The autohydrolysis is in good
agreement with the ease of hydrolysis of this type of alkoxide compounds when exposed to a small
amount of water or humidity. Step 1 was carried out in the presence of water in the reaction mixture
and flushing with methanol of this zeolite/organics hybrid interlayered compound under reflux did
not completely remove the water. In addition, the interlaminar diffusion treatments with TEOS (Step 2)
were not carried out in a controlled dry atmosphere, so the presence of internal water in the sample
and ambient humidity may cause autohydrolysis of the compound even before it is treated in water at
90 ◦C (Step 3).

3. Materials and Methods

Both sets of materials were synthesized according to the procedure described in our previous
work [26]. Pillaring of the obtained materials was done in accordance with the process proposed by
Na et al. [28].

Step 1: For mordenite, the organic components (3.123 g of CTAB, 0.5205 g of polyethylene glycol
(PEG) 20000) and 0.47 g of NaOH were completely dissolved in 36.3 mL of H2O. After that 21.46 g of
sodium silicate solution (25 wt% of SiO2 and 10.6 wt% of Na2O) were added. The obtained mixture
was vigorously stirred for 20 min. Then, the solution of sodium aluminate (0.48 g of NaAlO2 dissolved
in 26.6 g of H2O) was added dropwise. Finally, 26 g of a 10 wt% H2SO4 solution was added under
vigorous stirring. The same method was used to obtain ZSM-5 zeolite, but with the addition of 2.66 g
of TPABr as OSDA to other organic components.

The obtained mixtures were heated at 150 ◦C for 4 days in a stainless-steel autoclave with teflon
coating under autogenous pressure. Then, the samples were filtered and washed with distilled water,
and then washed with methanol under refluxing for 12 h at 60 ◦C to remove physically occluded
surfactants. The resulting samples were labeled as MOR-AS and MFI-AS.

Step 2: 1.0 g of MOR-AS (or MFI-AS) sample was stirred in 5.0 g of TEOS for 12 h at 25 ◦C.
Then samples were filtered and dried at 35 ◦C for 12 h. The obtained samples were labeled as MOR-T
and MFI-T.

Step 3: To hydrolyze TEOS, 1.0 g of the MOR-T and MFI-T samples were stirred in 10.0 g of
distilled water at 90 ◦C for 12 h. Washed with distilled water, filtered, and dried at 120 ◦C samples
were labeled as MOR-TH and MFI-TH.

Step 4: Samples of MOR-TH and MFI-TH obtained after hydrolysis were calcined at 550 ◦C for
4 h in air to remove organic compounds. As a result, samples of pillared MOR and MFI were obtained,
which were labeled MOR-P and MFI-P, respectively.

Powder XRD analysis was done on a Bruker D8 DISCOVER diffractometer using monochromatic
CuKα radiation (λ = 0.154056 nm). Diffractograms were recorded in the 2θ range of 5–40◦ (step width
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0.0302◦), where the main characteristic peaks of the MOR and MFI zeolites appear. SAXS patterns
were recorded in a scan range from 0.2 to 7.0 2θ degree, step width 0.01◦.

Simultaneous thermal analysis was carried out using a Netzsch STA 449 F1 Jupiter coupled with a
QMS 403 Aëolos quadrupole mass spectrometer. The mass change of the samples and the composition
of the evolved gases were registered. Analysis of samples was carried out in the temperature range
40–820 ◦C at a heating rate of 10 ◦C/min in an argon stream at a rate of 90 mL/min.

The morphology and elemental analysis of the samples was studied by an optical system integrated
into D8 DISCOVER spectrometer (Bruker AXS, Karlsruhe, Germany) and by SEM applying Zeiss
Merlin (Zeiss, Oberkochen, Germany) equipped with an EDX Oxford Instruments INCAx-act.

NMR spectra were recorded using a Bruker Avance IIIWB 400 MHz (Bruker, Karlsruhe, Germany)
solid-state NMR spectrometer (operating with Topspin version 3.2) using a double-resonance 4 mm
Magic Angle Spinning (MAS) probe. The operating frequencies were 400.23, 100.64, 104.28 and
79.5 MHz for 1H, 13C, 27Al, and 29Si nuclei, respectively. The rotor speed was 14 kHz. For all nuclei
except 13C, the direct excitation method was used. To increase the intensity of 13C-NMR spectra,
the cross-polarization (CP/MAS) method was applied. Variable contact time (VCT) experiments were
performed with contact time τcp varied between 70 and 10,000 µs. The relaxation delay time was 5 s.
Tetramethylsilane (TMS) was used as an external standard.

4. Conclusions

Mesostructured zeolite materials with the crystalline structure of MOR and MFI having Si/Al
ratios equal to 8.4 and 8.8, respectively, were grown in the form of lamellar inorganic phases separated
by layers of organic material. CTAB was used as an agent that creates mesopores, in a one-pot synthesis.
It was shown that the mesostructured array consists of alternating lamellas of CTAB, with a thickness
of ~3.5 nm, and a zeolite, with a thickness of one-unit cell along the z axis for each of the synthesized
structures. Both lamellar zeolites have a similar morphology: elongated plates up to 1 µm long and
0.1 µm wide combined in stacks.

27Al and 29Si MAS NMR spectra confirm the regularity of the zeolite frameworks of the
as-synthetized layered 2D materials: there is no extra-framework Al, 29Si spectra correspond to
bulk 3D MOR and MFI with broadened lines from Q4(0Al), Q4(1Al) and Q4(2Al) sites.

Analysis of the 1H and 13C MAS NMR spectra and the VCT experiment evidence a strong
interaction between the charged –[N(CH3)3]+ heads of CTAB and the zeolite framework: the C1 and
terminal C16 groups of CTAB have the lowest and highest mobility, respectively. Since in the both
MOR-AS and MFI-AS samples the Na/Al ratio is close to unity (a slight excess of Na+ found in MOR-AS
is balanced by Br− anions), CTA+ and TPA+ cations balance the dangling bonds of the zeolite layers.

The introduction of TEOS from the beginning leads to autohydrolysis and the formation of
SiO2 oligomers due to the water contained in the sample. Further targeted hydrolysis completes the
formation of amorphous SiO2 pillars separating the zeolite layers and holding them at fixed distances
after thermal removal of the organic layers. Annealing leads to a partial drop out of Al from the zeolite
frameworks (the appearance of extra-framework six-coordinated Al species). This implicitly points out
that CTA+ cations in the as-synthetized materials are localized near [AlO4]−, and the removal of organic
cations leads to a partial collapse of the local structure. However, in general, the zeolite structure of
the layers is preserved. After calcination the role of compensating cations should eventually pass to
protons; moreover, the surface hydroxyls should balance of the dangling bonds of the zeolite layers.
From this perspective the study of the inner surface of the pillared zeolites is of great interest and is
actually under evaluation.

Supplementary Materials: The following is available online, Figure S1: 29Si {1H} CP/MAS NMR at τcp = 2 ms for
the MOR-T and MFI-T samples.
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Abstract: The current trend for ultra-high-field magnetic resonance imaging (MRI) technologies
opens up new routes in clinical diagnostic imaging as well as in material imaging applications. MRI
selectivity is further improved by using contrast agents (CAs), which enhance the image contrast
and improve specificity by the paramagnetic relaxation enhancement (PRE) mechanism. Gener-
ally, the efficacy of a CA at a given magnetic field is measured by its longitudinal and transverse
relaxivities r1 and r2, i.e., the longitudinal and transverse relaxation rates T1

−1 and T2
−1 normal-

ized to CA concentration. However, even though basic NMR sensitivity and resolution become
better in stronger fields, r1 of classic CA generally decreases, which often causes a reduction of
the image contrast. In this regard, there is a growing interest in the development of new contrast
agents that would be suitable to work at higher magnetic fields. One of the strategies to increase
imaging contrast at high magnetic field is to inspect other paramagnetic ions than the commonly
used Gd(III)-based CAs. For lanthanides, the magnetic moment can be higher than that of the
isotropic Gd(III) ion. In addition, the symmetry of electronic ground state influences the PRE prop-
erties of a compound apart from diverse correlation times. In this work, PRE of water 1H has been
investigated over a wide range of magnetic fields for aqueous solutions of the lanthanide contain-
ing polyoxometalates [DyIII(H2O)4GeW11O39]5– (Dy-W11), [ErIII(H2O)3GeW11O39]5– (Er-W11) and
[{ErIII(H2O)(CH3COO)(P2W17O61)}2]16− (Er2-W34) over a wide range of frequencies from 20 MHz to
1.4 GHz. Their relaxivities r1 and r2 increase with increasing applied fields. These results indicate
that the three chosen POM systems are potential candidates for contrast agents, especially at high
magnetic fields.

Keywords: polyoxometalates; nuclear magnetic resonance imaging; paramagnetic relaxation
enhancement; lanthanides; relaxivity; dysprosium; erbium

1. Introduction

Nuclear magnetic resonance (NMR) studies involving paramagnetic systems have
been the subject of research in fields such as biochemistry, medicine, and material sci-
ence [1,2]. The presence of an unpaired electron originating from paramagnetic molecules
significantly affects the NMR behavior of the entire system [3,4]. The paramagnetic effects,
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which arise due to the hyperfine interactions between a nuclear spin I and the unpaired
electronic spin S of the paramagnetic center, can be broadly categorized into two types.
First, the NMR chemical shift range can be largely expanded over a wide spectral range,
for example ppm range (δ-para) up to 100 for 1H. Even more than 1000 ppm for heavier
ligand atoms such as 13C or 15N can be observed due to the large magnetic moment of un-
paired electrons [5,6]. Second, the presence of an unpaired electron causes a faster nuclear
spin relaxation that leads to the enhancement of longitudinal, R1 = 1/T1, and transverse,
R2 = 1/T2, nuclear spin relaxation rates. This effect is commonly called paramagnetic relax-
ation enhancement (PRE). In this context, Curie spin relaxation is an important contributor
to the water relaxivity in complexes of certain lanthanide ions (e.g., Tb, Dy, Ho, Er) due
to their high magnetic moments and short electronic relaxation times, which limit the
efficiency of Solomon-Bloembergen-type relaxation. The alignment of paramagnetic ions
increases with field and inverse temperature according to Curie’s law. Thus, in high fields,
where the Curie spin becomes large, nuclear transverse relaxation may be dominated by
interaction with the Curie spin [7].

Magnetic anisotropy is one of the most important properties of the paramagnetic ions
for technological applications and plays a particularly important role in the development
of single-molecule magnets (SMMs) [8]. The anisotropic distribution of electrons in the
4f orbitals of lanthanide ions can be prolate (axially elongated) (PmIII, SmIII, ErIII, TmIII,
and YbIII) or oblate (equatorially elongated) (CeIII, PrIII, NdIII, TbIII, DyIII, and HoIII)
(see Table S1) [9]. As a result of the anisotropy in the ground state of paramagnetic ions,
a Larmor frequency difference occurs between the Ln-coordinated and the bulk water
molecules, which is proportional to the external magnetic field [10]. Moreover, the Ln
anisotropies strongly influence both paramagnetic NMR effects of solutions containing Ln
complexes, the shifts [11], and the relaxation properties of the neighboring nuclei [12].

Paramagnetic relaxation enhancement (PRE) is usually explored in the field of mag-
netic resonance imaging (MRI) and NMR spectroscopy for the development of contrast
agents and the structural determination of biomolecules, respectively [13].

Traditional contrast agents are mainly based on a paramagnetic gadolinium metal
ion due to its seven unpaired electrons, high magnetic moment, and long electron spin
relaxation time (10−9 s). However, recent information has raised new concerns about their
toxicity [14]. Alternatively, other paramagnetic lanthanides are promising candidates to be
used as contrast agents and among them dysprosium, due to its asymmetric/anisotropic
electronic ground state (6H15/2) and a very high magnetic moment (µeff = 10.6 µB) may
improve relaxivity [3,15].

Another important factor concerning MRI technologies is the use of ultra-high mag-
netic field instruments to improve sensitivity and spatial resolution. This is due to the strong
dependency of signal to noise ratio in relation to the applied magnetic field (B0) [16,17]. In
the past few decades, a different range of magnetic fields has been utilized depending on
the various field of applications. The currently used magnetic field for clinical MRI systems
is at a maximum of 11.7 T [18]. The preclinical system and the small animal imaging instru-
ments are operated with up to 21.1 T. The maximum magnetic field of 28.2 T is used in NMR
for the structural determination of small organic molecules or large biomolecules. MRI
technologies with ultra-high magnetic fields require the use of new materials as contrast
agents [16]. Moreover, for characterization of CAs over the entire field range of interest,
results from NMR spectrometers using different magnet types need to be combined. These
include fast field cycling techniques, permanent magnets, superconducting magnets and
resistive high field magnets [19].

Recently, we have investigated NMR relaxivity of heterometallic high-spin molecu-
lar clusters [Fe10Ln10(Me-tea)10(Me-teaH)10(NO3)10] (lanthanides (Ln) Ln = GdIII, TbIII,
DyIII, ErIII and TmIII) {Fe10Ln10} [20,21] and [Ln30Co8Ge12W108O408(OH)42(OH2)30]56−

(Ln = GdIII, DyIII, EuIII, and YIII) {Ln30Co8} [22]. The relaxivities of {Fe10Ln10} and {Ln30Co8}
clusters in water were measured over a wide range of 1H Larmor frequencies from 10 MHz
up to 1.4 GHz. The alteration of the lanthanide ions (at structurally similar sites within the
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same scaffold) in {Fe10Ln10} and {Ln30Co8} made it possible to differentiate the relaxation
impacts of electronic states and molecular dynamics. The transverse relaxivity was found
to increase with the field, whereas field dependence of the longitudinal relaxivities of these
molecules depends on the nature of the lanthanide.

Apart from the electronic properties of the paramagnetic centers, the relaxivities
depend on several other structural and dynamic features such as the number of bound
water molecules, their rate of exchange with the bulk, size, clustering and aggregation,
tumbling, diffusion and rotational correlation times [2,23].

MRI contrast agents increase both r1 and r2 to different extents depending on their
nature as well as on the applied magnetic field [24,25]. Accordingly, the development of
new contrast agents is also a demanding area of research, which aims to increase their
efficiency and sensitivity with increasing field. Field-dependent measurements of relaxivity
are thus important to characterize new potential contrast agents. In this quest, one of the
approaches we took was to synthesize and analyze the NMR relaxometry of ultrahigh-spin
polyoxometalates (POM)-based heterometallic clusters in aqueous solutions [22]. The
usage of Ln-POM nanocomposites as host/guest assemblies for contrast agents has also
been reported by other groups [26–28]. POMs, as anionic metal oxide clusters, bear many
properties that make them attractive for applications in various fields such as catalysis,
magnetism, imaging, optics, medicine and also have interesting electrochemical proper-
ties [29–34]. Lacunary POMs or POM ligands are usually synthesized from parent plenary
precursors by removal of one or more MO6 octahedra. Various types and the number of
spin-coupled paramagnetic centers (d- or f-block), usually bridged via µ2-oxo/hydroxo can
be incorporated into the structurally well-defined vacant sites of the lacunary POMs. This
leads to the formation of monomeric dimeric, trimeric and tetrameric assemblies [35,36].
POM ligands can be viewed as an inorganic analogue of the porphyrins (Figure 1). By
analogy, a paramagnetic metal containing polyoxometalates (PM-POMs) could be designed
and investigated as contrast agents. As part of our continuous research in this field, we
report another approach to investigate PRE of POM molecules that contain homometallic
paramagnetic lanthanides. Thus, NMR relaxometry of aqueous solutions containing POMs
K5[Dy(H2O)4GeW11O39]·16H2O (Dy-W11), K5[Er(H2O)3GeW11O39]·20H2O (Er-W11) [37],
and (NH2Me2)13Na3[{Er(H2O)(CH3COO)(P2W17O61)}2]·40H2O (Er2-W34) [38] has been
carried out at 1H Larmor frequencies from 20 MHz to 1.4 GHz.

μ

 
−

− −

α −

Figure 1. Analogy of monolacunary POM ligand [GeW11O39]8− with porphyrin.

Structure of the POMs

Monolanthanide-substituted Keggin-type POMs: The Keggin POMs [DyIII(H2O)4
GeW11O39]5− (Dy-W11) and [ErIII(H2O)3GeW11O39]5− (Er-W11) contain one monolacunary
Keggin [α-GeW11O39]8− subunit and one lanthanide metal ion. This occupies the position
that has been formed by loss of a W–Ot group from the plenary [α-GeW12O40]4− anion,
which consists of a central {GeO4} tetrahedron surrounded by four vertex-sharing {W3O13}
triads (Figure 2). Mass spectrometric studies were carried out to check the stability of
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the compounds in solution which indicated that the Ln metal ion remains attached to
the POM skeleton. However, the closed three-dimensional (3D) framework architecture,
that was built by connecting POM moieties via K ion linkers, collapses in solution. The
two isostructural POMs are different only in their number of exchangeable aqua ligands
that are coordinated to Ln ions. There are three terminal water ligands in Er-W11 due to
the smaller ionic radius of ErIII ion compared to DyIII ion which has four terminal water
ligands [37].

α −

 
− −

−

−

−

−

η η μ

μ

Free-ion ground state term 2S+1LJ 

Figure 2. Ball-and-stick representation: (a) Keggin POM ligand [GeW11O39]8−. (b) [Dy(H2O)4GeW11O39]5−.
(c) [Er(H2O)3GeW11O39]5−. Color scheme: O, red; aqua ligand, turquoise; four oxo ligands that coordinate to paramagnetic
metal ions, dark blue.

Er-substituted Wells-Dawson-type POM: The anionic unit of [{ErIII(H2O
(CH3COO)(P2W17O61)}2]16− (Er2-W34) consists of dinuclear erbium(III) core, [{Er(H2O)
(CH3COO)}2]4+, which is sandwiched between two monolacunary Wells-Dawson [P2W17O61]10−

units. Each ErIII in these units takes up the void (monolacunary) site of [P2W17O61]10− and
is coordinated to the four available oxygen atoms. The two {ErP2W17O61} units are bridged
by acetate groups in the η1:η2:µ2 fashion. Each Er(III) ion is eight coordinate with square
antiprismatic geometry. Thus, every ErIII ion in these units is coordinated by four O atoms
of the POM ligand, two oxygen atoms of an acetate ligand, one O atom of the other acetate
ligand and one terminal aqua ligand (Figure 3). The mass spectrometry data suggest that the
polyanion Er2-W34 is fragmented into monomeric species [38]. In some cases, MS performed
under vacuum and µM conditions does not necessarily detect the species in solution, but rather
captures the fragments of complexes that exist in the gas phase. Furthermore, the detection
probability of the parent molecule during the transition from solution to gas phase decreases due
to the weaker hydrophobic and stronger electrostatic interactions among gas phase assemblies
compared to the solution phase [39]. Magnetic properties of the isolated Ln(III) are summarized
in Table 1.
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Figure 3. Combined polyhedral/ball-and-stick representation: (a) Wells-Dawson POM ligand
[P2W17O61]10−. (b) [{Er(H2O)(CH3COO)(P2W17O61)}2]16−. Color scheme: O, red; aqua ligand,
turquoise; four oxo ligands that coordinate to Er metal ions, dark blue; WO6 octahedra, teal; PO4

tetrahedra, yellow; Er, violet; C, black; H, grey.

Table 1. Magnetic properties of non-interacting lanthanide ions.

Ln(III) Dy(III) Er(III)

Free-ion ground state term 2S+1LJ
6H15/2

4I15/2

S 5/2 3/2

L 5 6

J 15/2 15/2

g-factor 4/3 6/5

µe f f = gJµB
√

J(J + 1) 10.6 9.6

χT expected value for non-interacting ions per complex
(cm3Kmol−1) 14.7 11.5

2. Results and Discussions

2.1. Water 1H Relaxation Measurements

To investigate the paramagnetic relaxation enhancement of the POMs [DyIII(H2O)4
GeW11O39]5– (Dy-W11), [ErIII(H2O)3GeW11O39]5− (Er-W11) and [{ErIII(H2O)(CH3COO)
(P2W17O61)}2]16− (Er2-W34), longitudinal and transverse relaxivity measurements were
performed at NMR Larmor frequencies from 20 MHz to 1.4 GHz. The detailed experimental
procedures are explained in the previous publications [20–22,40]. For the current studies,
pure crystals of POMs were dissolved in 9:1 D2O/H2O, and sets of five dilutions were
prepared: 0-, 0.2-, 0.4-, 0.6-, 0.8- and 1-mM of complex. The investigated clusters are
soluble and form aqueous solutions which remain clear after the NMR measurements
have been performed (Figure S2). The dependence of T1 and T2 on POM dilutions were
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measured with different NMR magnetic fields with 1H-NMR Larmor frequencies ranging
from 20 MHz to 1.4 GHz. Due to the limited availability of high power (24 MW) resistive
magnets (≥800 MHz), only 1-, 0.6-, 0.2- and 0-mM dilutions were measured with the
resistive magnet (≥800 MHz). Inversion recovery, progressive saturation recovery and
Carr-Purcell-Meiboom-Gill (CPMG) multi-echo pulse sequences were used to measure
the T1 and T2, respectively. All compounds exhibit a monoexponential relaxation curve
that remains unchanged, when the solution is stored for a long time (several weeks). This
indicates that the solution of the clusters is stable and no phase separation occurs. Both
longitudinal and transverse relaxation rates of these POM clusters were determined as a
function of concentration and, at each magnetic field, a linear relation was observed, as
expected for a homogenous solution.

2.2. Factors Influencing PRE

PRE properties of the studied POM metal clusters can be derived from the 1H relax-
ation of water molecules of POM clusters in solution. PRE correlates with the structure
and electronic properties of the POM metal clusters, which act as water 1H relaxing agents.
The water molecule in the vicinity of the paramagnetic metal center follows a different
relaxation behavior which reduces both longitudinal and transverse relaxation time. PRE
also depends on the dynamics. Inner and outer sphere contributions are commonly distin-
guished. For the former the hydration number q of the molecules is an important factor,
which also determines the efficiency of a molecule as a potential contrast agent. The
theoretical description is governed by many parameters, such as the effective magnetic
moments of the paramagnetic metal ions, their electron spin relaxation times, Ti,e (i = 1; 2),
the tumbling rate of the complex, τR

−1, the residence time of water molecules near the
paramagnetic center, τM, as well as diffusion processes that are relevant for outer sphere
contributions. For transverse relaxivities and high magnetic fields, Curie mechanisms, i.e.,
interaction of the nuclear spin with the thermal average of the electron spin, need to be
taken into account [41].

2.3. Stabilty Studies of Er2-W34 in Solution

Electrospray ionization mass spectrometry (ESI-MS): Since our previously reported
mass spectrometric (MS) studies on a dilute solution of Er2-W34 have shown the fragmen-
tation of the POM in gas phase, we decided to carry out ESI MS measurement of a diluted
Er2-W34 sample (0.2 mM taken from the NMR tube) in order to investigate their solution
phase behavior (Figure 4). This was performed by further dilution in 1:1 ACN/H2O to µM
concentration and produced spectra similar to our reported ones [39].

As discussed earlier, MS is a harsh technique of analysis. We therefore decided to
perform a comparatively soft method of analysis.

Dynamic light scattering (DLS) and Z-potential (Z-pot) measurements: DLS and Z-
pot were used to study the colloidal dispersions of Er2-W34 (5 mM in distilled water).
First, the hydrodynamic diameter (Dh) of Er2-W34 was determined both at pH 5.6, the
pH at which the NMR relaxivities of POMs were studied, and at pH 7 to investigate
their stability at physiologically relevant pH values (see Supplementary Information for
details). As shown in Figure 5, at pH 5.6, the POMs have an average Dh of 1.2 ± 0.4 nm
with a polydispersity index (PDI) of 0.147, indicating good colloidal stability in water.
A comparable colloidal stability was observed at pH 7.0 (Figure 6) with a very similar
hydrodynamic size (Dh = 1.3 ± 0.4 nm; PDI = 0.193). However, a second population of
particles with a larger mean Dh of 176.6 ± 71.1 nm was also observed. These larger
particle aggregates can most likely be explained as sodium hydroxide solution was used
to adjust the pH of the particle dispersion, and the presence of positively charged Na+

ions could promote aggregation between particles through electrostatic interactions [42].
The net negative charge of Er2-W34 when dispersed in water was confirmed by Z-pot
measurements. At pH 5.6, the POMs have a negative Z-pot of −9.0 ± 0.8 mV, while at
neutral pH the Z-pot increased towards more negative values of −20.4 ± 0.1 mV. The more

200



Molecules 2021, 26, 7481

negative Z-potential value at neutral pH for Er2-W34 can be explained by the presence of
more deprotonated oxygen groups at more basic pH, which contribute to a larger number
of negative charges.

−

−
−

Figure 4. Negative ion electrospray ionization mass spectrometry (ESI MS) of Er2-W34 sample having 0.2 mM concentration
taken from the NMR tube and diluted further in 1:1 ACN/H2O. The 5− region is expanded in the inset and the peaks are
compared with their calculated isotope pattern.

Figure 5. DLS analysis on Er2-W34 (5 mM) at pH 5.6 in water. (a) Hydrodynamic diameter of Er2-W34. (b) Corresponding
normalized autocorrelation function.
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Figure 6. DLS analysis on Er2-W34 (5 mM) at pH 7.0 in water. (a) Hydrodynamic diameter of Er2-W34. (b) Corresponding
normalized autocorrelation function.

As the anionic units of Er2-W34 are linked by two acetate groups, the possibility of a
change in the aggregation state of the POM upon addition of acid was further investigated
by DLS analysis. The acetate linker (pKa,acetic acid = 4.7) is expected to be completely
protonated in strongly acidic media (pH 2) and loses its coordination ability, leading
to a significant change in the aggregation state of the POM. To test this hypothesis, the
hydrodynamic diameter was measured before (pH 5.6) and 40 min after acid addition
(HClaq, pH 2). As shown in Figure 7, it can be observed that at pH 2 the scattering
intensity of the initial population of small particles (1.2 nm) decreases greatly, while a
second population of particles with a Dh of about 187 nm is formed. The formation of this
second and larger population of particles can most likely be attributed to the degradation
of the small particles leading to the formation of large aggregates. This data suggests that,
unless the pH of the particle dispersion is acidified (pH < 4.7), the dimeric structure of
Er2-W34 is preserved in water.

μ μ

μ

Figure 7. DLS analysis on Er2-W34 (5 mM) at different pH values of the particle dispersion. (a) Hydrodynamic diameter of
Er2-W34 at pH 5.6 (gray) and at 40 min after addition of HClaq (37%, 3 µL to 500 µL of sample) at pH 2. (b) Corresponding
normalized autocorrelation function.

Fourier transform infrared (FTIR) spectroscopy: FTIR spectroscopy was carried out
on dried Er2-W34 sample, that was obtained by evaporating the aqueous solvents. FTIR
spectra of the recovered Er2-W34 show the expected absorption bands ascribed to the
pristine POM. The two spectra perfectly match each other and no wavenumber shifts are
observed indicating the stability of the Er2-W34 in solution state (Figure S1).
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Xylenol Orange Test: In addition to the instrumental analysis to check the integrity
of Er2-W34 in solution, a quick visual Xylenol Orange test was performed to detect the
presence of free Er(III) ions. Xylenol Orange test allows an assessment of the amounts
of free metal ions and free ligand in a solution of a given lanthanide containing complex.
In the presence of free lanthanide ions, the xylenol orange solution undergoes a color
change from orange to violet that can be visually detected [43]. No color change was
observed on addition of Xylenol Orange (30 µL) to the Er2-W34 solution (pH 5.6) which
was used for NMR relaxivity studies. This indicate that the Er(III) ions do not leach out
into solution. Whereas, violet color was observed upon addition of Xylenol Orange to
the Er2-W34 solution containing ca. 2 mg Er(NO3)3·6H2O as a source of free Er(III) ions
(Figure S3).

Based on the above conducted experiments (DLS, post FTIR and Xylenol Orange tests)
the structural integrity of Er2-W34 in solution can be confirmed.

2.4. Longitudinal Relaxivity r1

The longitudinal relaxation rates R1(c) of the studied POM metal complexes show a
linear dependence with concentration c, which leads to the calculation of the slope (i.e.,
the longitudinal relaxivity r1). Please note that the concentration used for the relaxivity
is the one of the entire POM metal complex rather than the Ln-ion. For all compounds
r1 monotonically increases with Larmor frequency (i.e., with magnetic field (Figure 8)).
Among these three POM clusters (Er2-W34, Dy-W11 and Er-W11) Er2-W34 shows the highest
longitudinal relaxivity.
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Figure 8. PRE as measured by longitudinal relaxivities r1 of 1H of water with POM metal clusters
(Dy-W11 and Er-W11, and Er2-W34) as a function of the Larmor frequency ν. In first approximation,
the PRE in the presence of the paramagnetic metal clusters increases linearly with the applied
magnetic field except for Er2-W34, where a levelling-off is observed at high Larmor frequencies.

Taking the data from Table 1, the magnetic moment of DyIII (10.6 µB) is higher than
the one of ErIII (9.6 µB). Thus, the higher longitudinal relaxivity of Dy-W11 compared with
Er-W11 supports the influence of electron spin of the paramagnetic centers on PRE, since,
in these POMs, single paramagnetic metal centers (DyIII and ErIII) are incorporated within
similar diamagnetic Keggin moieties. As already mentioned, another important factor
that determines the inner sphere contribution to longitudinal relaxivity is the number of
exchangeable water molecules that are directly associated with the paramagnetic centers of
the complexes. Assuming fast exchange, the longitudinal relaxivity is directly proportional
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to the hydration number q and the residence time of the water molecules. In the case of Dy-

W11 and Er-W11 POMs, DyIII and ErIII ions have four and three exchangeable aqua ligands,
respectively. The difference in the number of water 1H in {Dy(H2O)4}3+ and {Er(H2O)3}3+

also contributes to the higher longitudinal relaxivity of Dy-W11 compared with that of
Er-W11. Other relevant properties that can account for the difference in relaxivities of
Dy-W11 and Er-W11 are the ionic radii of DyIII and ErIII, their magnetic anisotropies and
the electron spin relaxation times [12].

The relaxivities of Er2-W34 are more than doubled compared to Er-W11 and this ratio
is enhanced towards lower frequencies. Moreover, r1 of Er2-W34 levels off a very high
field. In order to explain these differences in relaxivity dispersion, several factors need to
be considered. First, the magnetic moment of dimerized Wells-Dawson POM Er2-W34 is
twice the magnetic moment of Er-W11. This can cause increase of the relaxivitivy. However,
for a detailed quantitative modelling further information is needed on the correlations
and couplings between the two ErIII ions in the dimer. Second, in the chemical structure
of the Er2-W34, only one of the eight coordination sites of each paramagnetic ErIII is
coordinated by a single water molecule in the solid-state, which limits the possibility of
chemical exchange, and hence reduces the PRE. Third, the Wells-Dawson POM Er2-W34
(2.7 × 0.9 nm in size) has a bigger molecular weight compared to Er-W11 (1.1 × 1.0 nm in
size). This causes lower tumbling rates and different diffusion behavior that can explain
the relative enhancement of r1 of Er2-W34 with respect to Er-W11 at low fields and the
levelling-off at highest fields. However, with the available set of data, our model is rather
qualitative at the current state, but makes the observed PRE behavior plausible. More
systematic studies of other Ln2-W34 complexes are needed to identify and quantify the
microscopic mecanisms that are responsible for the observed PRE behavior in these highly
complex systems.

2.5. Transverse Relaxivity r2

For the application of a material as an MRI contrasting agent, the significance of
transverse relaxivity r2, which causes negative image contrasts, is as important as the
longitudinal relaxivity r1. In the present studies, transverse relaxivities of the POMs also
show approximately linear field dependence due to the PRE effect (Figure 9). The higher
relaxivity r2 of Dy-W11 compared to Er-W11 can be correlated with the effective magnetic
moment of the paramagnetic center since r2 is proportional to the square of the magnetic
moment of the lanthanide ions. DyIII has a higher magnetic moment of 10.6 µB than ErIII

which has µeff = 9.6 µB. The comparison of Er2-W34 and Er-W11 in (Figure 9) indicates that
the PRE induced transverse relaxivity r2 of the POM metal complexes also depends on
the number of paramagnetic centers in the molecule. Moreover, the r2 of Er2-W34 starts to
deviate from a linear field dependence above 300 MHz. This behavior is consistent with
an increasing Curie-spin contribution to the relaxivity. This term has a quadratic field
dependence and becomes enhanced for large molecules and at high magnetic field [41,44].

Measurements of r2 in a very high magnetic field (≥800 MHz) were not carried out on
the investigated samples due to the large T2 values of the complexes compared to the field
fluctuations of the resistive magnet.

204



Molecules 2021, 26, 7481

μ
μ μ

ν

≥

.

Figure 9. PRE measured by transverse relaxivities r2 of 1H of water with POM metal clusters as
a function of the Larmor frequency ν. r2 of Dy-W11 and Er-W11 show an approximately linear
dependence with the applied magnetic field for Larmor frequencies up to 400 MHz. For Er2-W34

a deviation occurs above 300 MHz, probably due to a Curie-contribution due to the large size of
the molecule.

3. Experimental Section

3.1. 1H—Frequencies 870–1400 MHz

High field NMR relaxivity studies were accomplished at the Laboratoire National
des Champs Magnétiques Intense (LNCMI) in Grenoble equipped with 24 MW resistive
magnet providing variable fields up to 35 T in a 34 mm room temperature bore. To
overcome the low field homogeneity (50 ppm/mm at 1 mm off-center position) of these
magnets, small sample volumes (1 mm3) were used that were precisely centered (better
than 0.2 mm) at the center of the magnet. For this purpose, a specially designed sample
filling system was developed to ensure the placement of precise sample volumes at the
center of capillary tubes (10 mm length and 1 mm inner diameter). Moreover, single scan
inversion recovery measurements were used to reduce the impact of fast field fluctuations
(up to 50 ppm) on the measurement. For the experiment, a specially designed single-
resonance 1H-NMR probe was used enabling in situ tuning of NMR frequencies between
850 MHz and 1.4 GHz. Data acquisition and data analysis were performed by using a
home-built variable-frequency NMR spectrometer covering Larmor frequency up to 2 GHz
and specially designed data acquisition software. As resistive magnets provide access to
variable fields (field ramp rate of 5 T/min), the relaxation rates for each concentration were
measured at all the frequencies 870 MHz (20.4 T), 1050 MHz (24.7 T), 1200 MHz (28.2 T),
and 1400 MHz (33 T) using the same magnet.

3.2. 1H—Frequencies 20–400 MHz

The relaxation measurements at lower magnetic fields were measured on commercially
available NMR instruments. The experimental details are described in [20,21] to which we
refer here.
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4. Conclusions

Water 1H relaxivities are a determining factor for assessing the effectiveness of MRI
contrast agents. Often, paramagnetic systems with higher relaxivities result in images
with better contrast. PRE of water has been investigated over a large range of magnetic
fields for aqueous solutions for the paramagnetic POM clusters Dy-W11, Er-W11 and
Er2-W34. The r1 and r2 values are the fitted slopes of R1 and R2 as a function of POM
concentration, respectively. As a basis for interpretation, we compare the PRE of the
three compounds. POMs with paramagnetic DyIII and ErIII ions have very short electronic
relaxation times compared to their GdIII analogs and are thus efficient relaxing agents at
intermediate and high magnetic fields. The short electronic relaxation time is due to the
highly anisotropic electronic ground state of these ions. In addition to the total number
of unpaired electrons, magnetic moment and the anisotropic nature of paramagnetic ions
prove to be key for the development of efficient CAs for high field MR imaging. There
is a need to track these effects through systematic experimental studies on the relaxation
properties of paramagnetic compounds.

Supplementary Materials: The following are available online, Figure S1: Comparison of FTIR spectra
of Er2-W34, Figure S2: Pictures of NMR tubes containing Er2-W34 solution after NMR relaxivity
studies, Figure S3: Pictures of NMR tubes: Upon addition of xylenol orange solution to the Er2-W34
solution after NMR relaxivity studies. Table S1. Magnetic properties of isolated lanthanide ions
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Abstract: 1H time domain nuclear magnetic resonance (1H TD-NMR) at a low magnetic field becomes
a powerful technique for the structure and dynamics characterization of soft organic materials. This
relies mostly on the method sensitivity to the 1H-1H magnetic dipolar couplings, which depend
on the molecular orientation with respect to the applied magnetic field. On the other hand, the
good sensitivity of the 1H detection makes it possible to monitor real time processes that modify the
dipolar coupling as a result of changes in the molecular mobility. In this regard, the so-called dipolar
echoes technique can increase the sensitivity and accuracy of the real-time monitoring. In this article
we evaluate the performance of commonly used 1H TD-NMR dipolar echo methods for probing
polymerization reactions. As a proof of principle, we monitor the cure of a commercial epoxy resin,
using techniques such as mixed-Magic Sandwich Echo (MSE), Rhim Kessemeier—Radiofrequency
Optimized Solid Echo (RK-ROSE) and Dipolar Filtered Magic Sandwich Echo (DF-MSE). Applying a
reaction kinetic model that supposes simultaneous autocatalytic and noncatalytic reaction pathways,
we show the analysis to obtain the rate and activation energy for the epoxy curing reaction using the
NMR data. The results obtained using the different NMR methods are in good agreement among
them and also results reported in the literature for similar samples. This demonstrates that any of
these dipolar echo pulse sequences can be efficiently used for monitoring and characterizing this
type of reaction. Nonetheless, the DF-MSE method showed intrinsic advantages, such as easier data
handling and processing, and seems to be the method of choice for monitoring this type of reaction.
In general, the procedure is suitable for characterizing reactions involving the formation of solid
products from liquid reagents, with some adaptations concerning the reaction model.

Keywords: time-domain NMR; dipolar echoes; polymerization reaction; epoxy resin; autocatalytic reaction

1. Introduction

Industries increasingly benefit from the use of process analytical technology (PAT) for
production control and quality assurance. The usual goal is a comprehensive understanding
and thus better control of manufacturing processes. Thus, predictability and reliability
of quality should be incorporated into the process; consequently, in the ideal scenario it
should be monitored online or in-situ [1,2].

In online or in-situ monitoring it is often necessary to track structural and dynamical
changes in real-time. PAT in polymers can be achieved by several physical techniques,
among them high- and low-resolution NMR, infrared spectroscopy (FTIR) and Differential
Scanning Calorimetry (DSC) techniques [3,4].
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Among the NMR methods, 1H TD-NMR at a low magnetic field is particularly useful
for studying molecular processes where chemical specificity is not necessary. Indeed,
because of its high sensitivity to molecular mobility, TD-NMR can detect dynamical chances
associated to thermal transitions [5–8]. In addition, the technique allows to determine
other important information such as the ratio between rigid and mobile segments, sizes
of molecular clusters in emulsions [9], determination of the degree of crystallinity and
crystallite sizes in semicrystalline systems [10], gelation rates in polymer gels [11] and
crosslinking and entanglement in elastomers [12–14], among others [15–17].

1H TD-NMR at a low magnetic field is extensively used to determine solid fractions
in food. The Solid Fat Content (SFC) [9] method and its fusion curve are used as one
of the most important quality parameters for fats. The measured values are used for
controlling hydrogenation, interesterification (enzymatic by the enzyme lyase or chemically
catalyzed by alkaline metal) and blending, as well as the level of solid fat necessary for the
development of new products or replacement of raw material.

1H TD-NMR has also been used to monitor polymer crystallization in real-time via T2
measurements. For instance, it was first demonstrated by C. Hertlein et al. [18], who studied
the crystallization kinetics of polymer S-Poly(propylene) (sPP), Polyethylene-co-(PEcO)
and Poly(ε-caprolactone) (PεCL). In these cases, the reduction of the T2 values, which
occurs due the decrease of the polymer chain mobility upon crystallization, is monitored to
obtain the crystallization kinetics parameters. The values obtained by 1H TD-NMR usually
show good agreement with dilatometry and X-ray scattering.

The advancement of 1H TD-NMR methods made possible many other applications.
Litvinov and co-workers [19] used the FID and Solid Echo pulse sequences to determine
phase composition (mobile fraction, semi-rigid or rigid) and molecular mobility of Nylon
6 fibers. The results satisfactory agreed with results obtained with X-ray diffraction and 13C
NMR- spectroscopy. Maus [20] used mixed-MSE-CPMG (a combination of the mixed-MSE
and Carr–Purcell–Meiboom–Gill pulse sequences) to investigate the solid/liquid ratio
and crystallinity of (syndiotactic poly(propylene) (sPP). Maus also investigated the online
monitoring of polymer crystallization kinetics and obtained results in good agreement with
dilatometric measurements reported for the same sample.

Another example of the real-time monitoring of polymer crystallization was pro-
vided by Faria and co-workers [21], who used a dipolar filtered MSE (DF-MSE) pulse se-
quence [8,22] to monitor one-dimensional crystallization in poly(3-(2′-ethylhexyl)thiophene)
(P3EHT) films. In this case, the crystallization does not start from the melt, but from a
solid amorphous state, so only little changes in the shape of the 1H TDNMR signal are
observed. Using a dipolar filter pulse sequence in conjunction with MSE (DF-MSE), these
subtle changes could be monitored in order to observe the crystallite growth which was
explained using a modified Avrami model for one-dimensional crystallization.

Oztop [23] determined the crystalline/amorphous fraction obtained with the NMR
signal acquired with the MSE pulse sequences of various sugars (glucose, sucrose, etc.) to
develop a basic work for a reliable quality-control method. It was demonstrated that the
crystallinity of powdered sugars could be predicted using TD-NMR and confirmed the
linear dependence of crystallinity with the second moment of the NMR line shape.

There are also many examples showing the real time monitoring of processes using
time-domain 1H double quantum NMR in a low magnetic field [11,18,24]. As 1H double
quantum coherences are only created in the presence of 1H-1H dipolar coupling, the
double quantum evolution acts as a filter, keeping only the signal from segments presenting
mobility restrictions (rigidified). Hence, the growth of rigidified structures can be monitored
in real time. For instance, Saalwächter and co-workers studied gelation in flexible polymer
systems [11] and the real time observation of polymer network formation [24]. Another
example is the work by Valentin et. al., who successfully used the double quantum filter
pulse sequence to selectively detect rigid components and provides a direct probing of the
product formation during the cure of an epoxy resin [25].
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In this article we used 1H TD-NMR dipolar echo pulse sequences, shown in Figure 1,
for real time monitoring of reactions associated to the cure of a commercial epoxy resin.
The cure of a thermorigid resin is a complex process that can be defined as the change in
the chemical and physical properties of a given resin/hardener formulation. Because of
the formation of a product with rigid molecular segments, understanding the mechanisms
and kinetics of cure reactions is essential for a better knowledge of structure–property
relationships. The article is organized as follows. First, we discuss the main features related
to the dipolar echo pulse sequences mixed-MSE and RK-ROSE. We follow with a discussion
about the changes in the signal profile during the polymerization reaction and present
the basic data processing needed to extract the parameter used to characterize the rection
kinetic. We also discuss a specific reaction model used for characterizing the epoxy cure
and establish the meaning of the NMR data in terms of the kinetic parameters of this model.
Then, we use the model to fit NMR data acquired with mixed-MSE [26] and RK-ROSE [27]
and demonstrate that these experiments are able to bring reliable estimations of the kinetic
rate and activation energy of the reactions. Last, we propose the use of the DF-MSE pulse
sequence as a simple method for characterizing the reaction, showing its main features
and advantages.
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Figure 1. Schemes of the NMR pulse sequences used in this article. (a) Mixed-Magic Sandwich
Echo (mixed-MSE). (b) Rhim–Kessemeier (RK). (c) Dipolar Filtered Magic Sandwich Echo (DF-MSE).
The phase cycling used in the pulse sequence are provided in references [2–4,7]. REC: refer to the
receiver phase.

2. Results

2.1. Signal Profiles during a Polymerization Reaction

The idea behind using 1H TD-NMR to probe chemical reactions with the formation
of solid products is to follow the evolution of signals from rigid and mobile segments
during the reaction. However, 1H NMR signals arising from rigid molecular segments
have short decay times (.50 µs) due to the strong 1H-1H dipolar coupling. Thus, to detect
full NMR signals from these segments, it is necessary to start the signal acquisition right
after the excitation pulse. This is barely achieved in most of the commercial probeheads,
which have typical dead times in the range of 5–30 µs. Thus, a simple π/2—acquisition
scheme (denoted here as FID acquisition) frequently implies in the loss of a considerable
part of the signal from solid components. One strategy to avoid this dead time issue is to
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use probeheads with the lowest possible quality factor, but this usually implies in lower
sensitivity and requires higher r f power for excitation. An alternative is to use a dipolar
echo pulse sequence, capable of refocusing the 1H-1H dipolar coupling, to produce an echo
right out of the dead time region where the solid component is recovered [28]. However,
the recovery efficiency of the solid components signals is not 100%, depending on echo
times, interpulse delays, pulses errors, etc. Moreover, the shape of the signal can also be
affected by the use of a specific pulse sequence or by the experimental set-up [20]. Therefore,
different methods can be chosen to obtain better echo recovery efficient or shape accuracy,
depending on desired application.

Here we rely on two basic pulse sequences to refocus the signal from rigid components.
The first one is an approach based on the experiments developed by Rhim and Kassemeier
in the early 1970s. It consists of applying a continuous wave pulse of duration tp followed
by a delay τ and a hard π/2 pulse 90◦ phase shifted with respect to the CW pulse [28].
Recently, the Rhim and Kassemeier pulse sequence was used without interpulse delays and
had a power setup chosen to maximize the signal recovery of solid components at expense
of some signal distortion due to the magnitude mode acquisition. This dipolar echo pulse
sequence refocuses the dipolar coupling at τacq = tp/2 after the second pulse and was
referred to as Rhim and Kessemeier Radiofrequency Optimized Solid-Echo (RK-ROSE) [27].
The second pulse sequence is the traditional mixed Magic Sandwich Echo (mixed-MSE—
Figure 1a) method [26,29]. In this method, a sequence of properly phased pulses refocuses
the 1H-1H dipolar couplings at the same time as eliminating the interference of linear spin
interactions such as magnetic field inhomogeneities, chemical shielding, heteronuclear
dipolar interactions and local susceptibility variations. Because it can be acquired in the
phase mode, the shape analysis of the mixed-MSE echo provide a more reliable way to
estimate dipolar coupling second moment, which is particularly important for applications
relies on the analysis of the signal shape [30,31]. However, because of the large number of
pulses and interpulse delays, the minimum echo time is limited in mixed-MSE, which may
compromise the recovery efficiency of signals arising from rigid segments.

As already mentioned, both RK-ROSE and mixed-MSE pulse sequences allow for
differentiation between signals from rigid and mobile segments. Thus, both methods can be
used for probing the emergence of rigid segments and/or the disappearing of mobile ones.
This is the case of the curing reaction of the epoxy resin, where the formation of the solid
products occurs at the expense of the liquid reagents. During such processes, an epoxy
resin is converted into crosslinked thermosetting networks, and the thermosetting polymer
properties depend on the extent of the chemical reactions that occur during cure and the
resin morphology [32]. Briefly, epoxy resin cure goes from a liquid state to a gel point,
then turns to rubber, and finally reaches the vitrification point, where it is converted to
glass [32,33]. The effect of these processes on the RK-ROSE and mixed-MSE dipolar echoes
is shown in Figure 2, where normalized half-echoes signals acquired at several reaction
times are presented. The RK-ROSE and mixed-MSE correspond to two different reactions,
but with the same relative amount of resin and hardener and at the same temperature.
The general behavior of the signals is similar for both type of experiments. The first
signal is acquired only after the homogenization of the reagents (~2 min) and temperature
equilibration (~10 min). At shorter reaction times (10 min), the signal is comprised of a
slow decaying signal associated to 1H nuclei in the mobile segments of the reagents. As
the reaction takes place (reaction time of 200 min, Figure 2b), the slow decaying fraction of
the signal decreases while the fast-decaying fraction increase. When the reaction finishes
(reaction time of 450 min in Figure 2a), a fast-decaying signal is observed, as is typical for
rigid segments.
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Figure 2. Example of deconvolution of dipolar echoes signals obtained with mixed-MSE (a) and
RK-ROSE (b) pulse sequences using Equation (1). The signals shown in (a,b) were acquired at the
indicated reaction times during the cure of the epoxy resin at 293 K. Note that the differences in the
signal to noise between the mixed-MSE and RK-ROSE are due to the differences in the number of
scans and echo times as shown in the methods section. Both pulse sequences have similar efficiencies
at this set-up condition.

To provide a more quantitative analysis, we refer to the work by Mauss et. al. [20] who
decomposed the mixed-MSE signal from a semicrystalline polymer above its glass transi-
tion temperature Tg in three components, associated to the crystalline (rigid), amorphous
(highly mobile) and interfacial (with intermediate mobility) regions. The signals from rigid
molecular segments can be well described by the so-called Abragam function, i.e., a multi-
plication between a gaussian and a sinc function (Van Vleck theory [34]). The signals from
intermediate and highly mobile segments are described by modified exponential functions
(stretched or compressed), but with different time constant and shape parameters [20]. In
summary, the NMR signal can be represented by the following function:

s(t)

s(0)
= fre

−( t
T2r

)
2 sin(bt)

bt
+ fie

−( t
T2i

)
νi

+ fme
−( t

T2m
)

νm

(1)

where fr, fi and fm are the fractions associated to rigid, intermediate and mobile compo-
nents, respectively. T2r, T2i, T2m, νi and νm are the respective shape parameters. It is worth
to stress that in a low field NMR the signal has significant contribution from static field
inhomogeneities. Thus, despite the signal fitting being performed within the 0 − 300 µs
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acquisition time window, the shape parameters of mobile components may still have a
minor contribution from static field inhomogeneities.

Here we will use the same model to describe the 1H NMR signal, but with the signal
from the rigid segments assigned to the solid polymer formed during the cure and the
mobile component accounting for the liquid reagents. The segments with intermediate
mobility are attributed to polymer chains with restricted mobility in the solid product, for
instance, chains in the solid to liquid interface, chain segments with local mobility such
side groups or remaining small segments such as oligomers.

Figure 2 (right) illustrates the fit of normalized signals acquired at 293 K with RK-
ROSE and mixed-MSE 10 min and 450 min after the polymerization started. For RK-ROSE
the absolute value of the signals is shown (magnitude mode acquisition), while for mixed-
MSE the real part of phase adjusted signals are exhibited (phase mode acquisition). After
10 min of reaction, the signal is well adjusted using only the last term of Equation (1)
(green curve, T2m = (0.24 ± 0.01 ) ms, νm = 0.72 ± 0.05, fm = 1.00 ± 0.02 for RK-ROSE
and T2m = (0.21 ± 0.01 ) ms, νm = 0.92 ± 0.02, fm = 0.99 ± 0.03 for mixed-MSE), showing
that there is no significant rigid phase at this reaction time and temperature, i.e., the
signal is only associated to the reagent. On the other hand, after 450 min of reaction only
rigid components are observed in the signal. As shown in Figure 2, this fast component
can be adjusted using the first and the second terms of Equation (1), i.e., a gaussian-
type decay (blue curve, T2r = (0.0135 ± 0.0002) ms, fr = 0.70 ± 0.02 for RK-ROSE and
T2r = (0.0135 ± 0.0002) ms, fr = 0.69± 0.02 for mixed-MSE) and a compressed exponential
(red curve, T2i = (0.035 ± 0.002) ms, νi = 1.20 ± 0.05, fi = 0.30 ± 0.02 for RK-ROSE and
T2i = (0.045 ± 0.001) ms, νi = 1.50 ± 0.05, fi = 0.31 ± 0.02 for mixed-MSE). The signal
profile does not change for reaction times longer than 450 min (not shown), suggesting that
the cure is already completed. As discussed, the existence of an intermediate mobility phase
in the final product can be related to restricted local mobility in the solid phase, for instance
due to side chain motions or other local segmental reorientations, or remaining oligomers.
Thus, the product fraction can be associated to the sum of the rigid and intermediate
mobility components, which will be referred simply as solid fraction, i.e., fS = fr + fi.
Moreover, we should point out that in both experiments, mixed-MSE and RK-ROSE, there
is an underestimation of the rigid fraction because the efficient of the pulse sequences in
recovering signals from rigid segments is not 100%. This effect can be corrected as suggested
elsewhere [31]. Here this is completed by analyzing the dipolar echoes (acquired with
mixed-MSE or RK-ROSE) the simple FID signals acquired after the end of the reaction. This
FID signal was shifted by the dead time of our spectrometer (12 µs), and then we perform a
joint fit of the dipolar echoes and the corresponding FID signals. In this joint fit, the shape
parameters in Equation (1) are shared to impose the FID and the dipolar echo with the same
shape. Because the amplitudes are free parameters, the fitting provides independent values
of fr, fi and fm for the dipolar echo and the FID signals. Thus, it is possible to calculate
the ratio between the amplitude parameters associated to dipolar echoes and the FID to
estimate a correction factor α, which gives how much of the solid signals is lost due to the
acquisition with mixed-MSE or RK-ROSE. For the experiments conducted as a function
of temperature, this procedure was performed at each temperature. This correction factor
was used to correct the values of fS = fr + fi in all data presented here.

Figure 2 (left) illustrates the fit of normalized signals acquired 200 min after mixing the
reagents. In this case, the best fit is achieved using all three components of Equation (1) (blue
curve, T2r = (0.0135 ± 0.0002) ms, fr = 0.15 ± 0.01, red curve, T2i = (0.035 ± 0.002) ms,
νi = 1.2 ± 0.1, fi = 0.37 ± 0.03, green curve, T2m = (0.10 ± 0.05) ms, νm = 0.84 ± 0.05,
fm = 0.48 ± 0.05 for RK-ROSE and blue, T2r = (0.0135 ± 0.0002) ms, fr = 0.11 ± 0.02, dark
yellow, T2i = (0.044 ± 0.004) ms, νi = 1.5±0.1, fi = 0.49±0.03, magenta, T2m = (0.12± 0.04) ms,
νm = 0.90 ± 0.05, fm = 0.40 ± 0.06 for mixed-MSE), as shown individually in Figure 2b.

Changes in the molecular dynamics of the mobile component throughout the reaction
can be observed monitoring the T2m values. T2m values decrease for longer reaction times,
suggesting an average slowdown of molecular motions in the mobile phase. This is
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somewhat expected because the formation of rigid components increases the local molecular
constraints, reducing the molecular mobility of the remaining mobile segments. Indeed,
T2m has been extensively used to probe reaction kinetics using 1H TD-NMR [1]. However,
kinetic models for describing polymerization reactions mostly rely on monitoring changes
in the reagent and product concentrations. Thus, a more straightforward analysis can be
completed using fr, fi and fm.

2.2. Autocatalyzed and Non-Catalyzed Reaction: Relationship between NMR Parameters and
Reaction Kinetic Parameters

To obtain the kinetic parameters of the polymerization reaction we first need to
establish the meaning of the NMR data in terms of the kinetic parameters. As mentioned,
in the curing reaction of epoxy resins, the formation of the solid products occurs at the
expense of the liquid reagents. Thus, fm and fs = fr + fi can be associated to the relative
reagent, A ∝ fm, and product, P ∝ fr + fi, concentrations. Therefore, assuming a model for
the polymerization reaction, it would be possible to obtain the kinetic parameters by fitting
the reaction time dependence of fm or fr + fi.

Epoxy cure is usually described in terms of noncatalyzed or autocatalytic single
step reaction models [14]. The analysis of such reactions using DSC makes it possible
to distinguish the contribution of noncatalyzed and autocatalyzed paths by performing
dynamic or isothermal experiments, respectively [33,35]. Here, the experiment is essentially
isothermal, so we would expect an autocatalytic reaction to prevail. Nonetheless, despite
the external temperature of the sample being kept constant, a relatively large sample
volume (~0.5 cm3) is used, making it difficult to completely avoid internal temperature
gradients due to the exothermal character of the reaction, so noncatalytic paths cannot
be ruled out. Thus, we build upon a model described in reference [36] that assumes
autocatalytic and noncatalytic paths occurring simultaneously. In this model, the reagent
and product concentrations are given by:

A(t) = (A0 + q)
A0

A0 + qe[kc(A0+q)t]
; P(t) = 1 − A(t) (2)

Here t is the reaction time, A0 is the initial reagent concentration and kc is the average
reaction rate at a given temperature. The parameter q assumes different meaning for
autocatalyzed and noncatalyzed paths, being equal to the initial product concentration,
q = P0 for autocatalyzed and q = k0

kc
for noncatalyzed reactions. k0 is the initial reaction rate.

As already discussed, one may establish a direct correlation between the reagent
concentration and the mobile component of the signal, A ∝ fm, as well as between the
product concentration and the solid component, P ∝ fS = fr + fi. Thus, the curves of fm

or fS as a function of the reaction time could be fitted to obtain A0, kc and q. However,
for higher temperatures one might observe a slow decaying component in the signal that
is not associated to the reagent, but to mobile segments in the product. Fortunately, this
component can be identified as a mobile fraction kept constant after the reaction is finished.
Moreover, it can be taken into account by adding a constant term, f∞, in the fitting function.
Hence, the reaction time dependence of fm can be fitted by:

fm(t) = ( f0 + q)
f0

f0 + qe[kc( f0+q)t]
+ f∞; fs(t) = 1 − fm(t) (3)

with kc and q assumed as free fitting parameters and f0 obtained as the initial and final f∞

mobile fractions.

2.3. Reaction Kinetic Parameters Extracted from Dipolar Echoes

In order to probe the dependence of the mobile fraction on the reaction time, we
acquired a series of dipolar echoes during the epoxy cure. The dipolar echoes were acquired
using mixed-MSE and RK-ROSE in different batches, but with the same proportion of resins
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and hardeners as well as the same temperature. The signal acquisition started 15 min after
mixing the reagents to assure temperature equilibration in the sample. The resulting curves
of fm versus the reaction time, fm(t), were fitted using Equation (3) to obtain kc and q. The
fitting procedure used to obtain these parameters was: first, we manually deconvolute the
mixed-MSE and RK-ROSE signals at the shortest and the longest reaction times to obtain
the shape and amplitude parameters fr, fi, fm, T2r, T2i, T2m, νi and νm. Note that this fitting
procedure already provides the values for f0 and f∞. Then, these values were used as input
values for an automated fit procedure using the origin lab software to obtain the parameter
values for each reaction time.

Figure 3a shows the plot of the mobile fractions fm(t) as a function of the reaction time
obtained from mixed-MSE and RK-ROSE data at 313 K. Even though the curves obtained
by mixed-MSE and RK-ROSE correspond to different batches of samples, the kc values
obtained are similar, since the reactions were performed at the same temperatures. In both
cases the values obtained for q are close to zero. As mentioned, for autocatalytic reaction
the q parameter is equal to the initial product concentration (q = P0). Because the initial
product concentration should be quite small, the lower q obtained suggests the reaction
is predominantly of autocatalytic, as expected for an isothermal process. The values of
f∞ are different from zero, indicating that part of the segments remain mobile after the
end of the reaction. As mentioned, this corresponds to molecular segments in the product,
such as pendant groups, chain ends and oligomers, which contributes as intermediate
mobility components at the lower temperature (293 K, see Figure 3), but have their mobility
increased at 313 K. This remaining mobile component is more evident in the mixed-MSE
data due to its ability of refocusing field inhomogeneity effects. We shall consider that
even though these segments can contribute to a significant fraction of the signal, they do
not hinder the analysis of the reaction kinetics, as they remain constant after the reaction
is completed.

Figure 3b shows the plot of the mobile fractions, fm(t), as a function of the reaction
time, obtained from mixed-MSE and RK-ROSE data at 293 K, 313 K, 333 K and 353 K. The
curve fit using Equation (3) provides the kc values at each temperature, as shown in the
insets. The temperature dependence of kc is shown in the Arrhenius plot of Figure 3c.
Activation energies of Ea = ( 47 ± 4 ) kJ / mol and Ea = ( 52 ± 4 ) kJ / mol were ob-
tained from the RK-ROSE and mixed-MSE data, respectively. Such values for the activation
energies are in good agreement with literature values for similar samples [25,35].

2.4. Reaction Kinetics Parameters from Dipolar Filtered Magic Sandwich Echo (DF-MSE)

In the last section we showed how dipolar echo pulse sequences can be used to extract
kinetic parameters. Nevertheless, performing the signal deconvolution to obtain the mobile,
intermediate and solid fractions for each reaction time and temperature can be a quite
tedious task and add significant fitting errors to the data. A possible strategy to avoid this
is to acquire the data using a pulse sequence that selects only signals from mobile or rigid
components or allow to separate these signals in a proper manner. This approach permits
an intensity-only analysis, requiring minimal processing effort. For instance, any dipolar
filter pulse sequence that suppresses the signal from the rigid phase [37–39] can be used
to obtain an echo arising only from the mobile components. The amplitude of such an
echo, normalized by the corresponding full echo signal, can be plotted as a function of the
reaction time to obtain curves similar to those shown in Figure 3b, but without further need
of data processing. It is also possible to use a pulse sequence to suppress the mobile phase
reaching only the signal from the rigid components, which could also be monitored as a
function of the reaction time to probe the polymerization reaction. The most common filter
to keep the signal from the rigid phase is the double quantum filter, which only selects
signals from dipolar coupled spins, i.e., stiffened segments [40]. Such an approach was
already used by Valentin and co-workers to probe epoxy polymerization reactions [25].
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Figure 3. (a) Mobile fractions, as function of the reaction time during the epoxy cure, obtained from
the deconvolution of signals acquired by the mixed-MSE (right) and RK ROSE (left) pulse sequences
at 313 K. (b) Same as in (a) for 293 K, 313 K, 333 K and 353 K. (c) Arrhenius plot of the kc values
estimated from the fits shown in (b). The error bars were omitted in (b), but they are in the same
order as those shown in (a).The meaning of kc, q, f0, f∞ are describe in the main text.

Here we discuss an approach based on a simple pulse sequence named Dipolar
Filtered Magic Sandwich Echo (DF-MSE); see Figure 1 and reference [8] for details. In its
simplest form, DF-MSE is comprised by a Goldman–Shen dipolar filter of duration t f [38,39]
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followed by the mixed-MSE pulse sequence. At the shorter possible filter time t f 0 (here
3.5 µs) the Goldman–Shen period has no effect, so a standard mixed-MSE echo is obtained.
As already discussed, this signal may contain contributions from both the solid and mobile
components with the solid component signal somewhat reduced due to the finite efficiency
of the pulse sequence, i.e., SDF−MSE

(

t f 0 ∼ 0
)

= Sm + αSs, with α ≤ 1 accounting for the
reduction in the echo intensity associated to the solid component. Note that α does not
change with reaction time. As the filter time is increased the signals from rigid segments
are progressively attenuated by the Goldman–Shen dipolar filter, while the signal from
the mobile ones is detected without attenuation as long as T2m ≫ t f . Thus, the detected
signal is comprised by the full signal from the mobile components and an attenuated signal
from the rigid components. The attenuation can be taken into account considering a factor
depending on the Goldman–Shen filter time, i.e., SDF−MSE

(

t f

)

= Sm + βGS

(

t f

)

αSs. If the

filter time is long enough βGS

(

t f

)

becomes equal to zero, meaning the signals from rigid
components are suppressed. This limit is easily identified by the absence of fast decaying
signals in the DF-MSE echo. Thus, the ratio between the DF-MSE echo intensities at long
and short Goldman-Shen filter times becomes:

fDF−MSE

(

t f

)

=
SDF−MSE

(

t f

)

SDF−MSE(0)
=

Sm

Sm + αSs
+

βGS

(

t f

)

αSs

Sm + αSs
= γ fm + fGS

(

t f

)

(4)

Therefore, for a filter time adjusted such as βGS

(

t f

)

= 0, the fDF−MSE fraction has the
same behavior of fm concerning the dependence with the reaction time. Thus, it can also be
fitted using Equation (3) to obtain the reaction kinetic parameters.

Figure 4a show fDF−MSE fractions acquired with filter times of t f = 50 µs, 100 µs, 200 µs,
400 µs as a function of the reaction times for the epoxy cure carried out at 313 K. The curves
show similar decay shapes, but different plateau values. Another feature observed in
Figure 4 is the reduction of the initial fDF−MSE fractions as the filter time increases. This is a
result of the relative short T2m values, so at longer filter times part of the mobile component
signals is also filtered out by the Goldman–Shen pulse sequence. This attenuation of the
mobile signals is taken into account the γ factor in Equation (4). Due to the partial filtering
of the solid components at shorter filter times, i.e., t f = 50 µs and 100 µs, the plateau

is associated to both the fGS

(

t f

)

contribution and the remaining mobile component f∞

as observed in the mixed-MSE experiments. At longer filter times, so βGS

(

t f

)

= 0, the
plateau value is only related to f∞, but it can assume a different value because of the
partial attenuation of the mobile component. These features can be observed in Figure 4a,
where a progressive decrease of the plateau value and initial fractions are observed as the
filter time increases. Fitting the curves using Equation (3), we obtained almost the same
values for the kinetic rate kc, showing that the terms f∞ and γ suffice to take into account
the features discussed above. Despite not being necessary, in order to assure a situation
with βGS

(

t f

)

= 0 and to minimize the attenuation of mobile component signal, we used
t f = 200 µs in the DF-MSE experiments to probe the epoxy cure.
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Figure 4. (a) Mobile fractions as function of the reaction time during the epoxy cure, calculated from
DF-MSE experiments with different filter times. Best fit curves using Equation (3), as well as the
obtained values for kC and q, are also shown. The values obtained for f0 are all equal to 1.0 ± 0.1.
(b) Mobile fractions as a function of the reaction time during the epoxy cure at different temperatures
calculated from DF-MSE experiments. For better visualization, the curve for 293 K was scaled up by
a factor of 0.45. Best fit curves using Equation (3), as well as the obtained values for kC and q, are
also shown. The values obtained for f0 at all temperatures using the first mixed-MSE echo are equal
to 1.01 ± 0.01. The drop in fDF−MSE due to the partial suppression of the mobile phase was taken
into account by the γ factor in Equation (3). (c) Arrhenius plot of the kc values obtained from the fits
shown in (b).

Figure 4b shows the fDF−MSE fractions as a function of reaction time for epoxy poly-
merization reactions carried out at 293 K, 313 K, 333 K and 353 K. The increase of the
plateau values with temperature is associated with the gain of molecular mobility in the
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molecular segments of the product, as already discussed in the case of the mixed-MSE ex-
periments. The fits using Equation (3) are also shown with the fitting parameters presented
as inset. The kc as a function of temperature are shown in the Arrhenius plot of Figure 4c.
An activation energy of Ea = ( 51 ± 5 ) kJ / mol is obtained. This value is in excellent
agreement with those obtained from the mixed-MSE and RK-ROSE data and also with the
values found in the literature [25].

3. Discussions

In summary, our analysis showed that mixed-MSE, RK-ROSE and DF-MSE can be used
to describe reactions with formation of solid products. The use of DF-MSE is particularly
advantageous, since no extensive processing is required. Indeed, the normalization process
can be completed in a fully automated way to display the result while the reaction is in
progress, making possible a real-time monitoring of this type of reactions. DF-MSE can
be used to monitor reactions when there is a formation of a solid product from liquid
reagents. We should also mention that other type of dipolar filters, such as as the Magic
and Polarization Echo (MAPE) pulse sequence [37], for mobile fraction determination, or
double quantum filter, for rigid fraction determination, can also be used to acquire the
data, so the same analysis presented here can be conducted. However, the simplicity of the
Goldman–Shen filter used in the current DF-MSE version makes the data acquisition also
quite straightforward.

4. Materials and Methods

Epoxy resin Araldite® with cure time of 90 min was acquired in the local trade of São
Carlos-SP, Brazil. The two components (resin/hardener) were first mixed in the proportion
of 10:8 (m/m) for its homogenization (about 120 s), as indicated by the manufacturer and
was subsequently placed to the sample in the 10 mm NMR tube.

The spectrometer used was the Bruker Minispec ND mq-20 operating at 1H frequency
of 20 MHz (0.47 T) with a 10 mm probehead (dead time of 11.6 µs). A π/2 pulse length
of 2.4 µs and acquisition time of 5 ms were typically used. The typical decay constant
time due to static field inhomogeneity in the spectrometer was about 1.5 ms, so all data
processing involving signal deconvolution was restricted to the first 300 µs of the signals.
The recycle delays were ~5 s, based on the longitudinal relaxation time (T1) determined
with the inversion recovery pulse sequence [17]. Variable temperature experiments were
carried out using the BVT 3000 temperature controller (Bruker). A previous calibration of
the sample temperature was performed by placing a thermocouple immersed in silicon oil
in the sample position and relating the thermocouple and the BVT indications. RK-ROSE
experiments were performed with a long pulse duration of 24 µs (τaq in Figure 1 equal to
the equipment dead time of 12 µs) and 32 scans. Mixed-MSE experiements were performed
with an echo time of 100 µs and 16 scans.

5. Conclusions

We presented an extensive analysis about the usage of dipolar echo pulse sequences
at a low magnetic field for monitoring polymerization reactions with the formation of
solid-products from liquid reagents. As proof of principle, we probed the curing reactions
of epoxy resins using three different 1H TD-NMR dipolar based methods, i.e., mixed-MSE,
RK-ROSE and DF-MSE.

We showed how mixed-MSE, RK-ROSE data can be processed to bring information
about the changes in the product and reagents concentration during the reaction. Using
a model assuming autocatalytic and noncatalytic reaction pathways, we establish the
relationship between reaction and NMR parameters, so its kinetics could be followed and
characterized from NMR data. Using this procedure, we determined an activation energy
of about 50 kJ/mol for the cure of a commercial epoxy resin.

In the last part of the article, we applied the DF-MSE method as a straightforward
approach for characterizing these types of reactions. By monitoring a simple normalized in-
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tensity as a function of the reaction time, we obtained a curve representing the consumption
of the reagents during the process. Using a specific reaction model, this curve was fitted to
obtain the reaction rates and to estimate the activation energy by monitoring reactions at
different temperatures. In the specific case of the epoxy resin cure, we used the aforemen-
tioned model and estimated an activation energy of (51 ± 4) kJ/mol, in agreement with
the values obtained using mixed-MSE and RK-ROSE as well as with values reported in
the literature.
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Abstract: Polyvinyl chloride (PVC), one of the most important polymer materials nowadays, has
a large variety of formulations through the addition of various plasticizers to meet the property
requirements of the different fields of applications. Routine analytical methods able to identify
plasticizers and quantify their amount inside a PVC product with a high analysis throughput
would promote an improved understanding of their impact on the macroscopic properties and
the possible health and environmental risks associated with plasticizer leaching. In this context, a
new approach to identify and quantify plasticizers employed in PVC commodities using low-field
NMR spectroscopy and an appropriate non-deuterated solvent is introduced. The proposed method
allows a low-cost, fast, and simple identification of the different plasticizers, even in the presence
of a strong solvent signal. Plasticizer concentrations below 2 mg mL−1 in solution corresponding
to 3 wt% in a PVC product can be quantified in just 1 min. The reliability of the proposed method
is tested by comparison with results obtained under the same experimental conditions but using
deuterated solvents. Additionally, the type and content of plasticizer in plasticized PVC samples
were determined following an extraction procedure. Furthermore, possible ways to further decrease
the quantification limit are discussed.

Keywords: plasticizer; PVC; identification; quantification; non-deuterated solvent; low-field NMR
spectroscopy

1. Introduction

The amount of plastics produced worldwide has been increasing steadily in recent
decades, with poly(vinyl chloride) (PVC) being the third most produced polymer after
polyethylene and polypropylene [1]. PVC products are widely used in many fields of
application including consumer products, construction, and packaging materials as well
as medical devices. Concomitant with the growth of polymer production also comes
a significant increase in the amount of used additives such as antioxidants [2], organic
peroxides [3], and plasticizers. In particular, plasticizers account for about one third of
the additives [4]. Forecasts predict a rise in the global demand for plasticizers to about
9.75 million tons in 2024 [5]. Plasticizers play an essential role in almost all formulations
of polymer products, being especially important for PVC. The plasticizer content in PVC
ranges from small amounts up to about 80 wt% for various industrial products [6,7].
Plasticizers are usually larger molecules with molar masses between 200 and 500 g/mol
which have bulky or long side groups and serve the purpose to improve the flexibility of
the PVC products by lowering the glass transition Tg of the pure polymer which is about
82 ◦C.

Due to economic and technical reasons, plasticizers are, in most cases, simply mixed
with the polymer material [4]. In contrast to inner plasticizers, these external plasticizers
are not chemically bound to the polymer chain and generally tend to migrate out of
the product over time or in the presence of solvents. The detected leaching is strongly
dependent on the experimental conditions and on the type and amount of plasticizer [8–14].
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As a consequence, developing suitable mathematical models for predicting plasticizer
leaching under various experimental conditions is a very challenging task, as also shown
by the failure of accelerated tests to predict its long-term migration behavior [15,16]. The
modeling is even more complicated for the plasticizer loss in the presence of solvents. This
is due to a combined interplay between the migration of the plasticizer in the surrounding
liquid and the ingress of the liquid itself into the PVC product at diffusivity rates which
strongly depend on the concentration of the plasticizer inside the PVC and on the type of
solvent [17].

However, a precise prediction of the behavior of a particular plasticizer under working
conditions of a PVC product is of key importance for an improved understanding of the
two major issues accompanying the plasticizer loss: 1) the deterioration of the original
performance of the PVC products [18–21] and 2) possible environmental and health risks
due to the toxicity of phthalate plasticizers [22–25]. Due to this, risk assessments and
regulations have been introduced concerning the usage of plasticizers in products designed
to be in contact with human skin or groceries [26–28]. This also led to the development of
novel strategies to reduce the plasticizer loss and to design alternative and phthalate-free
plasticizers [4,29–31].

Only very few studies exist today about the migration of these novel plasticizers and
their health risks [14,32,33]. A reliable assessment of the above-mentioned risks requires
identifying the type of plasticizer inside a PVC product and quantifying its release under
particular experimental conditions. This in turn will help in designing plasticizers with
improved properties. In addition, simple, cost-efficient, and reliable ways are needed for
controlling, on a regular basis, how far the legal regulations are indeed respected.

Various analytical techniques are nowadays applied in the identification and/or
quantification of plasticizers in PVC. They include Fourier-transform infrared (FT-IR)
spectroscopy, mass spectrometry (MS), liquid and gas chromatography (LC and GC),
thermogravimetric analysis, terahertz spectroscopy, and solid- and liquid-state nuclear
magnetic resonance (NMR) spectroscopy [34–41]. Aside from FT-IR, LC, and GC-MS, a
recent publication compared the analytical performance of liquid-state NMR spectroscopy
conducted at a high magnetic field of 500 MHz and identified NMR as being a primer
method able to precisely discriminate all investigated plasticizers [37]. This result is
further supported by the identification of seven plasticizers in medical devices followed
by quantification of their concentrations by adhering to a defined measuring procedure
of the high-field NMR method in deuterated solvents [42]. Despite being, nowadays,
an indispensable method for structural determination in chemistry, the applicability of
high-field liquid-state NMR for the identification and eventual quantification of plasticizers
in PVC was, up to now, restricted to a few dedicated studies largely from academia [38,42].
This is because the high-field NMR devices are expensive, need to be operated by skilled
personnel in special facilities, and require the usage of deuterated solvents, which are
more costly than the corresponding non-deuterated solvents. Hence, high-field NMR is
usually not the method of choice for low-cost routine analysis in industry, in a medical
environment, and even in academia.

However, the development of compact NMR instruments with open and closed
geometries has opened new perspectives in many fields of activities [43–51]. Such NMR
devices working at a low magnetic field, in the range of 40 to 60 MHz, are commercially
available at low prices and can be operated by non-experts. Having a small size and
being light, they can be placed in a synthesis laboratory on a bench or under a fume
hood, near a production line, or in a corner in a hospital. Furthermore, a large variety
of experimental NMR methods, including one-dimensional 1H and 13C spectroscopy, 2D
spectroscopy, and relaxation, are readily implemented to work at low-field NMR. As a
consequence, compact low-field NMR has become an excellent alternative to high-field
NMR for a large variety of investigations. In particular, low-field NMR spectroscopy is
well suited for the detailed structural characterization of small molecules and reaction
monitoring [44,46]. The application of low-field NMR spectroscopy for the study of larger
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and more complex molecules has started more recently. This is because the analysis of the
corresponding spectra is far more challenging than for smaller molecules due to a stronger
overlap of the resonances than in the high field. Comparisons with the corresponding liquid
spectra from high-field NMR and/or a combination with chemometrics or other analytical
methods are useful and often the needed method for a reliable signal identification and
assignment [45,52–55].

In this work, the applicability of low-field NMR spectroscopy for the identification
and quantification of PVC plasticizers is, for the first time, investigated and demonstrated
with the help of five different plasticizers (Figure 1). In addition, a novel experimental
protocol is proposed for gaining the needed information in a fast way and without the need
for deuterated solvents. Moreover, possible methodological and hardware improvements
to further lower the quantification limit are discussed. These traits make the introduced
approach particularly interesting as an alternative to high-field NMR and for routine quality
control in various environments. Furthermore, it could be used for the identification and
quantification of additives for other polymer materials.

 

α

Figure 1. Structure of the investigated plasticizers in the current study: (a) diethylhexyl phthalate
(DEHP), (b) diisobutyl phthalate (DIBP), (c) diisononyl cyclohexane-1,2-dicarboxylate (DINCH), (d)
diisononyl phthalate (DINP), (e) tris(2-ethylhexyl) trimellitate (TOTM).

2. Results and Discussions

2.1. 1H NMR Spectroscopy
1H NMR spectroscopy is an appropriate analytical method to analyze PVC plasticizers

as it can differentiate between the signals given by various functional groups and their
intensities are directly related to the amount of plasticizer inside the NMR tube. According
to results acquired at high-magnetic fields in deuterated solvents [42,56], the 1H NMR
spectra of various plasticizers contain peaks in the aromatic region around 7 ppm, between
3 and 4 ppm for the α-CH2 groups next to the ester bond, and at around 1 ppm for aliphatic
CH2, while the CH3 chain ends appear at around 0.8 ppm. An exception to this is DINCH
which has a cyclohexene dicarboxylic acid core instead of phthalic acid and consequently
shows no peak in the aromatic region of the spectrum. These features show that various
plasticizers can be well discriminated by using characteristic proton resonances.

One can thus anticipate that a discrimination of plasticizers would also be possible
using low-field NMR spectroscopy even if the resonances would be less separated. Fur-
thermore, given that the characteristic proton resonances are located in a spectral range
above 2.5 ppm, one could argue that non-deuterated solvents, which give signals outside
the range of interest, can be used to acquire the proton spectra instead of deuterated sol-
vents. One example of such solvent is n-hexane which is reported to be a good solvent for
plasticizers [57] and gives proton signals under 1.3 ppm, at positions largely independent
of the presence of other solvents [58]. A methodology using non-deuterated solvents is
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especially attractive in the view of the strongly reduced costs as compared to the case when
deuterated solvents are employed for routine analyses. It is also more appropriate for
investigating plasticizer leaching under real conditions.

Typical proton low-field NMR spectra of various plasticizers dissolved in deuterated
chloroform as well as in non-deuterated hexane are depicted in Figure 2a,b and in full
scale in Figure S1. One can clearly observe from Figure 2a that the spectral region below
3 ppm is very crowded, and the signals are largely similar among the various plasticizers,
except for DIBP. Nevertheless, this is not an impediment as the signals above 3 ppm are
well separated and can be used for the purpose of identification and quantification. This
observation is in agreement with the results previously reported [42,56]. Exactly these
spectral features are also advantageous when a plasticizer is dissolved in a non-deuterated
solvent. This is demonstrated in Figure 2b by the typical low-field 1H NMR spectra of
the investigated plasticizers in non-deuterated n-hexane for a plasticizer concentration
of 10 vol.% (94.4–103.9 mg mL−1) and in Figure S2 for varying concentrations down to
0.1 vol.% (0.97 mg mL−1). As expected, the solvent shows strong signals at lower ppm
values. Obviously, the resonances below 2 ppm in Figure 2b are covered by the strong
n-hexane peak and, thus, cannot be used for quantification. However, the spectra acquired
in deuterated chloroform and non-deuterated n-hexane are highly similar, being above
3 ppm, except the residual chloroform peak and differences in chemical shift due to solvent
effects. Thus, the aromatic and α-CH2 regions can be used to identify and quantify PVC
plasticizers. Even at a plasticizer concentration as low as 1 vol.% and below, characteristic
resonances of the various plasticizers can be identified in this spectral range in the presence
of the non-deuterated solvent which poses no impediments by its strong signal in the
low-ppm region (Figures S2 and S3). Moreover, the 1H low-field NMR spectra depicted in
Figure 2 conveniently allow the identification of the various plasticizers with the help of
the specific spectral features, despite the used magnetic field being a factor 10 lower than
in [42].

−

−
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Figure 2. 40 MHz 1H NMR spectra of the investigated plasticizers at concentrations of 10 vol.% in (a) deuterated chloroform
and (b) non-deuterated n-hexane. Spectra have been referenced to the residual deuterated chloroform (signal marked with
asterisk at 7.26 ppm) and n-hexane (0.8 ppm) peaks, respectively. The difference in the chemical shift of ~0.5 ppm in the
signals in the two subfigures can be attributed to solvent effects. Most of the spectra are zoomed in on for a better view of
the signals above 2 ppm.

The aromatic spectral region around 7 ppm indicates that one can easily differentiate
DINCH from all the other plasticizer types by the lack of signals in this region. Furthermore,
TOTM shows a completely different spectral pattern at this position compared to all the
other investigated plasticizers. This specific signal can be used for its identification. The
observed spectral pattern is because TOTM is a derivate of trimellitic acid instead of
phthalic acid, which has three rather than two carboxylic acid side groups. This leads
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to the strong splitting of the aromatic peak. Additionally, as TOTM possesses one more
substituent at the aromatic ring, less hydrogen atoms contribute to the aromatic signal.
DINP, DIBP, and DEHP show similar peak shapes in this spectral region, which makes
their identification impossible when using only this signal. However, due to the structural
differences in their aliphatic side chains, the peaks between 3 and 4 ppm have different
shapes and intensities compared to the signals around 7 ppm. The specific characteristics
of the three plasticizers in this region can also be used for their identification. In particular,
DIBP shows the most distinctive and intense signal. Its peak at 3.5 ppm has a doublet with
a J-coupling constant of 6.5 Hz due the single proton bound to the tertiary carbon atom
at the β-position of the isobutylic group. DEHP also shows a doublet, which is shifted
towards the lower field by 0.19 ppm and shows a significantly lower J-coupling constant of
4.5 Hz when compared to the DIBP doublet.

DINCH and DINP are mixtures of plasticizers with several iso-nonyl chains, causing
the signals in this spectral region to be relatively broad. Despite having a similar shape, the
signal of DINCH is shifted to the higher field by 0.23 ppm, allowing further differentiating
them.

From the above findings, it becomes clear that the analysis of the peak positions, their
shapes, and their intensities in the aromatic and ester regions of the 1H spectrum delivers
enough information to identify each of these five plasticizers. This type of identification,
however, could be more complicated, especially at a low magnetic field, when investigating
mixtures of various plasticizers due to the overlap of the resonances of interest. In this case,
the use of 13C spectra may be needed (see Section 2.2).

Following the identification of the plasticizer type, quantifying its concentration is the
next step. Proton NMR spectroscopy is generally well suited for this purpose as the integral
of a signal is directly proportional to the number of protons contributing to it and, through
that, is directly proportional to the concentration of the investigated sample. The procedure
applied in [42] uses an internal reference compound in a coaxial tube inserted into the
5 mm NMR tube containing the plasticizer solution to be measured. The concentration
of the used reference compound was a priori calibrated with a plasticizer solution of
known concentration. This procedure is common in liquid-state NMR and can be also
implemented at low fields but leads to a reduced signal intensity due to the decreased
volume of the sample of interest and possibly to peak distortions as well.

To overcome these issues, we generated an external calibration curve by correlating
the integral value of the signal of interest to the plasticizer’s concentration. This procedure
was applied for all investigated plasticizers in the whole range of studied concentrations.
Figure 3a shows, exemplarily for DINP, the dependence between the known plasticizer
concentration and the corresponding integral of the two signals, which could, in principle,
be used for chemical identification. The integral of the aromatic peak (around 7 ppm)
shows a linear behavior with the plasticizer concentration. The ester peak at around
3.5 ppm, however, shows a slight offset from the ideal linear trend which becomes more
pronounced on a logarithmic scale with decreasing concentrations. This can be explained by
an additional signal given by the solvent’s 13C satellite peaks which, at a lower plasticizer
concentration, start to overlap with this spectral region. 1H-13C decoupling techniques
come standard with modern compact NMR spectrometer but were not available for the
40 MHz instrument used for this study. If a quantification with the aromatic region is not
applicable—like in the case of DINCH—the utilization of a different suitable solvent such
as benzene or chloroform would move the strong solvent peaks away from the region of
3.5 ppm, hence abolishing overlapping of solvent and ester peaks. Alternatively, spectral
deconvolution techniques could be applied at this point to numerically decrease the error
introduced by overlap. Although powerful, spectral deconvolution requires the operator
to have the know-how and experience in that field. To keep the proposed quantification
methodology simple, we determined the peak prominence in addition to the integral to
serve as a compensation for overlapping peaks.
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Figure 3. (a) Integral and (b) peak prominence of the ester (3.5 ppm) and aromatic (7 ppm) peak regions of DINP solutions
using non-deuterated n-hexane as a solvent. Concentrations range from 0.97 to 970 mg mL−1. The continuous lines are
the fit results for the signal at 7 ppm showing the excellent linear correlation between the NMR integral (a) or the peak
prominence (b) and the plasticizer concentration as demonstrated by the R2 value. The apparent curvature of the linear fit is
due to the log–log scaling of the axes.

Figure 3b shows that the peak prominences follow a linear trend with the exception
of the data point of the lowest concentration. This is below the determined limit of
quantification for DINP measured with four scans and thus is strongly influenced by noise.
Additionally, the data points for the peak prominence of the 80 and 100 vol.% solutions
also do not follow the linear trend. This can be explained by the high, sirup-like viscosity
of the pure plasticizer, which causes the Free Induction Decay (FID) to decay more rapidly,
resulting in broader, instead of taller, peaks. This behavior is also reflected in the samples’
spin–spin relaxation times as exemplarily shown for TOTM and DIBP in Figure S4. Thus,
for quantification purposes, the aromatic peak region around 7 ppm is preferable. If
not applicable, like in the case of DINCH, the peak prominence around 3.5 ppm can be
utilized as an alternative as it also shows a strongly linear correlation with the plasticizer
concentration.

The determined limit of detection (LOD) and limit of quantification (LOQ) values
of every plasticizer are highly influenced by the peak structure in the NMR spectrum.
Hence, they vary for every individual plasticizer and the used ppm range for this purpose.
Consequently, both limits are higher for TOTM in Table 1, caused by the molecular features
discussed above. These features effectively lower the signal-to-noise ratio for this plasticizer
in the aromatic spectral range, which was used for the determination of the LOD and LOQ.
However, when analyzing the ester region of the spectrum, the signal intensity of TOTM
would be higher compared to the other plasticizers as there are three, rather than two, ester
groups in this molecule.

Table 1. Detection and quantification limits of examined plasticizers dissolved in non-deuterated n-
hexane and measured at 40 MHz within 1 min. Both limits are given in concentrations for the analyzed
solution and in amounts a PVC material would need to contain to achieve these concentrations after
a solvent extraction. The aromatic peaks’ integral was used to determine detection and quantification
limits for all plasticizers except DINCH, where the ester peaks’ prominence at 3.5 ppm was selected.

DINP DIBP DEHP TOTM DINCH

LOD [mg mL−1] 0.48 0.42 0.57 1.52 0.63
LOQ [mg mL−1] 1.45 1.25 1.70 4.58 1.90

LOD [wt% in PVC] 0.96 0.83 1.13 3.05 1.27
LOQ [wt% in PVC] 2.89 2.49 3.39 9.15 3.80
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2.2. 13C NMR Spectroscopy

Nowadays, liquid-state 13C NMR spectroscopy at a high magnetic field is often
the method of choice in the structural characterization of complex and larger molecules
owing to its lack of homonuclear coupling and broader signal dispersion compared to
1H NMR. Liquid-state 13C spectra of various plasticizers recorded at a high magnetic
field are reported in various sources but, to our knowledge, never in a systematic way
towards comparison and quantification and never at a low magnetic field. Therefore,
we investigated, for the first time, the applicability of low-field 13C NMR liquid-state
spectroscopy for the identification of plasticizers and quantification of their concentration.

Due to the low natural abundance of 13C, the acquisition of the spectra for obtaining a
reasonable signal-to-noise ratio lasts much longer than the corresponding 1H spectra. For
investigating how far 13C spectroscopy at a low field strength is applicable to everyday
practice, the acquisition time of recording the spectra was set to around 32 min. This was
achieved by accumulating 128 scans with a repetition delay of 15 s. Figure 4a exemplarily
depicts the 13C low-field NMR spectra of all studied plasticizers in n-hexane at a concentra-
tion of 60 vol.%. In addition, Figure S5 shows the acquired 13C spectra of DIBP, ranging
from 10 to 100 vol.%.

While n-hexane shows three distinct signals at around 14, 23, and 32 ppm (marked
with asterisks in Figures 4a and S5), all the other signals belong to the plasticizers. They
show a large dispersion over almost 180 ppm and all are well observable, even under the
used experimental conditions. Furthermore, the signals of all plasticizers are outside the
range where dissolved PVC would have its own signals (from about 44 to 49 ppm and
from about 55 to about 58 ppm) [38]. This means that one could perform the measurements
directly on the dissolved plasticized PVC sample without the need for removing the
polymer or performing extraction studies.

 

α

α

Figure 4. (a) 13C low-field NMR spectra recorded with a plasticizer concentration of 60 vol.% in non-deuterated n-hexane
(signals marked with asterisks). The asterisks correspond to the signals from n-hexane. (b) Integral versus concentration
plot showing excellent linear behavior as illustrated by the aromatic region of DIBP.

Analyzing the spectral range of the carboxylic carbon atom between 160 and 175 ppm
already allows identifying DINCH and TOTM. This is because the ring structure of these
plasticizers differs from the phthalate-based ones. As a result, DINCH shows a peak at
171.54 ppm and TOTM shows three peaks at 163.49, 165.02, and 165.61 ppm, whereas
the other plasticizers exhibit one peak at roughly 166 ppm. As these differences in the
carboxylic peak region arise from differences in the aromatic core of these plasticizers, the
same conclusion can be drawn when analyzing the aromatic part of the spectrum between
127 and 137 ppm. DINCH shows no signals in this region, whereas TOTM exhibits a more
complex peak structure compared to the signals of the other three molecules.
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DEHP, DIBP, and DINP all possess different aliphatic side chains. Therefore, these
components can be identified by analyzing the signal of the carbon atom at the α-position
of the side group between 60 and 71 ppm. Here, DIBP shows the highest chemical shift
with 70.66 ppm. DEHP, on the other hand, has its peak at 66.87 ppm, followed by DINP
which has the smallest chemical shift in this spectral region and shows two peaks at 64.72
and 65.05 ppm. In theory, DINCH and DINP should have an identical peak pattern here.
However, as both chemicals are mixtures with different iso-nonyl side chains, this is not
true. In this case, DINP only shows one signal for the α-position of the side chain and no
signal around 38–43 ppm where an aliphatic tertiary carbon atom would appear. This fact
suggests that the examined DINP contains more n-nonyl side chains, whereas for DINCH,
the aliphatic groups are a mixture of several iso-nonyl groups.

As a conclusion, the investigated plasticizers can easily be distinguished from others
even at a low magnetic field strength with a simple comparison of the 13C spectra. However,
this will not be feasible during the half an hour measuring time when very low amounts are
present. Furthermore, their quantification using 13C NMR is challenging. The relaxation
times T1 of 13C nuclei usually have higher values compared to 1H. This circumstance and
the low 13C natural abundance of 1.1% translate to longer measuring times. Moreover, 13C
liquid-state spectra are, in most cases, recorded using shorter recycle delays than those
dictated by the 13C longitudinal relaxation times T1. Thus, the recorded spectrum is not
quantitative and the signal integral will be also affected by the nuclear Overhauser effect
(NOE) enhancement. This means that the peaks’ integral does not necessarily correspond
to the amount of contributing 13C nuclei from the molecule. The signal intensity of the
observed carbon nucleus will be boosted depending on the amount of hydrogen nuclei
close to it as these can transfer their nuclear polarization to the carbon. Therefore, the
spectra shown in Figure 4 are not quantitative in the way 1H spectra are, meaning that, e.g.,
if one peak in the spectrum is double in integral compared to a second, it is not necessarily
the case that this signal is produced by twice as many nuclei.

However, following the same procedure as applied for proton spectra and using the
same series of samples, the correlation between the integrals of particular 13C signals
and the known plasticizer concentrations can be investigated. A linear behavior between
the plasticizer’s concentration and the peak integral is obtained for various signals as
exemplarily depicted for DIBP (Figure 4b). These curves can then be employed for any
further quantification of the plasticizer concentration. The use of only 128 scans enables
identification of plasticizers at concentrations as low as 50 mg mL−1, but they are, however,
not enough for a reliable quantification of concentrations under 100 mg mL−1 due to the
high noise level. Both values could be further improved at the cost of longer measurement
times.

2.3. Test of the Proposed Method

To test the reliability of the proposed method for the identification and quantification of
plasticizers using 1H low-field spectroscopy in the presence of non-deuterated solvents and
with the help of external calibration, plasticizer extraction experiments with five plasticized
PVC samples with unknown histories using both deuterated and non-deuterated solvents
were performed. Each extraction, as described and validated in the literature [57], was
repeated three times using deuterated chloroform and non-deuterated n-hexane. Figure 5
shows the obtained 1H spectra.

Identification of the plasticizer in the samples is convenient, even at a low magnetic
field strength, as the spectra of the pure components were available from the calibration
step. Given the specific spectral features of each plasticizer, the results from Figure 5
indicate that all samples contain only one type of plasticizer. In particular, the samples
1 to 3 can be identified as samples containing DINCH, while the samples 4 and 5 can be
identified as samples containing DINP. Integrating the spectrum in the same ppm region
as employed for the calibration curve yields the plasticizer concentration in the sample
solution in the tube. The obtained results are shown in Table 2.
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Figure 5. 1H spectra of the unknown PVC samples 1–5 after the extraction in (a) CDCl3 (residual non-deuterated solvent
marked with asterisks) and (b) non-deuterated n-hexane.

Table 2. Results of the extraction experiment. The determined concentration of the extraction solution
has been converted to wt.% of plasticizer the PVC initially had, assuming all of the plasticizer had
been extracted. Each extraction step was performed 3 times for each investigated PVC sheet by using
samples from different positions in the sheet.

Sample
Identified
Plasticizer

Type

Determined Plasticizer
Content [wt.%] from CDCl3

Extraction

Determined Plasticizer
Content [wt.%] from
n-hexane Extraction

1 DINCH 38.49 ±1.93 42.69 ±1.64
2 DINCH 31.68 ±1.83 34.14 ±1.19
3 DINCH 15.92 ±3.63 17.97 ±2.60
4 DINP 40.94 ±0.10 43.26 ±3.98
5 DINP 23.85 ±0.95 22.64 ±1.38

Since DINCH does not contain aromatic structures, its signal around 3.5 ppm was
used for analysis. This ppm range shows some overlap with the hexane peak as the
concentration of the plasticizer in the extraction liquid is relatively low. In order to increase
the accuracy of the DINCH quantification, we determined the peak prominence and full-
width-half-maximum (FWHM) to compensate for the hexane overlap.

The results in Table 2 would indicate, at a first glance, a large standard deviation of the
analytical measurement. Re-measuring the same samples yielded a highly similar spectrum
and plasticizer content. The relative error of the integral between several measurements
of the same sample tube with plasticizer concentrations between 5 and 30 mg mL−1 is
about 0.5–0.7%, which is much lower than the errors in Table 2. The reason for the detected
differences is due to a heterogeneous distribution of the plasticizer in the PVC sheets. The
fact that samples taken in the middle of the sheet contained less plasticizer compared to
the edges indicates that the plasticizer has already migrated to the outside of the polymer
structure. A comparison of 1H-NMR spectra measured at the low field and at 400 MHz
on the same sample tubes validated the fact that samples taken from the same PVC sheet
indeed contained different amounts of plasticizer. This further indicates that the precision
of the measurement is high, but the local plasticizer content in different areas of the PVC
sheet varies.

Ascertaining the plasticizer content gravimetrically to cross-check the NMR results
yielded a plasticizer content between 7.2 and 11 wt.% lower compared to the extraction
method. This result suggests that either the plasticizer was not fully extracted, or the solvent
could not completely be removed from the PVC sample after several days of vacuum
drying. A second extraction step with just enough solvent to cover the sample, however,
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showed no plasticizer signal at all, even with a larger number of scans. Kastner et al. [14]
reported complex interactions between the solvent and plasticized polymer, indicating
that gravimetric analysis, though simple in preparation and execution, is not suitable
for plasticizer quantification without further methodical modifications. Results of the
gravimetric analysis are shown in Table S1 and S2.

2.4. How to Further Improve the Low-Field NMR Identification and Quantification

The most accessible method of identifying and quantifying plasticizers in PVC prod-
ucts, which offers reasonable precision with a lower consumption of time, costs, and
workforce, was aimed for. Possibilities to improve this method are plentiful but they
will add an additional step in the sample preparation, costs, or the time needed for an
analysis. The easiest improvement would be the implementation of 13C-decoupling in the
1H spectra. This option comes standard in today’s benchtop NMR spectrometers with a
carbon channel but was not available with the 40 MHz instrument used in this study as
it is one of the first-generation devices. 13C-decoupling would have a noticeable effect
especially on the n-hexane peak and would vastly enhance the spectral resolution at low
plasticizer concentrations. Figures S2 and S3 exemplarily visualize this effect on various
plasticizers. The 13C satellite peaks of hexane appear between 2 and 2.5 ppm as well as
below 0 ppm. At low plasticizer concentrations, the satellite peaks have a similar intensity
to the analyte and increase the width of the already pronounced n-hexane peak.

Another option to improve the analysis outcome in terms of identification followed
by quantification would be to increase the signal-to-noise ratio (SNR). For the extraction
method, we used plenty of solvent compared to the mass of PVC. Hence, the plasticizer
concentration of the extract was low (1–3 wt.%). The easiest way to improve the SNR
would be to decrease the amount of solvent used for extraction. However, in this case, one
runs the risk of an incomplete extraction. Alternatively, one could let the solvent evaporate
after the extraction time and re-solve the plasticizer with just enough solvent to fill the
sensitive region of the NMR spectrometer. In this way, the concentration and therefore the
signal strength of the examined sample can drastically be increased which facilitates the
plasticizer identification. Having a relative vapor pressure of a maximum of 60 Pa (DINP)
compared to 162 hPa for n-hexane (209 hPa for chloroform) at 20 ◦C makes it unlikely to
lose a significant amount of plasticizer during solvent evaporation. A second alternative to
increase the SNR for given experimental conditions in terms of the magnetic field strength
and temperature is by increasing the number of scans. This in turn leads to an increase
in the experimental time. Nevertheless, in this way, the LOD and LOQ can be further
decreased.

Furthermore, benefits can be gained by eliminating the peak overlap. This can be
achieved by using deuterated solvents such as d-chloroform, which we used in the solvent
extraction method as an alternative to n-hexane. Most of these, however, are more costly
and thus the choice of solvents is limited. Technical n-hexane is around 10–15 times
less expensive than d-chloroform, which can be considered as one of the low-priced
deuterated solvents. As the results of this work have shown, there is no drawback in terms
of identification and quantification of plasticizer solutions if n-hexane is being utilized.
However, deuterated solvents can be beneficial if, e.g., mixtures of multiple plasticizers
are present, making their identification more challenging. As shown in Figure 6a, all three
spectral regions of interest (aliphatic, ester, and aromatic) are analyzable and separated by
the baseline when d-chloroform is being used as a solvent.

Alternatively, both the signal-to-noise ratio and peak overlap can be improved by
increasing the magnetic field strength of the NMR device. In order to keep all the ben-
efits benchtop NMR offers for routine analysis, we compared spectra acquired with the
Spinsolve 40 Carbon, which was used in this study, with those acquired using a Spinsolve
60 ULTRA working at a magnetic field of 60 MHz, rather than 40 MHz. The effect of
increasing the magnetic field strength is shown in Figure 6b where a sample containing a
DIBP concentration of 16.67 mg mL−1 is measured on both devices with four scans and a
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15 s repetition delay. The result indicates that the 60 MHz spectrometer delivers baseline
separated peaks with the n-hexane solution, which is a great benefit compared to the
40 MHz spectrum. When extracting the plasticizer with deuterated chloroform, however,
upgrading to the 60 MHz device hardly shows to be beneficial.

According to the regulation (EC) No 1907/2006 of the European Parliament and of
the European Council [59], a relevant plasticizer present in a polymer by more than 0.1%
per weight must undergo a chemical safety assessment. Such a plasticizer content in a
PVC product leads to a concentration of 0.05 mg of plasticizer solved in 1 mL of n-hexane
after the solvent extraction has been performed, as described in this work. As depicted
in Table 1, this concentration is lower than the LOQ achieved with the 1 min measuring
time by 1H NMR spectroscopy. In order to determine concentrations at this legal threshold
with the low-field NMR method, the number of scans should theoretically be increased
to around 400 in order to increase the SNR. Measuring a 0.05 mg mL−1 solution of DIBP
with 256, 512, 1024, and 2048 scans with a 7 s repetition time led to the result that the
LOQ could only be reached with 1024 scans in combination with an advanced baseline
correction. Nevertheless, Figure S6 shows that distinct qualitative spectral features are still
noticeable without implementing more sophisticated methods. Thus, slightly adjusting the
straightforward low-field NMR method proposed in this work with further improvements
discussed in this section can meet the criteria given by the European Union, even for less
experienced users.

 
−

− −

Figure 6. 16.67 mg mL−1 DIBP solution in (a) CDCl3 and (b) n-hexane measured at 40 and 60 MHz. The left graphic shows
a stacked plot as the differences between the spectra are hardly visible when displayed superimposed.

2.5. Low-Field NMR versus Conventional High-Field NMR

Given that low-field NMR hardware is, by far, more affordable compared to high-
field NMR hardware and the costs for maintenance, extra personnel, and facilities are
negligible, the results shown in the previous sections indicate that the proposed low-field
NMR analysis is a low-cost alternative for the study of PVC plasticizers. The analysis costs
at a low field can be further decreased with the use of non-deuterated solvents. However,
limits of identification and quantification for plasticizers are higher when comparing our
approach with the reported results in [42], which employed high-field NMR.

With the data provided in [42], a minimum plasticizer content in PVC was calculated,
which can still be detected by high-field NMR after solvent extraction within 20 min of the
measuring time, and we compared this value to the reported low-field NMR results. The
minimum plasticizer content in PVC detected at the low field within 1 min, a measuring
time which is 20 times lower than in the high field, is only higher by a factor 3 compared to
the high-field value (0.336 and 0.96 wt%). This factor 3 relates primarily to the combination
of two effects: the size of the sensitive volume and the amount of solvent used for the
extraction step.
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Advantageous for the low-field method is the larger sensitive volume (0.4 mL) com-
pared to the high-field NMR magnet which results in higher absolute plasticizer contents
at identical concentrations. More precisely, the high-field NMR magnet has a sensitive
volume of 0.2 mL, which is further decreased to 0.167 mL due to the employed coaxial
insert [42]. Furthermore, this work successfully lowered the detectable plasticizer content
by reducing the amount of solvent in the extraction step to the lowest ratio reported in the
literature. This leads to the phenomenon that the LOD of a plasticizer solution at the high
field is lower by a factor of roughly 1000 (42 µg mL−1 at the high field versus 48 mg mL−1

at the low field for DINP), but the minimum detectable plasticizer content in PVC is only
lower by a factor of 3.

3. Materials and Methods

3.1. Samples

All solvents and plasticizers investigated in this study were purchased from Sigma-
Aldrich and used without further purification. Dilution series with plasticizer concentra-
tions ranging from 0.1 to 100 vol.% (0.97–1039 mg mL−1) were prepared with deuterated
chloroform and non-deuterated hexane using Eppendorf pipettes. A total volume of the
plasticizer/solvent mixture of 0.5 mL was then filled into a standard 5 mm NMR tube.
1H-NMR spectroscopy measurements revealed that no detectable amount of additive from
the pipette’s plastic tip was extracted during the time of filling the utilized solvents into
the NMR tubes. The NMR tube was then tightly sealed to prevent solvent evaporation
during measurements and storage. In addition, the tube’s filling level was marked after
filling to serve as a control feature.

Plasticized PVC samples with unknown histories were used to test the proposed
procedure and for identifying the plasticizer type and quantifying its amount with the
help of solvent extraction procedures. For this, each available PVC sample was cut in
small pieces and carefully weighted. Extraction was conducted at room temperature by
using 130–300 mg PVC and 2.6–6 mL (roughly 20 times the amount of the PVC sample) of
deuterated chloroform or non-deuterated hexane for 24 h according to [57]. Proton NMR
spectra were recorded for the extracted solutions to obtain the plasticizer concentration
csample. The total mass of extracted plasticizer, as defined by equation (2), can be calculated
by transposing equation (1). This value is then required to determine the mass percentage
of plasticizer in the PVC sheet. Following the extraction step, the sample sheets were
dried under vacuum for 24 h and weighted again to additionally analyze the amount of
plasticizer loss gravimetrically.

csample =
mplasticizer

msolvent + mplasticizer
(1)

mplasticizer =
msolvent ∗ csample

1 − csample
(2)

3.2. NMR Experiments

The NMR experiments were performed on a Magritek Spinsolve 40 Carbon (Figure 7)
working at a frequency of 43 MHz for protons and 11 MHz for 13C and at a constant
magnet temperature of 28 ◦C. For selected samples, 1H spectra were measured also using
a Magritek Spinsolve 60 ULTRA working at a frequency of 60 MHz for protons and at a
constant temperature of 26.5 ◦C. Before each measurement, the magnetic field was shimmed
to a linewidth of less than 0.5 Hz at half peak height using a 90/10 D2O/H2O sample for
40 MHz and a linewidth of less than 0.3 Hz at half peak height was achieved at 60 MHz
using a 95/5 D2O/H2O sample as specified by the manufacturer. 1H and 13C spectra as
well as 1H spin–lattice relaxation times T1 were measured for dilution series for every
plasticizer. All 1H spectra were acquired using 4 scans and the device’s standard repetition
time of 15 s, which is longer than the corresponding 5× T1, with T1 being between 1 and
2 s at most for all plasticizers. Thus, the total measuring time for a spectrum was 1 min.
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This number of scans was chosen to keep the experimental time short. This is especially of
interest if a daily analysis routine with large sample quantities is planned.

 

 

Figure 7. Photo of the utilized Spinsolve placed inside a fume hood in a chemistry laboratory.

All spectra were referenced to the distinct solvent peak present in the mixtures. T1
were acquired with the inversion recovery method, accumulating 4 scans at inversion
times ranging from 1 ms to 5 s. Knowing the samples’ relaxation times permits the manual
reduction in the repetition time without suffering a signal intensity loss. However, for
the purpose of simplicity and the easy application of the method for non-NMR users,
we decided to employ the standard repetition time of 15 s implemented in the Spinsolve
software. All 13C spectra were measured using proton decoupling during acquisition by
accumulating 128 scans also with a repetition time of 15 s.

Due to reproducibility concerns, all NMR measurements conducted for the calibration
were performed 5 times for all plasticizers. Plasticizer signals in another spectrum region
different to that of the solvent were integrated for quantifying the plasticizer content in a
particular sample.

For determining the limit of detection (LOD) and the limit of quantification (LOQ) [60]
of the low-field NMR method, phase and baseline corrections as well as a line broadening
of 0.3 Hz were applied to the spectra. The peak integral of the aromatic peak region
was plotted against the solution’s concentration and then a linear fit curve was used
to determine the LOD and LOQ. Knowing the instrument’s sensitive volume allows
calculating the corresponding weight percentages of a plasticizer in a PVC material in
order to detect or quantify it by the solvent extraction method.

4. Conclusions

This work evaluates, for the first time, the applicability of 1H and 13C low-field
NMR spectroscopy for the identification of various PVC plasticizers in solution and the
quantification of their amount. While the standard way of conducting such studies is by
dissolving the plasticizers in expensive deuterated solvents, our work demonstrates that
the same information can be obtained with the help of suited non-deuterated solvents,
given that they have their signals outside the range of interest. Furthermore, the same
non-deuterated solvents can also be used for the extraction step of plasticizers from PVC
products.

The identification of plasticizers was conducted with the help of specific 1H and 13C
resonances, which are well separated even at the low field. These signals were then used
for quantification purposes in conjunction with a priori established correlation curves.
The correlation curves were established between the integral of the signals of interests
in both the 1H and 13C and the known concentration of plasticizer in solution. 1H NMR
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spectroscopy showed to be the most promising tool in terms of the minimum plasticizer
content to be identified and quantified in a short period of time due to the much higher SNR
than 13C NMR. More precisely, low-field 1H spectroscopy enables the identification and the
quantification of plasticizer concentrations as low as 2 mg mL−1 in solution, corresponding
to ~3 wt% in a PVC product, within one minute of the measurement time. The suitability of
the proposed method using non-deuterated solvents is demonstrated by comparisons with
the spectra recorded on the same plasticizer dissolved in a suited deuterated solvent and
by identifying the type of plasticizer extracted from the PVC of samples with unknown
histories and quantifying its amount.

Analyzing the minimum plasticizer content in PVC products requested by the Euro-
pean Union is achievable, if the straightforward approach discussed in this work is refined
with the methods discussed in Section 2.4. Thus, the combination of low-field NMR with
non-deuterated solvents offers a very cost-effective, yet powerful method complementary
to high-field NMR, LC, FTIR, or GC-MS, making it well suited for routine quality analysis
of large numbers of plasticized PVC samples.

Supplementary Materials: The following are available online, Figure S1: 40 MHz 1H NMR spectra
of the investigated plasticizers at concentrations of 10 vol.% in (a) deuterated chloroform and (b)
non-deuterated n-hexane without zoom. Spectra have been referenced to the residual deuterated
chloroform (signal marked with asterisk at 7.26 ppm) and n-hexane (0.8 ppm) peaks, respectively.
Figure S2: 40 MHz 1H NMR spectra of DINP in non-deuterated hexane at varying concentrations.
All spectra have been referenced to the signal of the n-hexane (0.8 ppm) peak. The specific resonances
at around 7 ppm can be observed even at concentrations as low as 0.1 vol.% with only 4 scans.
Figure S3: 40 MHz 1H NMR spectra of all investigated plasticizers in non-deuterated n-hexane at a
concentration of 1 vol. %. All spectra have been referenced to the signal of the n-hexane (0.8 ppm)
peak. Figure S4: 1H-NMR (a) T1 and (b) T2 relaxation times of TOTM and DIBP at all investigated
concentrations measured at 40 MHz. For each concentration, the reported relaxation times are the
average of three measurements. Figure S5: 13C spectra of DIBP at various concentrations recorded
at 40 MHz. The asterisks correspond to the signals from n-hexane. Figure S6: 1H NMR spectra of
a 0.05 mg mL−1 DIBP solution in non-deuterated n-hexane in a stacked plot. SNRs at 3.5 ppm are
5.6, 8.5, and 8.7 for 512, 1024, and 2048 scans, respectively. SNRs at 7 ppm are 6.1, 7.0, and 7.5 for
512, 1024, and 2048 scans, respectively. Table S1: Results of gravimetric analyses of unknown PVC
samples used for solvent extraction discussed in Section 2.3. Table S2: Mean results from each sample
displayed in Table S1 and individual results from CDCl3 and n-hexane extraction.
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Abstract: Mesoporous silica materials are the subjects for relaxometric NMR studies in which we
obtain information on the properties of molecules in confined geometries. The signal analysis in
such investigations is generally carried out with the help of the Inverse Laplace Transform (ILT),
which is accompanied by a regularization procedure. The appropriate selection of the regularization
method may positively affect the resolution of the spectrum and the essence of the final conclusions.
In this work, we examined the MCM-41 and SBA-15 model systems in various saturation states,
using L-Curve regularization for relaxation spectra based on our own version of the fast fast ILT
implementation. In a single relaxometric spectrum, the water contributions from the internal volume
in the pores and between the silica particles were identified, which allowed us to trace the dynamics
of the corresponding drying trends during the removal of water from the sample as a function of
total water saturation.

Keywords: low field NMR; Inverse Laplace Transform; L-Curve regularization; confined liquid;
relaxometry; drying process

1. Introduction

Water molecules trapped in silica mesoporous materials behave differently than free
water. This property can be used to study model systems with a developed surface, and
the results might be extended to real systems. As shown by Grünberg et al. [1] with the
help of 1H MAS NMR spectra, we are able to identify different water contributions in
such materials due to different chemical environments for the surface water and the water
from the pore’s interior space. What makes this identification feasible is standard Fourier
transform (FT) methodology that splits the overall signal into groups of spins rotating with
different Larmor frequencies, embodied in the frequency-domain spectrum.

A similar goal was achieved in our previous work [2] by means of a different tool
and methodology where a series of a low-field 1H NMR measurements and time-domain
analysis led to conclusions consistent with frequency domain analysis made earlier by
Grünberg et al. [1]. Contributions were obtained using a combination of ILT together
with the sample’s weight monitoring through a series of measurements at different water
saturation. However, due to the line broadening inherent for ILT regularization, we have
not been able to break down a single spectrum into the desired components, contrary to
what is common in frequency domain methodology. Although NMR relaxometry is an
established tool for the characterization of porous materials and its results are confirmed
by independent measurements (e.g., using the gas adsorption and micro porosimetry
methods [3,4]), its resolution is still a matter of progress.

In this article, we check whether the improved resolution of our transform will affect
the ability to separate contributions and the ability to track their evolution in individual
spectra for MCM-41 and SBA-15 nanoparticle systems. The resolution improvement was
achieved through the implementation of the ILT algorithm from scratch and a revised
regularization methodology. Before using it, the usefulness of the algorithm was assessed

239



Molecules 2021, 26, 2133

by comparing it with the one used so far in previous works. In this article, we use the
term “ILT” as a convenient label to refer to the exponential nature of a signal, but the
mathematically correct formulation for this is: the Fredholm problem of the first kind with
an exponential kernel [5].

1.1. Importance of a Low Field, Bulk and Surface Signal from within a Pore

The FID (Free Induction Decay) signal is described by the relaxation time given [6,7] by

1
T∗

2
=

1
TB

2
+

1
TS

2
+

1
TP

2
(1)

where TB
2 characterizes free water, TS

2 is the surface relaxation term and TP
2 is the influence

of inhomogeneity of magnetic field on the signal that is of microscopic internal origin
and might be additionally caused by external (macroscopic) field gradient, so that 1

TP
2
=

1
Tact

2
+ 1

TD
2

(where: Tact
2 is the actual refocusable term, and TD

2 is the component describing

diffusion caused by external field gradient G).
Application of the CPMG sequence [8] removes refocusable component Tact

2 , which
converts T∗

2 to T2 by reducing TP
2 in Equation (1) to the diffusion term TD

2 , which depends
on the echo time tE [6] through the expression

1
TD

2
= D

(γGtE)
2

12
(2)

This term can be minimized using short echo time tE, which, together with the small B0
field magnitude [9], makes the last term in Equation (1) usually neglected, and we recorded
the decay of the spin echo envelope, given by the effective expression in Equation (3).

1
T2

=
1

TB
2
+

1
TS

2
(3)

Brownstein and Tarr showed that the surface term in Equation (3) is given by the
expression where geometrical details are reduced to a simple relationship between the
pore’s surface S and its volume V:

1
TS

2
= ρ

S

V
(4)

which for the cylindrical shape of the pore of radius r takes the form:

1
TS

2
= ρ

2
r

(5)

They considered relaxing spins within a single pore interior, experiencing a diffusion
effect [10], where spin-to-surface diffusion time is significantly shorter than the spin relax-
ation time TS

2 . Within this time, all molecules interact with the surface [1,11] and their fast
exchange with the interior volume makes the entire magnetization for the pore uniform (so-
called fast diffusion regime). This work concerns the results obtained in the fast exchange
mode, and the expectation of separating the contributions TB

2 and TS
2 for materials with

such small pores does not seem justified. Rather, we would expect to see coarser differences
like those between the inside of the pores and their closest and other neighborhoods.

For cylindrical pores, Equation (5) is the basic way to differentiate the pore size based
on the T2 spectrum and thus identify the individual water contributions. Small-sized
pores correspond to shorter relaxation times, and larger pores to proportionally longer T2,
therefore, in favorable but rare circumstances, the spectrum is a set of separate lines on the
logarithmic T2 scale.
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1.2. Our Mesoporous System and Experimental

The measured system was in the form of a powder of nanoparticles filled with dem-
ineralized water, which was dried in subsequent steps. The initial saturation was close
to 100% and a small water film was left on the surface itself as a marker. The spaces we
considered fundamental for water placement are shown in Figure 1. First, this is the water
in pores we expect to identify in our spectra toward shorter relaxation times as unresolved
according to internal intra pore water and surface water. Clusters of nanoparticles form a
kind of dense gel in which a sort of external pore is formed between the clusters of nanopar-
ticles, giving rise to a somewhat longer T2 together with water particles between the pores
(III—inter-pore water). Finally, all of the free water including that left intentionally on the
sample’s surface was characterized with the longest T2 time ~2 s.

μ μ

Figure 1. The considered locations for water placement: free water, water inside the pores (as the bulk and surface water),
in-between the pores and nanoparticles.
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The material for sample preparation was provided by Sigma Aldrich, had a structure
of hexagonally arranged cylindrical pores, diameters ranging from 2.1 to 2.7 nm, average
particle size of 0.1–1.0 µm for MCM-41 and 7.0 to 10.0 nm diameter, and 1–2 µm average
particle size for SBA-15.

In the first step, the full saturation of the sample was obtained by adding 6.97 g of water
to 0.99 g of the weighed dry powder. After completing the measurements for full saturation,
the sample was dried at 80 ◦C in subsequent steps, each lasting 30–60 min. At each step, the
sample was weighed (Radwag analytical balance, ±1 mg) and relaxation measurements
repeated. Mass measurements enabled the determination of sample saturation states in the
subsequent steps of the experiment based on mass balance.

Prior to hydration, the porous properties of silica were characterized by adsorption of
N2, from where the pores’ surface area SBET = 1001 m2/g and their total volume V0.99

tot =
0.981 cm3/g per mass unit were obtained. At the end of the experiment, the characterization
of the dried sample was repeated. A few percent decrease in the area of pores and volume
was noted, which can be attributed to the slight hydrolysis effect [12]. However, unchanged
diagram of the respective isotherm suggests [2] that the inner structure of the sample was
retained in the filling and then in the successive drying processes. The nitrogen sorption
isotherms at −196 ◦C were obtained by gas volumetry using a Micrometrics ASAP2020
analyzer in the relative pressure range of 10−4 to 0.99. The 1H NMR relaxation signal
measurements were performed on a low-field 0.05 T Magritek Rock Core Analyzer with a
29 mm probe at 30 ◦C using the CPMG tE = 60 µs sequence with pulse length of 10 µs and
50,000 echoes.

Spectra were obtained from the collected signals using the ILT transform. The practical
difference between the ILT and the more widely used Fourier transform (FFT) is the
numerical instability inherent in the nature of the former as opposed to the latter [13].
Regularization is a necessary modification of the initial system of ILT equations so that this
system does not become numerically ill-conditioned due to the presence of perturbations
of various origins, first of all, experimental noise [14]. Regularization requires finding the
so-called lambda parameter, which specifies the degree of regularization using separate
criteria and is independent of the original ILT problem. These criteria (regularization
algorithms) are subject to continuous improvement and the value of the lambda parameter
affects the resolution of the ILT spectrum.

Our data were analyzed using the TNT-NN algorithm [15], which, being much faster
than the classic Lawson–Hanson version [16], has a positive effect on the possibilities and
reliability of computationally expensive regularization. We used the L-Curve method [17],
which is less conservative than that of the RCA Toolbox Package used so far [18] and at
the same time safer due to the risk of under-regularization compared to Generalized Cross
Validation (GCV) [19,20]. Both L-Curve and GCV methods are well-established in a wide
range of applications, in particular, L-Curve has been used successfully in tomography [21],
the reconstruction of paintings [22], geoscience [23], and many other disciplines. For the
test, we generated a pattern with which ILT fundamentally does not work well (sharp
edges) to see the possibilities of the algorithm on especially demanding tasks. A comparison
with the method we used so far [18] shows enhanced resolution for the new approach in
Figure 2, both for data without noise and for SNR = 600. The former presents the exact
reconstruction of the seven Kronecker delta patterns by the new algorithm, while the latter
shows typical distortions for it, but still much smaller than in our standard approach.
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Figure 2. Spectra of the test signal with T2 distribution as seven Kronecker deltas. Obtained using ILT with L-Curve
regularization (solid line) vs. other regularization method (dashed line) for noiseless data (upper figure) and for SNR = 600
(lower figure). Significant differences in the resolution resulted from the use of different regularization algorithms.

2. Results and Discussion

Spectra T2 obtained with L-Curve regularization are shown in Figure 3 for MCM-41
and in Figure 4 for SBA-15. Intensities for different locations found from spectra along
a series of water concentrations are presented in Tables 1 and 2, and then visualized in
Figures 5 and 6 for MCM-41 and SBA-15, respectively. By intensity, we understand here
as the sum of values in the range containing the maximum of the line (a value with some
calculation error in the case of broad, overlapping lines). Respective line positions are
summarized in Tables A1 and A2 in Appendix A for both samples.
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Figure 3. Evolution of T2 spectrum for MCM-41, obtained in [a.u.] using ILT transform, along a series of water saturations.
I—OH groups, II—intra pore water, III—inter pore water, IV—free water. The vertical axes represent the values of the ILT
transform in [a.u.] units.
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Figure 4. Evolution of the T2 spectrum for SBA-15, obtained in [a.u.] using ILT transform, along a series of water saturations.
I—OH groups, II—intra pore water, III—inter pore water, IV—free water. The vertical axes represent the values of the ILT
transform in [a.u.] units.
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Table 1. Contributions to the signal from different water locations in MCM-41 obtained from the
respective integrals of the ILT spectra, expressed in [a.u.] for: I—OH groups, II—intra pore water,
III—inter pore water, IV—free water.

% I [a.u.] II [a.u.] III [a.u.] IV [a.u.]

96.0 0 3.0638 5.7096 2.3942
77.0 0 2.8497 5.4366 1.1180
68.0 0.0085 3.0152 4.9602 0.4101
53.0 0.1658 6.8461 0.0108
37.0 0.2163 4.6720 0.0161
24.0 0.1417 3.0997 0.0062
14.0 0.1891 1.9050 - -
12.0 0.1749 1.6437 - -
11.0 0.1134 1.4223 - -
8.9 0.0666 1.2053 - -
7.0 0.1423 0.9463 - -
4.5 0.1101 0.6165 - -
2.3 0.0746 0.3472 - -
0.7 0.0562 0.1077 - -

Table 2. Contributions to the signal from different water locations in SBA-15 obtained from the
respective integrals of the ILT spectra, expressed in [a.u.] for: I—OH groups, II + III—intra- and inter-
pore water, IV—free water.

% I [a.u.] II + III [a.u.] IV [a.u.]

95.3 - 10.5503 4.1646
61.9 - 9.3590 0.0429
34.6 0.0057 4.0409 0.0163
28.3 0.0028 4.4826 0.0124
16.9 0.1509 2.7507 0.0027
7.7 0.1768 1.2683 -
5.9 0.1116 0.9836 -
4.2 0.1268 0.7019 -
2.0 0.1003 0.3405 -
0.9 0.0270 0.1540 -
0.1 0.1012 -

~0.0 0.0967 -

Figure 5. Individual contributions of water in MCM-41 as a function of total water saturation. The
square point denotes the water saturation at which the inter water III vanishes, as seen from the
comparison of the two spectra for MCM-41 and SBA-15 where both line widths are comparable.
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Figure 6. Individual contributions of water in SBA-15 as a function of water saturation.

2.1. Results for MCM-41

In Figure 3, four types of lines can be seen, the intensities of which change as a
function of the decreasing water concentration traced in the range 96–0.72%. For the
initial maximum concentration of 96%, we distinguished the following contributions in
the spectrum: IV—free water around 2000 ms, III—inter water at ~100 ms, II—intra pore
water at ~20 ms, and at around 0.06 ms, we had OH groups, which were better visible for
lower concentrations.

With drying, the contribution from free water IV noticeably and quickly decreased,
and from water inter III, it was relatively slower. It can be expected that the line from water
intra II in the pores will begin to disappear when the outer layers are completely removed
(i.e., at the latest). Free water IV disappeared around 24% and the line from water inter
III completely overlapped that of the water intra II line in pores at a concentration of 53%.
This conglomerate of lines II + III, however, loses its intensity successively further, as the
water concentration decreases, and it manifests itself essentially by narrowing its width in
the T2 dimension.

Parallel to the effect of intensity decrease, there is a visible drift of the center of gravity
of the complex line II + III toward the shorter T2. This drift does not correspond to the
actual translation and in this sense is apparent as it can be seen that the left border of
the line remained stationary in a wide range of concentrations, which suggests that the
component with a shorter T2 in the observed sum remains constant in this range or changes
little. Therefore, the only cause of the apparent maximum drift seems to be the change
in component intensity with a longer T2. Altogether, this corresponds to common-sense
intuition that water is removed from the sample in a specific order, starting with the
geometrically outermost (and perhaps less bound) layers, which could be, for example, a
water inter III layer or free water IV as a marker on the surface. On the basis of further
analysis, we will argue that this intuition, while essentially correct, is not entirely accurate
in this case.
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Due to the overall decrease in water concentration, individual signals in the spectral
series also decrease, correspondingly reducing the SNR. The consequences of this fact
can be observed independently in the form of increased values of the regularization
parameter with a decrease in SNR, found in our analysis for each of the spectra separately
using the L-Curve methodology (Figure A1, Appendix A). Such behavior is expected and
consistent with ILT properties, and its observation allowed us to control the consistency
of the analysis. The decrease in SNR ultimately results in substantial line broadening, an
effect that is fundamental to the ILT and is opposite to that caused by water removal. It
is noticeable in our spectra, especially at lower concentrations from the value of about
7%, but its direct influence was only a broadening of the spectrum, without affecting the
intensity of its individual components, as presented in Table 1 or Table 2.

In the immediate vicinity of the value of 0.06 ms, there was a signal from strongly
bound silanol OH groups, which is a separate problem that has already been studied using
2D relaxometry elsewhere [2,24]. It is also the area of possible ILT artifacts due to the
time tE used in the measurements and, due to this value itself, limits the effectiveness of
the analysis in this area. As can be seen from Tables 1 and 2, the intensity of OH I with
a change in water concentration slightly oscillated around small values for no apparent
reason, which we attributed to the instability of ILT in this area superimposed on a constant
and small value of the real signal. This behavior is systematic over the entire range of water
concentrations, with the exception of the first two spectra for the strongest signals at the
highest concentration, which dominate the other contributions’ intensities for longer T2
times. The signal mentioned does not have any influence on the results of this work, nor is
it directly related to its topic, therefore we only note here and hereafter its presence, origin,
and behavior in the spectra. The spectrum even extends down to 0.02 ms, which is the
result of signal extrapolation using ILT in the sense of fitting procedure.

The change in the width of a complex line II + III in the ILT spectrum is one of
the manifestations of the change in its intensity and this fact, combined with the basic
knowledge for both samples, was used to plot the evolution of the components as a
function of hydration in Figure 5. It follows from the characteristics provided that the
pore diameters, although different, are of the same order in both samples. However, they
essentially differed in the size distribution of the particles themselves, which are clusters of
nanoparticles. The size distribution of these clusters for MCM-41 varied from very small
0.1 µm to the order of magnitude larger (1 µm), while for SBA-15, it remained on the same
order of magnitude of 1–2 µm (see Figure 1). This created more variations in the water inter
III distribution for MCM-41 and led to significantly different spectral line widths compared
to SBA-15 in the state of full saturation. Such differences can actually be observed in the T2
spectra in Figures 3 and 4. On the other hand, we know that both MCM-41 and SBA-15
have comparable pore sizes and similar pore dispersion, so for water intra II there were
similar widths of spectral lines at similar T2

′s. The above premise makes it easy to find the
saturation value at which the complex line II + III is devoid of its water inter III component.
This is roughly the first saturation toward its decreasing values at which the lines’ widths
for both samples are comparable at similar T2. The spectra for which this condition holds
are shown in Figure 7: at a concentration of 14% for MCM-41 and 5.9% for SBA-15, these
are spectra of almost identical shape and line width. Thus, starting with the saturations
mentioned toward their decreasing values, we dealt only with water intra II in the pores in
both samples, respectively.
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Figure 7. The saturation range for ‘water only in the pores’ (after removal water inter III) begins with the saturation at
which the lines for MCM-41 and SBA-15 are similar in width.

In light of the above, we know that the water inter III vanishing point for MCM-41 is
somewhere between a saturation of 14% and 24%, and we can find the respective signal
value for water intra II by interpolation, marked by the square in Figure 5. It is worth
noting that the signal at this point does not differ much from its value when the sample
is fully saturated, and also when the lines are still split at 77%, we can conclude that the
water intra II leaves the MCM-41 sample very slowly with a change in saturation, and
the process accelerates dramatically only below 19%. Summarizing the above, the slowly-
changing linear interpolation in the area of overlapping spectral lines II and III seems to be
a sufficiently accurate approximation for water intra II, as illustrated by the blue dashed
line in Figure 5. In the next step, from the simple balance, one can also obtain a plot of
the contribution of water inter III in the remaining hydration range (marked with a green
dashed line in Figure 5), using the summarized II + III contribution intensity obtained
previously from the spectra.

2.2. Results for SBA-15

In Figure 4, we can see three types of lines, the intensity of which changes as a function
of decreasing water concentration in the range 95.3–0.1% (presented ~0.01% is on the
boundary of our accuracy). In the spectrum for the initial maximum concentration of 95.3%,
overlapping contributions intra II and inter III can be suspected and are similar to MCM-41
free water IV of about 2000 ms. For MCM-41, the contribution of OH I groups with an
artifact superimposed near the beginning of the T2 timescale occurs at lower concentrations
in SBA-15, which is also attributed to the hydration signal dominating these contributions.

The free water IV contribution decreased significantly around 16.9%, and over the
entire saturation range, it seemed to decrease slightly faster with a saturation decrease than
in MCM-41.

Following the analogy of MCM-41, here it is also logical to expect intra II and inter
III contributions to be present, although starting with maximum hydration, the data seem
to contradict this: as an equivalent, we see a well-defined single line across the entire
range of saturation. However, this lack of structure turns out to be apparent: for 95.3%,
the line position at 77 ms in SBA-15 is, we believe, not accidentally close to the average
value of T2

II+III = 55 ms of the split line positions in MCM 41 for the respective water II and
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water III contributions, therefore, this line is also complex in SBA-15 and includes these
contributions. The position of this line in SBA-15 is between position values for lines II
and III in MCM 41 and is relatively narrow, which we attributed to the small spread of the
possible water inter III positions in this sample (also consistent with the manufacturer’s
information on the small particle size spread).

The individual contributions for SBA-15 are summarized in Table 2 and plotted in
Figure 6; these are mainly contributions of water inter II and water intra III. Unlike the
MCM-41 case, there is no convincing evidence in the data itself that could help separate
overlapping spectral lines.

2.3. Discussion

Comparing the results visualized in Figure 5 and in Figure 6 for both samples, the
obvious conclusion is that the analytical possibilities extended at the starting point had
some effect for MCM-41, but for SBA-15, it proved to be insufficient. The information from
the SBA-15 measurements and analysis played an important complementary role in the
search for the water inter III elimination point in MCM-41, which was the foundation for
determining the remaining contributions as the function of saturation and in the form pre-
sented in Figure 5 for MCM-41. However, drawing useful conclusions from the standalone
T2 spectra for SBA-15 proved to be unfeasible and the resolution improvement too small.
As the comparison of SBA-15 and MCM-41 cases suggests, the successful application of
the described method to other cases seems to depend on the relative development of the
closed surfaces formed by the outer surfaces of adjacent pore aggregates relative to the
pore surface.

Dependencies of individual contributions of water on water saturation for MCM-41
in Figure 5 illustrate, as it seems, convincingly, the actual process of water removal from
the sample, obtained using T2 NMR relaxometry. As the results show, this process takes
place simultaneously and not sequentially as one might think, and as we assumed in
our previous analysis and measurements [2]. However, the statement made there as an
assumption, we get in this approach as a result. The water inter III and free water IV leave
the sample simultaneously in the entire range of their presence, having different slopes with
respect to the saturation axis in Figure 5. It seems that such a parallel transfer also applies
to water from inside the pores intra II, although it happens much slower with a change in
saturation and as shown in Figure 5, it accelerates rapidly for the water intra II contribution
only at 19%, when the remaining contributions are completely removed. The shape of
the curves of the whole process suggests approximately an exponential dependence and
a box-like transfer model, in which the movement of water to successive compartments
occurs continuously in the entire saturation domain. However, the verification of such a
model would require more cases of resolved lines than were available in the prepared set
of saturations for MCM-41.

3. Conclusions

The main motivation here was to explore the feasibility of analyzing water contribu-
tions in a single spectrum and to see if this would add new information from the point of
view of a similar experiment performed previously [2]. The premise was the enormous
progress that has been made in recent years in the solution of NNLS systems for Laplace
analysis and the possibility of the independent implementation of appropriate algorithms.
As the example for MCM-41 shows, T2 analysis of the contributions in a single spectrum
may in principle be feasible and lead to useful results. Rather rough approximations have
been used in MCM-41 when analyzing partially overlapping lines, so there is room for
further improvement here. In this way, we obtained a picture of the process in Figure 5,
which seems to describe the distributions of individual contributions of water in MCM-41
as a function of changes in the total water saturation. The SBA-15 analysis showed the
classic and fundamental problems with resolution related to the inherent need for ILT
spectra regularization, and this is the case where high resolution methods should be used.
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The aforementioned MAS methodology is and will probably remain the gold standard
in this type of research due to the excellent differentiation of signals as a function of the
chemical environment and both the phenomenal sensitivity and stable and unambiguous
results of the analytical procedures (Fourier analysis).
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Appendix A

Table A1. Line position for MCM-41 in series of water saturations. I—OH groups, II—intra pore
water, III—inter pore water, IV—free water.

% T2
I [ms] T2

II [ms] T2
III [ms] T2

IV [ms]

96.0 - 16.6275 95.6983 1931.4715
77.0 - 15.9511 90.8495 940.6998
68.0 0.0131 15.6531 96.1959 1595.4480
53.0 0.0212 37.7980 643.4950
37.0 0.0215 16.9998 262.8572
24.0 0.0230 3.0997 305.1463
14.0 0.0289 5.7398 - -
12.0 0.0259 5.0470 - -
11.0 0.0345 4.0882 - -
8.9 0.0427 3.6844 - -
7.0 0.0515 3.2950 - -
4.5 0.0809 2.6328 - -
2.3 0.0840 1.5408 - -
0.7 0.1091 0.9608 - -

Table A2. Line position for SBA-15 in series of water saturations. I—OH groups, II—intra pore water,
III—inter pore water, IV—free water.

% T2
I [ms] T2

II+III [ms] T2
IV [ms]

95.3 - 77.3073 1672.1316
61.9 - 63.1377 1215.8725
34.6 0.0133 33.2756 1008.1585
28.3 0.0121 26.6767 1240.6753
16.9 0.0231 15.8747 2322.2875
7.7 0.0320 7.2114 -
5.9 0.0482 6.6127 -
4.2 0.0554 5.5516 -
2.0 0.0755 3.6012 -
0.9 0.1154 2.5859 -
0.1 0.0984 -

~0.0 0.0500 -
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Figure A1. The regularization parameter for ILT transform increases as SNR (Signal-To-Noise-Ratio) decreases.
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Abstract: Electrolytes based on ionic liquids (IL) are promising candidates to replace traditional
liquid electrolytes in electrochemical systems, particularly in combination with carbon-based porous
electrodes. Insight into the dynamics of such systems is imperative for tailoring electrochemical
performance. In this work, 1-Methyl-1-propylpyrrolidinium bis(trifluoromethylsulfonyl)imide and
1-Hexyl-1-methylpyrrolidinium bis(trifluoromethylsulfonyl)imide were studied in a carbon black
(CB) host using spectrally resolved Carr-Purcell-Meiboom-Gill (CPMG) and 13-interval Pulsed Field
Gradient Stimulated Echo (PFGSTE) Magic Angle Spinning Nuclear Magnetic Resonance (MAS-
NMR). Data were processed using a sensitivity weighted Laplace inversion algorithm without
non-negativity constraint. Previously found relations between the alkyl length and the aggregation
behavior of pyrrolidinium-based cations were confirmed and characterized in more detail. For the IL
in CB, a different aggregation behavior was found compared to the neat IL, adding the surface of a
porous electrode as an additional parameter for the optimization of IL-based electrolytes. Finally, the
suitability of MAS was assessed and critically discussed for investigations of this class of samples.

Keywords: [Pyr13][Tf2N]; [Pyr16][Tf2N]; MAS; CPMG; 13-interval PGSTE; VXC72 carbon black;
diffusion-NMR; Ionic liquids

1. Introduction

The investigation of ionic mobility plays a crucial role for the understanding and
quantification of electrochemical systems such as batteries, fuel cells, or electrolyzers [1].
Important parameters include transference numbers, diffusion, and aggregation in liquid-
and ionic liquid-based electrolytes or ion mobility in ion-conducting solid electrolytes [2].
The investigation of species inside porous matrices, which are of importance in metal-air
batteries, or in solid ceramic or hybrid ceramic-polymer electrolytes for solid-state batteries
is particularly challenging [3]. In both cases, ions move in different environments or across
interfaces; hence, multiple environments must be distinguished to obtain a comprehensive
description of dynamic processes.

Nuclear magnetic resonance (NMR) is exquisitely sensitive to the structure, envi-
ronment, and dynamics of nuclei with non-zero nuclear spin [4–9]. Generally speaking,
spectroscopic information provides structural and electronic information about the im-
mediate molecular surroundings of a nucleus, while relaxation measurements describe
local dynamics over a range of time scales, averaged over milliseconds to seconds. Slow
processes can further be characterized using exchange experiments, which allow the iden-
tification of exchanging species and their exchange time constants [10,11]. Mobility on
length scales of µm can be quantified using complementary pulsed field gradient (PFG)
NMR experiments [12,13]. Solid samples show anisotropic spin interactions, which can
be averaged out by magic angle spinning (MAS) [14,15]. Equally, line broadening caused
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by differences of magnetic susceptibility between materials in multi-component samples,
such as liquids in porous media, can be reduced by MAS. The combination of MAS and
PFG would be very attractive to retain the high spectral resolution for the identification
of different species and their immediate environment and to correlate this information
with long-range mobility in a similar way, as it was established for liquids and homoge-
neous liquid mixtures with the diffusion ordered spectroscopy (DOSY) experiment [16,17].
However, the combination of MAS and PFG NMR is not yet routinely employed.

Electrochemical systems are heterogeneous by nature, containing multiple compo-
nents with potentially different states of matter. The study of ionic mobility in electro-
chemical systems would clearly benefit from a combination of MAS and PFG; however, the
involved sample preparation and experimental protocols combined with limited access to,
and limitations of, suitable hardware have prevented its wider application so far. However,
careful experiment design may obviate these challenges. Limitations may include, in
some cases, the minimum number of spins required; but experimental challenges may not
be limited to this aspect [18]. In fact, electrochemical systems often contain ions in high
concentrations, which imply sufficient sensitivity. On the other hand, solid-state samples
and liquids in small pores or at interfaces often show short T2 relaxation time constants,
which may place constraints on the available time for applying pulsed field gradients.
This can only be compensated by increased gradient amplitudes within given hardware
capabilities, beyond which the method will fail. Furthermore, heterogeneous samples may
be altered by fast spinning, either due to centrifugation or mechanical stress [19]. Therefore,
care has to be taken because various parameters of the measuring system, e.g., spinning
speed, gradient strength, or rotor filling, can become major sources of errors or influence
the results due to altered sample structure. To avoid running long experiments that are
eventually futile, the experimental constraints must be derived in advance from reference
experiments, mapping out the available parameter space.

Carbon black (CB) is the generic name for a variety of finely divided carbon pigments
originating from either pyrolysis or incomplete thermal decomposition of hydrocarbons
under inert or oxygen-depleted atmosphere [20,21]. During the process, particles agglom-
erate to turbostratic layers. These units condense to stacks, which contain edge atoms that
are reactive and adhere into chain-like structures [22]. Despite possessing roughly the same
parallel and equidistant stacks of layer planes as graphite, these kinds of carbon lack a
three-dimensional ordering on larger scales. In general, CB is a good electron conductor
and is, therefore, commonly employed for various electrochemical applications including
fuel cells [23,24], supercapacitors [25], sensors [26,27], or batteries [28,29], e.g., as additive in
lithium-ion batteries (LIB) [30,31] or for gas diffusion electrodes in metal-air batteries [32].

Ionic liquids (IL) are Coulomb fluids entirely comprised of ions, with a melting point,
by definition, below 373 K. They exhibit a higher conductivity than organic or aqueous
electrolytes, are able to withstand voltages up to 5 V, offer large thermal and chemical
stability, and possess a negligible vapor pressure [33]. ILs can be tailored by combining
different anions and cations to meet individual requirements; hence, they are intensively
investigated as possible replacements for aqueous electrolytes and are employed for a
wide range of electrochemical applications [34–36]. In ILs, polarization, π-π, dipole-dipole,
solvophobic, and van der Waals interactions (short-range) act together with Coulombic
electrostatic forces (long-range). These inter- and intramolecular interdependencies can
cause nanostructuring and complex IL dynamics in bulk, at surfaces, and under confine-
ment [37–39]. Furthermore, since strong electrostatic interactions influence the dynamics,
ILs behave distinctly differently than molecular liquids.

If confined to carbon matrices, the ordering of ILs depends mostly on the chemical
structure and morphology of the confining matrix, its pore size distribution, and on the size
of the IL anions and cations [40–43]. It has been demonstrated that a certain lateral ordering
of an IL develops, which, e.g., enhances lubricity by forming crystal-like structures on
ionophilic surfaces, depending on the polarity of the matrix [44–46]. This has also been
shown for carbon surfaces under an applied potential [40,47,48].
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ILs based on pyrrolidinium cations (Pyr) have the potential to outperform organic
electrolytes and possess the advantage that the length of the alkyl chain can be used to
adapt the properties of the neat IL [49,50]. Depending on the length, n, of the alkyl chain,
this class of ILs can be split into short-chain (1 ≤ n ≤ 4) and long-chain (n ≥ 5) subgroups.
The latter is characterized by weaker ionic interactions. For side chains with n ≥ 4, the
ILs form nanostructures and segregate into nonpolar domains driven by van der Waals
interactions [51]. The anions and the aromatic part of the cations of these domains can
form a 3D network of ionic channels and facilitate distinct nano-domains, which lead to
dynamic heterogeneities [52–54]. In NMR, transverse relaxation time constants (T2) are
strongly influenced by entropic changes, e.g., molecular structuring and correspondingly
altered dynamics, whereas diffusion measurements are particularly sensitive regarding
the clustering of ILs. Furthermore, external electric and magnetic fields can change the
configuration of aggregates [55–58].

In an earlier study, we investigated the dynamics of 1-Methyl-1-propylpyrrolidiniumbis
(trifluoromethylsulfonyl)imide ([Pyr13][Tf2N]) confined to CB using PGSTE-NMR in combi-
nation with T1 relaxation time measurements [59]. We found evidence for a quasi-stationary
IL film coating the carbon surface with a lubricating effect on the layer directly above.
This layer showed an increased long-range mobility, causing an increased overall motion
along the carbon surface [59]. However, identification of different environments using
variations of their spectral signature was impeded by low resolution due to susceptibility
variations inside the porous carbon environment or by incompletely averaged anisotropic
interactions [60]. Such a line-broadening effect could be mitigated by using MAS [61].

In this paper, we are investigating the suitability and limitations of PFG NMR in
combination with MAS for the study of ionic mobility in materials for electrochemical
applications. While both solid superionic lithium conductors and electrolytes in porous
electrode materials are of interest, the focus here is on the latter, as it exhibits somewhat
reduced demands on the hardware in terms of pulse length or gradient strength, allowing
for a more sensitive characterization of limitations. Nonetheless, the results can also serve
as a feasibility assessment of experiments on solid electrolytes. The effects of confinement
to CB on the dynamics of [Pyr1n][Tf2N] with different alkyl side chain lengths of n = 3
and n = 6 were investigated. We used a 13-interval stimulated echo PFG method and T2
measurements in combination with MAS in order to establish a protocol to describe the
behavior of IL confined to a CB matrix. We further report on certain pitfalls associated
with MAS NMR, e.g., the electrical conductivity of CB under pressure [62–64]. However,
an exhaustive interpretation of interactions between ILs and CB is outside the scope of this
paper since a much larger set of systematic experiments in combination with numerical
simulations would be required.

2. Results and Discussion

2.1. IL Loading Dependence of 1H NMR Spectra

Figure 1 shows spectrally resolved maps of apparent 1H transverse relaxation time
constants, T2,app, for [Pyr13][Tf2N] (Figure 1a) and [Pyr16][Tf2N] (Figure 1d) as neat ILs
and loaded into the pore space of CB (Figure 1b,c,e,f), which was filled at two different
fractions. NMR measurements of the neat ILs were recorded statically (no MAS spinning),
while the IL-loaded CB samples were measured under MAS at 5 kHz.

The 1H NMR spectra of the neat ILs showed chemical shift resolution of the differ-
ent resonances, yet the resolution was not sufficient to also resolve J-couplings. While
for [Pyr16][Tf2N] the lack of resolution was consistent with the measured T2,app, for
[Pyr13][Tf2N], a distribution of chemical shifts seemed to additionally cause a somewhat
asymmetric broadening. [Pyr16][Tf2N] did not show such an asymmetry, but two sets of
spectra with similar intensities were observed, both of which were clearly caused by the
same IL but shifted by about 0.07 ppm with respect to each other.
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Figure 1. Pseudocolor plot of [Pyr13] (a–c) and [Pyr16] (d–f) T2,app relaxation time distribution vs. 1H NMR frequency:
(a) neat [Pyr13][Tf2N], (b) sample with CB and SIL = 0.2 of [Pyr13][Tf2N], (c) sample with CB and SIL = 1 of [Pyr13][Tf2N],
(d) neat [Pyr16][Tf2N], (e) sample with CB and SIL = 0.2 of [Pyr16][Tf2N], (f) sample with CB and SIL = 1 [Pyr16][Tf2N]. The
colormap is scaled with the square root of the amplitude to amplify features with low intensity. At the top of the panels of
the neat IL, the sum projection onto the frequency axis is shown (blue). At the top of the IL in CB panels, the integral of
the main feature (black; integrated from 1.3 ms to 5.0 ms for (b), from 0.36 ms to 2.5 ms for (c), from 0.7 ms to 3.2 ms for
(e), and from 0.9 ms to 4.5 ms for (f)) and the integral of the slowly relaxing region (red; integrated from 5.6 ms to 180 ms
for (b), from 4.0 ms to 100 ms for (c), from 3.6 ms to 56 ms for (e), and from 5.6 ms to 320 ms for (f)) are shown. For the
[Pyr13][Tf2N] samples, the red spectrum is scaled by a factor of 15 compared to the black spectrum. For [Pyr16][Tf2N], the
red spectrum is scaled by a factor of 100 compared to the black spectrum. Since the narrow signal represented by the red
spectrum extends into the main relaxation mode, the signal intensity of the red species represents a lower limit in terms of
contributing spins. The weighted residuals are shown at the bottom of each panel.

Confining both ILs to CB caused a broadening of all individual spectral features, driven
by susceptibility differences between different phases, by local ring currents at the carbon
surface, and by local magnetic fields induced by the electrically conductive matrix. This
behavior is in line with the dynamics of molecular liquids in porous media [65,66]. Under
confinement for small IL-loading fractions (Figure 1b,e) the main feature of the spectra of
[Pyr13][Tf2N] and [Pyr16][Tf2N] shifted ≈ 0.5 ppm upfield. These shifts were primarily
caused by ring current effects of the aromatic groups on the surface of the carbon matrix [67].
For the CB samples with SIL = 1 (Figure 1c,f), the spectra of the ILs shifted upfield by
approximately 0.4 ppm and 0.6 ppm for [Pyr13][Tf2N] and [Pyr16][Tf2N], respectively.

The samples with SIL = 0.2 loading of the CB pore space also showed additional
spectral features compared to the samples with high IL loading for both ILs. At low
pore space loading, a less rapidly relaxing second species with a spectrum very similar
to the neat IL, showing a considerably broadened T2,app, could be observed. The spectra,
integrated along the relaxation time dimension, are shown in the top panels of Figure 1
b,c,e,f. Since the position of the main relaxation component varied for the investigated
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samples, the integration limits were individually adjusted (see caption of Figure 1). Despite
its low intensity, this feature could be clearly identified due to the chemical shift difference
and the increased resolution afforded by MAS. The absence of such a separate narrow
component for a sample with its pore space fully loaded is consistent with a previous
report on MAS NMR of a similar system with a carbonaceous matrix fully saturated with
[Pyr13][Tf2N] [61].

2.2. 1H-T2,app Time Distributions

The T2,app distribution of the neat [Pyr13][Tf2N] was dominated by one mode with a
mean relaxation time constant of 155 ms. All peaks showed a T2,app in the range between
130 ms to 160 ms, where all distributions showed a weak trend towards shorter T2,app
for the broadened upfield side of each line. In addition, weak features were visible at a
very short relaxation time below about 10 ms that pointed towards exchange processes.
The fairly broad width in combination with the exchange features indicated an altered
mobility of the spins compared to free Brownian motion, as observed in many molecular
liquids. Self-aggregation of IL cations represents one possible explanation. Although it was
found that the fraction of aggregated cations was small for [Pyr13], the combination with
exchange on the order of or even below milli-seconds may cause an underestimation of the
fraction of aggregated species [68].

The neat [Pyr16][Tf2N] showed a faster T2,app mean relaxation of 72 ms, indicating a
reduced mobility of the moieties driven by charge or viscosity effects, with [Pyr16][Tf2N]
showing a 60% higher viscosity compared to [Pyr13][Tf2N] [69]. The values of T2,app vary
for the different resonances. The resonance at around 0.5 ppm showed a decrease of T2,app
towards 44 ms, whereas for the signal at about 1.4 ppm, T2,app increased to 100 ms. This
indicated that the local mobility of each functional group, rather than collective motion
of the IL cation, was the dominant dynamic process responsible for transverse relaxation,
although a more complex correlated motion also could not be excluded [70].

All resonances of the [Pyr16] cation showed a frequency-dependent T2,app that de-
creased in an upfield direction. This manifested itself in two superimposed spectra shifted
by 0.07 ppm with different T2,app; hence, mixing between the two configurations occurred
on the order of the transverse relaxation rate. Slower mixing compared to [Pyr13][Tf2N]
was also supported by distinctively broader T2,app distributions for each resonance of
[Pyr16][Tf2N] compared to [Pyr13][Tf2N]. The reason for the two species could be a distri-
bution of aggregated and separated [Pyr16] cations. The more slowly relaxing downfield
shifted spectrum, corresponding to faster dynamics of the respective species, was probably
caused by free [Pyr16] cations, while the faster relaxing upfield shifted resonances were
due to aggregated [Pyr16]. The exchange rates were slower than for [Pyr13], confirming the
hypothesis of stronger, longer-lasting aggregation for [Pyr16] [68].

The apolarity of the ILs increased with alkyl chain length. Therefore, [Pyr16][Tf2N]
had a stronger tendency to form micelles and hemi-micelles in bulk solutions compared to
[Pyr13][Tf2N], leading to longer rotational correlation time constants and correspondingly
reduced T2,app. The static samples showed a behavior that can be related to a different
aggregation behavior for [Pyr13] and [Pyr16], which was reported previously [68]. For
[Pyr13], only weak aggregation with faster exchange was found, pointing at exchange
processes that were not fully averaged on the time scale of the echo time, τE = 200 µs, rather
than imperfect shimming as the origin of the line shape asymmetry.

It was reported that for longer alkyl chain lengths in [Pyr1n][Tf2N] ILs, the interatomic
N–N distance decreases, the ion pair molecular volume increases, and the Mulliken charge
on atoms slightly decreases. A particularly drastic change in most parameters was found
at n = 4 [49,68]. Since the N–N distance of the cation and anion decreases for n > 4,
the ionic couple is packed more densely and the dipolar moment drops, caused by a
decrease in charge density on N that leads to decreasing T2,app for [Pyr16][Tf2N] because
the denser packing restricts the movement of molecules. The amphiphilic properties of
the pyrrolidinium cation can cause self-assembling even in bulk solutions, leading to
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alkyl chain length-dependent, self-organized structures [68]. Exchange between these
meso-domains, micelles, and hemi-micelles can cause smeared T2,app distributions.

If confined to the CB matrix, the overall spectral resolution decreases and the T2,app
main mode of [Pyr13][Tf2N] decreases to 3 ms for the SIL = 0.2 sample and to 2 ms for the
SIL = 1 sample. For [Pyr16][Tf2N], the T2,app main mode decreased to 1.3 ms for SIL = 0.2
and to 2.5 ms for SIL = 1. The ratio of T2,app between neat IL and under confinement was on
the same order of magnitude for both IL. The T2,app distributions for SIL = 0.2 [Pyr13][Tf2N]
were in a range of 1 ms to 5 ms, whereas [Pyr16][Tf2N] showed a distribution of 0.4 ms
to 3 ms. This needs to be considered in the discussion of the diffusion measurements,
since signal contributions with T2,app < 2 ms will be considerably affected by T2 weighting.
For SIL = 1, the range of T2,app for [Pyr13][Tf2N] was between 0.6 ms and 4 ms. T2,app
for SIL = 1 [Pyr16][Tf2N] confined to CB ranges from 0.4 ms to 3 ms with no dependence
on chemical shift. The drastic drop in T2,app compared to the neat ILs was caused by an
ordering of the IL inside the carbon matrix and at the carbon surface equally for both ILs.
This behavior might further be driven either by a separation of anion and cation below a
critical pore diameter or slit distance, or by changes in conformation of the [Tf2N] anion
between cisoid (cis) and transoid (trans) and, thus, a change in Coulombic forces between
[Pyr1n]+ and [Tf2N]− [71].

The T2,app of the two ILs approached a similar value at high IL loading. A possible
explanation could be an increased exchange between all different pore space environments
at increased pore space loading. If the ILs are preferably located on the CB surface due to
its high ionophilicity, a higher degree of pore space filling leads, on average, to a reduced
pathway length for exchange between different sample environments. An analogous
hypothesis was phrased previously based on NMR experiments on static samples [59].

The weighted residuals did not show systematic features, yet this may have been
reinforced by the approximation procedure used here, where the weighting matrix was
determined iteratively. While underregularization was avoided with this procedure, over-
regularization may occur in situations where systematic residuals are present due to the
unsuitability of the exponential kernel for certain exchange features or oscillations in the
echo amplitude evolution [59]. A more accurate method that provides more faithful re-
sults would be an independent noise determination based on multiple repetitions of the
experiment, followed by a noise analysis for each data point [59]. Since this was an initial
study establishing the general applicability of the experimental protocol for this class of
multi-component materials, noise analysis was deferred to future research.

Consistent with the shorter T2,app, the decrease in spectral resolution was more pro-
nounced for [Pyr16][Tf2N] than for [Pyr13][Tf2N], which might have been caused by the
difference in viscosity and a possible change in cis-trans conformation of [Tf2N]− that, in
turn, affected [Pyr1n]+. Furthermore, restricted geometries can have significant effects on
second-order or kinetic phase transitions, e.g., glass transition temperature, which can lead
to a semi-solidification of the IL and, thus, coincide with a decrease in T2,app. Since the
line broadening was mainly a T2 effect, MAS NMR can be considered successful for the
investigated samples.

The experiments of IL loaded into CB showed a pronounced loading fraction depen-
dence. For both ILs at low pore space loading, two spectral signatures with different T2,app
could be distinguished. While both had the general features of the respective neat IL, one
showed a considerable relaxation broadening and an upfield shift of about 0.5 ppm, while
the other corresponded approximately to the spectrum of the neat IL, although with a
different relaxation behavior that can only be explained by exchange. The fast relaxing,
broad feature was strongly dominant in terms of intensity, with an integral that was about
two orders of magnitude higher. Its linewidth could be fully explained by T2 relaxation. No
residual anisotropic interactions or distributions of chemical shifts were necessary. Such a
feature was explained in the past by near-surface IL with restricted mobility [45,46,48]. The
absence of a considerable chemical shift distribution indicated that different environments
that may contribute to this signal were sampled by the ions on a time scale that was fast
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compared to the measured T2,app. The neat-like IL signal in CB was not observed before
in static NMR experiments. It was, however, similar to a feature that was observed at a
particular IL loading level, with sufficient IL to fully cover the CB surface and then left, in
addition, some surplus IL that showed a very high mobility on top of this surface layer [59].
Despite a similar loading fraction of the pore space, the looser CB packing in the current
work appeared to have prevented the long-range mobility observed in [59]; yet data were
consistent with the existence of an additional mobile IL fraction in the partially loaded CB
samples as well.

The observation that the linewidth of the mobile species was narrower than what
would be suggested by T2,app. At least in some parts of the 2D map in Figure 1 there
is a strong indication for chemical exchange with the less mobile species. Relaxation
and detection of the echo were chronologically separated; hence, narrower signals than
suggested by T2,app can originate from species that were relaxing in one environment
and then exchanged prior to detection into an environment with slower relaxation. The
observation of elongated distributions of T2,app down to the mode of the main species
confirmed such a hypothesis [59]. Such an exchange behavior also indicated that this
species was not artificially created by centrifugation due to MAS, but that mobile and
less mobile IL species were in close proximity and not separated due to centrifugal forces.
When considering the spectrum of the narrow species of the [Pyr16] cation, it did not split
into two separate species as the neat IL, indicating that within the pore space no aggregates
of IL cations were formed.

An unexpected feature was the increase of the main relaxation mode for [Pyr16][Tf2N]
from SIL = 0.2 to SIL = 1, while T2,app further decreased for [Pyr13][Tf2N]. When considering
the simple model of two environments for the IL, one on the CB surface and one more
bulk-like, then an increase of the loading past the level where the CB surface was fully
covered (approximately at SIL = 0.2) would indicate an increase of an averaged T2,app, as
was observed for [Pyr16][Tf2N]. In contrast, [Pyr13][Tf2N] showed a qualitatively different
behavior, indicating that this simple model was not valid. An alternative explanation
may be suggested by considering a 3D network with ionic channels forming in the neat
IL [51]. Such a 3D network is structurally competing with the 2D configuration on the
surface of the IL, as discussed above. There will be a transition region in between. Since
[Pyr16][Tf2N] shows a more stable, slower exchanging aggregation behavior in the bulk, its
3D configuration may be more stable. At the same time, [Pyr13][Tf2N] has a lower viscosity;
hence, diffusional motion could cause an enlargement of the transition region. Within
the pore network of the CB, the formation of a bulk-like environment with a concomitant
increase of a mean T2,app may, thus, be prevented for SIL = 1 [Pyr13][Tf2N].

This may have far reaching consequences when optimizing IL-based electrolytes,
since one of the main aims of IL engineering for electrochemical purposes is to enhance
the mobility of the electrolyte and prevent the formation of low-mobility aggregates [59].
The result obtained here suggests that the dynamic properties of such an electrolyte in
contact with an electrode cannot be implied based on the properties of the neat electrolyte
alone. In addition to modifying the IL structure and the selection of a suitable electrolyte
salt, IL electrolytes also offer the possibility for engineering their physical properties by
altering the electrode surface. Similar hypotheses have been made based on theoretical
considerations [72,73].

2.3. Diffusion Measurements

The spectrally resolved diffusion data confirmed and refined the T2,app data for the
different samples. For all samples, exchange features were visible (Figure 2). These were
apparent from the negative contributions that could not be removed without creating
additional, systematic residuals [74]. On the other hand, only the neat [Pyr16][Tf2N] sample
showed spectrally separable diffusion variations. The upfield shifted spectrum in Figure 2d
showed a slightly slower diffusion coefficient of Deff = 6.9 × 10−13 m2 s−1 as compared to
8.7 × 10−13 m2 s−1 for the downfield component. Considering the slow exchange between
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the two environments, as evidenced by the T2,app data, such a differentiation was expected
with a mixing time in the PFG experiment of ∆ = 0.1 s. All the other spectra showed
considerably faster exchange (Figure 2a–c,e–f), leading to exchange mixing during the
diffusional mixing time ∆ and coalescence of the effective diffusion coefficient in a single
mode. In addition, the slower diffusion of the upfield-shifted component was consistent
with its assignment to aggregated species, as suggested by T2,app data.

− −

− −

Δ

Δ

 

Δ δFigure 2. Pseudocolor plots of [Pyr13] (a–c) and [Pyr16] (d–f) diffusion coefficient distributions (∆ = 0.1 s, δ = 0.0015 s)
vs. 1H NMR frequency: (a) neat [Pyr13][Tf2N], (b) sample with CB and SIL = 0.2 [Pyr13][Tf2N], (c) sample with CB and
SIL = 1 [Pyr13][Tf2N], (d) neat [Pyr16][Tf2N], (e) sample with CB and SIL = 0.2 [Pyr16][Tf2N], (f) sample with CB and SIL = 1
[Pyr16][Tf2N]. The colormap is scaled with the square root of the amplitude to amplify features with low intensity except
for panel (b), where due to the low signal-to-noise ratio only noise was enhanced by this procedure. The sum projection
onto the frequency axis (blue) and the integral of the slowly relaxing regions (dotted black) are shown on top of each panel
and the sum projection onto the diffusion axis (blue) and the cumulative sum (black) to its right. The residuals are shown at
the bottom of each panel.

The observed exchange features differed considerably between the samples. While
the SIL = 0.2 [Pyr13][Tf2N] sample (Figure 2b) showed a low signal-to-noise ratio and
exchange features were difficult to assess, for SIL = 1 [Pyr13][Tf2N] (Figure 2c) considerable
exchange was visible. It showed a downfield-shifted broad feature with a poor spectral
resolution despite MAS. Such a species was observed previously with static samples [59]
and could be caused by IL in the immediate vicinity of the CB surface near crystallite edges,
in slit-shaped cavities, or on amorphous regions [21]. Due to the short T2 of this feature,
only [Pyr13] cations that were in a more slowly relaxing environment at the upper end of
T2,app during encoding realistically contributed to this signal.

The sample SIL = 0.2 [Pyr16][Tf2N] (Figure 2e) in CB produced spectrally resolved fea-
tures, yet showed complete mixing of the diffusion coefficient during ∆. Finally, the SIL = 1
[Pyr16][Tf2N] (Figure 2f) in CB sample showed broad exchange features that could not be
easily assigned without spectral simulations that considered all the different environments,
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yet there was only one main mode in the diffusion dimension, also consistent with mixing
of the different features during ∆, as already shown by the spectrally resolved CPMG data.

2.4. Technical Aspects

Primarily for the CPMG data but less prominent also for the diffusion experiments,
the residuals of the Laplace inversion were considerably higher than the random noise
level of the measurements. This observation contrasts the results of our previous study
using a standard diffusion probe for static samples, where residuals above the random
noise level were only observed for experiments with significant exchange contributions
(see supporting info of [59]). In these cases, the systematic residuals could be traced back to
features that could not be faithfully reproduced with the kernel chosen for the inversion. In
the current case, however, the residuals were significantly higher. In addition, they showed
typical features of multiplicative noise [59], as shown for the neat [Pyr13][Tf2N] sample in
Figure 3. When plotting the standard deviation of the residuals vs. frequency, the maximum
appears at positions with maximum slope of the resonances, which is characteristic for
multiplicative phase noise. In contrast, if features cannot be fitted with a particular kernel
or if the inversion was overregularized, then the maximum residuals occur at the peak
maxima. Multiplicative noise is not a fundamental problem of the method. The T2,app
data used for Figure 1a,d was recorded without sample spinning and without pulsed field
gradients. Therefore, it was possible to reduce the impact of multiplicative noise for the
neat [Pyr13] sample to some degree by using adhesive tape to more rigidly fix the MAS
rotor in the probe. In principle, it should be possible to obtain the same data quality as
in [59] and this work may indicate the scope for future improvements in experimental
design and hardware, especially for MAS PFG NMR. Partial remedy is possible by slightly
overcoupling the resonator to reduce its quality factor or by working with reduced field
gradient strength. While both measures are quite suitable for liquid or IL samples in porous
media, it does limit the applicability for the investigation of solid electrolyte materials.
In particular for solid Li ion conductors, chemical shift differences are small and high
spinning frequencies are desirable for optimum resolution, while at the same time, strong
PFGs are necessary to limit their duration and maximize the range of diffusion coefficients
that can be distinguished towards low mobility. Therefore, for a wide applicability beyond
proof-of-concept work, further development of the experimental method is desirable.
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Figure 3. Illustration of multiplicative noise in 1H NMR T2,app data of neat [Pyr13][Tf2N]. (a) 1H
NMR spectrum of first echo. The signal intensity is normalized to the noise standard deviation N0

in the absence of any signal. Notice the very high signal-to-noise ratio, which is a prerequisite for
the observation of multiplicative noise. (b) Estimation of root-mean-square (RMS) noise level of
the above spectrum. The shape is characteristic for multiplicative phase noise, with a maximum at
positions with maximum first derivative of the signal [75]. (c) Standard deviation of the residuals of
the ILT fit (blue) and estimation of the standard deviation based on the assumption of multiplicative
phase noise, as depicted in (b) (red dashed).

In addition to random multiplicative noise, which was a major concern mainly for the
neat IL samples, CPMG data of IL loaded CB samples also showed pronounced, spectrally
dependent oscillations of the echo amplitudes with longer periods than the well-known
oscillations between even and odd echoes [76]. Fast relaxing components were affected
more strongly by such oscillations. The effect can be observed best in the T2,app data of
the [Pyr13][Tf2N]-loaded CB samples at the upfield and the downfield ends of the main
species, where intensive negative features are observed. The spectral signature of these
features suggests an origin that is not mainly dependent on hardware limitations, but has
a more fundamental reason. Protons of [Pyr13] cations in direct proximity of CB surfaces
are more strongly affected. The interaction of the oscillating magnetic field caused by the
NMR pulses with the conducting CB surface leads to a local field enhancement or shielding
as well as a phase shift. However, the heterogeneity of the CB structure prevents the
more long-range formation of eddy currents; therefore, only IL in the immediate vicinity
of the surface is affected. The resulting local phase shifts cannot be corrected by phase
corrections, as not all of the sample is affected, necessarily leading to negative contributions
in spectrally resolved relaxation measurements. The oscillations may provide information
about electrical properties of the porous host, suggesting that more in-depth investigations
of these effects may be promising.

For an optimum extraction of available information in data with non-uniform noise,
data analysis schemes using weighted data are called for [77,78], as applied here for the
CPMG data presented in Figure 1. The oscillating features of the echo decay were also
treated as noise, since the exponential kernel used for the Laplace inversion is not suitable
to fit oscillations. To extract the full information contained in the data, it may be worthwhile
to explore more sophisticated data analysis protocols in the future.
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2.5. Influence of Centrifugal Forces

A simple estimate of the centrifugal forces acting on the IL at a MAS spinning
rate of 5 kHz and a pore radius where pores remain saturated can be made based on
the relationship [19]

P = π2ν2rr
2ρ (1)

where P is the pressure (Pa), ν is the spinning rate (Hz), rr is the radius of the rotor or
insert (m), and ρ is the sample density (kg m−3). The pressure exerted on the IL for the
given experimental parameters is 434 kPa and 467 kPa for [Pyr16][Tf2N] and [Pyr13][Tf2N],
respectively. A pressure of P = 33 kPa can be assumed for the CB (ρ ≈ 100 kg m−3). For pores
with a circular cross-section the corresponding pore radius can be calculated using [79]

rc =
2γcosσ

P
(2)

where σ is the contact angle and γ the surface tension of 0.0302 J m−2 and 0.0353 J m−2

for [Pyr16][Tf2N] and [Pyr13][Tf2N], respectively [80–82]. Assuming a good wetting of the
carbon surface by the ILs with σ < 60◦ yields rc > 69 nm for [Pyr16][Tf2N] and rc > 75 nm
for [Pyr13][Tf2N]. Since pore size distributions from r = 1 nm to 60 nm have been reported
for Vulcan® carbon black XC 72 and XC 72R [83–88], a centrifugal effect on the ILs is not
expected because rc > r.

2.6. Influence of Sample Preparation and NMR Parameters on MAS Measurements

Since CBs can be employed either as insulating or conductive additives depending on
the density, both the filling fraction of CB pore space and the exerted pressure on the CB
during rotor loading determine the electrical properties of the system. Electrical percolation
in CBs is a known phenomenon, where a certain electrical percolation threshold determines
the formation of π-electron conducting networks [89]. By increasing the graphitic character
of the surface, the electrical conductivity of CBs increases, whereas for CBs possessing a
low surface area, the electrical conductivity correlates with the surface chemistry [90]. For
Vulcan® carbon black XC 72, the electrical conductivity increases linearly up to 2.7 S cm−1 at
a pressure of 2000 kPa [90]. While spinning, the centrifugal forces will cause an additional
compaction of the sample and, if the sample is a solid/liquid mixture, an electrically
conductive slurry originates.

The sample rotation in the external magnetic field B0 can cause eddy currents, which
can slow down the rotor speed [91]. Therefore, filling and compacting CB into MAS rotors
is the first delicate step that can impact the tuning and matching of the system to a point
where the sample becomes immeasurable. For the system under study, an increase in the
CB electrical conductivity to σ ≈ 0.43 S cm−1 can be assumed for a spinning rate of 5 kHz.
The electrical conductivity of the ILs is negligible at 0.0015 S cm−1 and 0.005 S cm−1 for
[Pyr16][Tf2N] and [Pyr13][Tf2N], respectively. Thus, the compaction pressure exerted on
the CB during sample preparation determines the conductive properties of the systems,
whereas the increase in conductivity for the applied CB can be neglected for a spinning
rate of 5 kHz.

CB samples are largely heterogeneous, based on their intrinsic chemical structure
and their preparation. Therefore, chemically identical nuclei can experience different local
environments and, in addition to anisotropic magnetic susceptibility that can be averaged
out by MAS, variations of isotropic chemical shifts or local susceptibilities throughout the
sample may occur, which can cause signal broadening.

Adding liquid to a porous, solid matrix will cause the formation of air bubbles
and trapped air in dead pores (unconnected pores). These air pockets can decrease
the spectral resolution and additionally alter the magnetic susceptibility of the samples.
Therefore, an accurate filling and saturation procedure is imperative for proper MAS
diffusion measurements.
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Another source that can possibly alter diffusion measurements is the Lorentz force
exerted on charges due to rapidly switched electrical currents in the gradient coils, possibly
causing phase shifts, additional signal attenuation, artificial diffraction patterns in the
diffusion data, loss of tuning and matching, or even a rotor crash [91–93]. The force and
the resulting vibrations are a function of the applied current, the gradient wave form,
its duration and its rise and fall time, the magnetic field, and the density of coil turns.
The vibrations cause further phase shifts in the resulting NMR spectra, which can lead to
artificial features in the ILT data. For the system under study, limiting the gradient strength
to half maximum eliminated vibrational effects on the sample.

3. Materials and Methods

3.1. Sample Preparation and Characterization

The 1-methyl-1-propylpyrrolidiniumbis(trifluoromethylsulfonyl)imide ([Pyr13][Tf2N])
(water content < 100 ppm, density = 1.42 g cm−3 at 303.15K, melting point = 255.15K) and
1-hexyl-1-methylpyrrolidiniumbis(trifluoromethylsulfonyl)imide ([Pyr16][Tf2N]) (water
content <100 ppm, density = 1.32 g cm−3 at 293.15K, melting point = 278.15K) were both
purchased from Iolitec (Germany) and used as received (values taken from [69,94]). Both
ILs were degassed under vacuum for 24 h prior to measurements.

The neat [Pyr16][Tf2N] and [Pyr13][Tf2N] were loaded into 30 µL, 4 mm HR-MAS
cylindrical disposable inserts (Bruker, Germany) with an inner radius of 1 mm using a
micro syringe (for details on the insert, see [93]). Each insert was sealed with a cap and
screw and placed inside a cylindrical 4 mm MAS rotor (Bruker, Leipzig, Germany).

Vulcan® carbon black XC 72 (furnace black) powder (Cabot Corporation, Boston, MA,
USA) with a BET (N2) surface area of ABET = 218 m2 g−1, primary particle size of 30 nm,
and a density of 264 kg m−3 was grinded using an agate mortar. Since grinding alters
the bead shape of Vulcan® XC72, the resulting CB after grinding is comparable to the
powdered Vulcan® XC72R with an average particle size of 50 nm, a density of 96 kg m−3,
and ABET = 222 m2 g−1. A more detailed description of the physical properties of Vulcan®

XC72 and XC72R is given in [83–88,95,96]. A total pore volume of Vtotal = 0.76 cm3 g−1

was determined by N2 adsorption using an Autosorb iQ 2 (Quantachrome, Boynton Beach,
FL, USA) equipped with a cryocooler (CTI-cryogenics, Waltham, MA, USA). A mean pore
radius of r = 7 nm was estimated using the relationship 2Vtotal/ABET.

Approximately 6 mg of grinded CB was loaded and gently compacted into the 30 µL
disposable HR-MAS insert, achieving a bulk density of ≈0.2 g cm−3, assuming a particle
density of 1.8 g cm−3.

ILs were added to the CB using a microliter syringe (Hamilton, Reno, NV, USA). For
each of the two ILs, two different IL volumes were applied to fill a certain fraction of the CB
pore space. Since CB was filled into the MAS rotor in the form of a packed bed rather than
pressed to a pellet, as in our previous work [59], the exact volume fraction was difficult to
determine. As a rough estimate, about 20% of the pore space was filled in one set of samples
(IL saturation level SIL = 0.2) and the full pore space in the other set (SIL = 1), while care
had been taken that no free IL was present, as confirmed by the absence of corresponding
features in the NMR data. The IL was applied dropwise, achieving the different saturation
levels of SIL = 0.2 (1 drop) and SIL = 1 (5 drops) both for [Pyr16][Tf2N] and [Pyr13][Tf2N].
Afterwards the insert was placed under vacuum for 1 h using a vacuum desiccator until
all ionic liquid was absorbed by the CB. The mass added was determined by means of
NMR saturation profiles, yielding an amount of 1.84 mg (0.37mg/drop) [Pyr16][Tf2N] and
1.04 mg (0.21mg/drop) [Pyr13][Tf2N] for the fully saturated samples.

3.2. 1H-NMR Measurements

All 1H-NMR MAS experiments were performed using a 9.4T Bruker Avance spec-
trometer with a 1.5 T m−1 micro 2.5 imaging gradient system, equipped with a Bruker
4-mm 1H/13C HR-MAS probe. A probe temperature of 303.15 K was maintained for all
measurements. The apparent transverse relaxation time constants (T2,app) were monitored
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using the Carr-Purcell-Meiboom-Gill (CPMG) method [97]. For diffusion measurements, a
13-interval, stimulated echo PGSTEBP Bruker pulse sequence was employed, as described
in [98,99] following the approach of Stejskal and Tanner [13] using a gradient pulse dura-
tion of δ = 0.0021 s, observation time of ∆ = 0.1 s, 32 gradient steps, T1 relaxation delay
RD = 2.5 s, and a radio frequency pulse duration of 0.006 ms for 90◦ pulses. Measurements
of the neat ILs were performed under static conditions, whereas for ILs confined to CB a
MAS spinning speed of 5 kHz was applied.

No external or internal reference compound was employed for all measurements.
Analogously to [100], the 1H peak position of the terminal alkyl group protons served as
0 ppm reference for [Pyr16][Tf2N] and [Pyr13][Tf2N].

3.3. Data Analysis

For the 13-interval PGSTE method, the attenuation of the echo amplitude is given by [99]

ln
S(ga)

S(0)
= −γ2D[δ2

(

4∆ + 6τ − 2
3

δ

)

g2
a + 2τδ(δ1 − δ2)gag0 +

4
3

τ3g2
0] (3)

where S is the signal intensity, γ is the gyromagnetic ratio (2.6751 × 108 rad s−1 T−1 for
1H), g0 is the background (internal) gradient, ga is the applied gradient, δ is the duration of
the applied gradient, δ1 is the time interval between the first rf-pulse and the start of ga,
and δ2 is the time interval following the end of ga until the second rf-pulse, where for all
measurements δ1 = δ2. Since δ1 = δ2, the second term in Equation (3) disappears while the
third term can be eliminated by normalizing the signal with pulsed gradients applied with
the signal S(ga = 0) = S(0) without pulsed gradients. ∆ is the interval between the second
and the third gradient pulses, τ is the time between the rf-pulses, and D is the self-diffusion
coefficient [101–103].

Both the 13-interval PGSTE and the CPMG data were spectrally resolved by Fourier
transforming the NMR raw data along the transient dimension. The distributions of T2,app
and Deff were obtained by performing a regularized inversion with an exponential kernel
without a non-negativity constraint [75,104]. Parameterization was done as described
in [78] without manually fine-tuning the parameters.

CPMG experiments showed initial oscillations of the echo amplitude due to pulse
imperfections and off-resonance effects, which are partially caused by the electrically
conductive porous CB matrix that induces a distribution of the amplitude, B1, of the
oscillating radio frequency field used to excite the spins. This effect was reduced by
using only even echoes for data processing [76]. In addition, slower oscillations of the
echo amplitudes were apparent as well, which caused problems with parametrization
of the regularized inversion. To avoid overregularization of data points that were not
affected by these oscillations, the oscillations were considered as noise and data were
weighted accordingly [77]. Since, as detailed in the discussion, data were also affected
by multiplicative noise, the data weighting was determined iteratively [75]. First, using
the residuals of an initial inversion with unweighted data, smoothed over three echoes,
an estimate for the weight matrix was obtained. This procedure was repeated once using
the residuals of an inversion with weighted data. Further iterations only led to marginal
additional changes. For the PGSTE data, due to the lower signal-to-noise ratio that reduced
the impact of multiplicative noise and the constant timing of the experiment that prevented
oscillations from pulse imperfections, the sensitivity was mostly limited by additive white
noise, and inversion was done using unweighted data.

In the figures, unless stated otherwise, the T2,app and the Deff coefficient distributions
are represented as square root scaled color maps with conservation of the sign to enhance
weaker spectral features.

4. Conclusions

We investigated the suitability of MAS NMR with and without PFG for the investiga-
tion of ionic liquids in electrically conductive porous CB as a model system for an IL-based
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electrolyte in contact with a porous electrode. Using CPMG and diffusion experiments, it
was possible to achieve spectral resolutions consistent with apparent T2 relaxation time
constants. The increased resolution afforded by MAS allowed the identification of weak,
narrow spectral features of the investigated IL at partial loading of the CB host. These were
caused by IL cations with a high local mobility; yet fast exchange indicated that a spatially
distributed species was responsible for these features rather than a reservoir created by
centrifugal force exerted by MAS sample spinning.

When comparing the local mobility of neat IL with IL in CB, significant differences
were observed. In particular, the relaxation and the associated spectral properties varied
to an extent that suggested that bulk IL studies were ill-suited for the optimization of
electrolyte properties in a porous electrode environment. A porous host system may alter
the aggregation behavior of ILs and thereby provide an additional degree of freedom to
optimize transport in IL electrolyte-based electrochemical systems. One example is the
existence of highly mobile IL on top of a more strongly bound surface layer, as suggested
in earlier work [59] and supported here by evidence of exchange.

While overall the samples showed a very good signal-to-noise ratio, the signal was
affected by multiplicative noise. Part of the problem may have been caused by the ionic
and conductive nature of the sample, with ions interacting with electromagnetic fields and
an electrically conductive porous host, leading to partial shielding of the sample. This led
to a stronger than usual inhomogeneity of the exciting radio frequency field amplitude B1
across the sample, causing oscillations of the echo amplitude that are usually common for
imperfectly adjusted pulse lengths. For the data analysis, these oscillations were treated
as noise, which allowed an estimate of the sensitivity for individual data points and,
consequently, Laplace inversion with weighted data. Thereby, signal contributions with
very fast relaxation were suppressed since no reliable differentiation between fast relaxing
and oscillating features was possible within the scope of this study. While artifacts and
spurious signals could be avoided, there may have been some information lost with regard
to signal components that relax during the course of a small number of echoes. A more
refined analysis appears possible, warranting future research while extending the potentials
of MAS PFG NMR for this class of materials.

MAS NMR facilitated an improved resolution of IL spectra in porous CB, which
allowed the identification of features so far not reported in literature. However, an exact
identification of the different environments is still challenging due to the hierarchical nature
of the CB structure or, more generally, of many porous electrode systems used for elec-
trochemical experiments. Therefore, the investigated techniques provide complementary
information rather than substituting established methods.

Author Contributions: Conceptualization, S.M. and J.W.; methodology, J.W., P.G. and S.M.; vali-
dation, S.M., J.W., P.G. and J.G.; formal analysis, J.W., J.G. and S.M.; investigation, S.M. and J.W.;
resources, P.G.; data curation, S.M., J.W. and J.G.; writing-original draft preparation, S.M., J.W. and
J.G.; writing-review and editing, S.M., J.W., P.G. and J.G.; visualization, J.W., J.G. and S.M.; supervi-
sion, S.M.; project administration, S.M.; funding acquisition, J.G. All authors have read and agreed to
the published version of the manuscript.

Funding: Parts of the research were funded by BMBF [03XP0176] “FestBatt”.

Data Availability Statement: The data presented in this study are available on request from the cor-
responding author. The data are not publicly available due to non-standard, proprietary formatting,
which will necessitate explanation on sharing.

Acknowledgments: S.M. thanks Svitlana Taranenko (RWTH Aachen, Germany) for preparatory
work, preliminary sample testing, and discussion and Manu Pouajen-Blakiston from the workshop
(Victoria University of Wellington, NZ) for customizing the tools for MAS sample preparation. J.W.
and P.G. thank the MacDiarmid Institute for contributions to research infrastructure and funding.
S.M. and J.G. thank R.A. Eichel for support via “FestBatt”.

268



Molecules 2021, 26, 6690

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or
in the decision to publish the results.

Sample Availability: Samples of IL and CB compounds are available from the authors.

References

1. Li, M.; Wang, C.; Chen, Z.; Xu, K.; Lu, J. New Concepts in Electrolytes. Chem. Rev. 2020, 120, 6783–6819. [CrossRef] [PubMed]
2. Gouverneur, M.; Kopp, J.; van Wullen, L.; Schonhoff, M. Direct determination of ionic transference numbers in ionic liquids by

electrophoretic NMR. Phys. Chem. Chem. Phys. 2015, 17, 30680–30686. [CrossRef] [PubMed]
3. Karger, J.; Ruthven, D.M. Diffusion in nanoporous materials: Fundamental principles, insights and challenges. New J. Chem. 2016,

40, 4027–4048. [CrossRef]
4. Hardy, E.H. NMR Methods for the Investigation of Structure and Transport; Springer Science & Business Media: Berlin, Germany, 2011.
5. Abragam, A. The Principles of Nuclear Magnetism; Oxford University Press: Clarendon, TX, USA, 1961.
6. Keeler, J. Understanding NMR Spectroscopy; Wiley: Chichester, UK, 2005.
7. Markley, J.L.; Opella, S.J. Biological NMR Spectroscopy; Oxford University Press: New York, NY, USA, 1997.
8. Günther, H. NMR Spectroscopy: Basic Principles, Concepts and Applications in Chemistry; Wiley: Weinheim, Germany, 2013.
9. Ernst, R.R.; Bodenhausen, G.; Wokaun, A. Principles of Nuclear Magnetic Resonance in One and Two Dimensions; Clerendon Press:

Oxford, UK, 1987.
10. Jeener, J.; Meier, B.H.; Bachmann, P.; Ernst, R.R. Investigation of exchange processes by two-dimensional NMR spectroscopy. J.

Chem. Phys. 1979, 71, 4546–4553. [CrossRef]
11. Callaghan, P.T.; Furó, I. Diffusion-diffusion correlation and exchange as a signature for local order and dynamics. J. Chem. Phys.

2004, 120, 4032–4038. [CrossRef]
12. Stallmach, F.; Galvosas, P. Spin echo NMR diffusion studies. Annual Reports on NMR Spectroscopy; Webb, G.A., Ed.; Academic Press:

London, UK, 2007; Volume 61, pp. 51–131.
13. Stejskal, E.O.; Tanner, J.E. Spin Diffusion Measurements: Spin Echoes in the Presence of a Time-Dependent Field Gradient. J.

Chem. Phys. 1965, 42, 288–292. [CrossRef]
14. Andrew, E.R.; Bradbury, A.; Eades, R.G. Removal of Dipolar Broadening of Nuclear Magnetic Resonance Spectra of Solids by

Specimen Rotation. Nature 1959, 183, 1802–1803. [CrossRef]
15. Reif, B.; Ashbrook, S.E.; Emsley, L.; Hong, M. Solid-state NMR spectroscopy. Nat. Rev. Methods Primers 2021, 1, 2. [CrossRef]
16. Pampel, A.; Michel, D.; Reszka, R. Pulsed field gradient MAS-NMR studies of the mobility of carboplatin in cubic liquid-crystalline

phases. Chem. Phys. Lett. 2002, 357, 131–136. [CrossRef]
17. Gratz, M.; Hertel, S.; Wehring, M.; Stallmach, F.; Galvosas, P. Mixture diffusion of adsorbed organic compounds in metal-organic

frameworks as studied by magic-angle spinning pulsed-field gradient nuclear magnetic resonance. New J. Phys. 2011, 13, 45016.
[CrossRef]

18. Taylor, A.J.; Granwehr, J.; Lesbats, C.; Krupa, J.L.; Six, J.S.; Pavlovskaya, G.E.; Thomas, N.R.; Auer, D.P.; Meersmann, T.; Faas,
H.M. Probe-Specific Procedure to Estimate Sensitivity and Detection Limits for 19F Magnetic Resonance Imaging. PLoS ONE

2016, 11, e163704. [CrossRef]
19. Asano, A.; Hori, S.; Kitamura, M.; Nakazawa, C.T.; Kurotsu, T. Influence of magic angle spinning on T1H of SBR studied by solid

state 1H NMR. Polym. J. 2012, 44, 706–712. [CrossRef]
20. Patrick, J.W. Porosity in Carbons: Characterization and Applications; Edward Arnold: London, UK, 1995.
21. Schröder, A.; Klüppel, M.; Schuster, R.H.; Heidberg, J. Surface energy distribution of carbon black measured by static gas

adsorption. Carbon 2002, 40, 207–210. [CrossRef]
22. Sebok, E.B.; Taylor, R.L. Carbon Blacks. In Encyclopedia of Materials: Science and Technology; Buschow, K.H.J., Cahn, R.W., Flemings,

M.C., Ilschner, B., Kramer, E.J., Mahajan, S., Veyssière, P., Eds.; Elsevier: Oxford, UK, 2001; pp. 902–906.
23. Dicks, A.L. The role of carbon in fuel cells. J. Power Sources 2006, 156, 128–141. [CrossRef]
24. Ma, Y.; Wang, H.; Ji, S.; Goh, J.; Feng, H.; Wang, R. Highly active Vulcan carbon composite for oxygen reduction reaction in

alkaline medium. Electrochim. Acta 2014, 133, 391–398. [CrossRef]
25. Pan, Y.; Xu, K.; Wu, C. Recent progress in supercapacitors based on the advanced carbon electrodes. Nanotechnol. Rev. 2019, 8,

299–314. [CrossRef]
26. Liu, R.; Wang, Y.; Li, B.; Liu, B.; Ma, H.; Li, D.; Dong, L.; Li, F.; Chen, X.; Yin, X. VXC-72R/ZrO2/GCE-Based Electrochemical

Sensor for the High-Sensitivity Detection of Methyl Parathion. Materials 2019, 12, 3637. [CrossRef]
27. El Khatib, K.; Hameed, R. Development of Cu2O/Carbon Vulcan XC-72 as non-enzymatic sensor for glucose determination.

Biosens. Bioelectron. 2011, 26, 3542–3548. [CrossRef]
28. Khodabakhshi, S.; Fulvio, P.F.; Andreoli, E. Carbon black reborn: Structure and chemistry for renewable energy harnessing.

Carbon 2020, 162, 604–649. [CrossRef]
29. Wissler, M. Graphite and carbon powders for electrochemical applications. J. Power Sources 2006, 156, 142–150. [CrossRef]
30. Manickam, M.; Takata, M. Electrochemical and X-ray photoelectron spectroscopy studies of carbon black as an additive in Li

batteries. J. Power Sources 2002, 112, 116–120. [CrossRef]

269



Molecules 2021, 26, 6690

31. Fransson, L.; Eriksson, T.; Edström, K.; Gustafsson, T.; Thomas, J.O. Influence of carbon black and binder on Li-ion batteries. J.

Power Sources 2001, 101, 1–9. [CrossRef]
32. Kaisheva, A.; Iliev, I. Application of Carbon-Based Materials in Metal-Air Batteries: Research, Development, Commercialization.

In New Carbon Based Materials for Electrochemical Energy Storage Systems: Batteries, Supercapacitors and Fuel Cells; Springer: Dordrecht,
Netherland, 2006; pp. 117–136.

33. Hayes, R.; Warr, G.G.; Atkin, R. Structure and Nanostructure in Ionic Liquids. Chem. Rev. 2015, 115, 6357–6426. [CrossRef]
34. Tiago, G.; Matias, I.; Ribeiro, A.; Martins, L. Application of Ionic Liquids in Electrochemistry-Recent Advances. Molecules 2020, 25,

5812. [CrossRef]
35. Torriero, A. Electrochemistry in Ionic Liquids: Volume 1: Fundamentals; Springer: Cham, Switzerland, 2015; pp. 1–351.
36. Torriero, A. Electrochemistry in Ionic Liquids: Volume 2: Applications; Springer: Cham, Switzerland, 2015; pp. 1–623.
37. MacFarlane, D.; Kar, M.; Pringle, J.M. Fundamentals of Ionic Liquids: From Chemistry to Applications; Wiley: Weinheim,

Germany, 2017.
38. Smith, A.; Lovelock, K.; Gosvami, N.; Licence, P.; Dolan, A.; Welton, T.; Perkin, S. Monolayer to Bilayer Structural Transition in

Confined Pyrrolidinium-Based Ionic Liquids. J. Phys. Chem. Lett. 2013, 4, 378–382. [CrossRef] [PubMed]
39. Zhang, S.; Zhang, J.; Zhang, Y.; Deng, Y. Nanoconfined Ionic Liquids. Chem. Rev. 2017, 117, 6755–6833. [CrossRef] [PubMed]
40. Liu, J.; Ma, L.; Zhao, Y.; Pan, H.; Tang, H.; Zhang, H. Porous structural effect of carbon electrode formed through one-pot strategy

on performance of ionic liquid-based supercapacitors. Chem. Eng. J. 2021, 411, 128573. [CrossRef]
41. Sharma, S.; Dhattarwal, H.; Kashyap, H. Molecular dynamics investigation of electrostatic properties of pyrrolidinium cation

based ionic liquids near electrified carbon electrodes. J. Mol. Liq. 2019, 291, 111269. [CrossRef]
42. Sharma, S.; Kashyap, H. Interfacial Structure of Pyrrolidinium Cation Based Ionic Liquids at Charged Carbon Electrodes: The

Role of Linear and Nonlinear Alkyl Tails. J. Phys. Chem. C 2017, 121, 13202–13210. [CrossRef]
43. Begic, S.; Jonsson, E.; Chen, F.; Forsyth, M. Molecular dynamics simulations of pyrrolidinium and imidazolium ionic liquids at

graphene interfaces. Phys. Chem. Chem. Phys. 2017, 19, 30010–30020. [CrossRef]
44. Di Lecce, S.; Kornyshev, A.; Urbakh, M.; Bresme, F. Lateral Ordering in Nanoscale Ionic Liquid Films between Charged Surfaces

Enhances Lubricity. ACS Nano 2020, 14, 13256–13267. [CrossRef]
45. Borghi, F.; Podestà, A. Ionic liquids under nanoscale confinement. Adv. Phys. X 2020, 5, 1736949. [CrossRef]
46. Anaredy, R.S.; Shaw, S.K. Long-Range Ordering of Ionic Liquid Fluid Films. Langmuir 2016, 32, 5147–5154. [CrossRef] [PubMed]
47. Zhang, Y.; Rutland, M.W.; Luo, J.; Atkin, R.; Li, H. Potential-Dependent Superlubricity of Ionic Liquids on a Graphite Surface. J.

Phys. Chem. C 2021, 125, 3940–3947. [CrossRef]
48. Borghi, F.; Piazzoni, C.; Ghidelli, M.; Milani, P.; Podestà, A. Nanoconfinement of Ionic Liquid into Porous Carbon Electrodes. J.

Phys. Chem. C 2021, 125, 1292–1303. [CrossRef]
49. Brutti, S. Pyr1,xTFSI Ionic Liquids (x = 1–8): A Computational Chemistry Study. Appl. Sci. 2020, 10, 8552. [CrossRef]
50. Cao, X.; He, X.; Wang, J.; Liu, H.; Roser, S.; Rad, B.; Evertz, M.; Streipert, B.; Li, J.; Wagner, R.; et al. High Voltage

LiNi0.5Mn1.5O4/Li4Ti5O12 Lithium Ion Cells at Elevated Temperatures: Carbonate- versus Ionic Liquid-Based Electrolytes. ACS

Appl. Mater. Interfaces 2016, 8, 25971–25978. [CrossRef]
51. Banerjee, A.; Shah, J.K. Elucidating the effect of the ionic liquid type and alkyl chain length on the stability of ionic liquid–iron

porphyrin complexes. J. Chem. Phys. 2020, 153, 034306. [CrossRef]
52. Sanchora, P.; Pandey, D.K.; Kagdada, H.L.; Materny, A.; Singh, D.K. Impact of alkyl chain length and water on the structure and

properties of 1-alkyl-3-methylimidazolium chloride ionic liquids. Phys. Chem. Chem. Phys. 2020, 22, 17687–17704. [CrossRef]
53. Garaga, M.N.; Nayeri, M.; Martinelli, A. Effect of the alkyl chain length in 1-alkyl-3-methylimidazolium ionic liquids on inter-

molecular interactions and rotational dynamics: A combined vibrational and NMR spectroscopic study. J. Mol. Liq. 2015, 210,
169–177. [CrossRef]

54. Canongia Lopes, J.N.A.; Pádua, A.A.H. Nanostructural Organization in Ionic Liquids. J. Phys. Chem. B 2006, 110, 3330–3335.
[CrossRef]

55. Holstein, P.; Bender, M.; Galvosas, P.; Geschke, D.; Kärger, J. Anisotropic Diffusion in a Nematic Liquid Crystal—An Electric Field
PFG NMR Approach. J. Magn. Reson. 2000, 143, 427–430. [CrossRef]

56. Umecky, T.; Saito, Y.; Matsumoto, H. Direct Measurements of Ionic Mobility of Ionic Liquids Using the Electric Field Applying
Pulsed Gradient Spin−Echo NMR. J. Phys. Chem. B 2009, 113, 8466–8468. [CrossRef] [PubMed]

57. Wang, Y. Disordering and Reordering of Ionic Liquids under an External Electric Field. J. Phys. Chem. B 2009, 113, 11058–11060.
[CrossRef] [PubMed]

58. Saito, Y.; Hirai, K.; Murata, S.; Kishii, Y.; Kii, K.; Yoshio, M.; Kato, T. Ionic Diffusion and Salt Dissociation Conditions of Lithium
Liquid Crystal Electrolytes. J. Phys. Chem. B 2005, 109, 11563–11571. [CrossRef] [PubMed]

59. Merz, S.; Jakes, P.; Taranenko, S.; Eichel, R.-A.; Granwehr, J. Dynamics of [Pyr13][Tf2N] ionic liquid confined to carbon black.
Phys. Chem. Chem. Phys. 2019, 21, 17018–17028. [CrossRef]

60. Zhu, H.; O’Dell, L.A. Nuclear magnetic resonance characterisation of ionic liquids and organic ionic plastic crystals: Common
approaches and recent advances. Chem. Commun. 2021, 57, 5609–5625. [CrossRef]

61. Forse, A.C.; Griffin, J.M.; Merlet, C.; Bayley, P.M.; Wang, H.; Simon, P.; Grey, C.P. NMR Study of Ion Dynamics and Charge Storage
in Ionic Liquid Supercapacitors. J. Am. Chem. Soc. 2015, 137, 7231–7242. [CrossRef] [PubMed]

270



Molecules 2021, 26, 6690

62. Sánchez-González, J.; Macías-García, A.; Alexandre-Franco, M.; Mez-Serrano, V. Electrical conductivity of carbon blacks under
compression. Carbon 2005, 43, 741. [CrossRef]

63. Falcon, E.; Castaing, B. Electrical conductivity in granular media and Branly’s coherer: A simple experiment. Am. J. Phys. 2005,
73, 302–307. [CrossRef]

64. Creyssels, M.; Falcon, E.; Castaing, B. Experiment and Theory of the Electrical Conductivity of a Compressed Granular Metal.
AIP Conf. Proc. 2009, 1145, 123–126. [CrossRef]

65. Watson, A.T.; Chang, C.T.P. Characterizing porous media with NMR methods. Prog. Nucl. Magn. Reson. Spectrosc. 1997, 31,
343–386. [CrossRef]

66. Haigh, C.W.; Mallion, R.B. Ring current theories in nuclear magnetic resonance. Prog. Nucl. Magn. Reson. Spectrosc. 1979, 13,
303–344. [CrossRef]

67. Forse, A.C.; Griffin, J.M.; Presser, V.; Gogotsi, Y.; Grey, C.P. Ring Current Effects: Factors Affecting the NMR Chemical Shift of
Molecules Adsorbed on Porous Carbons. J. Phys. Chem. C 2014, 118, 7508–7514. [CrossRef]

68. Kunze, M.; Jeong, S.; Paillard, E.; Schönhoff, M.; Winter, M.; Passerini, S. New Insights to Self-Aggregation in Ionic Liquid
Electrolytes for High-Energy Electrochemical Devices. Adv. Energy Mater. 2011, 1, 274–281. [CrossRef]

69. Ravula, S.; Larm, N.E.; Mottaleb, M.A.; Heitz, M.P.; Baker, G.A. Vapor Pressure Mapping of Ionic Liquids and Low-Volatility
Fluids Using Graded Isothermal Thermogravimetric Analysis. ChemEngineering 2019, 3, 42. [CrossRef]

70. Veroutis, E.; Merz, S.; Eichel, R.A.; Granwehr, J. Intra- and inter-molecular interactions in choline-based ionic liquids studied by
1D and 2D NMR. J. Mol. Liq. 2020, 322, 114934. [CrossRef]

71. Palumbo, O.; Trequattrini, F.; Appetecchi, G.B.; Paolone, A. Influence of Alkyl Chain Length on Microscopic Configurations of the
Anion in the Crystalline Phases of PYR1A-TFSI. J. Phys. Chem. C 2017, 121, 11129–11135. [CrossRef]

72. Bazant, M.Z.; Storey, B.D.; Kornyshev, A.A. Double Layer in Ionic Liquids: Overscreening versus Crowding. Phys. Rev. Lett. 2011,
106, 046102. [CrossRef]

73. de Souza, J.P.; Goodwin, Z.A.H.; McEldrew, M.; Kornyshev, A.A.; Bazant, M.Z. Interfacial Layering in the Electric Double Layer
of Ionic Liquids. Phys. Rev. Lett. 2020, 125, 116001. [CrossRef]

74. Bytchenkoff, D.; Rodts, S. Structure of the two-dimensional relaxation spectra seen within the eigenmode perturbation theory
and the two-site exchange model. J. Magn. Reson. 2011, 208, 4–19. [CrossRef]

75. Granwehr, J. Multiplicative or t1 Noise in NMR Spectroscopy. Appl. Magn. Reson. 2007, 32, 113–156. [CrossRef]
76. Ostroff, E.D.; Waugh, J.S. Multiple Spin Echoes and Spin Locking in Solids. Phys. Rev. Lett. 1966, 16, 1097–1098. [CrossRef]
77. Borgia, G.C.; Brown, R.J.S.; Fantazzini, P. Uniform-Penalty Inversion of Multiexponential Decay Data. J. Magn. Reson. 1998, 132,

65–77. [CrossRef] [PubMed]
78. Granwehr, J.; Roberts, P.J. Inverse Laplace Transform of Multidimensional Relaxation Data Without Non-Negativity Constraint. J.

Chem. Theory Comput. 2012, 8, 3473–3482. [CrossRef]
79. Washburn, K.E.; Eccles, C.D.; Callaghan, P.T. The dependence on magnetic field strength of correlated internal gradient relaxation

time distributions in heterogeneous materials. J. Magn. Reson. 2008, 194, 33–40. [CrossRef]
80. Carvalho, P.J.; Neves, C.M.S.S.; Coutinho, J.A.P. Surface Tensions of Bis(trifluoromethylsulfonyl)imide Anion-Based Ionic Liquids.

J. Chem. Eng. Data 2010, 55, 3807–3812. [CrossRef]
81. Kolbeck, C.; Lehmann, J.; Lovelock, K.R.J.; Cremer, T.; Paape, N.; Wasserscheid, P.; Fröba, A.P.; Maier, F.; Steinrück, H.P. Density

and Surface Tension of Ionic Liquids. J. Phys. Chem. B 2010, 114, 17025–17036. [CrossRef] [PubMed]
82. Stefan, C.S.; Lemordant, D.; Claude-Montigny, B.; Violleau, D. Are ionic liquids based on pyrrolidinium imide able to wet

separators and electrodes used for Li-ion batteries? J. Power Sources 2009, 189, 1174–1178. [CrossRef]
83. Liu, J.; Song, P.; Ruan, M.; Xu, W. Catalytic properties of graphitic and pyridinic nitrogen doped on carbon black for oxygen

reduction reaction. Chin. J. Catal. 2016, 37, 1119–1126. [CrossRef]
84. Xie, J.; More, K.L.; Zawodzinski, T.A.; Smith, W.H. Porosimetry of MEAs Made by “Thin Film Decal” Method and Its Effect on

Performance of PEFCs. J. Electrochem. Soc. 2004, 151, 1841. [CrossRef]
85. Malinowski, M.; Iwan, A.; Hreniak, A.; Tazbir, I. An anode catalyst support for polymer electrolyte membrane fuel cells:

Application of organically modified titanium and silicon dioxide. RSC Adv. 2019, 9, 24428–24439. [CrossRef]
86. Sepp, S.; Härk, E.; Valk, P.; Vaarmets, K.; Nerut, J.; Jäger, R.; Lust, E. Impact of the Pt catalyst on the oxygen electroreduction

reaction kinetics on various carbon supports. J. Solid State Electrochem. 2014, 18, 1223–1229. [CrossRef]
87. Antxustegi, M.M.; Pierna, A.R.; Ruiz, N. Chemical activation of Vulcan® XC72R to be used as support for NiNbPtRu catalysts in

PEM fuel cells. Int. J. Hydrogen Energy 2014, 39, 3978–3983. [CrossRef]
88. Takasu, Y.; Kawaguchi, T.; Sugimoto, W.; Murakami, Y. Effects of the surface area of carbon support on the characteristics of

highly-dispersed Pt-Ru particles as catalysts for methanol oxidation. Electrochim. Acta 2003, 48, 3861–3868. [CrossRef]
89. Ehrburger-Dolle, F.; Lahaye, J.; Misono, S. Percolation in carbon black powders. Carbon 1994, 32, 1363–1368. [CrossRef]
90. Pantea, D.; Darmstadt, H.; Kaliaguine, S.; Sümmchen, L.; Roy, C. Electrical conductivity of thermal carbon blacks: Influence of

surface chemistry. Carbon 2001, 39, 1147–1158. [CrossRef]
91. Aubert, G.; Jacquinot, J.F.; Sakellariou, D. Eddy current effects in plain and hollow cylinders spinning inside homogeneous

magnetic fields: Application to magnetic resonance. J. Chem. Phys. 2012, 137, 154201. [CrossRef]
92. Yesinowski, J.P.; Ladouceur, H.D.; Purdy, A.P.; Miller, J.B. Electrical and ionic conductivity effects on magic-angle spinning nuclear

magnetic resonance parameters of CuI. J. Chem. Phys. 2010, 133, 234509. [CrossRef]

271



Molecules 2021, 26, 6690

93. Alam, T. HR-MAS NMR Spectroscopy in Material Science. Adv. Aspects Spectrosc. 2012, 10, 279–306.
94. Hayamizu, K.; Tsuzuki, S.; Seki, S.; Fujii, K.; Suenaga, M.; Umebayashi, Y. Studies on the translational and rotational motions

of ionic liquids composed of N-methyl-N-propyl-pyrrolidinium (P13) cation and bis(trifluoromethanesulfonyl)amide and
bis(fluorosulfonyl)amide anions and their binary systems including lithium salts. J. Chem. Phys. 2010, 133, 194505. [CrossRef]
[PubMed]

95. Senthil Kumar, S.M.; Soler Herrero, J.; Irusta, S.; Scott, K. The effect of pretreatment of Vulcan XC-72R carbon on morphology
and electrochemical oxygen reduction kinetics of supported Pd nano-particle in acidic electrolyte. J. Electroanal. Chem. 2010, 647,
211–221. [CrossRef]

96. Shukla, S.; Bhattacharjee, S.; Weber, A.Z.; Secanell, M. Experimental and Theoretical Analysis of Ink Dispersion Stability for
Polymer Electrolyte Fuel Cell Applications. J. Electrochem. Soc. 2017, 164, 600–609. [CrossRef]

97. Meiboom, S.; Gill, D. Modified Spin-Echo Method for Measuring Nuclear Relaxation Times. Rev. Sci. Instrum. 1958, 29, 688–691.
[CrossRef]

98. Galvosas, P.; Stallmach, F.; Kärger, J. Background gradient suppression in stimulated echo NMR diffusion studies using magic
pulsed field gradient ratios. J. Magn. Reson. 2004, 166, 164–173. [CrossRef]

99. Cotts, R.M.; Hoch, M.J.R.; Sun, T.; Markert, J.T. Pulsed field gradient stimulated echo methods for improved NMR diffusion
measurements in heterogeneous systems. J. Magn. Reson. 1989, 83, 252–266. [CrossRef]

100. Nicotera, I.; Oliviero, C.; Henderson, W.A.; Appetecchi, G.B.; Passerini, S. NMR Investigation of Ionic Liquid−LiX Mixtures:
Pyrrolidinium Cations and TFSI- Anions. J. Phys. Chem. B 2005, 109, 22814–22819. [CrossRef]

101. Callaghan, P.T. Translational Dynamics and Magnetic Resonance: Principles of Pulsed Gradient Spin Echo NMR; Oxford University
Press: New York, NY, USA, 2011.

102. Sørland, G. Dynamic Pulsed-Field-Gradient NMR; Springer: Berlin, Germany, 2014.
103. Grebenkov, D.S. NMR survey of reflected Brownian motion. Rev. Mod. Phys. 2007, 79, 1077–1137. [CrossRef]
104. Graf, M.F.; Tempel, H.; Kocher, S.S.; Schierholz, R.; Scheurer, C.; Kungl, H.; Eichel, R.-A.; Granwehr, J. Observing different modes

of mobility in lithium titanate spinel by nuclear magnetic resonance. RSC Adv. 2017, 7, 25276–25284. [CrossRef]

272



molecules

Communication

Complete Assignment of the 1H and 13C NMR Spectra of
Carthamin Potassium Salt Isolated from Carthamus tinctorius L.

Maiko Sasaki and Keiko Takahashi *

Citation: Sasaki, M.; Takahashi, K.

Complete Assignment of the 1H and
13C NMR Spectra of Carthamin

Potassium Salt Isolated from

Carthamus tinctorius L. Molecules 2021,

26, 4953. https://doi.org/10.3390/

molecules26164953

Academic Editor: Igor Serša

Received: 22 July 2021

Accepted: 13 August 2021

Published: 16 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Faculty of Engineering, Tokyo Polytechnic University, 1583, Iiyma Atsugi, Kanagawa 243-027, Japan;
hachikara.bisage@gmail.com
* Correspondence: takahasi@t-kougei.ac.jp

Abstract: Carthamin potassium salt isolated from Carthamus tinctorius L. was purified by an improved
traditional Japanese method, without using column chromatography. The 1H and 13C nuclear
magnetic resonance (NMR) signals of the pure product were fully assigned using one- and two-
dimensional NMR spectroscopy, while the high purity of the potassium salt and deprotonation at the
3′ position of carthamin were confirmed by atomic adsorption spectroscopy and nano-electrospray
ionization mass spectrometry.

Keywords: carthamin-3′potassium salt; green metallic luster; fermented safflower petal tablet

1. Introduction

Carthamin, a traditional red pigment obtained from the dried petals of safflower
(Carthamus tinctorius L.), has long been used in food colorants, dyes, and medicines world-
wide. The mostly yellow appearance of the lively safflower petals reflects the prevalence
of water-soluble yellow ingredients. Originally native to Asia Minor, safflower spread to
central Europe (via Egypt) and Japan (via China) [1]. In Japan, a safflower-derived red
pigment known as “beni” [2] was commonly traded and used in cosmetics despite being
expensive and rare (Figure 1).

3′

3′

pigment known as “beni”

Igor Serša

Publisher’s Note:

Figure 1. Beni, a typical Japanese cosmetic, in wet (left; a) and dry (right; b) states (top). Dried stable
beni isolated and purified in this work (bottom; c).

In particular, the green luster of beni was viewed as evidence of its high quality, and
the corresponding pigment was called “sasairo-beni” (bamboo-colored red). Today, we
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know that safflower petals contain yellow and red pigments [3], with the red pigment
(represented by a single compound) accounting for <1% of the total pigment content. This
rare red pigment, viz. carthamin, was first reported in 1846 [4]. Since then, carthamin
purification methods and structure have been extensively investigated [5–9], and the
correct molecular structure (C-glycoside with two glucose residues) was determined in
1979 [10,11]. Subsequently, the total synthesis of carthamin was achieved [12,13] and a
hybrid bio-/organic synthesis incorporating enzymatic reactions was then proposed [14].
These syntheses confirmed the skeletal and full molecular structures of carthamin (Figure 2).
To date, complete assignments of the 1H/13C nuclear magnetic resonance (NMR) and mass
spectra of carthamin have not been reported [13,15–18], which can be ascribed to the light-
and temperature-sensitive nature of this red pigment and the problems associated with its
isolation. Assignment of the 15 proton signals (on 3′ 4, 4′, 5, 5′, 13, 13′, G2, G2′, G3, G3′, G4,
G4′, G6 and G6′) of the hydroxyl group, which is important for considering the molecular
structure, has been ignored.

led “sasairo beni” (bamboo

–

–

3′ 4′ 5′ 3′ 2′ 3′
4′ 6′

’
–

Figure 2. Molecular structure of carthamin.

Typically, the isolation of carthamin from safflower petals and its purification are
performed as follows. Dry safflower petals are suspended in cold water, allowed to stand
for some days to remove the yellow pigments, and repeatedly washed with running
water until the disappearance of the yellow color. The petals in the filter bag are then
transferred to a new vessel filled with fresh cold water containing sodium bicarbonate,
and the filter bag is kneaded to release the red pigment into the solution. However, the
purity of the thereby obtained product is insufficient for structure elucidation, which has
inspired numerous attempts to (i) form pure crystals using various derivatizations and
treatments, as well as (ii) achieve separation using column chromatography. Previously,
potassium and pyridinium salts of carthamin have been reported through its purification
and determination. Previous research on carthamin has been to purify or synthesize
the molecular form of carthamin. There has been attention paid to the green color of
carthamin (sasairo-beni) in dry conditions (Figure 1b). Japanese traditional cosmetics,
sasairo-beni purified based on traditional methods, is relatively stable after the treatment
of vacuum drying.

Our research initially focused on the mechanism of sasairo-beni, the bamboo color
development, as the origin of carthamin’s green color which is actually not a structural
color but a metallic luster and has not been investigated [19–21].
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Therefore, a complete assignment of all 1H and 13C signals in the NMR and mass
spectra of carthamin was required to bring its structural study at the molecular level to the
next stage. To realize full NMR and mass-spectral analyses, we used the 3′-potassium salt
of carthamin, which has a green metallic luster (Figure 1c).

In this communication, we wish to indicate complete assignment of the 1H and 13C
NMR spectra of carthamin 3′-potassium salt which is isolated from Carthamus tinctorius L.
including 15 proton signals (on 3′ 4, 4′, 5, 5′, 13, 13′, G2, G2′, G3, G3′, G4, G4′, G6 and G6′)
of the hydroxyl group.

2. Results and Discussion

2.1. Isolation of Carthamin Potassium Salt

Carthamin potassium salt was obtained from the fermented safflower petal tablet:
Benimochi in Japanese, Yamagata Prefecture, Red Flower Production Association, using a
modified traditional Japanese purification method [19,20]. After more than a dozen pro-
cesses, using natural traditional acidic and alkaline solutions and ramie fibers, 258 mg of
red pigment with a green metallic luster was yielded. Only one red spot with Rf = 0.42 was
observed by TLC (eluent = 1-butanol: acetic acid: water, 4:1:5, v/v/v). Nano-electrospray
ionization mass spectrometry (NanoESI-MS), m/z, found 987.1343, Calcd. 987.9698 for
C43H41O22K2. Potassium and sodium contents that were determined using atomic ab-
sorption spectrophotometry were K; 10.1 wt% and Na; 0.038 wt%, respectively. The
NanoESI-MS spectrum showed no peaks assignable to free carthamin. The above results
suggested that carthamin isolated using a Japanese traditional method includes at least
one potassium element as potassium salt. Moreover, the carthamin potassium salt was rela-
tively stable when dried in vacuo (Figure 1c), and the NMR solution samples in dimethyl
sulfoxide (DMSO-d6) or pyridine-d5 did not change after several years at r.t.

2.2. Assignment of the 1H and 13C NMR Spectra of Carthamin Potassium Salt

The assigned NMR spectra were almost identical to the unassigned spectra reported
previously [11,14,17]. In previous studies, the NMR spectra of carthamin were recorded in
pyridine-d5 or a mixture of pyridine-d5 and methanol-d4 [18]. The very broad OH signals
observed in pyridine [13] collapsed into a single peak upon the addition of methanol, which
did not allow one to extract any information pertaining to the OH groups. Figures 3 and 4
present the assigned 1H and 13C NMR spectra of carthamin potassium salt in DMSO-
d6, respectively. Diffusion-ordered spectroscopy (DOSY) spectra revealed that signals
below 2.8 ppm were observed on different diffusion lines and did not originate from
carthamin. Therefore, these signals were ascribed to a trace impurity not detectable by TLC
or NanoESI-MS.

3′

3′
3′ 4′ 5′ 3′ 2′ 3′ 4′

6′

Figure 3. Assigned 1H NMR spectrum of carthamin potassium salt recorded in DMSO-d6 at 30 ◦C.
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Figure 4. Assigned 13C NMR spectrum of carthamin potassium salt recorded in DMSO-d6 at 30 ◦C.

The carthamin protons resonated at 2.97, 3.09, 3.33, 3.46, 3.72, 3.81, 4.36, 4.64, 4.67,
4.77, 4.97, 6.87, 7.34, 7.51, 7.55, 8.28, 9.90, and 18.89 ppm. The signals at 4.36, 4.64, 4.67,
4.77, 4.97, 9.90, and 18.89 ppm disappeared after the addition of D2O and were there-
fore assigned to OH groups. The signal at 18.89 ppm has previously been ascribed
to the enolic proton of the yellow pigment safflomin A, ((4S)-4,6-di-D-glucopyranosyl-
4,5 -dihydroxy-2-[E-1-hydroxy-3-(4-hydroxyphenyl)prop-2-enylidene]-cyclohex-5-ene-1,3-
dion) from Carthamus tinctorius L. [22,23], with the remarkable low-field shift attributed
to hydrogen bonding between OH and C=O. The hydrogen bonding between both 5′OH
and 7 and 7′ C=O has not been suggested in previous reports, because they have not paid
attention to OH protons. In our case, the signal at 18.89 ppm was assigned to the 5 and
5′ enolic protons of carthamin. As the signal of the phenolic OH groups of safflomin A at
9.79 ppm was broad, the broad signal at 9.90 ppm was assigned to the 13 and 13′ phenolic
OH groups in carthamin. The integrated signal intensity ratio was 1 (8.28 ppm):2 (3.09,
3.33, 3.46, 3.72, 3.81, 4.36, 4.64, 4.67, 4.77, 4.97, 7.34, 7.55, 9.90, and 18.89 ppm):4 (2.97, 6.87,
and 7.51 ppm). The signal at 8.28 ppm was assigned to 16H.

2.3. COSY, HMQC, NOESY and HMBC for Assignment of the 1H and 13C NMR Signals

Correlation spectroscopy (COSY) revealed that cross-peaks were present not only
between the signals of protons bonded to adjacent carbons, but also between the signals of
protons bonded to adjacent carbon and oxygen elements [24], which allowed us to assign
numerous couples (Figure 5). Between 5, 5′OH and 7, 7′C=O, hydrogen bonding exists,
which regulates the structure of the carthamin molecule.

The signals of 11 and 11′ overlapped with those of 15 and 15′, while the signals of
12 and 12′ overlapped with those of 14 and 14′. In order to assign the overlapped signals
of 11, 11′, 15, 15′, 12, 12′, 14, 14′, 8, 8′, and 9, 9′, nuclear Overhauser effect spectroscopy
(NOESY) was used. NOESY revealed the presence of cross-peaks between signals at 7.34
and 7.51 ppm, which allowed the signals at 7.34, 7.55, 6.87, and 7.51 ppm to be ascribed to
8H, 9H, 12H overlapped with 14H, and 11H overlapped with 15H, respectively (Figure 6).
According to the molecular structure model, the cross-peak was between 8H and 11, 11′H
or 15, 15′H. Thus, only the signal of the 3′OH proton remained unassigned. Among the
43 carbons constituting carthamin (and affording 23 signals), six glucose-derived carbons
were in almost identical environments and therefore featured the same shift, as did another
group of 14 carbons (1, 2, 4–15). The cross-peaks revealed by heteronuclear multiple
quantum correlation spectroscopy (HMQC) (Figure 7) allowed us to assign proton-bearing
carbons on the glucose ring (G1, G1′, G2, G2′, G3, G3′, G4, G4′, G5, G5′, and G6 and G6′)
as well as carbons 8, 8′, 9, 9′, 11, 11′, 12, 12′, 14, 14′, 15, 15′, 16 and 16′, whereas the long-
range correlation data provided by heteronuclear multiple-bond correlation spectroscopy
(HMBC) allowed us to assign carbons 1, 1′, 2, 2′, 3, 3′, 4, 4′, 5, 5′, 6, 6′, 7, 7′, 10, 10′ 13 and
13′ (Figure 8). A clear cross-peak was observed between 8.28 (1H) and 142 ppm (13C). The
unclear noisy signal at 142 ppm in Figure 4 was not noise but real signal.
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Figure 5. COSY spectra of carthamin potassium salt recorded in DMSO-d6 at 30 ◦C; cross-peaks between carbon atoms (top)
and between carbon and oxygen atoms (bottom).
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3′

Figure 6. NOESY spectrum of carthamin potassium salt recorded in DMSO-d6 at 30 ◦C.

 

3′
Figure 7. HMQC spectra of carthamin 3′potassium salt recorded in DMSO-d6 at 30 ◦C under low
(top) and high (bottom) magnetic fields.
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3′
3′

Figure 8. Full-range (top) and expanded (bottom) HMBC spectra of carthamin potassium salt recorded in DMSO-d6 at 30 ◦C.

The carbonyl (3) and enolic (3′) carbons were observed as two separate signals,
whereas carbon 16 yielded one signal. Except for the signal derived from 3′C at 159.3 ppm,
the above data agree with those reported previously in works not attempting to perform
spectral assignments.

3. Materials and Methods

3.1. Isolation and Purification of Carthamin Potassium Salt

The carthamin potassium salt was extracted by a traditional method with some
modifications [19,20]. A total of 100 g of the fermented dried safflower petal tablets in
a cotton cloth bag was soaked in cold water at 10 ◦C for 48 h, and repeatedly washed
with running water to remove pollen and the yellow pigments until the disappearance
of the yellow color. The petals in the cotton bag were wrung to remove water, and we
added the pH 12.0 alkaline solution which was prepared from plant ash taken by a similar
method and plant as the Japanese traditional method, and then was kneaded to release the
red pigment into the solution (pH 10.4). Natural ramie fibers were dipped in this liquid
and then allowed to stand for a while. The ramie fibers dyed in red were washed with a
slightly acidic aqueous solution, squeezed out of water, and then air-dried. The alkaline
aqueous solution was gradually added dropwise to the dying ramie fibers to extract the
red solution. The extract was filtered through a filter and then slowly neutralized with an
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acidic solution. At pH 6.3, a fine precipitate was formed. After being centrifuged, a red
muddy pigment was yielded. The precipitate was spread on glass to block light, air-dried
at room temperature, and vacuum-dried for five days to reproducibly obtain a red pigment
with a green metallic luster (258 mg) [19,20]. Only one red spot with Rf = 0.42 was observed
by TLC (eluent = 1-butanol:acetic acid:water, 4:1:5, v/v/v). Nano-electrospray ionization
mass spectrometry (NanoESI-MS): m/z found 987.1343, Calcd. 987.9698 for C43H41O22K2;
K; 10.1 wt%, Na; 0.038 wt%. The NanoESI-MS spectrum showed no peaks assignable to free
carthamin. The red muddy substance was applied to a quartz plate, scraped off, air-dried
at room temperature under shading, and then vacuum-dried to obtain 258 mg of a red
pigment with a green metallic luster. Only one red spot with Rf = 0.42 was observed by TLC
(eluent = 1-butanol:acetic acid: water, 4: 1: 5, v/v/v). Nano-electrospray ionization mass
spectrometry (NanoESI-MS): m/z found 987.1343, Calcd. 987.9698 for C43H41O22K2; the
NanoESI-MS spectrum showed no peaks assignable to free carthamin. Elemental analysis
taken by atomic absorption spectrophotometry was K; 10.1 wt%, Na; 0.038 wt%.

3.2. Instruments

The NMR spectra were recorded on a JEOL JNM-ECZ500R (500 MHz JEOL Ltd.
Tokyo, Japan) spectrometer at 30 ◦C. Pulse programs used for the NMR spectrometer
were standard sequences taken from the JEOL Delta 5.3.1 pulse sequence library. Detailed
conditions: scan times and relaxation delay times of 1H, 13C, COSY, HMQC, DOSY, NOESY
and HMBC were 64, 5 s, 50,000, 8 s, 4, 1.5 s, 32, 4 s, 16, 7 s, 16, 4 s, 8, 16, 7 s, 256, and
4 s, respectively. DMSO-d6, pyridine-d5, and D2O were purchased from Kanto Kagaku
Co. NanoESI-MS analysis was performed on a QExactive Plus (Thermo Fisher Scientific,
Waltham, MA, USA) instrument, and potassium content was determined using atomic
absorption spectrophotometry (Z-2300, Hitachi High-Tech Science Co., Tokyo, Japan).
Mass spectral and elemental analyses were performed at Toray Research Centre, Inc.,
Tokyo, Japan.

4. Conclusions

To summarize, we indicate complete assignment of the 1H and 13C NMR spectra of
carthamin potassium salt which was isolated from Carthamus tinctorius L. prepared with
a modified Japanese traditional method without any chromatography. Complete signal
assignment was carried out by various 2D NMR spectroscopies: COSY, HMQC, NOESY,
DOSY and HMBC.

Fifteen proton signals (on 3′ 4, 4′, 5, 5′, 13, 13′, G2, G2′, G3, G3′, G4, G4′, G6 and G6′)
of the hydroxyl group were also assigned, which suggests the traditional Japanese cosmetic
Beni is carthamin-3′-potassium salt and the existence of hydrogen bonding between both 5,
5′ OH and 7C=O.

To obtain information on the content of inorganic elements and completely assign the
1H and 13C NMR signals of carthamin, we scrutinized the traditional methods and carried
out atomic adsorption and NanoESI-MS analyses. Molecular structure analyses, including
solid-state structure analysis, are currently underway. The presented information shows
that carthamin is no longer “difficult to analyze” and contributes to safflower petal research
and quality control.
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Abstract: The authors developed a 1H qNMR test procedure for identification and quantification of
impurity A present in gabapentin active pharmaceutical ingredient (API) and gabapentin products.
The validation studies helped to determine the limit of quantitation and assess linearity, accuracy,
repeatability, intermediate precision, specificity, and robustness of the procedure. Spike-and-recovery
assays were used to calculate standard deviations, coefficients of variation, confidence intervals,
bias, Fisher’s F test, and Student’s t-test for assay results. The obtained statistical values satisfy the
acceptance criteria for the validation parameters. The authors compared the results of impurity A
quantification in gabapentin APIs and capsules by using the 1H qNMR and HPLC test methods.

Keywords: gabapentin; impurity A; validation; limit of the quantitation; linearity; accuracy; repeata-
bility; precision; specificity; robustness; qNMR; HPLC

1. Introduction

Gabapentin (2-[1-(aminomethyl) cyclohexyl] acetic acid) is a synthetic and non-
benzodiazepine analogue of γ-aminobutyric acid. Gabapentin (GP) is usually used for
epilepsy, symptoms of peripheral neuropathic pain, postherpetic neuralgia, diabetic periph-
eral neuropathy, acute alcohol withdrawal syndrome, and multiple sclerosis treatment [1–3].
Through intramolecular cyclization in solution, GP can form impurity A (ImpA)-2-azaspiro
[4,5] decan-3-one, which is a European and American pharmacopoeias classification [4].
ImpA formation from crystalline GP rate depends on its polymorphic modification, tem-
perature, moisture, shredding rate, and presence of some excipients [5–7]. Temperature
and pH of medium can influence the GP cyclization. Since ImpA demonstrate some
toxicity rate (LD50 = 300 mg/kg, white mice [5]), its content should be measured in GP
drugs and substances. Identification and quantification of ImpA in GP during the pharma-
copoeial analysis are carried out using the HPLC method [8]. HPLC is a highly sensitive
and selective method, but the results of HPLC measurements are relative and indirect by
nature. HPLC determination of ImpA requires generation of a calibration curve using
a pharmacopoeial reference standard for ImpA (which accounts for the relative nature
of measurements). The measurement by the HPLC method has a combined uncertainty
(which accounts for the indirect nature of measurements). Sources of the total standard
uncertainty are the peak area measurement in the chromatogram, the test and standard
samples weighing, and solvent volumes measurement. Therefore, it would be practical to
use an absolute and direct method, for example, qNMR for ImpA quantification. Absolute
methods of quantitative analysis are based on known functional relationships and do not
require the generation of a calibration curve using a reference standard. qNMR is consid-
ered as an absolute method for measuring the molar ratio of the analytes in a test sample,
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as well as the weight content of one component relative to another component, because the
functional relationships between the analytes and the measurands (integrated intensities)
are well-known: the molar ratio of the components in a mixture is equal to the ratio of the
normalized integrated intensities of the signals of these components. qNMR quantification
of an impurity relative to the main component is considered a direct method because of
the direct measurement of the ratio of integrated intensities of the main component and
impurity signals. Uncertainty of the test result relies only on the uncertainty of the integral
intensities ratio measurement [9,10]. The aim of this article is to develop and validate an
identification and quantification method of ImpA determination in GP drugs and APIs.

2. Results and Discussion

2.1. Specificity

GP and ImpA have a similar structure (Figure 1).

Figure 1. Chemical structures of Gabapentin (GP) and impurity A (impA).

Although the structures of GP and ImpA are similar, signal overlap on the 1H spectrum
can only observed be in the cyclohexane fragment range (1.25–1.70 ppm). Methylene group
signals are differentiated: CH2-N δ = 3.02 ppm (GP) and 3.24 ppm (ImpA); CH2-C=O
δ = 2.45 ppm (GP) and 2.28 ppm (ImpA). It should be noted that signals of the ImpA do
not overlap with 13C satellites of GP signals (Figure 2).

Figure 2. 1H spectrum of GP and ImpA mixture (GP 40.09 mg/mL, ImpA 0.20 mg/mL). * 13C satellites of GP signals.
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GP drugs of different manufacturers have nonequal set of excipitents in their content.
For example, capsules I (300 mg GP dose) have calcium hydrogen phosphate dihydrate,
potato starch, magnesium stearate, and PEG in their content. The content of capsules II
with the same active substance dose includes lactose monohydrate, corn starch, talc, and
magnesium stearate. It should be noted that signals of water-soluble excipients lie outside
of the methylene GP and ImpA protons range. They do not prevent ImpA identification
and quantification, as can be seen in Figures 3 and 4.

Figure 3. 1H spectrum fragment of GP drug (capsules I).

Figure 4. 1H spectrum fragment of GP drug (capsules II).

In this way, signal 2.28 and 3.24 ppm are characteristic signals of ImpA. These signals
help to identify the impurity presence in GP drugs and substances.
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In the qNMR spectroscopy, the mass of the analyte A can be determined from a known
mass of the analyte B [9]:

mA =
IA

IB
× NB

NA
× MA

MB
× mB × P (1)

where mA and mB are the mass of the analytes A and B;

MA and MB are the molar mass of the analytes A and B;
NA and NB are the number of nuclei generating the corresponding signal;
P—purity of the analyte B.

Therefore, the ImpA content in the test sample (mImpA) and its weight % (w %) relative
to GP can be determined using the following formulas:

mImpA = 0.901(IImpA/IGP) mGP; w % = 0.901(IImpA/IGP)100 (2)

where 0.901 is the relation of ImpA and GP molar masses;

IImpA is the integral intensity of any characteristic ImpA signals (2.28; 3.24 ppm) or
their mean;
IGP is the integral intensity of any characteristic GP signals (2.45; 3.02 ppm) or their mean;
mGP is the GP content in the test sample.

2.2. Limit of Quantification

In the experimental conditions of qNMR, the limit of quantitation (LOQ) of ImpA
is 10 µg/mL (0.025 weight % relative to GP content). At this concentration of ImpA, the
signal-to-noise ratio is 10.3.

2.3. Linearity and the Analytical Range

The analytical range of the development method is 10–253 µg/mL or 0.025–0.63 weight %
relative to GP. It corresponds to 0.25% from nominal content of ImpA in GP APIs (0.1 w %)
and 158% from nominal content of ImpA in the GP drug (0.4 w %). In this range were
identified validation characteristics of method. The integral intensity of signals δ 3.24 ppm
(ImpA) and 3.02 ppm (GP) is used in quantification measurements. Results of linearity
evaluation are shown in Table 1.

Table 1. Results of the linearity evaluating of the validated method.

Content of ImpA, µg/mL
(w % Relative to GP)

IImpA Mean Value IImpA
Content of ImpA, µg/mL

(w % Relative to GP)
IImpA Mean Value IImpA

0.0
(0.0) 0.00 0.00 50.65

(0.126)

1.40
1.41
1.41

1.41

10.13
(0.025)

0.28
0.29
0.27

0.28 101.30
(0.253)

2.74
2.69
2.71

2.71

20.26
(0.051)

0.57
0.57
0.58

0.57 151.95
(0.379)

4.33
4.35
4.31

4.33

30.39
(0.076)

0.84
0.86
0.84

0.85 202.60
(0.505)

5.68
5.70
5.74

5.71

40.52
(0.101)

1.14
1.13
1.14

1.14 253.25
(0.632)

7.03
7.05
7.01

7.03

Based on data shown in Table 1, we built a dependency graph of IImpA from ImpA
content in model mixtures (Figure 5). Statistical characteristics of the established linear
regression are shown in Table 2.
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Figure 5. Dependence graph of ImpA measured integral signal intensity from its content in the sample.

Table 2. Statistical Characteristics of Linear Regression.

Statistical Characteristic Result

Slope (b) 0.028
Segment on ordinate (a) −0.0052

Significance interval (p = 95%) −0.06 ÷ 0.05
Correlation coefficient (r) 0.9997

As follows from the data in Table 2, the procedure meets all linearity requirements:
the correlation coefficient r ≥ 0.990, and the value a does not exceed its confidence interval.

2.4. Accuracy

The results of accuracy evaluation are given in Table 3.

Table 3. Results of the Accuracy Studies of the method.

ImpA Added, µg/mL ImpA Found, µg/mL Zi, % ImpA Added, µg/mL ImpA Found, µg/mL Zi, %

10.13
10.11 99.80

101.30
98.94 97.67

10.47 103.36 97.13 95.88
9.75 96.25 97.85 96.59

20.26
20.58 101.58

151.95
156.35 102.90

20.58 101.58 157.07 103.37
20.94 103.36 155.63 102.42

30.39
30.33 99.80

202.60
205.09 101.23

31.05 102.17 205.82 101.59
30.33 99.80 207.26 102.30

40.52
41.16 101.58

253.25
253.84 100.23

40.80 100.69 254.56 100.52
41.16 101.58 253.12 99.95

50.65
50.55 99.80
50.91 100.51
50.91 100.51

Mean (Z), % 100.63
Systematic error (δ), % 0.63

Standard deviation (s), % 2.067
Coefficient of variation (R.S.D.), % 1.86

Significant interval (∆), % ±0.82
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The following acceptance criteria are used in method validation:

1. The systemic fault must not exceed its confidence interval (criteria of statistical insignificance);
2. The confidence interval must include 100% of the extraction coefficient value.

It follows from the data in Table 3 that the procedure being validated has accept-
able accuracy, as 100% is included in the confidence interval, and the bias is statistically
indistinguishable from zero (0.63 ≤ 0.82).

2.5. Repeatability and Intra-laboratory Precision

Results of relation spiked-and-recovery (Zi) measurements obtained in repeatability
and intra-laboratory precision conditions and their statistical processing are presented in
Table 4.

Table 4. Results of convergence and intralaboratory precision studies of the method being validated.

ImpA Added, µg/mL
Operator 1 Operator 2

Found, µg/mL Zi, % Found, µg/mL Zi, %

10.13
10.11 99.80 10.11 99.80
10.47 103.36 10.11 99.80
9.75 96.25 9.39 92.69

50.65
50.55 99.80 51.27 101.22
50.91 100.51 50.19 99.09
50.91 100.51 50.91 100.51

253.25
253.84 100.23 253.48 100.09
254.56 100.52 253.12 99.95
253.12 99.95 253.84 100.23

Mean (Zi), % 100,103 99.264
Systematic error (δ), % 0.103 0.736

Standard deviation (s), % 1.809 2.532
Coefficient of variation (R.S.D.), % 1.807 2.551
Significant interval, % (∆, p = 95%) ±1.391 ±1.946

Combined mean ( Z), % 99.684
Combined standard deviation, % 2.20

Combined coefficient of variation, % 2.207
Combined significant interval, % ±1.555

Fisher’s F test (Ftab = 3.44) Ffact = 0.51
Student’s t test (ttab = 2.12) tfact = 0.81

Acceptance of intra-laboratory precision can be evaluated by the Fisher (F) and Student
(t) statistical criteria by counting and comparing their actual t and F values with table
values-maximal values of criteria with influence of random factors, current degrees of
freedom, and given levels of significance. The data presented in Table 4, show a statistical
insignificance of difference between means and standard deviations of two operators
measures at a significance level of 95%, so the table F and t values substantially exceed
their actual values.

2.6. Robustness

The study provided experimental evidence of the insensitivity of the procedure being
validated to minor changes in the qNMR test conditions. Varying of the pulse angle,
relaxation time, sample temperature, and addition of excipients do not change the position
of the chemical shifts of GP and ImpA signals. The integral intensity ratio of GP and ImpA
remains unchanged.

2.7. Comparative Analysis of the ImpA Content Determining by qNMR and HPLC

Results of the ImpA content in GP APIs and capsules determination, using qNMR
and HPLC methods, are shown in Table 5.
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Table 5. Results of the ImpA content in GP APIs and capsules determination.

Sample
Content of ImpA, w %

NMR HPLC

API A Not found Not found
API B BQL BQL

Capsule I 0.10 (RSD 5.6%) 0.13 (RSD 4.9%)
Capsule II 0.08 (RSD 7.5%) 0.07 (RSD 7.2%)

It should be noted that content of ImpA in API test samples is lower than the LOQ of
qNMR methods (0.025 w %) and HPLC methods (0.5 w %). The content level of lactam in
capsules is more than the LOQ. ImpA content values in GP drugs, obtained by qNMR and
HPLC methods, are close to each other, which is additional evidence of the accuracy of the
validation method.

3. Materials and Methods

3.1. Materials

The following materials were used in the qNMR procedure development and vali-
dation: certified reference standards for GP and ImpA, manufactured by the European
Pharmacopoeia (the assigned values of reference standards are 100%, the uncertainty of
the assigned values is not stated), gabapentin APIs by Divis Laboratories Limited Hy-
derabad, India (A), gabapentin APIs by PIQ-PHARMA, Belgorod, Russia (B), gabapentin
capsules by Canonpharma production PJSC, Moscow, Russia (I), and gabapentin capsules
by Pharmstandard-Leksredstva JSC, Volginskiy, Russia (II). Deuterated dimethylsulfoxide
(DMSO-D6, 99.90% D) and water (99.93% D) by Cambridge Isotope Laboratories, Inc.
(St. Louis, MO, USA) were used in the NMR experiments.

HPLC measurements were carried out using ammonium dihydrogen phosphate,
phosphoric acid, ACS grade perchloric acid, and sodium perchlorate (Sigma-Aldrich,
St. Louis, MO, USA). ACS grade potassium dihydrogen phosphate was purchased from JT
Baker (Philipsburg, NJ, USA). Methanol and HPLC grade acetonitrile were purchased from
Fisher Scientific (Fairlawn, NJ, USA). HPLC ready 18 MΩ water was obtained, in-house,
from a Milli-Q Integral 3 water purification system, Merck Millipore Corp. (Burlington,
MA, USA). Syringe filters were used with PTFE membranes of 0.45 µm from Thermo
Scientific Nalgene (Rochester, NY, USA).

3.2. NMR Spectroscopy Method

3.2.1. Model Solutions

GP stock solution I of 100 mg/mL was prepared by placing 501.1 mg of GP refer-
ence standard in a 5-mL flask and diluting with D2O to volume. ImpA stock solution II
(c = 2.026 mg/mL) was prepared by placing 10.13 mg of ImpA reference standard in a
5-mL flask and diluting with D2O to volume. Solution III (c = 506.5 µg/mL) was obtained
by fourfold dilution of Solution II with D2O. Model solutions of GP and ImpA mixtures
were prepared by combining different volumes of Solutions I and III and different volumes
of solvents (Table 6). Trace amounts of DMSO-D6 were added as internal standards for the
chemical shift scale calibration.

3.2.2. Sample Preparation

API: 20 mg of substance (an accurate amount is optional) was placed into an NMR
flask, followed by adding 0.5 mL of D2O and 10 µL of DMSO-D6, and shaking intensively
to obtain a fully diluted sample.

Capsules: 1.5 mL of D2O was added to 1/2 of capsule content (200 mg, accurate amount
is optional) and shaken intensively within 10 min. We obtained suspension filtered using a
membrane filter, put 0.5 mL of filtrate in an NMR flask, and added 10 µL of DMSO-D6.
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Table 6. Preparation of model solutions of GP and ImpA mixtures.

№
V I
mL

V III
µL

V DMSO-D6
µL

V D2O
µL

C GP
mg/mL

C ImpA
µg/mL

w % ImpA
Relative to GP

1 0.4 0 10 590 40.09 0 0
2 0.4 20 10 570 40.09 10.13 0.025
3 0.4 40 10 550 40.09 20.26 0.051
4 0.4 60 10 530 40.09 30.39 0.076
5 0.4 80 10 510 40.09 40.52 0.101
6 0.4 100 10 490 40.09 50.65 0.126
7 0.4 200 10 390 40.09 101.30 0.253
8 0.4 300 10 290 40.09 151.95 0.379
9 0.4 400 10 190 40.09 202.60 0.505
10 0.4 500 10 90 40.09 253.25 0.632

3.2.3. Instrumentation and Experiments Conditions
1H spectra were collected on the Agilent DD2 NMR System 600 NMR spectrometer

equipped with a 5 mm broadband probe and a gradient coil (VNMRJ 4.2 software). Pa-
rameters of the experiments: temperature 27 ◦C, spectral width 6009.6 Hz, observe pulse
90◦, acquisition time 5.325 s, relaxation delay 10 s, number of scans 256, the number of
analog-to-digital conversion points 64 K, exponential multiplication 0.3 Hz, zero filling
64 K, automatic linear correction of the baseline of the spectrum, manual phase adjustment,
calibration of the δ scale under DMSO in D2O (δ = 2.71 ppm) [11]. The manual mode was
also used for the signal integration. The general rule for choosing the integration limit
(64 time the half-with of a Lorentzian shape NMR signal) was not followed due to the
GP 13C satellites interfering effect. We took as the integration limit for ImpA the doubled
distance between the center of its signal and GP 13C satellites. The integration limit for
GP signal was equal to the distance between the13C satellites signals (without the 13C
satellites). The relaxation delay value was estimated by an inversion-recovery experiment:
T1 are equal 1.54 s (ImpA) and 0.89 s (GP). It was found that the experiment conditions did
not affect the stability of GP: additional signals of ImpA were not detected in the spectrum
of GP stock solution I.

3.3. Method Validation

Three independent experiments were run for each model solution and three values
were obtained for the integral intensity of the signal. For validation, the mean value was
used. Validation characteristics (specificity, linearity, accuracy, precision, limit of quantita-
tion, range, and robustness) and validation criteria carried out according to methodological
documents of GMP and US Pharmacopoeia guidance about validation of analytical proce-
dure by qNMR [12,13]. Statistical parameters (mean value, standard deviation, coefficient
of variation, significance interval, coefficient of determination, and actual and tabulated
values for Fisher’s F test and Student’s t test) were determined at a significance level of
p = 0.05 using MS Excel 2007.

3.3.1. Specificity

Specificity was confirmed by demonstrating absence of overlap of individual GP and
ImpA signals in the 1H spectrum.

3.3.2. Limit of Quantitation

The limit of quantitation (LOQ) of the procedure was determined from the signal-to-
noise ratio (S/N = 10) using VNMRJ software, version 4.2.
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3.3.3. Analytical Range

Range of the application method was determined by experimental value LOQ and the
US Pharmacopoeia recommendation to nominal content of ImpA in GP APIs (0.1 w %) and
in its marketed products (0.4 w/w %) [4,14,15].

3.3.4. Linearity

Graphic dependence of the integral intensity of signal ImpA versus its concentration
was treated by linear least square regression analysis with 10 model solutions over a
concentration range of 0−253 µg/mL for ImpA.

3.3.5. The Accuracy

The accuracy of the method was evaluated using the experimental data obtained from
the linearity studies. Extraction coefficients were determined for all model solutions, i.e.,
the spiked-recovery ratio (Zi), for which the systematic error (δ), standard deviation (s),
coefficient of variation (RSD), and significance interval (∆) were determined.

3.3.6. Precision

Precision was evaluated at the level of convergence and intralaboratory precision
(different operators, different days). Convergence and intra-laboratory precision of the
method under validation was evaluated using three model solutions with low (10 µg/mL),
intermediate (100 µg/mL), and high (250 µg/mL) ImpA contents.

3.3.7. Robustness

The reliability of an analytical measurement was evaluated by analyzing of the result
stability after varying observe pulse (45 and 90◦), relaxation delay (±10%), probe tem-
perature (±2 ◦C), possible interfering species—water soluble excipients from marketed
products (polyethylenglycol 6000).

3.4. Reference Measurement with HPLC Method

3.4.1. Preparation of Solution

Diluent, a system suitability test solution, buffer solution, teste solution of samples A–
D, reference solutions, and mobile phase were prepared according to USP methods [4,14].

3.4.2. Instrumentation and Chromatographic Conditions

The HPLC system consists of an Agilent Infinity 1260 series (Agilent Technologies,
Wilmington, DE, USA). Data collection and analysis were performed using ChemStation
software. Chromatographic conditions: column Zorbax RX-C-18 250 mm × 4.6 mm ×
5 µm (Agilent Technologies, Santa-Clara, CA, USA); column temperature 40 ◦C; elution
mode isocratic; flow rate 1 mL/min; detector UV 215 nm; injection volume 20 µL; Run time
no less than 50 min.

4. Conclusions

The developed 1H qNMR spectroscopy method of ImpA identification and quantifi-
cation in GP APIs and GP drugs were validated by using the main parameters. It was
established that the developed method is specific and has an acceptable linearity, repeatabil-
ity, accuracy, precision, and robustness. Also, a limit of quantitation of developed method
was established. This method can be used for carrying out GP APIs and drugs analysis.
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Abstract: Hyperpolarization is one of the approaches to enhance Nuclear Magnetic Resonance (NMR)
and Magnetic Resonance Imaging (MRI) signal by increasing the population difference between the
nuclear spin states. Imaging hyperpolarized solids opens up extensive possibilities, yet is challenging
to perform. The highly populated state is normally not replenishable to the initial polarization
level by spin-lattice relaxation, which regular MRI sequences rely on. This makes it necessary
to carefully “budget” the polarization to optimize the image quality. In this paper, we present a
theoretical framework to address such challenge under the assumption of either variable flip angles
or a constant flip angle. In addition, we analyze the gradient arrangement to perform fast imaging to
overcome intrinsic short decoherence in solids. Hyperpolarized diamonds imaging is demonstrated
as a prototypical platform to test the theory.

Keywords: hyperpolarization; magnetic resonance imaging; flip angle

1. Introduction

NMR is central to many chemical, biological and material analysis due to the rich
chemical information it can provide [1,2]. MRI, as the imaging counter part of NMR, is a
powerful tool in medicine and biology [3,4]. However, the sensitivity of both techniques
relies on nuclear spin polarization, which is intrinsically low at thermal equilibrium.
One compelling approach to tackle this insensitivity is hyperpolarization. This approach
brings the nuclear spin polarization level beyond thermal equilibrium to produce many
orders of magnitude higher signal. Routes to hyperpolarization includes dynamic nuclear
polarization (DNP) [5], parahydrogen induced hyperpolarization (PHIP) [6], as well as
chemically-induced DNP (CIDNP) [7]. While the methods of hyperpolarization can be
applied in both liquids and solids, hyperpolarized solids are particularly attractive as an
imaging agent in nano-medicine [8], or as a polarization hub to deliver hyperpolarization
for general chemicals [9]. However, challenges remain on how to image hyperpolarized
solids given the none-replenishable nature of the polarization and short coherence times
of solids.

In the work, we use diamond particles (Figure 1A) as a prototypical platform to test
the imaging sequences (Figure 1C,D) and to provide some theoretical understanding of the
results as well as some insight into sequence design for imaging similar hyperpolarized
materials. The hyperpolarization in diamond is enabled by one type of special atom-like
defect — the Nitrogen Vacancy (NV) center [10] and a recently developed protocol [9,11].
The electronic spins of NV centers are optically polarizable to ≈99% at room tempera-
ture [10], and their long coherence time ensures its efficiency at polarizing surrounding 13C
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nuclear spins via chirped MW (Figure 1B,C). 13C imaging of natural abundance diamond
powders (Figure 1F) is only possible with such highly polarized signal (Figure 1E). The
ability to image micron/nanodiamonds through MRI can open up possibilities in directions
including physics, chemical and biological analysis. For instance, hyperpolarized diamond
particles that “light up” in MRI mode can potentially be applied as a targeting and tracking
agent given their bio-compatibility and surface modifiability [11–14]. Additional advantage
of high surface-to-volume ratio can also enable polarization transfer to external nuclei
when brought into close contact with other chemicals for high-SNR and high-resolution
NMR [15].

The analysis of the imaging sequence for a diamond prototypical system relies on a
theoretical framework we develop herein for imaging hyperpolarized solids in general.
The theoretical framework considers two major components of an MRI sequence — flip
angle and gradients (Figure 1C), which determine the quality of an MR image.

In an MRI sequence, a radio frequency pulse is normally applied at the beginning of
each repetition, in order to rotate the magnetization from z direction to the xy plane, so
that the nuclear Larmor precession can be detected. The angle of such rotation is referred
as flip angle. In conventional MRI without hyperpolarization, the z magnetization can be
recovered after each repetition by the T1 relaxation process. In contrast, for the cases of
hyperpolarization, the initial polarization is much higher beyond the equilibrium state;
thus, relaxation tends to reduce it towards a much lower level. As a results, some sequence
design principles in conventional MRI no long hold in such cases, and it requires careful
engineering of flip angles to be suited for imaging hyperpolarized objects. The high level
of the magnetization, if effectively distributed, can enhance the image SNR and resolution
by orders of magnitude.

Not only does flip angle have to be designed uniquely for hyperpolarized solid state
imaging, better arrangement of the gradient and pulses are critical as well. As a result of
the nature of solids, static coupling between nuclei leads to short coherence times. This
suggests that one has to either perform imaging rapidly or apply pulse sequences to protect
coherence. We present strategies that either facilitate fast imaging or refocus signals by
decoupling sequences with a focus of 13C MRI in diamonds.
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Figure 1. Experiment schematic. (A) A picture of diamond particles (∼200 µm in size) contained in an NMR tube as an
imaging phantom (taken from the bottom of a NMR tube). (B) Green laser excitation and MW irradiation is applied on the
sample in order to transferred polarization to lattice 13C nuclei from optically polarized NV- electrons in the microscopic
scale. (C) Experimental protocol of hyperpolarizing and imaging diamonds. 13C hyperpolarization occurs at 38 mT under
MW sweeps across the NV-ESR spectrum, and then transferred to a MRI machine for imaging. Flip angles and gradient
arrangement determine the quality of the MRI. (D) Illustration of flip angles for the nth repetitions. (E) Typical signal
enhancement by hyperpolarization, showing signal gain against signal at 7 T. For a fair comparison, the noise in both is
normalized to be 1 (dash line). (F) A typical MR image of diamond phantom in (A).
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2. Results

2.1. Image Equation

We analyze the dynamic of the magnetization change under certain flip angle pulses
and theoretically present optimal solutions. In this section, we consider two major scenarios,
i.e. dynamically changeable flip angles and a constant flip angle over different repetitions.
We also consider two metrics for our optimization – total magnetization, which corresponds
to total signal of the image, and the uniformity of the signal across repetitions.

More explicitly, we write down the signal equation of an MR image in terms of the xy
plane magnetization Mx [16]:

S
(
kx, ky

)
=

∫∫

Mx(x, y, kx, ky)e
−i2π(kx x+kyy)e−t(kx ,ky)/T∗

2 dxdy (1)

where kx = γ/2π
∫ t

0 Gx(t)dt, ky = γ/2π
∫ t

0 Gy(t)dt (γ is the gyromagnetic ratio, and Gx,
Gy are gradients along x and y axis). Note that this signal equation takes into consideration
that the transverse magnetization Mx as a function of kx and ky can be different for each
repetition. This dependence can be expressed as:

Mx(x, y, kx, ky) = K(kx, ky) · ρ(x, y) (2)

where K(kx, ky) (we refer as magnetization factor) is the factor representing non-uniform
excitation in each repetitions (for instance a progression of small tip angle pulses), and
ρ(x, y) is the nuclear spin density at location (x, y). Performing a Fourier transform of
S
(
kx, ky

)
, we obtain the image represented in the real space:

I(x, y) = F (K) ∗ F (e−t(kx ,ky)/T∗
2 ) ∗ ρ(x, y) (3)

where F represents Fourier transformation and ∗ represents convolution. Note that by
taking the limit of t << T∗

2 , and assuming uniform excitation cross different repetition, the
Equation (3) reduces to I(x, y) = ρ(x, y).

The image equation (Equation (3)) is different from a typical image equation as the first
term represents the effect of flip angles, which is special to the case of hyperpolarization.
In repetition n, we denote this effect to be Kn. In the case of Cartesian sampling, we can
write n = kx without losing generality.

2.2. Flip Angle Consideration

How does Kn depend on the flip angle θ? We address this question by considering two
cases: dynamically changing flip angles and a constant flip angle. In practice, whether one
has the ability to program the flip angle for each repetition on the MRI machine determines
which case will be utilized.

Variable flip angle — First we consider the most general scenario where one has con-
trol on the flip angle of each repetition. This stems from an intuitive demand that magneti-
zation remains same in each repetition, similar to the magnetization in saturation recovery
sequences. More specifically, if we implement an imaging sequence with a repetition time
TR to a nuclear spin system with relaxation time T1 and an equilibrium magnetization M0,
we can write the dynamic equation as following [17]:

{

Mn = (Mn−1 cos θn−1 − M0)e
− TR

T1 + M0
Mx,n = Mn sin θn

(4)

where we denote in the nth repetition, the flip angle to be θn, the longitudinal and transverse
magnetization to be Mn and Mx,n respectively. Given that magnetization can be written
as multiplication of the magnetization factor and the spin density: Mn = Kn ∗ ρ(x, y),
Mx,n = Kx,n ∗ ρ(x, y), and M0 = K0 ∗ ρ(x, y), we can eliminate the location information in
ρ(x, y), and simplify the dynamic equation in terms of magnetization factor K.

295



Molecules 2021, 26, 133

{

Kn = (Kn−1 cos θn−1 − K0)e
− TR

T1 + K0
Kx,n = Kn sin θn

(5)

The initial magnetization factor in the hyperpolarization case is Khp, in contrast to the
thermal polarization case K0. With such initial condition, we solve the recurrent dynamic
equation (Equation (5)) and obtain:

Kx,n = Khp

[
n−1

∏
k=1

(Γ cos θk) +
1

Khp/K0
(1 − Γ)×

{
n

∑
i=2

n−1

∏
k=i

(Γ cos θk)

}]

sin θn (6)

where Γ = e
− TR

T1 . We assume hyperpolarization enhances signal much higher than thermal
signal, suggesting Khp >> K0. With such approximation, we have the leading order

Kx,n = Khp

[

∏
n−1
k=1 (Γ cos θk)

]

sin θn.
One of the advantages of having ability to dynamically varying the flip angle is that

the transverse magnetization Mx in each repetition can be constant by carefully design the
flip angles. This allows one to avoid image distortion along the phase encoding direction
(further detailed in the Discussion section). Applying the condition of Kx,n = constant ,
we can obtain (see Appendix A.1):

tan2 θn = (1 − Γ3) · Γ2N−2n−1

1 − Γ2N−2n−1 (7)

where N is the total number of repetitions.
As shown in Figure 2A, flip angles have to increase with the number of repetitions

in order to maintain same transverse magnetization, and all three curves with different
TR/T1 converge to 90◦ to saturate all the magnetization. As a result, the relative transverse
magnetization stays flat throughout the scan confirmed by simulation (see Figure 2B).
Such uniform magnetization factor allows K(kx, ky) to be constant, resulting in F (K) to
be a delta function, and the reconstructed image I(x, y) in Equation (3) to be: I(x, y) ∝

F (e−t(kx ,ky)/T∗
2 ) ∗ ρ(x, y), immune from image blur cased by excitation.

In addition to constant magnetization, one desires to gain as large cumulative signal
as possible, which leads to a different optimization problem.

arg maxθn
{Scumulative =

N

∑
n=1

Mx,n} (8)

If θN is optimal, it should satisfy: ∂Scumulative
∂θN

= ΓN−1 cos θ1 · · · cos θN−1 cos θN = 0.
Similarly, we can get:

∂Scumulative
∂θN−1

= ΓN−1 cos θ1 · · · (− sin θN−1) sin θN + ΓN−2 cos θ1 · · · cos θN−1 = 0
⇒ Γ sin θN−1 sin θN = cos θN−1

(9)

In general, the relationship between two consecutive flip angles is: sin θn+1 = Γ tan θn.
Iteratively solving this sequence from the end where sin θN = 1 (see Appendix A.2),
we have:

θn = tan−1

√

1
Γ2 · 1 − Γ2

1 − Γ2(N−n)
(10)

And such results of N =16 and 32 are presented in Figure 2C,D.
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Figure 2. Variable flip angles for constant signal and maximum signal. (A) The flip angles to enable
constant magnetization in a 32 repetition imaging sequence are determined based on Equation (7).
(B) Implementing flip angles in (A), the relative transverse magnetization signal is simulated tak-
ing Khp = 1 and K0 = 10−3. (C,D) The flip angles to maximize the cumulative signal under
different TR/T1.

So far, we have derived the design principle of variable flip angle pulses to achieve
either constant magnetization or maximum total magnetization. We here briefly comment
on images we may acquire in these two cases. In the case where there is a fixed transverse
magnetization in each repetition to start with, the image may display less SNR than the
total signal optimized case. However, the constant signal guarantees high fidelity due to
eliminated distortion in the phase encoding dimension. In contrast, in the case of maximum
total magnetization, image distortion cannot be avoided but the image SNR is optimal.

Constant flip angle — In spite of the stable magnetization and high cumulative signal
that is brought by variable flip angles, it posts technical challenges on MRI facilities to
implement different flip angles in each repetition. A more widely used case is the constant
flip angle, where the excitation pulses remain the same for all of the repetitions. We consider
such case in this section and optimize the cumulative signal under such scenario.

The recurrent dynamic equation is similar despite the fact that θ is constant:
{

Kn = (Kn−1 cos θ − K0)e
− TR

T1 + K0
Kx,n = Kn sin θ

(11)

Solving the recurrent dynamic equation:

Kx,n = ±Khp(Γ cos θ)n−1 sin θ + K0(1 − Γ)
n−1

∑
k=1

(Γ cos θ)k−1 sin θ (12)

Simulating this process, we observe the change of the magnetization with respect to n
given a certain θ and TR/T1 in Figure A1. Note that in this case, we do not ignore the first
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term in Equation (12) because constant flip angle can lead to comparable magnitude of the
first term with the second term.

Similarly, we calculate cumulative signal: Scumulative = ∑
N
n=1 Mx,n in Figure 3. Not

surprisingly, there is an optimal flip angle given certain TR/T1 and total number of scans
N. Under such optimal angle, the case of N = 32 displays a more than 4 times higher
cumulative signal than 90◦ pulse could (Figure 3A). When TR/T1 is less, increasing scan
counts may become very effective for signal enhancement (Figure 3B). We compare this
optimal flip angle with Ernst angle which is the flip angle for excitation of a particular
spin that gives the maximal signal intensity in the least amount of time in the thermal
polarization cases. We find that the optimal flip angle deviates from Ernst angle, however,
approaching it when N increases.

It is difficult to optimize Scumulative analytically, and we use a gradient descent method
to numerically solve the problem, and the result is shown in Figure 3C,D.
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Figure 3. Constant flip angle. In the simulation, Khp = 10−3 and K0 = 10−5, which is on the same
orders of magnitude of magnetization with our diamond imaging case at 9.4T. (A) Cumulative signal
with different total repetitions N is displayed when the ratio of TR/T1 is fixed. The black dash line is
the Ernst angle, optimal for initial magnetization to be M0. (B) Fixing the ratio TR/T1, we simulate
the cumulative signal with different N. (C) Optimal flip angles and (D) resultant cumulative signals
when such angle is restricted to a constant are shown as a function of TR/T1.

2.3. Gradient Consideration

Gradient arrangement is another critical component in hyperpolarized solid state
imaging. This determines timing for signal acquisition and k-space sampling trajectory
and ultimately dictates image SNR, fidelity as well as resolution. Here we consider three
categories of gradient arrangement, i.e. spin echo, gradient echo, and more exotic sequences.
By analyzing different types of sequences, we provide insight into the gradient arrangement
and sequence parameter determination for a given sample.

A typical spin echo sequence with small flip angle is shown in Figure 4. For a
certain voxel (x, y, z), we consider the signal at the peak of the echo S(TE), which is a
good indication of the image SNR. This signal within one voxel is subject to decoherence
posterior to the flip angle pulse, and the decay factor is e−TEse/T2 (see Figure 4A), where
TEse is the echo time of a spin echo sequence. Similarly, in a gradient echo sequence, this
factor becomes e−TEge/T∗

2 (see Figure 4B). When assuming that both sequences use the
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same flip angle strategy, the decay factors imply that if TEse/T2 < TEge/T∗
2 , the spin echo

sequence is favorable for higher signal; otherwise, one should choose gradient echo given
that the signal at the peak of the echo is higher in such cases.

TR

Small flip angle pulse θSmall flip angle pulse θ π pulse
TR

θ pulse θ pulse

TETE
T2* relaxationT2 relaxation

AA BSpin echo sequence Gradient echo sequences

Figure 4. Spin echo and gradient echo sequence with small flip angle. (A) The π pulse refocuses dephasing caused by
field inhomogeneity, chemical shift, and gradients. (B) The reversed gradient refocuses the effect of gradients. The phase
encoding dimension implements same gradient arrangement for both of the two echo sequences, and is omitted here.

The RARE (Rapid Acquisition with Refocused Echoes) sequence, also known as TSE
(turbo spin echo) is a sequence which takes advantage of multiple spin echo train followed
by a single π/2 pulse. This sequence is originally designed for saturation recovery, can
however be implemented with small flip angle excitation pulses, which may be enhance
SNR in hyperpolarized solid state imaging. In this case, there can be T echo trains following
a small flip angle excitation in each repetition.The cumulative signal depends on

N

∑
j=1

T

∑
k=1

e−k·TEse/T2 (13)

where two summations of j and k represent repetitions and echo trains respectively. Care-
fully selection of N and T can possibly enhance the cumulative signal further than conven-
tional spin echo or gradient echo sequences.

The sequences that decouple nuclear spins in solids, which we refer to here as “exotic
sequences”, include magic echo sequence [18], as well as quadratic echo sequence [19].
However, those sequences are challenging to calibrate and implement due to the precise
requirement of the spacing between pulses and the phase of the pulses.

Apart from forming spin echo or gradient echo, one can design the gradient ar-
rangement so that signal acquisition can start immediately after the excitation pulse. For
instance, steady gradient on both phase encoding and frequency encoding dimensions
can be applied while the acquisition channel opens right after RF excitation, which corre-
sponds to a radial trajectory in k-space. Such sequences are normally called Ultrashort TE,
or UTE sequences [20]. Such methods can eliminate the decoherence happening before
echo formation, although may have disadvantages in motion and gradient imperfection
robustness [21].

2.4. Hyperpolarized Diamond Imaging Results

We test the above simulations using our hyperpolarized diamond imaging system [11].
A 5mm NMR tube is filled with diamond particles (average particle size ∼200 µm) and the
particles are tightly held at the bottom of the tube. The MRI images of such phantoms are
shown in Figure 5 with different flip angles. We acquired images with flip angles ranging
from 13–333◦ by varying pulse length from 5 µs to 80 µs in Figure 5A, and we zoom in
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in the range of 4 µs to 19 µs to identify the optimal flip angle in Figure 5B. It turns out
that the 6 µs presents the highest image fidelity and contrast. This shows agreement with
Figure 3C, in which diamond particle imaging residents at low TR/T1 limit. Our diamond
particles have a measured T1 of 15s and a repetition time TR of 6ms for imaging, leading
to TR/T1 ∼ 10−3, and corresponding θoptim of 16◦. Such flip angle can be translated as a
predicted 5.5 µs pulse length. Note that according to our nutation calibration, the pulse
duration ttip = θ

360◦ × 84.58 µs + 1.73 µs, indicating a 1.73µs delay of the pulse application
by the MRI machine.

AA B

Figure 5. Diamond MRI with different flip angles. (A) The pulse durations are 5, 10, 15, ..., 80 µs respectively for each
image. We can determine that optimal pulse duration should be within 20 µs. (B) The pulse durations are 4, 5, 6, ...,
19 µs respectively for each image. The text on each image is the frame number, time when the images are taken, and
FOV (1.41 × 2.41 cm).

We can study the total signal in k-space and real-space by taking the integral of
intensities across all the pixels, shown in Figure 6. The k-space signal maximizes at the
optimal flip angle in Figure 6A,B. Note that, a 90◦ pulse can maximize the intensity of
the center of the k-space, which is equivalent to the integral of real-space intensities (see
Figure 6C,D). However such image has no high frequency information, which will be a
constant in real-space along x direction. Such effect is precisely illustrated in Figure 5A first
image in the second row.
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Figure 6. Total signal in k- and real- space as a function of flip angle. (A,B) The integration of absolute
value in k-space is simulated and measured using the diamond particle phantom. (C,D) Display
the integration of absolute value in real-space. The simulations are conducted assuming a uniform
profile in real-space, i.e., ρ(x, y) =constant, in which case only the effect of magnetization factor K

is emphasized.

3. Discussion

In the image equation (Equation (3)), the spin density function ρ(x, y) convolutes with
F (e−t(ky)/T∗

2 ) and F (Kx(kx)). The two terms correspond to two types of blur of the image.
The term F (e−t(ky)/T∗

2 ) caused by T2 is similar to the linewidth in NMR spectroscopy. The
Lorentzian profile leads to a resolution limit of ∝ 1

γGT2
in real-space, where G is imaging

gradient. The second term is a Fourier transform of the profile of magnetization as a
function of repetition (see Appendix B Figure A1), originating from the uniformity of the
magnetization distribution over repetitions. The term will reduce to 1 when flip angles in
Figure 2A is applied. In our experiment, the two types of blur happen on x and y direction
respectively. Our phase encoding is on x direction, therefore, the stripe line in Figure 5
originates from the Fourier transform of the magnetization factor profile K along kx direc-
tion. We write down Kx(kx) = ±Khp(Γ cos θ)kx−1 sin θ + K0(1 − Γ)∑

kx−1
j=1 (Γ cos θ)j−1 sin θ.

If we take the 5th frame in Figure 5A as an example, the flip angle of that is close to 90◦.
The magnetization of such pulse sequence distributes mainly on the first repetition (green
line in Appendix B Figure A1). A nearly constant F (Kx(kx)) indicates the extreme case of
blur — constant intensity along x direction when convoluting with ρ(x, y).

We would also like to discuss the total signal gained by the small tip angle RARE
sequence. From Equation (13), we can tell that increasing number of echo trains will
increase the signal, however extends the total acquisition times at the same time. Here we
try to determine the optimal sequence design to maximize the total signal given a finite
total time Ttotal . We take the case where one is allowed to vary the flip angle, and the
signal is constant in each repetition (as described in Equation (7)). We assume that in each
repetition TR = TEse × T, where T is total number of echos within this repetition. We can
rewrite Equation (13) to estimate total signal as a function of total repetition number S(N):

S(N) =
N

∑
j=1

T(N)

∑
k=1

e−k·TEse/T2

= N · Mx(N) · χ
1 − χT

1 − χ

(14)
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where χ = eTEse/T2 is a constant when minimized TE is set by instrumentation limit and
T2 is the intrinsic property of certain sample. The above derivation used the sum of a
geometric sequence. In this equation Mx = M0 × sin(θ1) where θ1 defined in Equation (7)
is a function of TR, and TR = Ttotal

N . T can also be written as a function of N: T(N) = Ttotal
N·TEse

.
We plot S(N) in Figure 7. We note that N values that can maximize S(N) for Ttotal = 0.1 s
and 0.2 s are ∼70 and ∼120 respectively. And when Ttotal is long enough (0.5 s), S(N) is
not yet saturated at N = 256.
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Figure 7. Total signal with RARE sequence. The simulation is conducted based on parameters close
to diamonds (T1 =50 s, T2 = 1 ms, TE = 0.5 ms). The total signal curve S(N) maximize at different N

when ttotal is set to different values.

4. Materials and Methods

4.1. Simulation and Optimization

The simulations and optimizations are conducted in Matlab, where the “fminunc”
function is used to numerically optimize the flip angles in Figure 3C,D. In the simulation
of Figure 6, the K(kx)e

−t(kx ,ky)/T∗
2 component is simulated with K(kx) in Equation (12),

substituting n with kx.

4.2. Hyperpolarization and Imaging

The diamond powder utilized in experiments in Figure 1 has ∼40 mg mass with
natural abundance 13C. The particles are purchased from Element6. They are enriched with
∼1 ppm NV centers and fabricated by a high pressure high temperature (HPHT) protocol.
The particle size is measured in SEM (scanning electron microscopy) images. The face to
face distances are 200 µm to 250 µm and diagonal edge to edge distances are approximately
400 µm.

The entire experimental setup consists of three parts: a pneumatic field-cycling device,
a wide-bore 9.4T superconducting magnet, an a miniaturized hyperpolarizer [22]. The
pneumatic field-cycling device [11] is uses air flow to rapidly transfer a 5mm NMR tube
from low field (40 mT) to the 9.4 T detection field, within which a 10 mm 1H/13C volume
coil is installed. The air driven by a pump flows in a quartz channel and moves the NMR
tube in the channel. Diamond samples are contained in the NMR tube. A concave-shaped
stopper is located at the bottom end of the channel and a rubber stopper is placed at the high
field. The transport time of the sample to high field is under 1s, much shorter compared to
the 13C T1 times (normally on the order of minitues). MR imaging was conducted with a
Bruker DRX system equipped with microgradients running ParaVision 4 software with a
modified FLASH pulse sequence. The miniaturized hyperpolarizer is a self-contained unit,
which encapsulates devices for laser excitation, MW irradiation as well as an electromagnet
for field fine-tuning. A 1W 520nm diode laser (Lasertack PD-01289) is employed and the
beam passes through an aspheric lens and a set of anamorphic prisms to form a 4 mm
diameter beam. The beam was guided by two mirrors and illuminates the sample from
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the bottom. MW irradiation that drives polarization transfer is generated by three voltage
controlled oscillator (VCO) sources (Minicircuits ZX95-3800A+). For frequency sweeps, the
VCOs are driven by phase shifted triangle waves from a home-built PIC microprocessor
(PIC30F2020) driven quad ramp generator.

Please find more details of experimental methods in Ref. [11].

5. Conclusions

In this paper, we studied two major components — small flip angles and gradient
arrangement in a MRI sequence in the quest for optimal sequences for hyperpolarized
solids. Both variable and constant flip angles are analyzed, and strategies to achieve
maximum cumulative signal or flat signal profile are provided. Beyond designing flip
angle progressions to take advantage of the significant initial magnetization produced
by hyperpolarization, we propose to combine these excitation pulse progressions with
traditional gradient arrangements in spin echo and gradient echo sequences in order to
accommodate short decoherence times in solids. Experimental results of hyperpolarized
diamond MRI show agreement with theoretical analysis. Beyond diamond particles, this
study can provide guidance in hyperpolarized solids MRI in systems such as such as
silicon [23] and silicon carbide [24] particles.
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Appendix A. Derivation

Appendix A.1. Variable Flip Angle for Constant Magnetization

Kx,n = Khp

[
n−1

∏
k=1

(Γ cos θk)

]

sin θn = constant (A1)

Since we want to saturate the magnetization at the last pulse, we have sin θN = 1.
Using such equation, we can first write down the Kx,N = Kx,N−1 as:

Khp

[
N−1

∏
k=1

(Γ cos θk)

]

sin θN = Khp

[
N−2

∏
k=1

(Γ cos θk)

]

sin θN−1 (A2)

This implies Γ cos θN−1 sin θN = sin θN−1, and we can get: tan θN−1 = sin θN/Γ =
1/Γ. Similarly, if we take the equality between Kx,j and Kx,j−1, the recursion formula is:

tan θj−1 = Γ sin θj (A3)

Then, we need to solve θn based on the equation above. We define an = tan2 θn, and
we will have:

an =
an+1

1 + an+1
· Γ2 (A4)
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This is equivalent to:
1
an

=

(
1

an+1
− Γ2

)

Γ2 (A5)

Solving the series, we can get:

an = (1 − Γ3) · Γ2N−2n−1

1 − Γ2N−2n−1 (A6)

which leads to:

tan2 θn = (1 − Γ3) · Γ2N−2n−1

1 − Γ2N−2n−1 (A7)

Appendix A.2. Variable Flip Angle for Maximum Cumulative Magnetization

With
Γ tan θj−1 = sin θj (A8)

We define an = tan2 θn, and we will have:

an =
an+1

1 + an+1
· 1

Γ2 (A9)

This is equivalent to:
1
an

=

(
1

an+1
− Γ2

)

/Γ2 (A10)

Solving the series, we can get:

an =
1
Γ2 · 1 − Γ2

1 − Γ2(N−n)
(A11)

which leads to:

tan2 θn =
1
Γ2 · 1 − Γ2

1 − Γ2(N−n)
(A12)

Appendix B. Magnetization Simulation

The magnetization of each repetition when applying constant flip angle is presented.

Figure A1. Simulation of signal of each individual repetition as a function of scan number of given TR/T1 in (A) and given θ

in (B). In the simulation, we assume Khp = 10−3 and K0 = 10−5, which approximates the magnetization with our diamond
imaging case at 9.4T.
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Abstract: Magnetic resonance imaging (MRI) is a non-invasive and non-optical measurement tech-
nique, which makes it a promising method for studying delicate and opaque samples, such as foam.
Another key benefit of MRI is its sensitivity to different nuclei in a sample. The research presented in
this article focuses on the use of MRI to measure density and velocity of foam as it passes through a
pipe constriction. The foam was created by bubbling fluorinated gas through an aqueous solution.
This allowed for the liquid and gas phases to be measured separately by probing the 1H and 19F
behavior of the same foam. Density images and velocity maps of the gas and liquid phases of
foam flowing through a pipe constriction are presented. In addition, results of computational fluid
dynamics simulations of foam flow in the pipe constriction are compared with experimental results.

Keywords: foam flow; magnetic resonance imaging; velocity mapping; pipe flow; two-phase flow

1. Introduction

Foams are integral to many industrial and consumer applications, including petroleum
(e.g., enhanced oil recovery), cosmetics (e.g., shaving cream), and food science (e.g., beer
foam). Foams have been studied extensively, with investigations commonly focusing on
liquid holdup and drainage [1–6], and bubble size distribution [7,8]. Foam measurements
have been performed using a variety of methods, both invasive and non-invasive, such as
optical measurements with insertion probes [8], gamma ray absorption [9], and tracer
particles [10]. Foam has also been studied using magnetic resonance imaging (MRI) with
particular focus on foam drainage [1–4] and bubble size distribution [7]. At its core, MRI
reports the position of nuclei in a sample based on their position within a magnetic field
gradient. This information on the density and position of nuclei is used to create images
of the sample. Data from an MRI experiment can also be sensitized to provide additional
information on sample behavior. Of particular interest for the experiments described in
this paper is sensitizing MRI to the motion of nuclei in a sample, allowing for velocity
mapping.

MRI has several benefits for the study of foams when contrasted with other flow
measurement techniques. MRI is non-optical; therefore, the internal behavior of a foam can
be studied even in visually opaque foams. MRI is also non-invasive; therefore, it does not
impede movement or otherwise interfere with the structure of the foam. This is especially
important in the case of delicate foams which might break down under the scrutiny of an
invasive measurement technique. MRI is also capable of imaging in one to three spatial
dimensions. In addition, MRI measurements can be sensitized to different nuclei. This is of
particular importance because separate measurements of the liquid and gas phases of a
foam can be performed by choosing the liquid and gas components of the foam judiciously.

When considering measurements of foam, an important consideration is the effect
that magnetic susceptibility differences between the gas and liquid phases have on re-
sults. These magnetic susceptibility differences manifest as image artifacts in typical
frequency-encoding techniques. On the other hand, a pure phase encoding technique
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provides images free of artifacts due to magnetic susceptibility differences at the gas–liquid
interfaces in foams. Of particular interest for the study of foams are MRI measurement
techniques that are well-suited for measuring signals with short lifetimes. This area of
study is well developed with both frequency encoding techniques (such as UTE (ultra-short
echo time imaging) and ZTE (zero echo time imaging)) and phase encoding techniques
(such as SPI (single point imaging) and SPRITE (Single Point Ramped Imaging with T1-
Enhancement)) [11]. While phase encoding measurement techniques like SPRITE have
the benefit of reduced image artifacts due to magnetic susceptibility differences, they are
typically much slower measurements compared to frequency encoding techniques like
UTE and ZTE.

The SPRITE [12] measurement technique is a pure phase encoding technique and is
well-suited for creating density images of foam. To study the movement of foam, data
acquired during a SPRITE measurement can be sensitized to motion with the addition
of pulsed field gradients (PFGs) [13]. Motion sensitization was incorporated into the
measurements used in these experiments by preceding the typical SPRITE imaging with
a PFG preparation phase. In particular for the study of foam flow, the alternating pulsed
gradient stimulated echo (APGSTE) preparation [14] was used because it reduces the
effects of the background magnetic field gradients on the data. The benefits of the APGSTE
preparation are applicable to the foam flow studied for this paper, but they would be
increasingly important in applied foam flows with extreme magnetic susceptibility-induced
magnetic field gradients (such as enhanced oil recovery). Motion-sensitized measurements
using the APGSTE preparation and SPRITE imaging have previously been used to study
other two-phase flow systems and flow in porous media [15,16].

This paper reports the first use of APGSTE-SPRITE to study foam flow. In addition,
this paper also reports the first use of APGSTE-SPRITE to create velocity maps of both
phases of a two-phase flow. This was achieved by bubbling a fluorinated gas through
a water solution to create the foam. Information on the liquid phase was acquired by
measuring signals from 1H nuclei, and information on the gas phase was acquired by
measuring signals from 19F nuclei. The experimental apparatus was designed such that gas
and liquid phase measurements were taken sequentially, without interrupting the foam
flow. This paper demonstrates the use of motion-sensitized SPRITE MRI as a measurement
technique for the study of foam flow and the comparison between gas and liquid phase
velocity maps. Further, this paper presents the use of the Herschel–Bulkley viscosity model
as a means of modelling the foam flow through the pipe, rather than more computationally
intensive methods [17,18]. Computational fluid dynamics (CFD) simulation results created
using this model are presented and found to be only superficially similar to experimental
results, suggesting the future use of MRI measurements to guide CFD simulations of
foam behavior.

2. Results

The density and velocity maps of the flowing foam for hydrogen and fluorine signal
are shown together in Figure 1. As mentioned previously, hydrogen signal reports on the
liquid phase of the foam, while fluorine signal reports on the gas phase. Figure 1A,B are
2D images of the foam for hydrogen and fluorine signal, respectively. Since the images
are time-averaged and two-dimensional projections, the images do not show individual
bubbles in the foam, but rather, signal intensity is proportional to the averaged density (of
hydrogen or fluorine) in each image. The effect of buoyancy is evident in the hydrogen
density image—there is a gradation of density in the Y-direction (i.e., vertically in the
lab frame) with higher density shown at the bottom of the pipe in the hydrogen image,
indicating a separation of the two foam phases. Buoyancy is less obvious in the fluorine
density image, likely due to a poorer signal-to-noise ratio than in the hydrogen image.
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Figure 1. Density and velocity maps of the foam flow for the liquid phase (hydrogen signal) and the gas phase (fluorine
signal). (A) Density image of the liquid phase. (B) Density image of the gas phase. (C) Y-component of velocity map of
the liquid phase. (D) Z-component velocity map of the liquid phase. (E) Z-component velocity map of the gas phase.
(F) Z-component of velocity for both phases, averaged across the width of the pipe. All speeds are in units of cm/s, and bulk
flow is from left to right. Uncertainty in speed values was estimated from variations in speed in a region downstream from
the constriction throat where speed should be uniform. Uncertainty in speed for (D) is ± 0.2 cm/s and for (E) is ± 1.7 cm/s.

Figure 1C is the map of the Y-component of velocity for the hydrogen signal, and
it shows expected results. The foam moved in towards the pipe axis as it flowed into
the constriction and the pipe diameter decreased. The foam moved away from the pipe
axis as the pipe diameter increased past the narrowest point. Figure 1D is the map of the
Z-component of velocity (i.e., along the pipe axis) for the hydrogen signal. The results
were as expected. The flow speed along the pipe axis increased as the diameter of the pipe
decreased in the constriction. The flow speed decreased as the diameter increased past
the narrowest point, and a jet was present. Figure 1E is the map of the Z-component of
velocity for the fluorine signal. The expected behavior of higher speeds being present at
the narrowest point in the pipe was apparent, although the results were less clear than the
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hydrogen velocity map due to the poor signal-to-noise ratio (SNR) of the fluorine signal.
Figure 1F shows velocity profiles of the Z-component for hydrogen and fluorine signal
taken along the pipe axis, averaged across the width of the pipe. Although the uncertainty
in velocity values for the fluorine signal was high due to the low SNR, the comparison of
centerline profiles indicated that the velocities along the pipe axis were comparable with
hydrogen.

Figure 2 shows the CFD simulation results of the foam flow through the pipe constric-
tion, for which representative parameter values were taken from the literature (see Materials
and Methods). The simulation results superficially resembled the experimental results but
were not identical, which encourages future use of the MRI results to guide the development
of more accurate simulations. The figure at the top shows the Y-component of velocity. The
general behavior was similar to the results shown in Figure 1C (the Y-component velocity
map of the liquid phase from experimental data). The fluid moved towards the pipe axis as
the pipe diameter decreased, and it moved away from the axis as the diameter increased
past the narrowest point. The figure at the bottom of Figure 2 shows the Z-component of
velocity. The general behavior was similar to that of Figure 1D (the Z-component velocity
map of the liquid phase, from experimental data). The flow speed attained its highest value
at the narrowest point in the constriction, and the jet is present in both images.

 

 
Figure 2. Simulation results of foam flow through the pipe constriction using a Herschel–Bulkley fluid viscosity model,
a foam quality of 0.75, and a flow rate of 0.0009 L/s. The bulk flow direction is from left to right. The figure on top shows
the results for the Y-component of velocity, and the figure on bottom shows the results for the Z-component of velocity.

3. Discussion

Magnetic resonance imaging has several advantages over other flow measurement
techniques that make it well-suited for studying foam flow. It is able to map directly
sample density to position (to create density images as shown in Figure 1) and is able to
create density images for separate nuclei present in the sample. The hydrogen and fluorine
density maps created of the foam flow demonstrate the effectiveness of MRI at studying the
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two phases (gas and liquid) of the foam. Buoyancy is clearly evidenced by the gradation in
density, demonstrating the effect of gravity on the foam for both phases.

The APGSTE-SPRITE preparation-readout technique incorporated motion information
into the images, and velocity maps of the foam flow were created. The velocity maps do
not provide a snapshot image for the flow but are instead time-averaged over several hours
as a consequence of signal averaging to improve SNR. The velocity maps show expected
flow behavior and demonstrate that APGSTE-SPRITE is well-suited for imaging velocity.
Primarily, when comparing the Z-component of velocity for the hydrogen and fluorine
signals (i.e., liquid and gas phases), the velocity values are comparable, within uncertainty.
In addition, CFD simulation results show only similar behavior to the foam flow when
compared with experimental results. This gives incentive to continue the development
of the Herschel–Bulkley viscosity model for simulating foam flow in a pipe constriction.
Typical values were taken from the literature to create the initial simulations, but future
work will continue improving the simulations of the foam flow by analyzing a wider range
of values guided by the MRI results.

While the APGSTE-SPRITE technique has been demonstrated in this paper for the
study of foam flow in a pipe constriction, it can easily be adapted to studying flow systems
where the effects of magnetic susceptibility effects are more extreme, such as in enhanced oil
recovery or froth flotation. Additionally, a principal focus of this work was the adaptation
of the measurement technique to multi-nuclear study of flow. In future work, a multi-
nuclear measurement approach could be used to study flow in rock cores [16] and bubbly
flow in pipes [19]. The APGSTE-SPRITE measurement could also be used for studies in a
variety of other flow systems, such as rock fractures [20] and polymer flooding [21].

4. Materials and Methods

Measurements were performed using a 2.4 T horizontal bore superconducting magnet
(Nalorac, CA, USA) with homebuilt magnetic field gradient hardware capable of delivering
maximum gradient amplitudes of 0.26 T/m in the Z-direction (oriented along the magnet
bore) and 0.28 T/m in the Y-direction (oriented vertically). Radio frequency excitation
and signal detection was accomplished using two homebuilt birdcage coils (RF probes)
driven by a 2 kW Tomco amplifier (Tomco, Australia). The RF probes were designed and
tuned such that one measured the signal from hydrogen (1H) in the sample and the other
measured the signal from fluorine (19F).

A plexiglass pipe (I.D. = 1.9 cm) was placed inside the superconducting magnet with
the pipe axis oriented in the Z-direction. A constriction in the pipe with a minimum inner
diameter of 0.6 cm (see Figure 3) was positioned inside the imaging region of the apparatus.
Foam was generated with an aqueous solution of distilled water, sodium dodecyl sulfate
(SDS) (1.5 g/L), and glycerol (30 mL/L). The aqueous solution was kept in a reservoir, and
a peristaltic pump (Masterflex, Cole-Parmer Montreal, Canada) moved the solution from
the main reservoir to a smaller reservoir used to create the foam. The foam was created by
flowing octafluorocyclobutane (C4F8) gas through a sparger (50 µm pore size) immersed in
the aqueous solution. The flow rate of the peristaltic pump was set to maintain a constant
liquid level in the smaller reservoir. The foam flowed through the plexiglass pipe inside
the magnet before returning to the reservoir containing the foaming solution.

The flow rate of the C4F8 gas was set at the beginning of the experiment and main-
tained at that flow rate to ensure a consistent foam for all measurements. The flow rate was
chosen to fit with experimental constraints imposed by the imaging field of view (15 cm in
the Z-direction) and achievable magnetic field gradient amplitudes. A conventional RF
probe design would have required stopping the foam flow and disassembling the flow
network in order to switch between hydrogen and fluorine measurements. The RF probes
were modified to allow them to be moved in and out of the region of interest without
interrupting the foam flow, thus allowing for separate gas and liquid phase measurements
of a continuously flowing foam (see Figure 3). The probe switching was implemented
in the following manner: the flow apparatus was set up with a flowing foam and the
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19F RF probe in the imaging position. All measurements were acquired of the 19F signal.
Without interrupting the foam flow, the 19F RF probe was manually removed from the
magnet by sliding it along the pipe. The 1H RF probe was then manually inserted from
the opposite side of the magnet by sliding it along the pipe and into the imaging region.
All measurements were then acquired of the 1H signal. It took several minutes to switch
the RF probes and verify their position. The process could be automated, but it was not
in this proof-of-principle measurement. The foam solution was doped with gadolinium
chloride (GdCl3) to attain a spin-lattice relaxation time constant from the hydrogen signal
of T1 = 327 ms. The T1-relaxation time constant of the C4F8 gas was T1 = 56 ms. Both
values were measured in a stationary foam using standard inversion recovery methods.
The T2* relaxation time constant of the foam from the hydrogen signal was T2* = 0.4 ms,
which is indicative of considerable susceptibility-induced line-broadening (typical T2* in
homogeneous liquids being 3–5 ms in the same magnet).

 

Figure 3. Schematic of the flow apparatus. Foam was created by bubbling C4F8 gas through a liquid solution and flowed
through a pipe placed in the magnet. A constriction in the pipe was the region of interest. Fluorine signal (gas phase) was
measured by inserting the 19F RF probe and removing the 1H RF probe. Hydrogen signal (liquid phase) was measured by
inserting the 1H RF probe and removing the 19F probe. The shuttling of probes was accomplished without interrupting the
foam flow.

Hydrogen and fluorine density images of the foam flow were acquired using the
2D Spiral SPRITE MRI measurement technique [22]. Interleaved k-space measurement
trajectories were used for this experiment such that each individual trajectory had a short
duration. The duration of the measurement trajectories was set to be less than the T1-
relaxation time constants (see above) in order to ensure that signal sensitization from the
preparation phase persisted through all acquired imaging data points. The 1H RF probe
was used to create density images of the liquid phase of the foam. The hydrogen density
image was created from 64 scans, with a total imaging time of 16 min. The 19F RF probe was
used to create density images of the gas phase of the foam. The fluorine density image was
created from 1024 scans, with a total imaging time of 65 min. All images created from these
measurements are time-averaged and do not show an instantaneous image of the foam.
The field of view for both density images was 15 cm in the Z-direction (oriented along the
pipe axis) and 3 cm in the Y-direction (oriented vertically), with a nominal resolution of
approximately 2 mm/pixel in the Z-direction and 0.5 mm/pixel in the Y-direction. The
phase-encoding time (the time interval between sample excitation and signal detection)
was tp = 150 µs. Flow-induced smearing effects caused by sample movement during the
phase-encoding interval were not present due to the short phase-encoding time and slow
flow speeds.

Velocity maps of the flowing foam were created using a preparation readout approach.
Velocity information was introduced into the measured signal during the preparation stage
with an alternating pulsed gradient stimulated echo (APGSTE) pulse sequence, which en-
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coded signal phase based on the distance traveled by the sample during a set time interval.
A Spiral SPRITE readout followed the preparation, which imposed spatial information onto
the prepared sample magnetization. A Fourier transformation of the acquired data was
used to construct an image of the sample. To ensure that motion sensitization information
was contained in all acquired data, each individual, short-duration measurement trajectory
of the Spiral SPRITE imaging readout was preceded by an APGSTE preparation, and
sample magnetization was allowed to fully recover after the previous imaging readout and
before the next preparation was applied. A schematic of the APGSTE-SPRITE measurement
pulse sequence is shown in Figure 4.

 

μ

 

δ Δ α

2 γ

12 tan

Figure 4. A schematic of the APGSTE-SPRITE pulse sequence [15]. Each individual SPRITE k-space measurement trajectory
is preceded by an APGSTE preparation to ensure all measured data are motion sensitized. The parameters shown are as
follows: g is the amplitude of the motion-sensitizing PFG, δ/2 is the duration of the PFG, ∆ is the flow evolution time, α is
the flip angle of the imaging RF pulses in the SPRITE readout, and tp is the phase encoding time (the time between sample
excitation and signal detection).

The APGSTE-SPRITE measurement was repeated three times with varying amplitude
of the motion-sensitizing gradient pulses (g in Figure 4). Acquiring measurements with
different values of g builds up information in a reciprocal displacement space (or q-space)
where q is defined as q = γδg(2π)−1, where γ is the gyromagnetic ratio of the nucleus.
A mean velocity value vavg was extracted for each pixel in the image by linear fitting the
signal phase against q across the three measurements according to Equation (1):

vavg =
1

2π

d

dq

(

tan−1 Im(S)

Re(S)

)

(1)

where Im(S) and Re(S) are the imaginary and real components of the measured signal,
respectively [16].

Velocity maps were created in the Y- and Z-directions for the liquid phase of the
foam (hydrogen signal) and in the Z-direction for the gas phase of the foam (fluorine
signal). A velocity map of the gas phase in the Y-direction was not acquired due to the
large-amplitude, motion-sensitizing gradients that would have been required in that case.
The duration of the motion-sensitizing pulses and flow evolution time are δ = 0.6 ms
and ∆ = 6.15 ms, respectively. For the hydrogen measurements, the maximum amplitude
of the motion-sensitizing gradients was 0.037 T/m in the Z-direction and 0.079 T/m in
the Y-direction. For the fluorine measurements, the maximum amplitude of the motion-
sensitizing gradients was 0.039 T/m in the Z-direction.

Computational fluid dynamics simulations of the foam flow were performed using the
SimScale computer-aided engineering software (www.simscale.com) [23] with the Open-
FOAM CFD modelling module (www.openfoam.com) [24,25]. The foam was modelled as
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a Herschel–Bulkley fluid, which is a non-Newtonian, shear thinning fluid. This model has
previously been used to describe the flow of aqueous foams. A foam quality value (defined
as the ratio of the volume of the gas in the foam to the total liquid and gas volume of the
foam) of 0.75 was used for the simulations, based on parameters provided in [17]. A foam
quality factor below 0.52 represents a foam that consists of spherical bubbles that are not in
contact with each other. Between 0.52 and 0.96, the bubbles are in contact with each other
with a corresponding increase in viscosity. Above 0.96, the foam becomes a mist with a
corresponding decrease in viscosity. A range of foam quality values of 0.6 to 0.85 was also
simulated, and 0.75 was chosen as representative of this range because it proved possible
to mimic the experimental results with this simulation.
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Abstract: Magnetic resonance imaging is a valuable tool for three-dimensional mapping of soil water
processes due to its sensitivity to the substance of interest: water. Since conventional gradient- or
spin-echo based pulse sequences do not detect rapidly relaxing fractions of water in natural porous
media with transverse relaxation times in the millisecond range, pulse sequences with ultrafast
detection open a way out. In this work, we compare a spin-echo multislice pulse sequence with
ultrashort (UTE) and zero-TE (ZTE) sequences for their suitability to map water content and its
changes in 3D in natural soil materials. Longitudinal and transverse relaxation times were found in
the ranges around 80 ms and 1 to 50 ms, respectively, so that the spin echo sequence misses larger
fractions of water. In contrast, ZTE and UTE could detect all water, if the excitation and detection
bandwidths were set sufficiently broad. More precisely, with ZTE we could map water contents
down to 0.1 cm3/cm3. Finally, we employed ZTE to monitor the development of film flow in a
natural soil core with high temporal resolution. This opens the route for further quantitative imaging
of soil water processes.

Keywords: magnetic resonance imaging; natural soil material; fast relaxation times; water content;
water flow

1. Introduction

Water content and flow in soils belong to the most important processes controlling
plant growth and crop yield. They take place on different scales ranging from the field
scale down to the pore scale. On a coarse-grained scale the pore system is a continuum,
which one may classify in five categories, of which the three most important ones are made
up from macropores with voids >75 µm, such as wormholes or dead root holes, mesopores
with voids between 75 and 30 µm, and micropores, smaller than 30 µm [1]. The water
content of the meso- and micropores in the soil matrix is controlled by capillary suction,
whereas macropores are mostly empty with thin water films on the walls. Water flows
predominantly through the pore system in the soil matrix, i.e., in the micro- and mesopores.
Under certain conditions, such as re-wetting after severe desiccation combined with the
formation of cracks or high irrigation rates, preferential flow through the macropore system
can significantly contribute to the total water flow. This may take place on each scale
between the macropores (10−3 m), the core scale (10−1 m) up to the pedon and field [2].
While the larger scales >100 m are conveniently investigated by, e.g., TDR probe arrays,
surface NMR [3] or geophysical methods [4], there is need for high resolution, non-invasive
imaging addressing the core and soil aggregate scales.
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Three-dimensional, non-invasive imaging techniques are promising tools to improve
our understanding of the interplay between soil structure, water content and flow pro-
cesses (Figure 1). These methods include X-ray CT, an excellent tool for studying the
microstructure of soils, i.e., the spatial distribution of minerals and pore networks. Sample
and detector sizes control the resolution, where the current limit is about one micrometer
for 1 mm wide samples [5,6]. While the contrast in XCT images relies on the density differ-
ence between soil particles and voids, magnetic resonance imaging (MRI) and its special
subdiscipline magnetic resonance microscopy (MRM) directly probe the local dynamics
of the molecule of interest in the pore void: water [7–10]. This makes MRI especially
convenient for the investigation of stationary and mobile water in the soil pore system
(Figure 1).

 

ν γ π γ

Figure 1. Sketch of the pore system and the domains addressed by different non-invasive imaging
methods. X-ray computed microtomography (XCT) is sensitive to the solid soil structure and
magnetic resonance imaging (MRI) is sensitive to the fluid in the pore system and its dynamics.

The NMR principle is that certain atomic nuclei possess a quantum-mechanical prop-
erty called spin, which is linked to a nuclear magnetic moment and interacts with the
external magnetic field B0. Many spins form an ensemble with a macroscopic magnetiza-
tion aligned with the direction of B0 in equilibrium. This equilibrium can be disturbed by
the application of a radio frequency pulse if its frequency matches the Larmor-frequency
of the spin system, ν0 = γ B0/2π, where γ is the gyromagnetic ratio of the nucleus under
consideration. It is, in most cases, the hydrogen atom 1H, which is abundant in water
or hydrocarbons. After excitation, the nuclear magnetization induces a current in the
surrounding rf coil, which produces the NMR-signal. Further excitation pulses, frequently
combined with magnetic field gradient pulses can modify the signal—for instance, to
create one or more echoes. In parallel, the equilibrium is re-established by characteristic
relaxation processes, denoted as T1 and T2 relaxation, sensitive to the physical and chem-
ical environments. The observable signal relies on the interplay between magnetic and
dynamic (rotational and translational diffusion, flow) properties of the actual system and
method-specific, adjustable parameters. The spatial coordinates of an image are encoded in
MRI by switching additional magnetic field gradients before or during signal acquisition.
The sequential application of all pulses is termed the MRI pulse sequence. Eventually,
Fourier transformation of a time series of NMR signals obtained with systematic variation
of the pulsed magnetic field gradients yields the 2D or 3D image. The versatility of the
information of MRI is due to the fact that the signal intensity of the individual image
pixels, i.e., the contrast, is controlled by factors such as the volumetric water content, the
NMR relaxation times T1 and T2, diffusion coefficients, and flow velocity, which allows
tuning the MRI pulse sequence to be sensitive to certain of these parameters. For instance,
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the so-called spin-echo multislice sequence (SEMS) is sensitive to the water content if the
shortest T2 relaxation time in the sample is significantly longer than the echo time tE. On
the other hand, if T2 becomes equal to or shorter than tE, the pixel intensity is weighted
by the local relaxation properties. This has consequences for MRI of natural soil material
since soils are natural porous media with a broad distribution of pore sizes and significant
fractions of organic matter, clay minerals and paramagnetic ions such as iron or manganese,
which greatly impact the soil relaxation times. Thus, the pixel intensity of a SEMS sequence
can significantly decrease for such systems with short T2 since tE cannot be minimized
beyond certain limits, and water content is not reliably mapped [11,12].

The limitation caused by fast T2 relaxation times has driven the development of a
family of different pulse sequences with ultrashort detection times. They have in common
that they avoid the time-consuming creation of a spin-echo so that the image intensity is
given by the free induction decay (FID), which decays with the relaxation time T2*, and
the longitudinal relaxation time T1. One may differentiate between two classes. Single
point imaging methods (SPI, SPRITE) are purely phase encoded and thus do not suffer
from susceptibility artefacts [13,14], but require relative long measurement times, especially
for 3D imaging. On the other hand, sequences such as ultrashort echo time imaging
(UTE) [15], sweep imaging with Fourier transformation (SWIFT) [16], and zero echo time
(ZTE) [17,18] allow very short measurement times of some minutes by using frequency
encoding of the image dimensions in two or three directions. Their disadvantage is their
sensitivity for artefacts caused by internal magnetic field gradients occurring at interfaces
between structures with significantly different magnetic susceptibilities. Strategies to
address this are the use of extremely short and broadband rf -pulses and short acquisition
times. Besides medical applications such as the imaging of bones, tendons, or certain parts
of the brain [19,20], these methods are of high convenience in the geo- and material sciences.
Examples are fluid content imaging using SPRITE in rock cores [21–23] or mortar [24].
SPRITE is also especially convenient for rapid moisture profiling combined with relaxation
time analysis in soil cores [25]. The relative long measuring times motivated other groups
to use 3D ZTE instead for imaging fractures in rocks [26] or moisture ingress in rock
cores [27,28] where the interpretation is strengthened by correlation with X-ray CT images
of the solid matrix. Since ZTE detects also signal from plastic cuvette materials, difference
images of the sample and the empty plastic sample holder can be computed so that the
scattering of intensity from the plastic holder into the sample was minimized [27].

To overcome the issue caused by the rapid transverse relaxation of water in natural
soil materials in the millisecond range [11,12], the objective of this study was to explore the
usefulness and applicability of the ultrashort pulse sequences UTE and ZTE for mapping
water contents in natural soils. First, we started with the investigation of the relaxation
behavior of a selected soil material followed by the determination of optimal pulse sequence
parameters for ZTE and UTE with special focus on the interplay between the excitation
and detection of pulse bandwidths, acquisition time and flip angles. We continued with the
question, if water content can be mapped quantitatively with these methods for different
degrees of unsaturation. The final example is the application of ZTE in a case study of
water ingress into a natural soil core to answer the question if it is suitable to monitor rapid
transient changes of water content occurring in macropore flow.

2. Results

2.1. Relaxometric Imaging, Sample S1

Soil materials frequently possess short transverse and longitudinal relaxation times
due to their considerable content of paramagnetic ions and clay minerals [11,12]. Therefore,
the relaxation properties of the sample need to be determined before acquiring images for
an optimal setup of the imaging pulse sequence parameters. As an example, Figure 2a,b
show the FID of the saturated sandy loam sample S1 (Table 1) and the corresponding
spectrum. The FID is short with an average T2* of about 0.15 ms, and the corresponding
spectrum has a width at half height of 2.09 kHz whereby the line is not a single Lorentzian.
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This makes imaging pulse sequences using the FID such as ZTE or UTE prone for T2*
blurring so that the acquisition time should be kept as short as possible. Furthermore,
gradient echo sequences, frequently used in biomedical imaging, will deliver inferior
results, since most of the signal will have decayed at the time the echo is created. Another
family of imaging pulse sequences relies on the Hahn echo, whose intensity is controlled
by the transverse relaxation time T2. The transverse relaxation spectrum in Figure 2c
shows a very fast component at 3 ms associated with clay-bound and micropore water
and a slower component at 20 ms caused by immobile water in the capillary pores. Larger
fractions of free water in the macropores were not visible since they were drained under
the given conditions. The high fraction of fast relaxing water indicates a considerable loss
of image intensity also in spin-echo sequences since the echo time cannot be reduced below
a technical limit. The average longitudinal relaxation time T1 was 50 ms so that the Ernst
angle is 28◦ for a repetition time of 6 ms. Therefore, if the adjusted flip angle is significantly
smaller, no interference of saturation on the signal is expected and the signal intensity will
be proportional to the volumetric water content.

Figure 2. Saturated sandy loam sample S1. (a) FID with real and imaginary part in green and
red. (b) NMR magnitude spectrum. The linewidth is 2.09 kHz corresponding to T2* = 0.15 ms.
(c) Relaxation spectra from a selected region of interest (ROI) centered in one cuvette. The T2

spectrum was obtained by inverse Laplace transformation of the average intensity of a ROI mapped
by a multislice multiecho imaging pulse sequence using an echo time of 1.6 ms and 32 echoes. The T1

spectrum was obtained from a series of images measured by a multislice single echo imaging pulse
sequence with IR preparation with inversion times between 4.2 ms and 300 ms. The average T1 is
50 ms, T2 exhibits a fast mode of 3 ms and a slower mode at 20 ms.

Table 1. Description of the samples.

Sample Type Texture (Weight-%) Porosity
(cm3/cm3)Sand Silt Clay

S1 Kaldenkirchen sandy loam 73 23 4 0.4

S2

Selhausen silt loam 13 70 17 0.45

Kaldenkirchen sandy loam 73 23 4 0.4

FH31, sand 100 0 0 0.36

S3 Kaldenkirchen sandy loam 73 23 4 0.4

S4 Selhausen soil core, A-horizon 13 70 17 0.55

R1 0.1 M CuSO4 in 75%/25% D2O/H2O - - - -

2.2. Comparison of MSME and ZTE, Sample S1

Following the initial relaxation analysis, the effects of relaxation on images acquired
with different methods are checked. The MSME images of sample S1 yielded an image
with sufficient intensity only for the first echo at tE = 1.6 ms, whereas the intensities of
the subsequent echoes decreased significantly (Figure 3a–c). For elucidation, Figure 3e
depicts the intensity profiles of some echo images along the yellow line. Even the intensity
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of the first echo image from the soil was not proportional to the volumetric water content
due to the loss of immobile water associated with clay and micropores as revealed by
comparing the image intensities with the intensities of water in the marker tubes. The
latter remained approximately constant and reflected the volumetric water content of
0.33 cm3/cm3. In contrast, the ZTE image (Figure 3d) represented the correct water content,
as can be seen by the green profile in Figure 3e. One also notes a slight decay of the ZTE
intensity with increasing distance from the center of the field of view. It was caused by
the spatial heterogeneity of the rf -irradiation intensity, which had to be compensated
for by normalizing the ZTE images to an image of a homogeneous reference sample (cf.
next section).

Figure 3. Comparison of MSME and ZTE images of sample S1. The marker tubes in the middle
contained 33% water. (a–c) MSME images of a central axial slice through S1 of echoes 1, 2, and 3.
Echo time tE = 1.6 ms, slice thickness = 2 mm, matrix size 1282, FOV: 7 × 7 cm2. (d) ZTE image of an
axial slice, FOV 7 × 7 × 9 cm3, matrix size = 1283 resulting in an in-plane resolution of 0.55 mm and
a slice thickness of 0.7 mm. (e) Intensity profiles along the horizontal yellow lines, normalized to the
intensity of the reference tube containing 0.33 vol-% water.

2.3. Comparison ZTE and UTE Sequences, Sample S2

The rapid T2* decay causes not only blurring but makes the ultrashort pulse sequence
prone for artefacts if the acquisition and excitation bandwidths are too small. This be-
comes clear when investigating the composite sample S2 (Table 1) with soil materials of
different texture, iron content and T2* (Figure 4a). In the top-left image of Figure 4b (i) the
fine-textured silt-loam soil is practically invisible, as well as the marker tube in the top com-
partment. The marker tube becomes more visible in the central compartment filled with
the medium textured sandy loam material, although the intensity is distributed laterally
due to the susceptibility artefact. The susceptibility difference between soil and marker
tube creates local magnetic field gradients, which shift the local resonance frequency and
lead to shifted intensities in frequency-encoded images which UTE and ZTE are.

The marker tube is represented correctly only in the sand compartment. The situation
improves when the acquisition bandwidths are increased so that the space-encoding
gradients become stronger and exceed the internal gradients (Figure 4b (ii) to (iv)). The
same is true for the ZTE sequence (Figure 4c). Using a small bandwidth of 100 kHz results
in strong artefacts, which are considerably reduced by increasing the bandwidth to 300 kHz.
As an interim conclusion both sequences are convenient for soil systems; however, we
performed the following experiments in this paper with ZTE.
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Figure 4. Imaging a composite soil sample S2 with UTE and ZTE. (a) Sketch of the phantom. (b) UTE images of coronal
cross-sections showing the three soil materials and the marker tube in the center. Matrix size and resolution are 1283 and
isotropic 0.31 mm, respectively. Increasing the receiver bandwidth (reduction of acquisition time) from 0.1, 0.3, 0.5, to 1.0
MHz decreased T2* blurring artefacts especially for the silt loam soil material. (c) ZTE Images: Increasing the receiver
bandwidth from 100 to 300 kHz reduced the T2* blurring and improved the image quality.

2.4. Check for Volumetric Water Content, Samples S3 and R1

To check the expected linearity between the MRI-ZTE signal with volumetric water
content, we scanned in the next step a bundle of four soil-containing cuvettes with different
water contents (Sample S3, Table 1). It turned out that the homogeneity of the rf-field was
too low so that the intensities near the inner wall of the resonator and more than 2 cm below
and above its center decreased, and the image intensities had to be corrected accordingly.
For that purpose, we additionally scanned the homogeneity phantom sample R1 with
identical pulse-sequence parameters. The 3D ZTE image of the bundle was normalized
to this 3D reference image (Figure 5a,b). The slight blurring which is visible in the axial
cross sections in Figure 5b is due to the rapid T2* decay during the acquisition time of
0.213 ms. This means that the signal of the data points acquired in the outer k-space, which
determine the resolution, is attenuated with respect to the signal in the center. In contrast to
the soil cuvettes, the marker tubes yielded sharp images since T2* of the CuSO4 solutions is
considerably longer (T2* = 1 ms). Finally, we divided the normalized image by the intensity
of one of the marker tubes in the center with the known water/D2O ratio yielding the
volumetric water content map of the bundle. The results for a selected central slice are
plotted in Figure 5c, confirming the expected linearity between the given and the MRI-ZTE
water content.

2.5. Infiltration into a Natural Soil Core, Sample S4

After the optimized parameters for ZTE had been determined, we applied the method
on an infiltration experiment in a natural soil core (Table 1). The core (Figure 6a) was initially
saturated from the bottom and scanned. The central large wormhole and a neighboring
macropore, probably caused be a degraded root, are clearly visible in Figure 6b (green
arrows). The soil surface is uneven, and declined to the left side (dotted orange line in
Figure 6b).

After some time of equilibration, the first irrigation period of one hour started, mon-
itored by frequent MRI-ZTE scans. During this low irrigation rate of 9 mm/h the water
content remains almost constant since the difference images did not change even after
30 min (Figure 6c). The situation changed when doubling of the irrigation rate (Figure 6d).
After 6 min ponding water accumulated on the top left corner of the soil column with a

322



Molecules 2021, 26, 5130

minor degree of penetration into the topmost soil area. After 13 min the ponding increased
giving rise to film flow in the large wormhole. This effect was even more pronounced
after 30 min—see the black arrow in Figure 6d, right panel. When the irrigation rate was
further increased to 36 mm/h, the ponding was more pronounced, as well as the film
flow inside the wormhole (Figure 6e). After 13 min further ponding at the lower end
of the wormhole was noticed, which further intensified after 30 min. Summarizing the
observations from all images, two points become clear: (1) Steady states were established
after a few minutes—this means that the water content patterns did not change significantly
after 13 min. Not shown, but worth mentioning is that the reverse process, the desiccation
after stopping the irrigation took place as quickly as the irrigation, i.e., a steady state was
established in the same period as after starting the irrigation; (2) The onset of film flow
inside the wormhole at an irrigation rate I > 18 mm/s proves that at this point the irrigation
rate exceeded the hydraulic conductivity of the soil matrix. The hydraulic conductivity
was sufficiently high below this critical rate to transport all incoming water through the
soil matrix so that no preferential flow was visible. Only if the irrigation rate exceeded this
value did the macropore flow contribute to a significant fraction of the overall water flux.

Figure 5. Quantification of water content in sandy loam by means of MRI-ZTE, sample S3. (a) The
maximum intensity projection shows the four cuvettes with volumetric water contents of 0.10, 0.19,
0.28, and 0.40 cm3/cm3. The raw images were normalized firstly on the homogeneity phantom
R1 to compensate for radial signal-intensity inhomogeneities and secondly on the signal intensity
from the reference cuvettes visible in the center with known volumetric water contents. The yellow
wireframes indicate the positions of the cuvettes. (b) Axial cross section through the ZTE image.
(c) Water content obtained from MRI-ZTE versus volumetric water content from sample weights.
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Figure 6. Imaging flow in a natural soil core during irrigation. (a) Setup. (b) ZTE image of the natural
core (maximum intensity projection) with no irrigation. Matrix size 1283, FOV: 70 × 70 × 90 mm.
The dotted orange line indicates the soil surface, the green arrows point to the large wormhole and a
smaller macropore, probably caused by a degraded root. (c–e) Central vertical slice with different
irrigation rates (top to bottom) and time-points after start (left to right). Shown are difference images
at the given time-points minus t = 0. The red arrow indicates ponding water near the left edge. The
black arrows indicate film flow at the walls of the large wormhole.

3. Discussion

Natural soil cores exhibit fast NMR relaxation processes characterized by the longitu-
dinal relaxation time T1 and the transverse relaxation time T2. In terms of NMR imaging
the transverse relaxation time is the most critical parameter since values on the order of
some ms significantly reduce the signal intensity of conventional, echo-based MRI images
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of the water in the soil matrix. The relaxation time spectrum of the examined sandy loam
exhibited short T2 components in the range of 3 ms and an average value of T2* = 0.15 ms,
which fit well in the range reported for many other soil materials by Hall et al. [11]. One
should further keep in mind that T2 depends strongly on the echo time at higher field
strengths due to a significant contribution of diffusional attenuation of the spin-echo by
the Bloch–Torrey term. Therefore, a further reduction in T2 is expected with increasing
echo-time. Summarizing, larger water fractions might become undetectable, and spin-echo
based pulse sequences are only convenient for the detection of preferential pathways
in macropores or fractures [29,30]. A way out for quantitative water content mapping
are pulse sequences with ultrashort detection time, which probe the FID directly a few
microseconds after the excitation pulse. Although several methods, such as SPI, SPRITE,
or UTE are suitable, we focused on ZTE due to its robust implementation and short total
scan time.

Pulse sequences with ultrashort detection time are inherently T1 weighted since they
employ short repetition times to allow multiple data acquisition periods for improving the
S/N ratio. Therefore, the flip angle should be significantly smaller than the Ernst angle
for the given ratio of repetition time tR and average longitudinal relaxation time T1 to
minimize T1-weighting. For example, the Ernst angle of the sandy loam soil samples S1, S2,
and S3 was 28◦ for a repetition time of 6 ms and a mean T1 of 50 ms. Thus we employed
flip angles in the range of 3◦ in the UTE and ZTE protocols to assure the proportionality
between pixel signal and volumetric water content.

The sample holder and probe head are frequently made of hydrogen atom-containing
plastic materials. These contribute to very rapidly decaying FIDs and thus remain visible
with ultrashort detection pulse sequences. In fact, such materials lead to diffuse, heteroge-
neous image backgrounds that should be corrected. A first correction is a sufficiently large
field of view that covers at least a part of the probehead, since the rf-coil always excites
these probehead components [18]. Secondly, one can normalize the image of interest on
a homogeneous phantom, for instance a water/D2O mixture in a PTFE cuvette, which
has been recorded with identical parameter settings. This strategy was used to validate
the quantitative water content imaging in Figure 5. The linearity in Figure 5c between
adjusted and MRI measured water content confirms the suitability of ZTE for soil mate-
rial. Alternatively, if changes in the water content are of interest, one can also calculate
difference images of the state at a given point in time and a reference state, which has been
successfully applied for water infiltration and desiccation in rock cores [27,28]. We used
this procedure in our work to monitor film flow formation as a function of irrigation rate
in a core of natural soil (Figure 6). This example shows that it is possible to follow such
transient processes with high temporal resolution.

ZTE and UTE are pure frequency encoding sequences, which makes them prone for
artefacts by adjacent pixels with a high contrast in T2*. An example is shown in Figure 4
where the vertical water-filled NMR tube became essentially invisible when the acquisition
bandwidth was set too low. A way out are stronger read-out gradients accompanied by
shorter dwell time and acquisition time, which reduces T2* blurring. Likewise noteworthy
is that the excitation in the ZTE sequence takes place in the presence of strong gradients by
short rf-pulses with high power (hard or block pulses). Therefore, one should use a wide
excitation bandwidth (here 1.28 MHz) so that the approximate linear range of the central
lobe covers the entire field of view.

An alternative to ZTE or UTE is the use of pure phase encoding sequences, i.e., the
family of single point imaging pulse sequences. They were originally developed for
imaging solids, but also proved very useful for imaging rapidly relaxing fluids in natural
porous media [13,20,31,32]. They do not suffer from the artefacts addressed above but
demand a long overall measuring time. For instance, using a repetition time of tR = 6 ms
and a matrix size of 643 pixels the total time for a single scan is about 1/2 h. While
this is acceptable for samples in stationary state, for one-dimensional profiling, and 2D
imaging [25,33], it might be too long for monitoring rapid transient processes such as
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film flows. However, SPI in combination with compressed sensing could be also a useful
tool [34].

4. Materials and Methods

4.1. MRI Methods and Image Processing

Most samples (with the exception of sample S2) were scanned using a Bruker super-
widebore scanner (SWB) at B0 = 4.7 T, operated by an Avance III console and controlled by
Paravision 6 software (Bruker Microimaging, Rheinstetten, Germany). The gradient system
had a maximum strength of 0.6 T/m, and we used a 1H probehead with 66 mm internal
diameter. We used the following pulse sequences provided by the manufacturer: multislice
multiecho (MSME), zero-TE (ZTE) and ultrashort TE (UTE) with the parameters specified
below. Figure 7 depicts schematically the pulse sequence diagrams. Additionally, sample
S2 was scanned with UTE and ZTE in the applications lab of Bruker in Rheinstetten using
a WB scanner at B0 = 7T. The ZTE and UTE image were reconstructed by re-gridding to
Cartesian coordinates of 1283 points without further filtering or zero-filling by Paravision,
and finally displayed by Fiji [31].

 

α

α

μ

Figure 7. Simplified MRI pulse sequence diagrams. (a) Spin-echo (SE) sequence, also termed multislice multiecho sequence
(MSME), if more than one echo more recorded per excitation and phase-encoding step. A combination of the 90◦ rf pulse
with the slice gradient Gz excites an individual slice, the 180◦ rf pulse refocuses the dephased magnetization in the xy-plane
and creates an echo after echo time tE, which is read-out in presence of the read gradient Gx and stored. The phase gradient
Gy encodes the 3rd dimension. Thus, the corresponding k-space (d) is filled in Cartesian coordinates. (b) In the ZTE
sequence a non-slice selective hard rf -pulse excites the spin system with a flip angle α after the three spatially encoding
gradients, Gx , Gy, and Gz have been switched on. Instead of an echo, the FID is monitored by nacq complex data points after
the dead time ∆. Different combinations of the gradients separated by the spoiling time achieve spatial encoding. (e) The
k-space is filled radially, shown is one exemplary projection line. (c) In the UTE sequence a non-slice selective hard rf -pulse
excites the spin system with a flip angle α before the three spatially encoding gradients, Gx , Gy, and Gz are switched on.
Like in ZTE, the FID is monitored and stored, and space is encoded by different combinations of the gradients. (f) The
k-space is filled radially.
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4.2. Sample S1

We assembled a bundle of four quartzglass cuvettes with 20 mm inner diameter, filled
with repacked soil material from Kaldenkirchen. Its textural composition is summarized
in Table 1. Iron content was 0.25% [32]. The bulk density was 1.55 g/cm3 corresponding
to a porosity of 0.41 cm3/cm3. The cuvettes were initially saturated from the bottom
with tap water so that the volumetric water content was θ = 0.36 cm3/cm3 and closed
with Parafilm. First, the FID was measured using a single pulse scan. We inserted two
5 mm NMR tubes as markers into this sample, which were filled with 0.04 and 0.1 M
CuSO4 in a 33% water/67% D2O mixture. Next, the bundle was scanned with a multislice
multiecho pulse sequence (MSME) to determine T2 using following parameters: echo time
tE = 1.6 ms, representing the shortest possible value of the multislice imaging sequence
for these systems, number of echoes nE = 32, 20 slices with a thickness of 2 mm, and a
gap of 0.1 mm. The receiver bandwidth was 300 kHz and 16 scans were averaged using
a repetition time of 1.0 s. Carr–Purcell–Meiboom–Gill (CPMG) curves were obtained by
plotting the average intensities in a ROI inside one column using Fiji.

To determine T1, we used a single echo multislice sequence with the same settings
as described above with the only exception that only one echo was monitored. We set 18
different inversion times in the range between 4.2 ms and 300 ms, plus one reference scan
without inversion–recovery (IR) preparation. The T1 relaxation curve was constructed by
normalization of the IR prepared scans on the reference scan in a selected ROI. Finally, the
relaxation spectra were obtained by inverse Laplace transformation of the time domain
data using Prospa (Magritek, Wellington, New Zealand).

Finally, sample S1 was scanned with ZTE to compare the ZTE images to the MSME
images using following parameters: FoV 70 × 70 × 90 mm3, excitation bandwidth 1.2 MHz
at a block pulse length of 1 µs for a flip angle of 2.5◦. The receiver bandwidth of 300 kHz
and the number of 64 points per spoke in radial k-space resulted in an acquisition time of
0.213 ms. The number of projections was 51897. Repetition time was tR = 6 ms, and 8 scans
were averaged.

4.3. Sample S2

Sample S2 served as test phantom for the comparison of different pulse sequences at
the application lab of Bruker. We filled medium sand FH31, sandy loam, and silt loam into
a 20 mm wide cuvette plus a 5 mm NMR marker tube filled with 25% water/D2O mixture,
see Table 1. The sample was scanned in saturated state by UTE and ZTE pulse sequences
with different ratios of excitation and receiver bandwidths to demonstrate the different
extend of T2* blurring artefacts.

4.4. Sample S3

To determine the MRI images of different water contents, we assembled a new sample
analogous to sample S1 but with three additional 5 mm NMR reference tubes filled with
10%, 20%, and 30% water/D2O mixtures and 0.2 M CuSO4 (Table 1, Figure 8a). Water was
sucked out of three cuvettes to adjust volumetric water contents of θ = 0.10, 0.19, 0.28, and
0.40 cm3/cm3. These data were obtained by normalization of the mass differences between
dry and wet soil cuvettes on the bulk volume of the packed soil. This sample was scanned
with ZTE using following parameters: FOV 90 × 90 × 90 mm3, excitation bandwidth
1.2 MHz at a block pulse length of 1 µs for a flip angle of 3◦. The receiver bandwidth of
300 kHz and the number of 64 points per spoke in radial k-space resulted in an acquisition
time of 0.213 ms. The number of projections was 51897. The repetition time was tR = 6 ms
and 4 scans were averaged so that the total measuring time for one scan was 20 min 45 s.
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Figure 8. Test samples and soil core. (a) Sample S3 consisting of four 22 mm × 100 mm cuvettes
filled with sandy loam soil and three reference standard 5 mm NMR tubes. (b) Sample S4: Soil core
from Selhausen test site in a 100 cm3 PVC cutting cylinder (silt-loam).

4.5. Sample S4

A natural soil core, sample S4, was taken from the topsoil at 5 cm depth in the lower
part of the test site Niederzier-Selhausen, Germany (Figure 8b). The texture is silt loam
with few inclusions of gravel and stones (Table 1). The cutting cylinder was produced from
PVC and had an inner diameter of 50 mm and a total volume of 100 cm3 (Figure 3b). It was
closed at the bottom by a filter plate so that the core could be saturated gently with water
from bottom without disturbing the macropore structure. After placing it into the scanner,
it was irrigated from top at different rates and the percolating water was collected below
outside the magnet.

Scan parameters of the ZTE sequence were a field of view of 70 × 70 × 90 mm3. The
excitation bandwidth was 1.2 MHz at a block pulse length of 1 µs for a flip angle of 3◦,
receiver bandwidth of 300 kHz resulting in an acquisition time of 0.213 ms. The number
of projections (spokes of 64 points length in radial k-space) was 51897. Repetition time
was tR = 2 ms for 1 scan so that the total measuring time for one scan was 1 min 43 s We
recorded 35 individual scans during irrigation periods of 1 h to monitor the infiltration and
desiccation processes with high temporal resolution. The data were reconstructed with
Paravision and further data processing and displayed with Matlab (The Mathworks Inc.,
Natick, MA, USA) and Fiji [33].

4.6. Sample R1: Homogeneity Phantom

To compensate for radial inhomogeneities of the ZTE and UTE sequences resulting
from inhomogeneous rf irradiation and the reconstruction process we set up a phantom
consisting of 55 mm internal diameter Teflon cylinder, filled with 0.1 M CuSO4 in 75%/25%
D2O/H2O mixture to a height of 53 mm. This was scanned with identical parameters as
the soil samples. The raw images obtained with ZTE and UTE were normalized on this
homogeneity phantom.

5. Conclusions

We have shown that quantitative 3D imaging of water content in natural soil samples
is possible by MRI-ZTE even for unsaturated soil materials. The obtained resolution in
the range of 0.5 mm was controlled by the size of the FOV divided by the number of
points, typically 128. This results in a minimum total measurement time of 7 min for a
repetition time of 8 ms, sufficient for monitoring rapid infiltration processes. The length of
the FID decay may limit the effective resolution so that one should keep the acquisition
time as short as possible by adjusting large acquisition bandwidths. This in turn requires
parallel high excitation bandwidths on the order of 1 MHz to excite the entire sample
homogeneously in presence of the space-encoding gradients, which are already switched
on at the time of the excitation pulse. For the image processing normalization to the
image of a homogeneity phantom or the creation of difference-images are advantageous
to compensate for inherent inhomogeneities of the rf-field and intensity scattering over
the entire FOV by solidlike 1H containing material. With these requirements taken into
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account, the method is a valuable instrument for monitoring changes in water content
patterns in natural soil cores by infiltration, desiccation or root-soil processes.
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Abstract: Imaging of the electrical conductivity distribution inside the human body has been inves-
tigated for numerous clinical applications. The conductivity tensors of biological tissue have been
obtained from water diffusion tensors by applying several models, which may not cover the entire
phenomenon. Recently, a new conductivity tensor imaging (CTI) method was developed through a
combination of B1 mapping, and multi-b diffusion weighted imaging. In this study, we compared
the most recent CTI method with the four existing models of conductivity tensors reconstruction.
Two conductivity phantoms were designed to evaluate the accuracy of the models. Applied to five
human brains, the conductivity tensors using the four existing models and CTI were imaged and
compared with the values from the literature. The conductivity image of the phantoms by the CTI
method showed relative errors between 1.10% and 5.26%. The images by the four models using DTI
could not measure the effects of different ion concentrations subsequently due to prior information
of the mean conductivity values. The conductivity tensor images obtained from five human brains
through the CTI method were comparable to previously reported literature values. The images
by the four methods using DTI were highly correlated with the diffusion tensor images, showing
a coefficient of determination (R2) value of 0.65 to 1.00. However, the images by the CTI method
were less correlated with the diffusion tensor images and exhibited an averaged R2 value of 0.51.
The CTI method could handle the effects of different ion concentrations as well as mobilities and
extracellular volume fractions by collecting and processing additional B1 map data. It is necessary
to select an application-specific model taking into account the pros and cons of each model. Future
studies are essential to confirm the usefulness of these conductivity tensor imaging methods in
clinical applications, such as tumor characterization, EEG source imaging, and treatment planning
for electrical stimulation.

Keywords: electrical conductivity; anisotropy; magnetic resonance imaging (MRI); diffusion tensor
imaging (DTI); conductivity tensor imaging (CTI)

1. Introduction

Electrical conductivity of biological tissues is determined by the cell density, extra-
cellular volume fraction, composition and amount of extracellular matrix materials, and
membrane characteristics as well as concentrations and mobility of ions in the extracellular
and intracellular fluids [1]. The apparent macroscopic conductivity of such a composite
material has been studied since the early 1900s and can be expressed as a weighted sum of
conductivity values of its components based on the volume fractions and other factors [2,3].
The extracellular and intracellular fluids are conductors through which conductivity values
are determined by concentrations and mobilities of ions and other mobile charge carriers.
Cells with thin membranes behave like an insulator and lossy dielectric at low and high
frequencies, respectively. Extracellular matrix materials are lossy dielectrics. Therefore, the
macroscopic tissue conductivity exhibits frequency dependency [4,5].
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When elongated cells are aligned towards a certain direction, movements of ions in
the extracellular fluid are consequently hindered. Under a low-frequency electric field,
the ions in the extracellular space are forced to move along the longitudinal direction,
thereby making their mobilities direction-dependent. Therefore, in the white matter and
muscle, the conductivity exhibits anisotropic properties at low frequencies. However, at
high frequencies, the insulating cell membranes behave like a capacitor, and the anisotropic
properties disappear above 1 MHz, for example [1,6]. In this paper, we approximately
express the low-frequency conductivity of biological tissue as a tensor that is a symmetric
positive definite 3 × 3 matrix [7,8]. At a high-frequency above 1 MHz, the conductivity is
expressed as a scalar quantity [9].

Electrical conductivity is a passive material property whose measurement requires a
probing current to generate a signal affected by the conductivity. In impedance imaging
area, there are two different approaches in conductivity imaging using MRI. Magnetic reso-
nance electrical impedance tomography (MREIT) reconstructs an image of low-frequency
isotropic conductivity (σL) distribution by injecting low-frequency currents into a sub-
ject and measuring the induced magnetic flux density distributions using an MRI scan-
ner [10–12]. Magnetic resonance electrical properties tomography (MREPT) produces
high-frequency isotropic conductivity (σH) and permittivity (ǫH) images by generating a
radio-frequency (RF) eddy current that is affected by σH and ǫH and measuring an induced
RF magnetic field using a B1 mapping method [13–15].

In the diffusion tensor imaging (DTI) area, conductivity tensor image reconstructions
have been investigated based on a physical relationship that conductivity and water
diffusion tensors, denoted as C and D, respectively, have the same eigenvectors [16].
Based on this, Tuch et al. derived the first linear model between C and D, which enabled
transformation of a diffusion tensor image into a conductivity tensor image [17,18]. Based
on the idea of cross-property relation [17], three more conductivity tensor models and
image reconstruction methods using DTI were developed [19–22]. These conductivity
tensor models are based on a linear relation of C = ηD and the corresponding image
reconstruction methods determine the scale factor η.

Although MREIT and MREPT reconstruct images of σL and σH , respectively, through
measurement of the effects of both ion concentrations and mobilities, neither of these
two methods can produce an image of C. On the other hand, the four methods using
DTI produce an image of C, but the effects of ion concentrations are not adequately
demonstrated. To overcome these limitations, Sajib et al. developed a novel low-frequency
conductivity tensor imaging (CTI) method [23]. In the first step of the CTI method, MREPT
is used to reconstruct an image of σH including the effects of both ion concentrations and
mobilities at the Larmor frequency. In the second step, they apply a multi-b diffusion
weighted imaging method to obtain an image of D and pixel-by-pixel information about
extracellular and intracellular spaces. Combining all of these, the scale factor η between
C and D is determined for every pixel using the following: (1) a physical relationship
between the water diffusivity and ion mobility and (2) a model-based relation between σH

and σL [6,24].
Recently, Wu et al. reviewed the DTI-based reconstruction models [25]. They reported

that the conversion coefficient of water diffusion tensor to electrical conductivity tensor
should require the information on ion concentration and extracellular volume fraction [25].
In addition, knowledge of accurate anisotropic conductivity can achieve reliable volume
conduction models of electrical brain stimulation and EEG dipole reconstructions [26,27].
Over the years, considerable variation in the conductivity reconstruction models used for
such approaches has been observed [27–29]. Consequently, an in-depth investigation of
conductivity tensor models was required.

In this paper, we compared the accuracy of the five methods in reconstructed conduc-
tivity images of two phantoms using a 9.4 T research MRI scanner. The data acquired from
five human subjects using a clinical 3 T MRI scanner were used to reconstruct conductivity
tensor images of the brains using the five methods. The reconstructed conductivity tensor
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images of the human brains were analyzed and compared with each other and also with
previous literature values.

2. Five Conductivity Tensor Models

2.1. Linear Eigenvalue Model (LEM)

Adopting the physical analysis that C and D have the same eigenvectors [16], Tuch et al.
assumed that the conductivity of the intracellular space is negligible, that is, σi ≈ 0 at low
frequencies, and as a result derived the following relation between the eigenvalues of C

and D [17]:

cm ≈ σe

de

[

dm

(
di

3de
+ 1

)

+
d2

mdi

3d2
e
− 2

3
di

]

(1)

where cm and dm for m = 1, 2, 3 are the eigenvalues of C and D, respectively; σe is the
extracellular conductivity; and di and de are the intracellular and extracellular water
diffusion coefficients, respectively. Assuming that di ≈ 0, the following linear relation
between C and D was derived:

C =
σe

de
D = ηD. (2)

Without measuring σe and de in (2), the empirically-calculated scale factor η = 0.844 S·s/mm3

was applied to all pixels [17].
Since this empirical scale factor does not consider any intra-subject and inter-subject

variabilities, a modified approach was proposed where the volume of the conductivity
tensor ellipsoid was matched with the cubed value of the isotropic conductivity using the
least square method [18]. For the human brain, the scale factor η was determined as

η =
dWMσWM + dGMσGM

dWM
2 + dGM

2 (3)

where dWM and dGM are the measured water diffusion coefficient of the white matter (WM)
and gray matter (GM), respectively. In this paper, we used (3) with the literature values of
σWM,GM = 0.14 and 0.27 S/m, respectively, for human brain imaging experiments [30–32].
For a conductivity phantom, σWM and σGM were replaced by measured conductivity values
using an impedance analyzer.

2.2. Force Equilibrium Model (FEM)

The relation between the diffusion coefficient d and viscosity ν is given by the Stokes–
Einstein relation as follows:

d =
kBT

6πνr
(4)

where kB is Boltzmann’s constant, T is the absolute temperature, and r is the radius of a
spherical particle [19]. From the equilibrium condition between the electric and viscous
forces, the conductivity σ can be expressed as

σ =
J

E
=

q2N

6πrν
(5)

where J and E are the magnitude of the current density and electric field, respectively,
q = 1.6 × 10−19 C and N = 2 × 1025 m−3. Applying (4) and (5) to the extracellular space,
the following relation can be derived:

σe =
0.76q2N

kBT
de (6)
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where kBT = 4.1 × 10−21 J. For an anisotropic case, Sekino et al. assumed that the following
relation can be inferred from (6) [19]:

C =
0.76q2N

kBT
De = ηDe. (7)

To measure De in (7) for each pixel, Sekino et al. [20] adopted the following bi-
exponential model for a diffusion-weighted MRI signal Sb with a given b value [33,34]:

Si(b)

Si(0)
= v f ,ie

−bd f ,i + vs,ie
−bds,i (8)

where Si(b) denote the MR signal with a diffusion gradient (b 6= 0) along the ith direction,
Si(0) is the MRI signal without applying a diffusion gradient (b = 0), v f ,i and d f ,i are
the volume fraction and diffusion coefficient of a fast diffusion component along the ith
direction, respectively, and vs,i and ds,i are the volume fraction and diffusion coefficient
of a slow diffusion component along the ith direction, respectively. Using a curve fitting
method, the fast diffusion tensor D f is extracted from the measured data of Si(b) and Si(0)
in three orthogonal directions. In (7), De is replaced by D f assuming that the fast diffusion
corresponds to the extracellular diffusion.

2.3. Volume Constraint Model (VCM)

Miranda et al. [21] suggested a method to determine the scaling factor η at each
pixel using the measured water diffusion tensor D and the values of equivalent isotropic
conductivity σiso for different brain tissues from the given literature [30–32,35] as follows:

C =
3σiso

trace(D)
D = ηD (9)

where trace(D) is the sum of the three eigenvalues of D. In this paper, the conductivity
phantom, σiso was replaced by a measured conductivity value using an impedance analyzer.
For the human brain, we used the literature values of σiso = 0.14, 0.27, and 1.79 S/m for the
WM, GM, and cerebrospinal fluid (CSF), respectively, [30–32,35].

2.4. Volume Fraction Model (VFM)

For the brain tissue, Wang et al. assumed that movements of water molecules and
ions are constrained by its multi-compartment environment including axons, glial cells,
and CSF [22]. The measured diffusion tensor D was expressed as

D = S diag(dl , dt1, dt2) ST (10)

where dl , dt1, and dt2 are the eigenvalues of D along the longitudinal and two transversal
directions, respectively. Although the WM may include myelinated axons with various
directions, the researchers assumed that three groups of the WM exist with their longi-
tudinal directions in parallel to the longitudinal and two transversal directions of the
measured diffusion tensor D. In addition, they assumed that the volume fractions of the
three WM groups and the remaining isotropic tissues are αl , αt1, αt2, and αiso. Therefore, for
this multi-compartment model, the following equations can be obtained:







αle
−bdW

l + αt1e−bdW
t1 + αt2e−bdW

t2 + (1 − αl − αt1 − αt2)e
−bdiso = e−bdl

αle
−bdW

t1 + αt1e−bdW
l + αt2e−bdW

t2 + (1 − αl − αt1 − αt2)e
−bdiso = e−bdt1

αle
−bdW

t2 + αt1e−bdW
t1 + αt2e−bdW

l + (1 − αl − αt1 − αt2)e
−bdiso = e−bdt2

(11)

where diso is the diffusion coefficient of the isotropic tissues; dW
l , dW

t1 , and dW
t2 are the diffu-

sion coefficients of the WM in the longitudinal and two transversal directions, respectively;
and αl + αt1 + αt2 + αiso = 1.
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The eigenvalues of the conductivity tensor C are expressed as a weighted sum of the
conductivity values of the four compartments as:







σl = αlσ
W
l + αt1σW

t1 + αt2σW
t2 + αisoσiso

σt1 = αlσ
W
t1 + αt1σW

l + αt2σW
t2 + αisoσiso

σt2 = αlσ
W
t2 + αt1σW

t1 + αt2σW
l + αisoσiso

(12)

where σW
l , σW

t1 , and σW
t2 are the conductivity values of the WM in the longitudinal and two

transversal directions, respectively. The values of σW
l , σW

t1 , σW
t2 , and σiso are not measured;

instead, the literature values are adopted [32]. Note that the VFM method does not use
the scale factor η and can be used only for the brain tissue including the WM. For the GM
and CSF, isotropic conductivity values from existing literature are used. The constraint of
σt1 = σt2 is applied in the implementation of the VFM method.

2.5. Conductivity Tensor Imaging (CTI) Model

The CTI method derives a low-frequency conductivity tensor C by using a high-
frequency isotropic conductivity σH obtained using the MREPT technique and the informa-
tion about water diffusion obtained by the multi-b diffusion weighted imaging method.
Since the details of its basic theory and algorithm are available in [6,23,24], we simply
introduce the following CTI formula in this paper:

Here, the low-frequency conductivity tensor is expressed as

C = αceDe (13)

Using the reference value of β = 0.41 [23,24], the apparent extracellular ion concentra-
tion (ce) of (13) can be estimated as

ce =
σH

αdw
e + (1 − α)dw

i β
(14)

Using ce from (14) in (13), low-frequency conductivity tensor can be expressed as

C = αceDe =
ασH

αdw
e + (1 − α)dw

i β
De = ηDe (15)

where σH is the high-frequency conductivity at the Larmor frequency, α is the extracellular
volume fraction, ce is apparent extracellular ion concentration, β is the ion concentration ra-
tio of intracellular and extracellular spaces, dw

e and dw
i are the extracellular and intracellular

water diffusion coefficients, respectively, and De is the extracellular water diffusion tensor.

3. Imaging Experiments and Data Processing

3.1. Phantom Imaging

To compare the accuracy of the reconstructed conductivity images based on five
methods described in Section 2, we used two conductivity phantoms, each with three com-
partments of known conductivity values. The compartments were filled with electrolytes
or giant vesicle suspensions. The giant vesicles were cell-like materials with thin insulating
membranes [36].

Phantom #1 comprised of two compartments of electrolytes (EL1 and EL2) and one
compartment of a giant vesicle suspension (GVS1) where giant vesicles were suspended in
the electrolyte EL1. Phantom #2 comprised of two compartments of different electrolytes
(EL3 and EL4) and one compartment of a different giant vesicle suspension (GVS2). Table 1
shows the concentrations of NaCl and CuSO4, the extracellular volume fraction, mobility,
and low-frequency conductivity values, which are measured by an impedance analyzer
(SI1260A, AMETEK, West Sussex, UK) at 10 Hz. For the electrolyte EL3, we increased
its viscosity by adding 2 g/L of hyaluronic acid and 10 g/L of polyethylene glycol (PEG,
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average Mv 8000) solution, thereby decreased the ion mobility and also its conductivity
value. In the giant vesicle suspension GVS2, we used electrolyte EL3.

Table 1. Compositions of two conductivity phantoms. The electrolyte and giant vesicle suspension
are denoted as EL and GVS, respectively. EL1, EL2, and GVS1 were used in phantom #1. EL3, EL4,
and GVS2 were used in phantom #2.

Compartment EL1 EL2 GVS1 EL3 EL4 GVS2

NaCl (g/L) 7.5 3.5 7.5 3 3 3

CuSO4(g/L) 0 1 0 0 0 0

Extracellular
100 100 10 100 100 50volume fraction

(%)

Mobility high high high low high low

σ at 10 Hz (S/m) 1.56 0.83 0.29 0.55 0.70 0.45

A 9.4 T research MRI scanner (Agilent Technologies, Santa Clara, CA, USA) equipped
with a single-channel birdcage coil (Model: V-HQS-094-00638-029, RAPID Biomedical
GmbH, Rimpar, Germany) with a cubic voxel having 0.5 mm edge length was used for
phantom imaging. For multi-b diffusion weighted imaging, we used the single-shot spin-
echo echo-planar imaging (SS-SE-EPI) pulse sequence. The imaging parameters were as
follows: repetition time (TR)/echo time (TE) = 2000/70 ms, number of signal acquisitions =
2, field-of-view (FOV) = 65 × 65 mm2, slice thickness = 0.5 mm, flip angle = 90◦, and image
matrix size = 128 × 128. The number of diffusion-weighting gradient directions was 30 with
b-values of 50, 150, 300, 500, 700, 1000, 1400, 1800, 2200, 2600, 3000, 3600, 4000, 4500, and
5000 s/mm2. For high-frequency conductivity image reconstructions in the CTI method, B1
phase maps were acquired using the multi-slice multi-echo spin-echo (MS-ME-SE) pulse
sequence. The imaging parameters were as follows: TR/TE = 2200/22 ms, number of
signal acquisitions = 5, FOV = 65 × 65 mm2, slice thickness = 0.5 mm, flip angle = 90◦,
and image matrix size = 128 × 128. More details of the phantom preparation and data
acquisition are described in [6,24].

3.2. In Vivo Human Imaging

Five healthy volunteers were recruited based on the protocol approved by the Institu-
tional Review Board (IRB) at Kyung Hee University (KHSIRB-18-073). Informed consent
forms were obtained from the volunteers before conducting the studies. In vivo human
brain imaging experiments were performed using a clinical 3 T MRI scanner (Magnetom
Trio A Tim, Siemens Medical Solution, Erlangen, Germany) with body coil in transmitting
mode and an 8-channel head coil in receiving mode (3D head matrix, A Tim Coil, Siemens
Medical Solution, Erlangen, Germany).

For multi-b diffusion weighted imaging, we used the SS-SE-EPI pulse sequence. The
number of diffusion-weighting gradient directions was 15 with similar b-values used in
the phantom experiments. The imaging parameters were as follows: TR/TE = 2000/70 ms,
slice thickness = 4 mm, flip angle = 90◦, number of averaging = 2, number of slices = 5, and
acquisition matrix = 64 × 64. The matrix size of 64 × 64 was extended to 128 × 128 for
subsequent data processing steps. The imaging time was 23 min for the multi-b diffusion
data acquisition. For B1 mapping, the MS-ME-SE pulse sequence was used. The imaging
parameters were as follows: TR/TE = 1500/15 ms, number of echoes = 6, number of
averaging = 5, slice thickness = 4 mm, number of slices = 5, acquisition matrix = 128 × 128,
and FOV = 240 × 240 mm2 using a scan duration of 16 min. For anatomical reference,
a conventional T2-weighted scan was obtained. The total imaging time for each human
subject was about 41 min. More details of the in vivo scans are described in [24].
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3.3. Data Processing

The acquired multi-b diffusion data were preprocessed using the MRtrix3
(www.mrtrix.org, accessed on 10 March 2021) [37] and FMRIB software library (FSL,
www.fmrib.ox.ac.uk/fsl, accessed on 10 March 2021) [38]. The preprocessing steps in-
cluded MP-PCA denoising [39], Gibbs-ringing correction [40], and eddy current distortion
correction [38]. The averaged images at b = 0 were linearly coregistered to the T2-weighted
images using the FLIRT method, and the affine transformation matrix was used to nonlin-
early coregister the diffusion weighted images at b 6= 0 to the T2-weighted images using
the FNIRT method [38]. The b-value of 700 s/mm2 was used for diffusion tensor image
reconstructions in the LEM, VCM, and VFM methods. In the FEM and CTI methods, we
calculated D f and Ds using a bi-exponential model [24,34].

For high-frequency conductivity image reconstructions in CTI method, the acquired
phase map data were first corrected for Gibbs-ringing artifacts [40], and then multi-channel
multiple echoes were combined to achieve the best signal-to-noise ratio (SNR) [41,42]. The
high-frequency conductivity images were reconstructed using the method proposed by
Gurler et al. [14] in order to suppress boundary artifacts.

For human brain images, T2-weighted images were segmented into the WM, GM,
and CSF regions using the MICO [43]. The summary of numbers of pixels in the regions
of interest (ROIs) are given in Table 2. In each ROI, we excluded the outermost layer
of two-pixel width to reduce partial volume effects. All the data processing steps were
implemented using the MATLAB software (Mathworks, Natick, MA, USA). For the image
reconstructions using the CTI method, we used the MRCI toolbox (https://iirc.khu.ac.kr/
toolbox.html, accessed on 10 March 2021) [44].

Table 2. Numbers of pixels in the WM, GM, and CSF ROI of the five human brains. The reconstructed
conductivity values in these ROIs were compared based on the five image reconstruction methods
and also with existing literature values.

ROI
Subject

#1 #2 #3 #4 #5

WM 1093 1026 1257 1070 1047
GM 1057 918 785 927 1023
CSF 209 135 180 237 234

4. Results

4.1. Two Phantoms

Figure 1 shows the reconstructed conductivity tensor and diffusion tensor images of
phantoms #1 and #2. For both tensors, we plotted their longitudinal and two transversal
components. The images of the scale factor η between two tensors were also plotted. Note
that the VFM method could not be used for the phantoms since it is only applicable to an
anisotropic object. The ROIs were defined as shown in Figure 2a,b corresponding to the
three different compartments of phantoms #1 and #2, respectively. The mean and standard
deviation (SD) of the reconstructed conductivity values for each ROI were calculated and
compared with those that were independently measured using the impedance analyzer at
10 Hz as in Figure 2.

In the case of phantom #1 shown in Figures 1a and 2a, the electrolytes EL1 and EL2
had different NaCl concentrations as shown in Table 1. The LEM and FEM methods failed
to distinguish the difference in concentration, and the VCM and CTI methods were able to
differentiate the difference. In phantom #2 shown in Figures 1b and 2b, the conductivity of
EL3 was reduced compared to that of EL4 due to the reduced mobility in EL3 as shown
in Table 1. Since the diffusion coefficient was altered by this change in mobility, all
four methods could distinguish the difference between EL3 and EL4 with the same NaCl
concentration in phantom #2. Only the CTI method was able to measure the changes in
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both concentration and mobility without using prior information of the conductivity values
measured by the impedance analyzer.

Figure 1. Reconstructed conductivity tensor images of phantoms #1 (a) and #2 (b). Target images are the true conductivity
tensor images generated using the conductivity values measured by the impedance analyzer. (c,d) are the diffusion tensor
images of phantoms #1 and #2, respectively. The VFM method was not applicable to the phantoms since it was specifically
designed for the brain tissues.

Figure 2. Values of σL = σl+σt1+σt2
3 in the reconstructed conductivity tensor images of phantoms #1 (a) and #2 (b). The

values were compared with the conductivity values measured at 10 Hz using the impedance analyzer. The square symbol
indicates the mean value and the bar represents the SD.

Table 3 shows the errors in the reconstructed conductivity values with respect to the
reference values measured by the impedance analyzer (SI1260A, AMETEK Inc., Berwyn,
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PA, USA). Since the measured conductivity values using the impedance analyzer were
used in place of σWM,GM,CSF in (3), the values of η in the LEM method were different from
each other for two phantoms. However, the LEM method could not account for the effects
of the concentration difference in phantom #1 despite being able to detect the mobility
difference in phantom #2. In the VCM method, the errors in the four electrolyte regions
were zero since the measured conductivity values were used in place of σiso in (9). The CTI
method could recover the conductivity values with an error of 1.10% to 5.26% in all the
regions of the electrolytes and giant vesicle suspensions.

Table 3. Errors of the reconstructed conductivity values σL = σl+σt1+σt2
3 with respect to the reference

values measured by the impedance analyzer at 10 Hz. Note that the reference values were themselves
used in the VCM method for the compartments of EL1, EL2, EL3, and EL4.

ROI LEM (%) FEM (%) VCM (%) CTI (%)

EL1 29.60 86.24 0 1.10
EL2 28.14 75.57 0 4.42

GVS1 131.17 54.83 3.45 1.74
EL3 32.97 73.27 0 3.39
EL4 67.82 66.27 0 5.26

GVS2 28.16 74.22 2.02 2.13

4.2. Five Human Brains

Figure 3 shows the images of the longitudinal (σl) and transversal (σt1 and σt2) compo-
nents of the reconstructed conductivity tensor images of the brains of the first and second
subject using the five methods. Figure 4 shows the mean and SD values of the reconstructed
conductivity tensors in the WM, GM, and CSF regions, which are summarized in Table 2
for all five subjects. For the WM region, the mean and SD values of σl , σt1, and σt2 were
plotted for the five different methods. For the GM and CSF regions, we plotted the mean
and SD values of σL = σl+σt1+σt2

3 .
In Figure 4, the LEM and FEM methods underestimated the conductivity values of the

CSF region compared with the literature values [35]. For the WM and GM regions, the VFM
method overestimated conductivity values compared to the literature values [30–32,45].
The conductivity values observed in the VCM method, especially for GM and CSF regions,
were comparable to the literature [31,32,45]. Nevertheless, in the LEM and VCM method,
we used the literature values of σiso for the WM, GM, and CSF regions for all five subjects,
and this resulted in a small amount of inter-subject variability. The CTI method produced
conductivity values that were comparable to the existing literature values without using
prior information of the literature values. In the WM region, the value of σl obtained by the
CTI method was between 0.19 and 0.32 S/m and the values of σt1 and σt2 were between
0.07 and 0.19 S/m, respectively. In the GM region, the value of σL was between 0.23 and
0.30 S/m. The value of σL in the CSF region was between 1.59 and 1.82 S/m with the
mean value of 1.72 S/m for all the five subjects, consistent with those found in the existing
literature [35,45].

We performed a correlation analyses to visualize the simultaneous influence of water
diffusion tensor in reconstructed conductivity tensor. Figure 5 shows the plots of the linear
regression analyses between σl and dl , the longitudinal component of both tensors and
averaged transversal components σt = (σt1 + σt2)/2 and dt = (dt1 + dt2)/2 for the WM,
GM, and CSF regions in all five human subjects (Appendix A). For the LEM and FEM
methods, the coefficient of determination (R2) was 0.99 and 1.00, respectively. Therefore,
these two methods, may not provide additional information that is not available in the
water diffusion tensor. For the VCM and VFM methods, R2 ranges from 0.65 to 0.79,
respectively, whereas the CTI method showed lesser correlation between σl,t and dl,t with
R2 ranges from 0.46 and 0.56. In the CTI method, the magnitudes of C and D provided
moderately dependent information although they have the same directional property, i.e.,
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the same eigenvectors. This is also because the conductivity tensor in the CTI method has
a predominant effect of apparent ion concentrations.

To analyze the directional property, we also computed the anisotropy ratio (AR) in
the WM region expressed as ARC = 2σl

σt1+σt2
and ARD = 2dl

dt1+dt2
for the conductivity tensor

and diffusion tensor, respectively [46]. The mean and SD value of ARD were 2.52 ± 0.76,
whereas the mean and SD values of ARC were 2.53 ± 0.77, 2.52 ± 0.78, 2.50 ± 0.78,
1.73 ± 0.47, and 2.52 ± 0.84 for the LEM, FEM, VCM, VFM, and CTI methods, respectively,
for the five human subjects. The lower value of ARC in the VFM model can be attributed
to the assumption of σt1 = σt2. For the other four methods, the values of ARC and ARD

were similar since the structural property primarily determined the anisotropy.

Figure 3. (a,b) are the longitudinal (σl) and transversal (σt1 and σt2) components of the reconstructed conductivity tensor
images of the human brains from subjects #1 and #2, respectively, using the five methods of LEM, FEM, VCM, VFM, and
CTI. (c,d) show the images of the water diffusion tensors.
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Figure 4. Mean and SD values of the reconstructed conductivity tensors using the five methods
for all five human subjects are compared with the existing literature values. (a) are conductivity
values from WM region, (b,c) are from GM and CSF, respectively. For the WM region, the mean and
SD values of σl , σt1, and σt2 are plotted. For the GM and CSF regions, the mean and SD values of
σL = σl+σt1+σt2

3 are plotted. The vertical bar represents the SD.
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Figure 5. Results of the linear regression analyses between sl and dl , the longitudinal component of both tensors and
averaged transversal components σt =

σt1+σt2
2 and dt =

dt1+dt2
2 in the reconstructed conductivity and water diffusion tensor

images of all five human subjects pooled together.

Using the CTI method as a reference, we plotted the images of the relative difference
(rdDIR), which are defined as

rdDIR =
σDIR,CTI − σDIR,MTH

σDIR,CTI

× 100 (%) (16)

where DIR is l, t1, or t2 and σDIR,CTI and σDIR,MTH are the reconstructed σl , σt1, or σt2 using the
CTI method and one of the LEM, FEM, VCM, and VFM methods, respectively (Appendix A).
Figure 6 shows the images of rdDIR for all five subjects pooled together. Table 4 summarizes
the absolute mean values of |rdDIR| for the WM, GM, and CSF regions for each subject. The
bar plots at top of Figure 6 show absolute mean values of |rdDIR| for all five subjects for WM,
GM, and CSF regions, and images at the bottom of Figure 6 show the relative difference
with sign of deviation to CTI method. The mean and SD of the relative difference for the
entire brain slice of the five subjects were 69.63 ± 31.11, 104.94 ± 35.41, 53.35 ± 25.15, and
68.83 ± 14.38% for the LEM, FEM, VCM, and VFM methods, respectively.
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Table 4. Mean values of the absolute relative differences (|rdDIR|) in the WM, GM, and CSF regions for all five human subjects.
The relative differences of the LEM, FEM, VCM, and VFM methods were computed with respect to the CTI method.

Subject
LEM and CTI (%) FEM and CTI (%) VCM and CTI (%) VFM and CTI (%)

WM GM CSF WM GM CSF WM GM CSF WM GM CSF

#1 44.25 50.99 130.24 63.10 87.90 171.39 50.27 68.60 30.58 91.86 89.73 31.86
#2 49.90 48.29 112.21 58.92 95.20 151.74 53.93 73.25 39.03 91.60 89.08 40.66
#3 40.33 48.87 121.07 63.35 99.29 165.46 51.63 66.47 35.23 92.71 90.61 37.09
#4 43.30 44.00 106.83 49.36 63.41 130.46 49.91 65.17 35.30 92.26 90.56 50.81
#5 46.98 47.66 158.90 56.63 101.28 207.59 62.19 73.10 40.66 89.04 80.15 39.43

Figure 6. Images of the relative differences in the longitudinal (el) and transversal (et1 and et2) components between one of
the LEM, FEM, VCM, and VFM methods and the CTI method. The graphs at the top are the absolute mean and SD values
of the relative differences (|rdDIR|) in the WM, GM, and CSF regions. The bar represents the SD.

5. Discussion

In this paper, we compared five conductivity tensor models and image reconstruction
methods using two phantoms and five human subjects. The data from the phantom
experiments were used to evaluate the accuracy of the reconstructed conductivity images
against the measured conductivity values obtained using the impedance analyzer. In vivo
human experiment data were used to compare the values of the reconstructed conductivity
tensors with existing literature values and also with each other using the CTI method as
a reference.

In the phantom experiments, the LEM and FEM methods could not distinguish the
electrolytes with different NaCl concentrations. The errors in the reconstructed conductivity
images using the LEM and FEM were relatively large. The errors of the VCM method were
the smallest since we used the conductivity values measured using the impedance analyzer
in place of σiso in (9). In most clinical applications where the value of σiso is unknown, the
VCM method may fail to recover the inhomogeneous conductivity values. In addition,
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living tissues are heterogeneous, and their conductivity varies with the pathophysiology
condition. Thus, a single global value of conductivity to the entire tissue type may not
sufficient. The VFM method could not be applied to the phantoms since it was explicitly
designed for anisotropic brain tissues. Without relying on prior information of mean
isotropic conductivity values, the CTI method recovered conductivity values with an error
ranging from 1.10% to 5.26% for all six different compartments in the two phantoms having
different ion concentrations and mobilities. Furthermore, the CTI method could properly
handle the effects of different cell densities in two giant vesicle suspensions with different
extracellular volume fractions.

Using the data from in vivo human brain imaging experiments, we produced conduc-
tivity tensor images of the brains as shown in Figure 3 using the five methods. Compared
to the conductivity values of the WM, GM, and CSF from existing literature, the values
using the LEM and FEM methods had large amounts of bias in the WM and GM regions.
Since the global scale factor was used for all pixels in the FEM method, the method’s ability
to handle intra-subject and inter-subject variability appeared to be primarily limited. Al-
though the scale factor η in the LEM method contains inter-subject variability, but still lacks
intra-subject tissue heterogeneity. Furthermore, the global scale factor does not account
for position dependence, and its deviation in the tissues only explains the water diffusion
alterations. The conductivity values in CSF from both LEM and FEM methods were sig-
nificantly underestimated compared to the literature values. The calculated conductivity
tensor in both these methods was simply linearly scaled water diffusion tensor, and hence
may explain their considerable low conductivity measurements [17,19]. The conductivity
values measured in our study were matched with previous studies by Rullman et al. and
Sekino et al. [18,20].

In the volume constrained method (VCM), conductivity values of GM and CSF were
matched with the literature and also with the CTI method in our study. In contrast,
conductivity values of WM were underestimated at longitudinal directions. This might be
due to the use of similar literature values of σiso in all three fiber directions. This method
still lacks the intra-voxel heterogenic property of the tissues, and segmentation inaccuracies
may end up assigning incorrect σiso values. An introduction of the isotropic extracellular
electrical conductivity from MREIT could be helpful to overcome this limitation [12]. In
the volume fraction method (VFM), conductivity values in WM and GM were highly
overestimated. This stems from the fact that the eigenvalues of conductivity tensor were
computed as a weighted sum of conductivity values associated with four compartments of
individual fiber bundle direction. VFM method is computationally complicated, and the
ill-posed problem may lead to failed fit in noisy voxels [22]. In addition, the assumption of
constant σL and σt1 = σt2, which were then set to be literature conductivity value, somehow
neglected the intra-voxel heterogeneity, and reduced the anisotropic ratio. Instead of such
limitations, VFM method effectively handled the partial volume effect.

Although the scale factor η in the LEM, FEM, and VCM methods was computed for
each pixel, their ability to handle the intra-subject and inter-subject variability was also
limited as a result of fixed literature conductivity values of the WM, GM, and CSF regions
for all subjects. The VFM method manages cross-subject variability but failed with intra-
subject flexibility. In contrast to the four methods using DTI only, the CTI method produced
conductivity tensor images with values that were comparable to existing literature values.
Without using prior information about tissue conductivity values, the CTI method appeared
to properly handle the intra-subject and inter-subject variability. However, the intra-subject
and inter-subject variabilities, may have been affected in all methods by measurement
noise, and systematic artifacts.

The recovered conductivity tensors using the LEM and FEM methods in Figure 5a
to Figure 5b shows similar results as the water diffusion tensor in our study. In spite of
the calculating the pixel-dependent scale factor in the VCM method, a higher correlation
with water diffusion was observed (Figure 5c). Considering that the local concentration
of a charge carrier can affect the linearity between C and D, the CTI method appeared to
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properly reflect the effects of position-dependent concentration differences by incorporating
the actually measured high-frequency conductivity σH into the conductivity tensor image
reconstruction. Note that these linear regression analyses should not be considered as a
general validity of C = ηD. In CTI method, the mutual restriction of both the ionic and the
water mobility by the geometry of the brain medium builds the basis for the relationship of
C and D. The voxels in conductivity tensor map are expressed as a sum of products of the
carrier concentration, extracellular volume fraction, and the mobility tensor. Since all of
the five methods utilized the mobility information embedded in the water diffusion tensor
D, the anisotropy ratio of C was primarily determined by the anisotropy ratio of D.

Data acquisition and processing steps are more involved in the CTI method than in
those other four methods using DTI. Given that there are various sources of error in the
data acquisition and processing stages, subsequent studies are necessary to rigorously
validate the performance of the CTI method in terms of errors due to measurement noise
and artifacts, partial volume effects, and coregistration of different images. In particular,
high-frequency conductivity images using MREPT suffer from errors at boundaries of two
regions with different conductivity values and also assumes the piecewise constant con-
ductivity [47], which does not hold in practice. Although the MREPT method we adopted
in this paper could reduce such boundary artifacts [14] at the expense of smooth images,
future improvements in high-frequency conductivity image reconstruction algorithms are
needed to enhance the accuracy of the CTI method in human subjects. The parameter β
in (15) was estimated from the literature values and assumed to be constant for all pixels.
Although the sensitivity of a reconstructed conductivity tensor image to β appeared to be
small [24], clinical studies are needed to find out any practical limitations imposed by this
assumption. The CTI method can provide clinically useful information about pathological
and physiological changes in cells and cellular structures associated with disease progres-
sion. It is one of most promising clinical applications is tumor imaging in terms for early
detection, better characterization, and monitoring after a treatment [48,49]. The recovered
low-frequency conductivity tensor could be also used to predict internal current pathways
and electric field distributions subject to externally injected or induced therapeutic currents
in electrical stimulation [28,29].

This study has several limitations that should be considered in the future works.
The distribution of conductivity within the giant vesicle phantom does not reflect an
adequate anisotropic environment. Future studies should include phantoms mimicking
microstructural properties similar to the brain [50]. Diffusion MRI suffers from various
systematic errors, such as gradient inhomogeneity [51]. Although we corrected the data
using commonly used correction methods, a study of systematic error propagation or noise
analysis is needed to enhance the accuracy of the conductivity images. In human brain,
conventional DTI measures water diffusion assuming that displacement distribution of
water molecules in a given time is a Gaussian function. However, this assumption may
not be valid in complex biological tissue where water molecules often show non-Gaussian
diffusion [52]. DTI also has limitations in characterizing the diffusion process in areas of low
anisotropy and complex fiber structure in a voxel. Future studies with diffusion kurtosis
imaging (DKI) or high angular methods (HARDI) can provide better characterization of
human brain architecture [52,53]. Cell membranes are assumed to resist low-frequency
currents in the CTI approach. As a result, the CTI approach may underestimate the low-
frequency conductivity value of tissue including cells with leaky membranes. It would be
worthwhile to investigate a more sophisticated CTI model involving such cells.

6. Conclusions

In this study, we provided an overview of the current state of the art in MRI-based
conductivity tensor reconstruction. The accuracy of five conductivity tensor model was
investigated using two phantoms with four electrolytes and two giant vesicles suspen-
sions with known internal conductivity values. The findings show that methods with
pixel-dependent scale factors work better than methods with global scale factors. The
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experimental results showed that the accuracy of the VCM and CTI methods was superior
to that of the LEM and FEM methods. Contrary to the four methods using only DTI, the
CTI method did not use prior information on mean isotropic conductivity values, and
produced conductivity images with errors ranging from 1.10% to 5.26%. From in vivo
human brain imaging experiments, the reconstructed conductivity values of the white and
gray matter using the LEM, VCM, and CTI methods were comparable with the values
available in the literature. Except for LEM and FEM, all methods yielded conductivity
values of the CSF similar to those of literature. Methods using only the water diffusion
tensor and prior knowledge of the isotropic mean conductivity values varied depending
on the parameter value used. The CTI method was able to properly handle the effects of
different ion concentrations as well as mobilities and extracellular volume fractions in our
study. Although the data processing of the CTI method is more involved, it appeared to
be the most accurate among the five methods in this study. Future research is required to
confirm the clinical utility of these low-frequency conductivity tensor image reconstruction
approaches in diagnostic imaging and bioelectromagnetic modeling.
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Abbreviations

This section highlights the abbreviation used in the manuscript:

LEM Linear Eigenvalue Model
FEM Force Equilibrium Model
VCM Volume Constraint Model
VFM Volume Fraction Model
CTI Conductivity Tensor Imaging
WM White Matter
GM Gray Matter
CSF Cerebrospinal Fluid
MREPT Magnetic Resonance Electrical Properties Tomography
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Appendix A

In this section, the main symbols used in this paper can be found with description
and units.

σL Isotropic low-frequency conductivity (S/m)
σl Longitudinal component of conductivity tensor (S/m)
σt Transversal component of conductivity tensor (S/m)
dl Longitudinal component of water diffusion tensor (µm2/ms)
dt Transversal component of water diffusion tensor (µm2/ms)
σiso Isotropic low-frequency conductivity value from the literature (S/m)
de Isotropic extracellular diffusion coefficient (µm2/ms)
De Extracellular water diffusion tensor (µm2/ms)
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Abstract: The advancements of magnetic resonance imaging contrast agents (MRCAs) are
continuously driven by the critical needs for early detection and diagnosis of diseases, especially for
cancer, because MRCAs improve diagnostic accuracy significantly. Although hydrophilic gadolinium
(III) (Gd3+) complex-based MRCAs have achieved great success in clinical practice, the Gd3+-complexes
have several inherent drawbacks including Gd3+ leakage and short blood circulation time, resulting in
the potential long-term toxicity and narrow imaging time window, respectively. Nanotechnology
offers the possibility for the development of nontoxic MRCAs with an enhanced sensitivity and
advanced functionalities, such as magnetic resonance imaging (MRI)-guided synergistic therapy.
Herein, we provide an overview of recent successes in the development of renal clearable MRCAs,
especially nanodots (NDs, also known as ultrasmall nanoparticles (NPs)) by unique advantages such
as high relaxivity, long blood circulation time, good biosafety, and multiple functionalities. It is
hoped that this review can provide relatively comprehensive information on the construction of novel
MRCAs with promising clinical translation.

Keywords: magnetic resonance imaging contrast agents; renal clearance; nanodots; gadolinium
(III)-based composites

1. Introduction

Magnetic resonance imaging (MRI) is extensively used as a noninvasive, nonionizing, and
radiation-free clinical diagnosis tool for detection and therapeutic response assessment of various
diseases including cancer, because it can provide anatomical and functional information of
regions-of-interest (ROI) with high spatial resolution through manipulating the resonance of magnetic
nucleus (e.g., 1H) in the body via an external radiofrequency pulse magnetic field [1–7]. Although it is
possible to generate high-contrast images of soft tissues for diagnosis by manipulating pulse sequences
alone, MRI is able to further highlight the anatomic and pathologic features of ROI through utilized in
concert with contrast agents. Magnetic resonance imaging contrast agents (MRCAs) play an extremely
important role in modern radiology because the growth of contrast-enhanced MRI has been remarkable
since 1988 [3–8]. Up to date, the commercially approved MRCAs and the MRCAs in clinical trial are
shown in Table 1.
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Table 1. Typical magnetic resonance imaging contrast agents (MRCAs) clinically approved or in
clinical trials.

Trade Name Generic Name Chemical Code MRI Mode Clinical Trial Clinically Approved

Dotarem/Clariscan Gadoterate meglumine Gd-DOTA T1-weighted - Yes
ProHance Gadoteridol Gd-HPDO3A T1-weighted - Yes
Gadovist Gadobutrol Gd-DO3A-butrol T1-weighted - Yes

Magnevist Gadopentetate
dimeglumine Gd-DTPA T1-weighted - Yes

Omniscan Gadodiamide Gd-DTPA-BMA T1-weighted - Yes
Optimark Gadoversetamide Gd-DTPA-BMEA T1-weighted - Yes

Multihance Gadobenate
dimeglumine Gd-BOPTA T1-weighted - Yes

Combidex/Sinerem Ferumoxtran Dextran coated SPION T2-weighted Yes -
Resovist/Cliavist Ferucarbotran/Ferrixan Carboxydextran coated SPION T2-weighted - Yes

Feridex I.V./Endorem Ferumoxide Dextran T2-weighted - Yes

Feraheme/Rienso Ferumoxytol Carboxymethyl-dextran coated
SPION T2-weighted - Yes

Clariscan Feruglose PEGylated starch coated SPION T2-weighted Yes -
Lumirem/GastroMARK Ferumoxsil Siloxane coated SPION T2-weighted - Yes

Abdoscan -
Sulfonated poly

(styrene-divinylbenzene)
copolymer coated SPION

T2-weighted - Yes

In general, there are two imaging modes of MRI, named as T1- or T2-weighted MRI, which have
been employed to acquire the restored or residual magnetization by adjusting parameters in either
the longitudinal direction or the transverse plane, respectively. The T1-weighted MR image shows
bright signal contrast (recovered magnetization), while the T2-weighted MR image shows dark
signal contrast (residual magnetization). The T1- or T2-weighted MRI can be performed in one
machine by simply adjusting the acquisition sequences during the MRI process. Consequently,
the MRCAs are divided into two categories based on their dominant functions in T1- or T2-weighted
MRI. Paramagnetic metal nanomaterials/complexes are usually designated as T1-weighted MRCAs,
which cause bright contrast in T1-weighted MR images [3,4,8–10]. For example, gadolinium (III)
(Gd3+) has seven unpaired electrons and a long electron spin relaxation time, which can efficiently
promote the longitudinal 1H relaxation. Gd3+-diethylenetriamine penta-acetic acid (Gd-DTPA) was
synthesized as the first T1-weighted MRCA and used for contrast-enhanced T1-weighted MRI of
intracranial lesions in 1988 [8]. Superparamagnetic nanoparticles (e.g., superparamagnetic iron-oxide
nanoparticles (SPIONs)) are normally used as T2-weighted MRCAs, which provide dark contrast
in MR images [11–19]. The advantages and disadvantages of Gd3+- and SPION-based MRCAs
have been discussed in the reviews which are published elsewhere [3–19]. In particular, the advent
of nephrogenic systemic fibrosis (NSF) and bone/brain deposition has led to increased regulatory
scrutiny of the safety of commercial Gd3+ chelates [9]. Figure 1 shows the typical paramagnetic
cations including transition metallic cations and lanthanide cations, which are capable of enhancing
contrast on MR images. The cations contain unpaired electrons in 3d electron orbitals (transition
metallic cations) and/or 4f electron orbitals (lanthanide cations). In addition, several strategies have
been proposed for development of T1-/T2-weighted dual-mode MRCAs, because T1-/T2-weighted
dual-mode MRI can provide an accurate match of spatial and temporal imaging parameters [12].
Therefore, the accuracy and reliability of disease diagnosis can be clearly improved by synergistically
enhancing both T1-/T2-weighted contrast effects.

Because of their unique physiochemical and magnetic properties, magnetic nanoparticles (MNPs)
have attracted considerable attention in the construction of MRCAs with high performance during the
last two decades (as shown in Figure 2), and they exhibit high potential for clinical applications in
MRI-guided therapy. The synthesis, properties, functionalization strategies, and different application
potentials of MNPs have been reviewed in detail in the literature published elsewhere [11–19].
For example, the MNPs can be used as excellent MRCAs for sensitive detection of tumors because MNPs
can efficiently accumulate in tumor through the leaky vasculature of tumor (also known as the enhanced
permeability and retention (EPR) effect). The contrast efficacy and in vivo fate of the MNP-based
MRCAs are strongly dependent on their physical and chemical features including shape, size,
surface charge, surface coating material, and chemical/colloidal stability. For example, the PEGylated
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MNPs normally have relatively longer blood circulation time and higher colloidal/chemical stability
than those of uncoated MNPs [11]. Very recently, the structure-relaxivity relationships of magnetic
nanoparticles for MRI have been summarized in detail by Chen et al. [15]. Among all the characteristics
of MNP, size plays a particularly important role in the biodistribution and blood circulation half-life
of MNP [15,18,20]. The long blood circulation half-life of MNP can significantly increase the time
window of imaging. However, the nonbiodegradable MNPs with large hydrodynamic size (more than
10 nm) exhibit high uptake in the reticuloendothelial system (RES) organs such as lymph nodes, spleen,
liver, and lung, which causes slow elimination through hepatobiliary excretion [21]. The phenomenon
increases the likelihood of toxicity in vivo [22], and severely hampers translating MNPs into clinical
practices because the United States Food and Drug Administration (FDA) requires that any imaging
agent (administered into the body) should be completely metabolized/excreted from the body just
after their intended medical goals such as image-guided therapy [23]. The conundrum could be
sorted out by the development of renal clearable MNPs since renal elimination enables rapidly clear
intravenously administered nanoparticles (NPs) from circulation to be excreted from body. Due to the
pore size limit of glomerular filtration in the kidney, only the MNPs with small hydrodynamic diameter
(less than 10 nm) or biodegradable ability are able to balance the long blood circulation half-life time
for imaging and efficient renal elimination for biosafety. In addition, although they have similar small
hydrodynamic diameters, the negatively charged or neutral NPs are more difficult to be eliminated by
the kidney than their positively charged counterparts.

 

 

Figure 1. The electron subshell diagrams of typical paramagnetic cations. Generally, the larger number
of unpaired electrons leads to stranger magnetic resonance (MR) contrast.

Herein, this review provides the state of the art of renal clearable composites/MNPs-based
MRCAs with particular focus on several typical formats, namely Gd3+-complex-based composites
and magnetic metal nanodots (MNDs), by using illustrative examples. The MNDs mean MNPs
with ultrasmall hydrodynamic size (typically less than 10 nm in diameter) such as ultrasmall Gd2O3

NPs, ultrasmall NaGdF4 NPs, ultrasmall Fe2O3/Fe3O4 NPs and ultrasmall polymetallic oxide NPs.
The gathered data clearly demonstrate that renal clearable composites/MNDs offer great advantages in
MRI, which shows a great impact on the development of theranostic for various diseases, in particular
for cancer diagnosis and treatment. In addition, we also discussed current challenges and gave an
outlook on potential opportunities in the renal clearable composites/MNDs-based MRCAs.
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Figure 2. The number of publications searching for “magnetic resonance imaging and contrast
agents” plus “gadolinium (III) complex” or “nanoparticle” in the “Web of Science”. Development of
nanoparticle-based MRCAs has been the hot topic of the area since 2005.

2. Gadolinium (III)-Complex-Based Composites

Up to date, all of the MRCAs commercially available in clinic are small molecule Gd3+-complexes,
which are used in about 40% of all MRI examinations (i.e., about 40 million administrations of
Gd3+-complex-based MRCA) [24]. However, the small molecule Gd3+-complexes generally have short
blood circulation time with a typical elimination half-life of about 1.5 h [8,9,25–27]. The rapid clearance
characteristic of small molecule Gd3+-complex makes it difficult to conduct the time-dependent MRI
studies. Conjugation of Gd3+-complexes with biodegradable materials (e.g., polymers) and/or renal
clearable NDs can not only significantly prolong blood circulation of Gd3+-complexes, but also improve
accumulation amount of Gd3+-complexes in solid tumors through an EPR effect [28–52]. Therefore,
the Gd3+-complex-based composites enable one to provide an imaging window of a few hours before
it is cleared from the body, and additionally enhance the resulting MR signal of a tumor. In particular,
biodegradability or small size that ensures the complete clearance of Gd3+-complex-based composites
within a relatively short time (i.e., a day) by renal elimination after diagnostic scans.

As early as 2012, Li and coauthors synthesized a poly(N-hydroxypropyl-l-glutamine)-DTPA-Gd
(PHPG-DTPA-Gd) composite through conjugation of Gd-DTPA on the poly(N-hydroxypropyl-
l-glutamine) (PHPG) backbone [34]. The longitudinal relaxivity (r1) of PHPG-DTPA-Gd
(15.72 mM−1·S−1) is 3.7 times higher than that of DTPA-Gd (MagnevistT). PHPG-DTPA-Gd has
excellent blood pool activity. The in vivo MRI of C6 glioblastom-bearing nude mouse exhibited
significant enhancement of the tumor periphery after administration of PHPG-DTPA-Gd at a dose
of 0.04 mmol Gd kg−1 via tail vein, and the mouse brain angiography was clearly delineated up to
2 h after injection of PHPG-DTPA-Gd. Degradation of PHPG-DTPA-Gd by lysosomal enzymes and
hydrolysis of side chains lead to complete clearance of Gd-DTPA moieties from the body within 24 h
though the renal route. Shi and coauthors synthesized a Gd-chelated poly(propylene imine) dendrimer
composite (PPI-MAL DS-DOTA(Gd)) through chelation of Gd3+ with tetraazacyclododecane tetraacetic
acid (DOTA) modified fourth generation poly(propylene imine) (PPI) glycodendrimers (as shown in
Figure 3a) [36]. The r1 of PPI-MAL DS-DOTA(Gd) is 10.2 mM−1·s−1, which is 3.0 times higher than that
of DOTA(Gd) (3.4 mM−1·s−1). The as-synthesized PPI-MAL DS-DOTA(Gd) can be used as an efficient
MRCA for enhanced MRI of blood pool (aorta/renal artery, as shown in Figure 3b) and organs in vivo.
The PPI-MAL DS-DOTA(Gd) exhibits good cytocompatibility and hemocompatibility, which can be
metabolized and cleared out of the body at 48 h post-injection.
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Figure 3. (a) Schematic illustration of the approach used to synthesize the PPI-MAL DS-DOTA(Gd),
and (b) T1-weighted MR images of mouse aorta and renal artery at 5 min before injection (−5 min) and
at 15, 30, 45, 60, 90, and 120 min post-injection of the PPI-MAL DS-DOTA(Gd) ([Gd3+] = 2 mg mL−1 in
0.2 mL saline through tail vein, adapted from Shi et al. 2016 [36], Copyright 2016 The Royal Society of
Chemistry and reproduced with permission).

In comparison with small molecule Gd3+-complexes, Gd3+-complex-based nanocomposites
provide significant advantages for contrast-enhanced MRI such as increased Gd3+ payload,
prolonged blood circulation, enhanced r1 and improved uptake of Gd3+ [28–30]. Generally, the contrast
efficiency of Gd3+-complex-based nanocomposite is affected by the structure and surface chemistry
of the used nanomaterial. For example, the MRI contrast capability of Gd3+-complex-metal-organic
framework (MOF) nanocomposite is strongly dependent on the size and pore shape of MOF [38].
Furthermore, the nanocomposites of Gd3+-complexes with NDs not only have relatively long blood
circulation time, but also integrate the properties of both ND and Gd3+-complexes [37–52]. The relatively
easy modification property of ND offers opportunities for generation of theranostics for various
biomedical applications such as targeted delivery, multimodal imaging, and imaging-guided therapy.
For instance, coupling of Gd3+-complexes with optical NDs (e.g., quantum dots (QDs), noble metal
nanoclusters, and carbon NDs) we can generate contrast agents for MR/fluorescence dual-mode
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imaging [39,42,44–48]. Using bovine serum albumin (BSA) as templates, Liang and Xiao synthesized
Gd-DTPA functionalized gold nanoclusters (BAG), which show intense red fluorescence emission
(4.9 ± 0.8 quantum yield (%)) and high r1 (9.7 mM−1·s−1) [47]. The in vivo MRI demonstrates that
BAG circulate freely in the blood pool with negligible accumulation in the liver and spleen and can
be removed from the body through renal clearance, when BAG were injected intravenously into a
Kunming mouse at a dose of 0.008 mmol Gd kg−1 via the tail vein. The unique properties of BAG
make it an ideal dual-mode fluorescence/MR imaging contrast agent, suggesting its potential in
practical bioimaging applications in the future. Very recently, Basilion and coauthors constructed a
targeted nanocomposite, Au-Gd3+-prostate-specific membrane antigen (PSMA) NPs for MRI-guided
radiotherapy of prostate cancer by immobilization of the Gd3+-complex and prostate-specific membrane
antigen (PSMA) targeting ligands on the monodispersing Au NPs (as shown in Figure 4a) [50].
Because the hydrodynamic diameter of Au-Gd3+-PSMA NPs is 7.8 nm, Au-Gd3+-PSMA NPs enable
efficient accumulation into the tumor site through the EPR effect and ligand-antigen binding, and can
be excreted through the renal route. The r1 of Au-Gd3+-PSMA NPs (20.6 mM−1·s−1) is much higher than
that of free Gd3+-complexes (5.5 mM−1·s−1). In addition, both of the Au and Gd3+ atoms can serve as
sensitizers of radiotherapy. The Au-Gd3+-PSMA NPs show good tumor-targeting specificity, high MR
contrast, significant in vivo radiation dose amplification, and renal clearance ability, which exhibit
great potential in the clinical MR-guided radiotherapy of PSMA-positive solid tumors ((as shown in
Figure 4b).

 

− −

−

− −

− −

 

μ −

Figure 4. Au-Gd3+-prostate-specific membrane antigen (PSMA) NPs for MR-guided radiation therapy.
(a) Schematic representation of Au-Gd3+-PSMA NPs. (b) TEM micrograph indicates that the average
core size of Au-Gd3+-PSMA NPs is 5 nm, and DLS shows that the hydrodynamic diameter of
Au-Gd3+-PSMA NPs is 7.8 nm. (c) In vivo tumor targeting of Au-Gd3+-PSMA NPs and MR imaging
of PC3pip tumor-bearing mouse (up) and PC3flu tumor-bearing mouse (bottom) obtained at 7 T.
PC3pip tumor cell expresses high level of PSMA, while PC3flu tumor cell expresses low level of
PSMA (the mice were injected with Au-Gd3+-PSMA NPs at 60 µmol Gd3+·kg−1 through the tail vein,
adapted from Basilion et al. 2020 [50], Copyright 2020 The American Chemical Society and reproduced
with permission).

As a rising star of carbon nanomaterial, carbon quantum dots (CDs) have drawn
tremendous attention because of their excellent optical property, high physicochemical stability,
good biocompatibility, and the ease of surface functionalization [53–57]. Recently, various Gd3+-doped
CDs (Gd-CD) have been synthesized for fluorescence/MR dual-mode imaging by the low temperature
pyrolysis of precursors containing Gd3+ (such as Gd3+-complexes) and carbon [58–61]. Zou and
coauthors reported Gd-CD-based theranostics for MRI-guided radiotherapy of a tumor (as shown in
Figure 5) [58]. The Gd-CDs were synthesized through a one-pot pyrolysis of glycine and Gd-DTPA at
180 ◦C, which exhibited stable photoluminescence (PL) at the visible region, relatively long circulation
time (~6 h), and efficient passive tumor-targeting ability. The r1 value of Gd-CDs was calculated
to be 6.45 mM−1·s−1, which was higher than that of MagnevistT (4.05 mM−1·s−1) under the same
conditions. An in vivo experiment demonstrated that the Gd-CDs could provide better anatomical and
pathophysiologic detection of tumor and precisely positioning for MRI-guided radiotherapy, when the
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mice were injected intravenously with the Gd-CD solution at a dose of 10 mg Gd kg−1. In addition,
the efficient renal clearance of Gd-CDs meant it was finally excreted from the body by urine.

 

− − − −

−

 

Figure 5. Schematic synthesis and application of Gd-doped CDs through one-pot pyrolysis of glycine
and Gd-DTPA at 180 ◦C (adapted from Zou et al. 2017 [58], Copyright 2017 The Elsevier Ltd. and
reproduced with permission).

3. Paramagnetic Metal Nanodots

During the last two decades, several MNDs have been synthesized and used as MRCAs because of
their advanced imaging properties compared to small molecule Gd3+-complexes. For example,
the MNDs exhibit high surface-to-volume ratios, which allow the 1H to interact with a large
number of paramagnetic ions in a tiny volume, resulting in high signal-to-noise ratios at ROI.
It has been demonstrated that the size of MND is directly associated with the MRI contrast capability,
biodistribution, blood circulation time, and clearance rate [5,14,15,18,23,25,27]. In order to finely control
over the aforementioned parameters, the as-developed MND-based MRCAs for clinical applications
are highly required to be monodisperse. The hydrophilic MNDs can be directly synthesized through
reactions of paramagnetic metal ionic precursors with hydrophilic coating/functionalizing agents.
Although this approach is simple and direct, it is difficult to control size and uniformity of MNDs
in the aqueous synthetic methods. In order to achieve narrow size distribution and low crystalline
defect, most of the MNDs are synthesized by nonaqueous synthesis routes. Because of their inherent
hydrophobicity, MNDs should be coated/functionalized with hydrophilic and biocompatible ligands
(shells) for biomedical applications. The post-synthetic modification strategies generally involve ligand
exchange with hydrophilic molecules as well as encapsulation by hydrophilic shells.

3.1. Gadolinium Nanodots

Generally, there are two protocols for the synthesis of inorganic Gd3+ NDs: (1) direct synthesis of
hydrophilic Gd3+ NDs in water or polyol using a stabilizing agent which allows for crystal growth,
followed by ligand exchange with a more robust stabilizing agent to improve the colloidal stability of
Gd3+ NDs in complex matrixes [62–81], and (2) preparation of hydrophobic Gd3+ NDs in high boiling
organic solvents by the pyrolysis methods, and subsequent transfer of the hydrophobic Gd3+ NDs into
aqueous phase by using a hydrophilic/amphiphilic ligand to render them water-dispersible [82–90].
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3.1.1. Gadolinium Oxide Nanodots

Several methods have been developed to synthesize Gd2O3 NDs for the application in
MRCAs [62–72,74,77–80]. As early as 2006, Uvdal and coauthors synthesized Gd2O3 NDs (5 to
10 nm in diameter) by thermal decomposition of Gd3+ precursors (Gd(NO3)3·6H2O or GdCl3·6H2O) in
the diethylene glycol (DEG) [62]. Both r1 and r2 of the DEG capped Gd2O3 NDs are approximately
2 times higher than those of Gd-DTPA. Lee’s group developed a one-pot synthesis method with
two steps for preparing a series of hydrophilic Gd2O3 NDs with high colloidal stability: (1) using
GdCl3·6H2O as Gd3+ as precursors, Gd2O3 NDs were firstly synthesized in tripropylene/triethylene
glycol (TPG/TEG) under alkaline condition, and aged by H2O2 and/or an O2 flow; (2) the as-prepared
Gd2O3 NDs were then stabilized by different coating materials including amino acid, polymers,
and carbon [63–70]. As early as 2009, Lee and coauthors synthesized d-glucuronic acid coated Gd2O3

NDs in TPG by using d-glucuronic acid as stabilizer [63]. The d-glucuronic acid coated Gd2O3 NDs
with 1.0 nm in diameter have a high r1 (9.9 mM−1·s−1), which can easily cross the brain-blood barrier
(BBB), causing a strong contrast enhancement in the brain tumor within two hours. Due to the
excretion of the injected d-glucuronic acid coated Gd2O3 NDs, the MRI contrast began to decrease
at 2 h post-injection. The in vivo MR images of brain tumor, kidney, bladder, and aorta demonstrate
that d-glucuronic acid coated Gd2O3 NDs have good tumor-targeting ability, strong blood pool
effect, and high renal clearance when the mice were injected intravenously Gd2O3 NDs solution at a
dose of 0.07 mmol Gd kg−1. Subsequently, Lee and coauthors successfully synthesized hydrophilic
polyacrylic acid (PAA) coated Gd2O3 NDs (average diameter = 2.0 nm) with high biocompatibility
by electrostatically binding of -COO− groups of PAA with Gd3+ on the Gd2O3 NDs (as shown in
Figure 6) [69]. Because the magnetic dipole interaction between surface Gd3+ and 1H is impeded by
the PAA, both r1 and r2 values of Gd2O3 NDs are decreased with increasing the molecular weight
of PAA (Mw = 1200, 5100 and 15,000 Da). Very recently, Lee and coauthors synthesized a kind of
carbon-coated Gd2O3 NDs (Gd2O3@C, average diameter = 3.1 nm) by using dextrose as a carbon
source in the aqueous solution (as shown in Figure 7) [70]. The Gd2O3@C have excellent colloidal
stability, very high r1 value (16.26 mM−1·s−1, r2/r1 = 1.48), and strong photoluminescence (PL) in the
visible region, which can be used as renal clearable MR/PL dual-mode imaging agent.

 

− −

−

−

− −

 

Figure 6. (a) Schematic representation of the one-pot synthesis of polyacrylic acid (PAA) coated Gd2O3

NDs, (b) the representative PAA surface-coating structure, (c) DLS measurement of (i) PAA 1200,
(ii) PAA 5100, and (iii) PAA 15,000 coated Gd2O3 NDs, inset of (c) is the hydrodynamic diameter of
PAA coated Gd2O3 NDs as a function of PAA molecular weight, and (d) r1 and r2 values as a function
of PAA molecular weight (adapted from Lee et al. 2019 [69], Copyright 2017 the Elsevier B.V. and
reproduced with permission).
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Figure 7. (a) Two-step synthesis of Gd2O3@C: (i) the synthesis of Gd2O3 NDs in triethylene glycol
(TEG), and (ii) carbon coating on the Gd2O3 ND surfaces in aqueous solution. From left to right at the
bottom of (a), photographs of the Gd2O3@C in sodium acetate buffer solution (pH = 7.0) and a 10%
FBS in RPMI1640 medium, the Tyndall effect (or laser light scattering) as indicated with an arrow in
the Gd2O3@C in water sample (right) with no light scattering in the reference triple-distilled water
(left), and a proposed carbon-coating structure of Gd2O3@C. (b) High resolution transmission electron
microscope (HRTEM) micrograph of Gd2O3@C, photograph of Gd2O3@C in water, in vivo MRI of
mouse before or after intravenously administrated by Gd2O3@C and PL of Gd2O3@C at a dose of
0.1 mmol Gd kg−1 (adapted from Lee et al. 2020 [70], Copyright 2019 the Elsevier B.V. and reproduced
with permission).

3.1.2. NaGdF4 Nanodots

Hydrophobic NaGdF4 NDs with narrow size distribution are readily synthesized by pyrolysis
methods via a high boiling binary solvent mixture [82–89]. In the presence of oleic acid, the approach
has been demonstrated to be able to produce NaGdF4 NDs with high quality (e.g., low crystal defect
and good monodispersity) through the thermal decomposition of Gd3+ precursors, NaOH, and NH4F
in octadecene. In order to transfer the as-prepared hydrophobic NaGdF4 NDs into aqueous phase,
the NaGdF4 NDs surfaces should be capped with appropriate surface-coating materials such as
amphiphilic polymers and biomacromolecules. As early as 2011, Veggel and coauthors reported
a size-selective synthesis of paramagnetic NaGdF4 NPs with four different sizes (between 2.5 and
8.0 nm in diameter) with good monodispersity by adjusting the concentration of the coordinating
ligand (i.e., oleic acid), reaction time, and temperature [82]. The oleate coated NaGdF4 NPs were
then transferred into aqueous phase by using polyvinylpyrrolidone (PVP) as phase transfer agent.
They found that the r1 values of PVP coated NaGdF4 NPs are decreased from 7.2 to 3.0 mM−1·s−1 with
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increasing the NP size from 2.5 to 8.0 nm. In particular, the r1 value of PVP coated 2.5 nm NaGdF4

NDs is about twice as high as that of MagnevistT under same conditions.
Shi and coauthors successfully employed the amphiphilic molecule, PEG-phospholipids, (such as

DSPE-PEG2000 (1,2-Distearoyl-sn-glycero-3-phosphoethanolamine-Poly(ethylene glycol)2000) and/or
the mixture of DSPE-PEG2000 and DSPE-PEG2000-NH2 (amine functionalized DSPE-PEG2000)) to
convert 2 nm NaGdF4 NDs from hydrophobic to hydrophilic through the van der Waals interactions
of the two hydrophobic tails of phospholipid groups of PEG-phospholipids and the oleic acids on
the ND surface [84,85]. The PEG-phospholipids/amine functionalized PEG-phospholipids coated
NaGdF4 NDs can be further functionalized by other molecules via suitable physical and chemical
reactions. For example, poly-l-lysine (PLL) coated NaGdF4 NDs (NaGdF4@PLL NDs) were developed
as dual-mode MRCA by layer-by-layer (LbL) self-assembly of positively charged PLL on the negatively
charged DSPE-PEG5000 coated NaGdF4 NDs (as shown in Figure 8) [85]. The NaGdF4@PLL ND exhibits
high r1 (6.42 mM−1·s−1) for T1-weighted MRI, while the PLL shows an excellent sensitive chemical
exchange saturation transfer (CEST) effect for pH mapping (at +3.7 ppm). The results of in vivo
small animal experiments demonstrate that NaGdF4@PLL NDs can be used as highly efficient MRCA
for precise measurement of in vivo pH value and diagnosis of kidney and brain tumor. Moreover,
the NaGdF4@PLL NDs could be excreted through urine with negligible toxicity to body tissues,
which holds great promise for future clinical applications.
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Figure 8. (a) Schematic representation of the synthesis of NaGdF4@PLL NDs for T1-weighted and
chemical exchange saturation transfer (CEST) MR imaging. (b) TEM and HRTEM (inset, scale bar: 1 nm)
micrograph oleic acid-coated NaGdF4 NDs in chloroform. (c) TEM micrograph and photograph (inset)
of NaGdF4@PLL NDs in water. (d) In vivo T1-weighted MRI of kidneys of mouse (as arrowed) before
and after the intravenous administration of NaGdF4@PLL NDs at a dose of 5 mg Gd kg−1. (e) In vivo
T1-weighted MRI of brain tumor (as arrowed) after the intravenous administration of NaGdF4@PLL
NDs at a dose of 10 mg Gd kg−1. (f) CEST contrast difference map between pre/post-injection following
radio frequency (RF) irradiation at 3.0 µT. Only the kidney signal is displayed in color on the grayscale
image to highlight the CEST effect. (g) CEST ST difference map between pre/post-injection at 3.0 µT.
Only the brain ventricle signal is displayed in color on the grayscale image to highlight the CEST
effect. (h) Merged image of (e) and (g) (adapted from Shi et al. 2016 [85], Copyright 2016 the American
Chemical Society and reproduced with permission).
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Taking benefit from robust Gd3+-phosphate coordination bonds, our group developed a facile
method for transferring hydrophobic NaGdF4 NDs into aqueous phase though ligand exchange
reaction between oleate and phosphopeptides in tryptone [86,87]. The tryptone-coated NaGdF4

NDs (tryptone-NaGdF4 NDs) have excellent colloidal stability, low toxicity, outstanding MRI
enhancing performance (r1 = 6.745 mM−1·s−1), efficient renal clearance, and EPR effect-based passive
tumor-targeting ability. Importantly, the tryptone-NaGdF4 NDs can be easily functionalized by other
molecules including organic dyes and bioaffinity ligands. As shown in Figure 9, the tryptone-NaGdF4

NDs were further functionalized by hyaluronic acid (HA, a naturally occurring glycosaminoglycan) [87].
The HA functionalized tryptone-NaGdF4 NDs (tryptone-NaGdF4 ND@HAs) exhibit high binding
affinity with CD44-positive cancer cells, good paramagnetic property (r1 = 7.57 mM−1·s−1) and
reasonable biocompatibility. Using MDA-MB-231 tumor-bearing mouse as a model, the in vivo
experimental results demonstrate that the tryptone-NaGdF4 ND@HAs cannot only efficiently
accumulate in tumor (ca. 5.3% injection dosage (ID) g−1 at 2 h post-injection), but also have an
excellent renal clearance efficiency (ca. 75% ID at 24 h post-injection). The approach provides a useful
strategy for the preparation of renal clearable MRCAs with positive tumor-targeting ability. Using a
similar phase transferring principle, the peptide functionalized NaGdF4 NDs (pPeptide-NaGdF4 NDs)
were prepared by conjugation of the hydrophobic oleate coated NaGdF4 NDs (4.2 nm in diameter)
with the mixture of phosphorylated peptides including a tumor targeting phosphopeptide (pD-SP5)
and a cell penetrating phosphopeptide (pCLIP6) [88]. Due to its high isoelectric point, the pCLIP6 can
enhanced the cellular uptake of pPeptide-NaGdF4 NDs. The pD-SP5 can improve the tumor-targeting
ability of pPeptide-NaGdF4 NDs because it has high binding affinity to human tumor cells. The
pPeptide-NaGdF4 NDs show low toxicity, outstanding MRI enhancing performance (r1 = 13.2 mM−1·s−1)
and positive-tumor targeting ability, which were used successfully as efficient MRCA for an in vivo
imaging small drug induced orthotopic colorectal tumor (c.a., 195 mm3), when the mice were then
intravenously injected with pPeptide-NaGdF4 NDs at a dose of 5 mg Gd kg−1. In addition, the half-life
of pPeptide-NaGdF4 NDs in blood is found to be 0.5 h, and more than 70% Gd is excreted with the
urine after 24 h intravenous administration.
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Figure 9. (a) Schematic representation of NaGdF4 ND@HAs synthesis, and the application in MRI
of tumor through recognizing the overexpressed CD44 on cancer cell membrane. (b) R1 relaxivities
of NaGdF4 ND@tryptone and NaGdF4 ND@HAs as a function of the molar concentration of Gd3+

in solution, respectively. (c) MR images of (1) NaGdF4 ND@HA-stained MCF-7 cells, (2) free HA
+ MDA-MB-231 cells + NaGdF4 ND@HAs, (3) NaGdF4 ND@tryptone-stained MDA-MB-231 cells,
(4) NaGdF4 ND@HA-stained MDAMB-231 cells. (d) The amounts of Gd element in the NaGdF4

ND-stained MDA-MB-231cells. Error bars mean standard deviations (n = 5, * p < 0.05 or ** p < 0.01 from
an analysis of variance with Tukey’s post-test). (e) In vivo MR images and corresponding pseudo color
images of Balb/c mouse bearing MDA-MB-231 tumor after intravenous injection of NaGdF4 ND@HAs
(10 mg Gd kg−1) at different timed intervals (0 (pre-injection), 0.5, 2, 4, 8, 12 and 24 h post-injection),
respectively. (f) The total amounts of NaGdF4 ND@HAs in mouse urine as a function of post-injection
times. Error bars mean standard deviations (n = 5) (adapted from Yan et al. 2020 [87], Copyright 2020
The Royal Society of Chemistry and reproduced with permission).

3.2. Iron Nanodots

In 1996, the U. S. FDA approved Ferumoxides (SPIONs) as T2-weighted MR CAs for the diagnosis
of liver disease [91]. After that, various strategies based on physical, chemical, and biological
methods have been developed for synthesizing the SPIONs including FeNDs for using as T2-weighted
MRCAs [91–95]. Because of the negative contrast effect and magnetic susceptibility artifacts, it is
still a great challenge when the SPION-enhanced T2-weighted MRI is employed to distinguish the
lesion region in the tissues with low background MR signals such as bone and vasculature. Recently,
several methods have developed for synthesis of FeNDs, which are showing increasing potential as
alternatives to Gd3+-based T1-weighted MRCAs because of low magnetization by a strong size-related
surface spin-canting effect [96–111]. For instance, Wu and coauthors synthesized a silica-coated Fe3O4

ND (4 nm in diameter), which exhibited a good r1 relaxivity of 1.2 mM−1·s−1 with a low r2/r1 ratio of
6.5 [101]. The result of in vivo T1-weighted MR imaging of heart, liver, kidney, and bladder in a mouse
demonstrated that silica-coated FeNDs exhibited strong MR enhancement capability, when the mice
were then intravenously injected with silica-coated FeNDs at a dose of 2.8 mg Fe kg−1. Shi and coauthors
reported a zwitterion l-cysteine (Cys) coated Fe3O4 ND (3.2 nm in diameter, Fe3O4-PEG-Cys) with r1

relaxivity of 1.2 mM−1·s−1 [102]. The Fe3O4-PEG-Cys are able to resist macrophage cellular uptake,
and display a prolonged blood circulation time with a half-life of 6.2 h. In vivo experimental results

360



Molecules 2020, 25, 5072

demonstrated that the Fe3O4-PEG-Cys were able to be used as a T1-weighted MRCA for enhanced blood
pool and tumor MR imaging, when the mice were then intravenously injected with Fe3O4-PEG-Cys
at a dose of 0.05 mmol Fe kg−1. Bawendi and coauthors prepared zwitterion-coated ultrasmall
superparamagnetic Fe2O3 NDs (ZES-SPIONs) with hydrodynamic size of 5.5 nm for use as Gd3+ free
T1-weighted MRCA [103]. The ZES-SPIONs have strong T1-weighted MRI enhancement capacity
(r1 = 5.2 mM−1·s−1), and the majority of ZES-SPIONs are cleared through the renal route within 24 h
intravenous administration at a dose of 0.2 mmol Fe kg−1. As shown in Figure 10, Zhang and coauthors
reported a large-scalable (up to 10 L) albumin-constrained strategy to synthesize monodispersed 3 nm
ferrous sulfide NDs (FeS@BSA) with an ultralow magnetization by reaction of the mixture of BSA and
FeCl2 with Na2S under ambient conditions (pH 11 and 37 ◦C) [104]. In this case, BSA plays crucial
roles in the synthesis process including as a constrained microenvironment reactor for particle growth,
a water-soluble ligand for colloidal stability, and a carrier for multifunctionality. FeS@BSAs exhibit
high MRI enhancing performance (r1 = 5.35 mM−1·s−1), good photothermal conversion efficiency
(η = 30.04%), strong tumor-targeting ability, and an efficient renal clearance characteristic. In vivo
experiments show that FeS@BSAs have good performance of T1-weighted MR/phototheranostics
dual-mode imaging-guided photothermal therapy (PTT) of mouse-bearing 4T1 tumor, demonstrating
FeS@BSA to be an efficient T1-weighted MR/PA/PTT theranostic agent.

 

 

−

− − −

Figure 10. (a) Schematic representation of bovine serum albumin (BSA)-constrained biomimetic
synthesis of 3 nm FeS@BSA for in vivo T1-weighted MR/phototheranostics dual-mode imaging-guided
photothermal therapy (PTT) of tumors. (b) In vivo T1-weighted MR, US, PA, and merged (US and PA)
images of tumor after intravenous injection of at a dose of 20 mg FeS@BSA kg−1 (adapted from Zhang
et al. 2020 [104], Copyright 2020 Elsevier Ltd. and reproduced with permission).
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Fe3+ coordination polymer NDs (Fe-CPNDs) were synthesized through the self-assembling the
multidental Fe3+-polyvinyl pyrrolidone (PVP) complexes and Fe3+-gallic acid (GA) complexes and used
as nanotheranostics for MRI-guided PTT [107–109]. For instance, our group has developed a simple and
scalable method for synthesizing the pH-activated Fe coordination polymer NDs (Fe-CPNDs) by the
coordination reactions among Fe3+, GA, and PVP at ambient conditions (as shown in Figure 11) [107].
The Fe-CPNDs exhibit an ultrasmall hydrodynamic diameter (5.3 nm), nearly neutral Zeta potential
(−3.76 mV), pH-activatable MRI imaging contrast (r1 = 1.9 mM−1·s−1 at pH 5.0), and outstanding
photothermal performance. The Fe-CPNDs were successfully used as T1-weighted MRCA to detect
mouse-bearing tumors as small as 5 mm3 in volume, and as a PTT agent to completely suppress tumor
growth by MRI-guided PTT, demonstrating that Fe-CPNDs constitute a new class of renal clearable
theranostics. In addition, the Fe-CPND-enhanced MRI was successfully employed for noninvasively
monitoring the kidney dysfunction by drug (daunomycin)-induced kidney injury, which further
highlights the potential in clinical applications of the Fe-CPND [108].

 

 

−

−

− −

− −

−

−

− −

− −

−

Figure 11. (a) Schematic representation of the synthesis of Fe-CPNDs. (b) TEM micrograph of Fe-CPNDs.
(c) The effect of solution pH on the R1 relaxivity of Fe-CPNDs. (d) Temperature elevation of Fe-CPNDs
solutions with various concentrations under 1.3 W cm−2 808 nm NIR laser irradiation for 10 min.
(e) Tumor growth curves of different groups of mice after intravenous treatments. The inset shows the
digital photographs of tumors collected from different groups of mice at day 20th post-administration.
(f) In vivo MR images of the SW620 tumor-bearing nude mouse after intravenous injection of at a dose
of 0.25 mg Fe kg−1 (The tumor was marked by circle, which was about 5 mm3 in volume.) after the
intravenous injection of Fe-CPNDs at different time intervals (0 h indicates pre-injection) (adapted from
Liu et al. 2015 [107], Copyright 2015 Macmillan Publishers Ltd. and reproduced with permission).

Development of contrast agents for simultaneously T1-/T2-weighted dual-mode MRI may
circumvent the drawbacks of single imaging modalities. Iron-based NDs are also able to serve
as T1-/T2-weighted dual-mode MRCAs [110–113]. Uvdal and coauthors synthesized a series of
water-dispersible PAA-coated Fe3O4 NDs via a modified one-step coprecipitation approach [110].
In particular, the 2.2 nm PAA coated Fe3O4 NDs have relatively high relaxivities (r1 = 6.15 mM−1·s−1

and r2 = 28.62 mM−1·s−1) and low r2/r1 ratio (4.65). Using a mouse model, the in vivo experiments
indicate that the 2.2 nm PAA-coated Fe3O4 NDs exhibit long-term circulation, low toxicity, and
great contrast enhancement (brightened on the T1-weighted and darkened on the T2-weighted MR
images), when the mice were then intravenously injected with PAA-coated Fe3O4 NDs with a dose of
0.0125 mmol Fe kg−1. The in vivo results demonstrate that the 2.2 nm PAA-coated Fe3O4 NDs have
great potential as T1-/T2-weighted dual-mode MRCA for clinical applications including diagnosis of
renal failure, myocardial infarction, atherosclerotic plaque, and tumor. Very recently, Shi and coauthors
developed a strategy for preparing switchable T1/T2-weighted dual-mode MRCA by formation of
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cystamine dihydrochloride (Cys) cross-linked Fe3O4 NDs clusters [113]. The Fe3O4 NDs clusters,
with a hydrodynamic size of 134.4 nm, and can be dissociated to single 3.3 nm Fe3O4 NDs under a
reducing microenvironment (e.g., 10 mmol L−1 glutathione (GSH)) because of redox-responsiveness of
the disulfide bond of Cys. The Fe3O4 NDs clusters exhibit a dominant T2-weighted MR effect with an
r2 of 26.4 mM−1·s−1, while Fe3O4 NDs have a strong T1-weighted MR effect with an r1 of 3.9 mM−1·s−1.
Due to the reductive tumor microenvironment, the Fe3O4 NCs can be utilized for dynamic precision
imaging of a subcutaneous tumor model in vivo, and pass through the kidney filter, when the mice
were then intravenously injected Fe3O4 NCs with a dose of 2.5 mmol Fe kg−1.

3.3. Other Paramagnetic Metal-Based Nanomaterials

Due to their in vivo safety, Mn2+-based T1-weighted MRCAs have attracted increasing
attention [114–134]. Although free Mn2+ has a higher r1 than those of Mn-based nanomaterials,
Mn2+ exhibits low accumulation and poor performance for disease contrast because of its short
blood retention time in vivo [114–119]. The increase of Mn2+ accumulation in a tumor can be
achieved through the design of pH/GSH-activated Mn-based nanomaterials because a tumor has
weakly acidic microenvironment and high concentration of GSH, and nanomaterials can efficiently
accumulate in a tumor by EPR effect [123–129]. Therefore, several tumor microenvironment
activatable Mn-based nanotheranostic systems have been constructed for T1-weighted MRI-guided
therapy. We have synthesized the polydopamine@ultrathin manganese dioxide/methylene blue
nanoflowers (PDA@ut-MnO2/MB NFs) for the T1-weighted MRI-guided PTT/photodynamic therapy
(PDT) synergistic therapy of tumor (as shown in Figure 12) [125]. In the presence of 5 mmol·L−1

GSH, the r1 of PDA@ut-MnO2/MB NFs is significantly increased from 0.79 to 5.64 mM−1·s−1 since
the ultrathin MnO2 nanosheets on PDA@ut-MnO2/MB NFs can be reduced into Mn2+ ions by GSH.
Due to the performance in response to the tumor microenvironment, the PDA@ut-MnO2/MB NFs
show an enhancement 3 times that of the T1-weighted MRI signal at the tumor site at 4 h post-injection.
The Mn2+ can be diffused from the tumor to the circulatory system and excreted from the body through
renal clearance. In addition, doping of Mn2+ into the matrix of other metallic NDs and/or formation of
Mn2+-complexes/nanocomposites can also improve its T1-weighted MR contrast ability [115,130–134].
For example, Wang and coauthors developed a Mn2+-based MRCA (MNP-PEG-Mn) through chelation
of Mn2+ with 5.6 nm water-soluble melanin NDs [134]. The r1 (20.56 mM−1·s−1) of as-prepared
MNP-PEG-Mn is much higher than that of Gadodiamide (6.00 mM−1·s−1). Using a 3T3 tumor-bearing
mouse as model, in vivo MRI experiments demonstrated that MNP-PEG-Mn (200 µL of 8 mg mL−1

MNP-PEG-Mn PBS solution) showed excellent tumor-targeting specificity, and could be efficiently
excreted via renal and hepatobiliary pathways with negligible toxicity.

Because Dy3+ and Ho3+ ions exhibit relatively high magnetic moments among of lanthanide
(III) (Ln3+) ions, Dy and Ho NDs are believed as promising candidates for T2-weighted MRCAs
with renal excretion [135–139]. As early as 2011, Lee and coauthors developed a facile one-pot
method for synthesis of d-glucuronic acid-coated Ln2O3 NDs (Ln = Eu, Gd, Dy, Ho, and Er) [138].
They demonstrated that the d-glucuronic acid-coated 3.2 nm Dy2O3 NDs have high r2 (65.04 mM−1·s−1)
and very low r1 (0.008 mM−1·s−1). After injection of the Dy2O3 NDs at a dose of 0.05 mmol Dy kg−1

through tail vein of mouse, the clearly negative MR contrast enhancement in both liver and kidneys
of mouse are observed in in vivo T2-weighted MRI. The Dy2O3 NDs are also excreted from the body
through the renal route, which is prerequisite for clinical applications as a MRCA.
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Figure 12. (a) TEM micrographs of PDA@ut-MnO2/MB NFs. (b) The r1 values of PDA@ut-MnO2/MB
NFs with and without 5 mmol L−1 GSH. (c) An assessment of PDT/PTT efficacy using PDA@ut-MnO2/MB
NFs via CCK-8 assays. In vivo MR images of HCT 116 tumor-bearing mouse (d) tumor and (e) kidneys
different time points after the intravenous injection of PDA@ut-MnO2/MB NFs (0, 1, 2, 4, 12, and 24 h;
0 h means pre-injection) at a dose of 10 mg Mn kg−1 (adapted from Sun et al. 2019 [125], Copyright 2019
The Royal Society of Chemistry and reproduced with permission).

4. Dual Paramagnetic Metal Nanodots

The MR contrast capabilities of nanomaterials can be further improved while two paramagnetic
metallic ions are integrated into one nanoplatform [140–155]. For instance, Zhou and coauthors
constructed a 4.95 nm triple-mode imaging platform by doping of Mn2+ and 68gallium (III) (68Ga3+)
into the matrix of copper sulfide (CuS) NDs using BSA as the synthetic template [143]. Although the
Mn2+/68Ga3+-CuS@BSA NDs have relatively low r1 (0.1119 mM−1·s−1, the ratio of r2/r1 = 1.67), in vivo
experimental results of SKOV-3 ovarian tumor-bearing mouse demonstrated that the as-prepared
Mn2+/68Ga3+-CuS@BSA NDs (150 µL solution at 2 OD concentration of NDs) could be used as
an excellent agent for T1-weihted MR/positron emission tomography (PET)/photoacoustic (PAT)
triple-mode imaging-guided PTT of the tumor, and were efficiently cleared via the renal-urinary
route. Very recently, our group constructed a multifunctional nanotheranostic (MnIOMCP) for active
tumor-targeting T1-/T2-weighted dual-mode MRI-guided biological-photothermal therapy (bio-PTT)
through bioconjugation of the monocyclic peptides (MCP, the CXC chemokine receptor 4 (CXCR4)
antagonist) with 3.8 nm manganese-doped iron oxide NDs (MnIO NDs) [146]. The MnIOMCP
displays reasonable T1-/T2-weighted MR contrast abilities (r1 = 13.1 mM−1·s−1, r2 = 46.6 mM−1·s−1

and r2/r1 = 3.56), good photothermal conversion efficiency (η = 28.8%), strong tumor-targeting ability
(∼15.9% ID g−1 at 1 h after intravenous injection with a dose of 10 mg [Mn + Fe] kg−1) and clear
inhibition of CXCR4-positive tumor growth. In addition, the MnIOMCP at can be rapidly excreted from
the body through renal clearance (about 75% ID of MnIOMCP found in urine at 24 h post-injection),
which illuminates a new pathway for the development of efficient nanotheranostics with high biosafety.
In addition, the r1 and/or r2 values of Ln3+-based nanomaterials could be increased by mixing
paramagnetic transition metal ions into them owing to unpaired 3d-electrons of transition metal
ions [151–155]. Gao and coauthors reported a facile strategy to design and synthesis of zwitterionic
dopamine sulfonate-coated 4.8 nm gadolinium-embedded iron oxide NDs (GdIO@ZDS), which showed
a hydrodynamic diameter of about 5.2 nm in both PBS buffer and BSA solution [155]. The combination
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of the spincanting effects and the collection of Gd3+ within small-sized GdIO NDs led to a strongly
enhanced T1-weighted MR contrast effect, which exhibited a high r1 of 7.85 mM−1·s−1 and a low r2/r1

ratio of 5.24. Using SKOV3-bearing mouse as a model, the in vivo experimental results demonstrated
that the GdIO@ZDS with a dose of 2.0 mg GdIO@ZDS kg−1 are suitable candidates as excellent
T1-weighted MRCAs for tumor imaging and disease diagnosis because they have relatively long
circulation half-life (∼50 min), passive-tumor targeting capacity, and efficient renal clearance ability.

5. Conclusions and Outlook

In summary, we have illustrated the recent advances in the development of renal clearable
MRCAs including Gd3+-based composites and MNDs. Compared to conventional small molecule
Gd3+-complex contrast agents, the composites/MNDs have demonstrated improved MR signal
intensity, targeting ability, and longer circulation time both in vitro and in small animal disease models,
especially for cancer diagnosis. In particular, with the help of nanotechnology, the recent research
developments have progressed towards construction of renal clearable MRCAs with multifunctionality,
which enables us to integrate several functions at the same time, such as simultaneous disease targeting,
multimodal imaging, and therapy. For instance, several unique characteristics of MNDs enable their use
for selective cancer theragnostics, which include: (a) their size, which leads to preferential accumulation
of MNDs in tumors though EPR effect, wide MRI time window by prolonging circulation time, and
completely excreted from the body within a reasonable period of time (i.e., within a few of days) through
renal clearance; (b) high surface-to-volume ratios, which result in strong enhancement of MR signal
at ROI through increasing the interaction opportunities of 1H with paramagnetic ions; and (c) large
surface area, which exhibits the possibility to load different molecular therapeutics for MRI-guided
therapy and/or functionalize with cancer-homing ligands for achieving positive-tumor targeting.
The performance of MND-based MRCAs could be further improved through optimizing one or more of
the above-mentioned characteristics of the MNDs. The renal clearable composite-/MND-based MRCAs
have, indeed, bright prospects regarding their possibilities for biomedical applications, which have
already been demonstrated in the scientific literature.

Unfortunately, very few MND-based MRCAs were approved for clinical application except
SPIONs (Ferumoxides). On the other hand, the need for specific molecular information is greater than
ever, since we are entering into the era of precision medicine. The noninvasive diagnostic or screening
methods such as MRI can efficiently help patients to avoid ineffective and/or costly treatments because
many of the newly developed powerful and expensive therapies are only effective in a subset of
patients. This situation strongly requires the development of high-performance contrast agents to
improve the accuracy of molecular imaging. The clinical translation of MND-based MRCAs research is
generally impeded by the significant heterogeneity in the construction of these agents. Up to date, the
MND-based MRCAs are still in the experimental stage. There are several technical challenges regarding
the MND-based MRCAs for clinical trials that need to be clearly addressed before they are evaluated in
humans. For example, the safety and efficacy of the MND-based MRCAs should be comprehensively
evaluated. Ongoing research should focus on evaluating the biodistribution, pharmacokinetics, and
ultimate fates in vivo, improving targeting specificity while minimizing toxicity, and demonstrating the
translational potential with appropriate animal models. It is critical to develop cost-effective methods
for the kilogram-scale production of MND-based MRCAs since the MRCAs are normally administered
in gram quantities. This matter could be solved by systematic optimization of synthesis conditions of
polyol methods and thermal decomposition methods. The leakage of Gd3+ should be minimized while
Gd3+NDs were used as MRCAs. Future efforts should aim to synthesize chelating agents with a high
Gd3+ binding constant, and/or develop coating materials with highly stable physicochemical properties
and excellent biocompatibility. In addition, integration of two or more paramagnetic metallic elements
into a single hybrid ND is beneficial to circumvent their individual drawbacks and potentially provide
more comprehensive imaging information through T1-/T2-weighted dual-mode MRI. The MNDs are
providing revolutionary potential as new MRCAs, which could achieve various clinical applications
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through close cooperation among of multidisciplinary teams of chemists, materials scientists, biologists,
pharmacists, physicians, and imaging experts, and have a strongly positive impact on human health.
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