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Preface to ”Chemically-Induced DNA Damage,

Mutagenesis, and Cancer”

This volume provides a snapshot of the current advances in chemical carcinogenesis. It promotes

the view that DNA damage is an important first step in the process of carcinogenesis. DNA repair

processes are active in every cell to correct these damages, yet the replication of damaged DNA may

occur prior to repair, resulting in gene mutations and the generation of altered proteins. Mutations in

an oncogene, a tumor-suppressor gene, or a gene that controls the cell cycle give rise to a clonal cell

population with an advantage in proliferation. The complex process of carcinogenesis includes many

such events, but has generally been considered to comprise the three main stages known as initiation,

promotion, and progression, which ultimately give rise to the induction of human cancer.

Fifteen articles published in a Special Issue of IJMS entitled “Chemically-Induced DNA Damage,

Mutagenesis, and Cancer” provide an overview on the topic of the “consequence of DNA damage”

in the context of human cancer with their challenges and highlights.

The topics of the published articles cover a wide range, which include study of DNA adducts, DNA

polymerase, DNA repair and repair defects, nanoparticle-induced DNA damage and cell death, metal

toxicity, apoptosis, risk of melanoma, chemoprevention, a radiosensitizer for primary culture tumor

cells, the signaling of a tumor suppressor gene, and an adjuvant for chemotherapy.

The variety of articles published in this Special Issue underscores the diversity of this field of

research. Evidently, this is only a glimpse of this very large area of research that includes thousands

of active researchers working in many complementary directions to better understand the etiology of

cancer and develop superior strategies for chemoprevention and cancer treatment.

Ashis K. Basu, Takehiko Nohmi

Special Issue Editors
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Abstract: A large number of chemicals and several physical agents, such as UV light and γ-radiation,
have been associated with the etiology of human cancer. Generation of DNA damage (also known
as DNA adducts or lesions) induced by these agents is an important first step in the process of
carcinogenesis. Evolutionary processes gave rise to DNA repair tools that are efficient in repairing
damaged DNA; yet replication of damaged DNA may take place prior to repair, particularly when
they are induced at a high frequency. Damaged DNA replication may lead to gene mutations, which
in turn may give rise to altered proteins. Mutations in an oncogene, a tumor-suppressor gene,
or a gene that controls the cell cycle can generate a clonal cell population with a distinct advantage
in proliferation. Many such events, broadly divided into the stages of initiation, promotion, and
progression, which may occur over a long period of time and transpire in the context of chronic
exposure to carcinogens, can lead to the induction of human cancer. This is exemplified in the
long-term use of tobacco being responsible for an increased risk of lung cancer. This mini-review
attempts to summarize this wide area that centers on DNA damage as it relates to the development
of human cancer.

Keywords: carcinogenesis; carcinogen; mutagen; metabolism; DNA adduct; tumor; chronic exposure;
somatic mutation

1. History

In 1761, after use of tobacco for recreation became popular in London, physician John Hill wrote
a book entitled “Cautions Against the Immoderate Use of Snuff”. Hill’s observations that tobacco
snuff can cause “polypus” (i.e., small vascular growth on the surface of a mucous membrane) led to
epidemiology studies nearly 200 years later in 1950s and 1960s, which convincingly established that
tobacco smoking causes lung cancer. A few years after Hill’s book was available, in 1775, Sir Percivall
Pott of Saint Bartholomew’s Hospital in London published a groundbreaking essay showing that
exposure to soot leads to high incidence of scrotal cancer in young men worked as chimney sweeps,
which he named the chimney-sweepers’ cancer [1]. This was the first occupational link to cancer.
This also was the first association to materials such as soot (a complex mixture of chemicals) to the
etiology of cancer. He further hypothesized that the scrotum of young men working as chimney
sweeps were particularly susceptible for scrotal cancer later in life, due to their chronic exposure to
soot. Sir Percival Pott’s remarkable insight notwithstanding, it took nearly seventy years to pass a law
in the UK to protect children from working as chimney sweeps. Perhaps more remarkably, almost
150 years passed when additional studies were attempted on chemical carcinogens, even though an
association between certain chemicals and cancer has been reported from time to time. For instance,
in 1895 Rehn described the first cases of bladder cancer in German fuchsin dye manufacturing workers.

An important advance was made in the early 20th century, when Yamagiwa and Ichikawa, two
Japanese investigators, developed the first animal assay for carcinogens [2,3]. They repeatedly applied
the test compound(s), such as coal tar, on the skin of rabbit ears. Tumors were developed in the
experimental animals after a few weeks. Later, rats and mice were found to be better suited for
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this type of assays [4]. Even though these assays are slow, arduous, and expensive, it continues
to be the experimental approach to determine if a compound or a mixture of compounds cause
tumorigenesis in mammals. In the 1930s Cook, Kennaway and coworkers were able to isolate and
identify benzo[a]pyrene (B[a]P), a polycyclic aromatic hydrocarbon (PAH), as a potent carcinogen
present in soot and coal tar [5,6]. Subsequently, other PAHs were isolated from coal tar and synthetic
methods to prepare them were also developed. Over the years, many other groups of compounds and
mixtures have been recognized as human carcinogens. Specifically in the 1930s and 1940s, reports
of bladder cancers from DuPont and other American dye manufacturers were documented [7,8].
In addition to PAHs (in soot and coal tar) and aromatic amines (present in dyes) [9], numerous other
classes of compounds including nitroaromatics [10], asbestos [11], chromium, nickel, and arsenic
compounds [12], vinyl chloride [13], aflatoxins [14], diesel exhaust [15], and most notably, tobacco
smoke [16], were found to cause cancer. Physical agents like UV light [17] and gamma radiation [18,19]
also turned out to be carcinogenic.

2. Metabolic Activation and DNA Damage

In 1950, Boyland proposed that arene oxides are the major metabolites of PAHs that give rise to
the phenols, dihydrodiols, and other oxidation products [20]. But the mechanism of the in vivo effects
of these carcinogens was little understood until DNA was shown to be the genetic material responsible
for coding for all biological processes [21], and the structure of DNA was elucidated by Watson
and Crick [22] on the basis of Rosalind Franklin’s unpublished crystal structure of DNA. It became
gradually clear that many of the carcinogenic chemicals are metabolically activated to electrophilic
species that bind to DNA or cause DNA damage [23–25]. Extensive investigations were performed to
establish how each carcinogenic agent, either directly or following metabolic changes in their structures,
damage DNA or form DNA adducts. As for example, B[a]P is converted to 7S,8R-B[a]P oxide by
cytochrome P-450 (CYP) 1A1/1B1, which is hydrolyzed by microsomal epoxide hydrolase to form the
(−)-7R,8R-dihydroxydihydro-B[a]P [26,27] (Figure 1). This trans dihydrodiol is then oxidized again by
the same CYP 1A1/1B1 enzymes to form predominantly (+)-anti-B[a]P-7,8-dihydrodiol-9,10-epoxide,
the most mutagenic and tumorigenic metabolite of B[a]P. The major adduct formed by this B[a]P
metabolite is the (+)-trans-anti-B[a]PDE (Figure 1).

Figure 1. Microsomal metabolic activation of benzo[a]pyrene to its most reactive (+)-anti-B[a]P-7,8-
dihydrodiol-9,10-epoxide, which reacts with DNA to form the dG adducts.

UV light, on the other hand, is an example of a direct acting agent that damages DNA [28–31],
although it also damages DNA indirectly via reactive oxygen species. UV light is considered to be
responsible for most skin cancers. UVB (280–320 nm) and UVC (240–280 nm) irradiation form cis-syn
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cyclobutane dimer and pyrimidine(6-4)pyrimidone photoproducts (Figure 2) as the main products in
duplex DNA. The chemically stable (6-4) photoproduct may undergo conversion to its Dewar isomer
by UVA or UVB light.

Figure 2. The chemical structures of UV light induced cis-syn thymine dimer, pyrimidine(6-4)pyrimidone
and Dewar photoproducts formed by two adjacent thymines.

Similar to B[a]P, metabolism and DNA binding by a large number of chemical carcinogens have
been reported. Figure 3 shows the chemical structures of a few of these carcinogenic compounds, which
include PAHs, nitroaromatic compounds, aromatic amines, natural products, industrial chemicals, and
a chemotherapeutic agent that also induces secondary tumor.

Figure 3. Chemical structures of a few initiating and promoting agents. The initiating agents shown
here include polycyclic aromatic hydrocarbons (PAHs) (B[a]P and DMBA, present in soot, coal tar, and
many environmental mixtures), nitroaromatic compounds (3-nitrobenzanthrone and 1-nitropyrene, present
in diesel exhaust), tobacco-specific nitrosamine (NNK, present in tobacco smoke), an amine salt and a
magenta dye (fuchsine), aromatic amine (IQ, formed during cooking of meat), a naturally occurring
molecule produced by Aspergillus flavus (AFB1, a food contaminant), industrial chemicals (vinyl chloride
and 1,3-butadiene to make the polymer PVC and synthetic rubber, respectively), lipid peroxidation product
(4-HNE, produced in cells and tissues of living organisms or in foods during processing or storage), and
a chemotherapeutic agent (MC, a toxic drug used to treat upper gastrointestinal cancers). The promoting
agents include the phorbol ester (TPA), benzoyl peroxide, and chrysarobin.
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3. Multi-Step Process of Cancer

As early as in the 1940s, it became apparent that the process of carcinogenesis involves at least two
distinct steps. In 1944, Mottram showed that a single application of a carcinogen, such as B[a]P, followed
by multiple applications of an “irritant”, such as croton oil, induce tumors in animals [32]. Berenblum
and Shuvik followed up this study with application of either B[a]P or 7,12-dimethylbenz[a]anthracene
(DMBA) and croton oil, and demonstrated that croton oil, a non-carcinogen, had no effect alone,
but when applied after even a single dose of either B[a]P or DMBA on mouse skin, tumors were
developed [32]. These results led to the hypothesis of “initiation” (result of application of the carcinogen
like B[a]P) followed by “promotion” (caused by croton oil). Later, croton oil was shown to contain the
phorbol ester, 12-O-tetradecanoylphorbol-13-acetate (TPA), as the active ingredient that is responsible
for the promotion phase in carcinogenesis [33]. Additional tumor promoters, including benzoyl
peroxide, okadaic acid, chrysarobin, have been identified (Figure 3).

There are several fundamental differences between these two stages (and the agents that trigger
these processes) [34–37]. An initiating agent is also a “complete carcinogen”, since either repeated
exposure in small dosage or a single large exposure to such agents lead to carcinogenesis, whereas a
promoting agent is not carcinogenic alone. The effect of an initiating agent, in addition, is irreversible
and additive, in contrast to the reversible action of a promoting agent at the early stages. The initiating
agents furthermore become electrophilic after metabolic activation, and bind to cellular macromolecules
such as DNA, while there is no evidence of covalent binding by the promoting agents. The initiating
agents are mutagenic and, as a result, quite a few short-term assays have been developed [38–41],
whereas the promoting agents are not mutagenic. Experiments in rodents on the two-stage model,
however, showed that mainly benign tumors were developed by tumor promoters [42]. It became
gradually accepted that carcinogenesis involves multi-stages, which include initiation, promotion, and
malignant progression, when benign neoplasms become malignant and invasive lesions [43] (Figure 4).

Figure 4. A brief depiction of initiation, promotion, and progression in the process of carcinogenesis.

Discovery of oncogenes and tumor suppressor genes added to the concept that carcinogenesis is a
multi-step process [43,44]. Notably, continuous oxidative stress and chronic inflammation sustain each
other, leading to neoplasm, and promote tumor progression. Inflammation has been associated with
the development of cancer, and inflammatory mediators, like cytokines, chemokines, and eicosanoids,
have been shown to stimulate the proliferation of both untransformed and tumor cells [45]. Certain
initiating agents, such as UV light and tobacco smoke also exhibit strong tumor promoting activity.

Most of our understanding of tumor promotion comes from experiments performed on mouse
skin [46]. The promotion stage in carcinogenesis induces a number of epigenetic changes, including
proliferation of epidermal cells and activation of ornithine decarboxylase that leads to synthesis of
polyamines [47–49]. Overall, the promotion stage is characterized by hyperplasia, that leads the
initiated cells to form papillomas. Strong tumor promoters, such as the phorbol esters, activate
membrane receptors like protein kinase C [50]. Activation of protein kinase C phosphorylation of
critical proteins is considered an important event in skin tumor promotion. Several other tumor
promotors, including benzoyl peroxide, appear to involve free-radical mechanisms, which indirectly
lead to phosphorylation of certain proteins [51]. Tumor promotion is also characterized by clastogenic
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effect and genetic instability, resulting in chromosomal alterations. Consequently, tumor promotion
includes a series of complicated epigenetic steps leading to formation of papillomas. Tumor promotion
can also be induced by tumor necrosis factor-α (TNF-α) and TNF-α-inducing protein (Tipα) of
Helicobacter pylori stimulates progression phase [52]. Recent studies on human cancer development
includes upregulation of TNF-α and activation of NF-κB, an important transcription factor [52].

4. DNA Damage and DNA Repair

DNA damage occurs continuously in all organisms via a number of endogenous and exogenous
factors, and it seems to play a central role in many biological processes, ultimately leading to cancer
(Figure 5). Hence, robust DNA repair systems, which repair this damage, have evolved to maintain
genomic integrity. The importance of DNA repair was underscored by conferring the Nobel Prize in
Chemistry in 2015 to Tomas Lindahl, Paul Modrich, and Aziz Sancar for mapping, at a molecular level,
how cells repair damaged DNA and protect the genetic information. There are a number excellent
reviews on DNA repair, which summarize this rapidly evolving field [53–57].

Figure 5. DNA damage plays a central role in many biological processes linked to cancer.

DNA replication occurs during the S (synthetic) phase of cell cycle, which is preceded by the G1
(Gap 1) phase. The nuclear division occurs in the M (mitosis) phase, which takes place after the G2
phase. The differentiated cells at the G0 phase do not proliferate, whereas the G1, S, and G2 phases of
a proliferating cell constitute the time lapse between two consecutive mitoses. The progression of a
cell during cell cycle is regulated by cyclin dependent kinase in order to avoid the initiation of a cell
cycle before the preceding one is completed. DNA damage interferes with the cell cycle, and therefore,
there are checkpoint proteins that delay cell cycle progression providing the necessary time for DNA
repair. If the DNA damage exceeds the capability of repair, pathways to trigger cell death are activated
by apoptosis. The checkpoint pathways accordingly play an integral role in DNA damage response,
and dysfunction of these pathways are important for the pathogenesis of malignant cells [58].

5. Relationship between DNA Adducts and Tumor Incidence

Carcinogens and mutagens usually generate multiple DNA adducts, and it was shown that certain
adducts are biologically more relevant than others. Many diseases in humans are the result of specific
genetic mutations. Therefore, DNA adducts or lesions that lead to mutations became the focus of
many studies. As for example, the predominant mutation induced by most methylating and ethylating
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agents are G:C→A:T transitions induced by O6-alkylguanine, even though the major adduct is formed
at the N7-position of guanine [59].

Characterization of a quantitative relationship between DNA adduct levels and tumor incidences
in rats and mice was attempted by Ottender and Lutz [60]. Of the 27 different chemicals investigated,
the range of carcinogenic potency of structurally different DNA adducts is typically within 2 orders
of magnitude. In the rat, for instance, 53 adducts per 108 nucleotides for the aflatoxin B1 to 2082
adducts per 108 nucleotides for dimethylnitrosamine relate to the normalized 50% level of liver tumor
incidences, suggesting that the aflatoxin–DNA adducts are 40 times more potent than the adducts
formed by dimethylnitrosamine for inducing hepatocellular carcinoma.

6. Damaged DNA Replication

DNA replication causes mutations and DNA damage, or DNA adducts increases the rate of
error-prone replication [61]. However, each DNA damage or adduct has a unique mutational signature,
which is directly related to the identity of the DNA polymerase that bypass it and the mechanism of its
nucleotide insertion and extension [61].

A human cell contains at least 17 different DNA polymerases. The DNA polymerases belong to
seven families (A, B, C, D, X, Y, and RT) [62,63], of which the C family enzymes were only found in
prokaryotes. In eukaryotes, the B-family enzymes pol ε and pol δ carry out a large fraction of nuclear
DNA replication, whereas pol α of the same family performs initiation and priming. These three
polymerases are essential for DNA replication in eukaryotes. In the current model of DNA replication,
pol ε carries out majority of leading strand DNA replication of the undamaged genome, whereas
pol δ primarily replicates the lagging strand. But this model has recently been challenged, and
data supporting involvement of pol δ in both leading and lagging strand replication have been
presented [64–66]. It is noteworthy that these important DNA polymerases are inefficient in bypassing
most bulky or distorting DNA damages, such as the ones induced by PAHs and UV light.

The discovery of translesion synthesis (TLS) DNA polymerases in the 1990s and the study of
their catalytic and non-catalytic roles in damaged DNA replication provided much of our current
understanding of DNA adduct or lesion bypass [63]. Lesion bypass is carried out primarily by the
Y-family polymerases. But X- and B-family polymerases are also involved in many cases.

TLS of various types of DNA damage have been conducted by genetic studies in repair and
replication competent cells, by in vitro experiments using purified DNA polymerases and accessory
proteins, and by structural and computational studies. The mechanistic information gathered from
these studies is critical to understand the mechanism of mutagenesis, the underlying process for
the development of cancer. These fundamental studies are now allowing therapeutic application, as
inhibiting the activity of some of the TLS polymerases may enhance the effect of an antitumor agent.

7. Epidemiology

At the international cancer congress held in Tokyo in 1966, Sir Alexander Haddow, the President
of international union against cancer, pronounced: “We are impressed by the probability that a much
higher proportion of human cancer than we had ever recently suspected—perhaps amounting to as
much as 80 percent—may be due to environmental causes” [67]. These remarks from an eminent cancer
researcher are significant, because it suggests that most human cancers are preventable. The most
common preventable risk factors for cancer are tobacco smoking, diet (low in fruits and vegetable and
high in fatty foods, red meats, etc.), obesity, and alcohol [68–73]. Cancer rate also increases with age,
but age-related cancer patterns are fairly complex.

Epidemiology showing the definitive link between tobacco smoke and cancer was a noteworthy
achievement in the United States, and the Surgeon General’s Report in 1964 had a significant positive
effect on public health in this country. The smoking prevalence in males decreased by about 60%,
while prevalence in females diminished by about 50% [74]. As a result, lung cancer mortality and other
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tobacco-related diseases continue to decrease. These facts reiterate the importance of tobacco control
in prevention of cancer and other diseases [16,75–77].

Epidemiology of skin cancer has also been enlightening [78]. One in every three cancers diagnosed
is a skin cancer, and one in every five Americans will develop skin cancer in their lifetime. Melanoma
and nonmelanoma skin cancer (NMSC) are the most common types of cancer mainly in the white
populations. Both types of tumors show an increasing incidence rate worldwide, but a stable or
decreasing mortality rate, presumably due to earlier diagnosis and better treatments. NMSC is the
most common cancer in fair-skinned individuals, which causes significant morbidity. The rising
incidence rates of NMSC are believed to be triggered by a combination of increased exposure to direct
UV rays or UV in sunlight, increased longevity, ozone depletion, genetics, and in a limited number of
cases, immune suppression.

8. Mutation and Cancer

Several types of cancers are the result of at least a few mutations in critical genes [79,80].
The somatic mutation theory (SMT) of cancer, the most prevalent model, proposes that cancer is caused
by mutation(s) in the body cells (as opposed to germ cells), especially nonlethal mutations associated
with increased proliferation of the mutant cells. The SMT hypothesis originated from Theodore
Boveri’s postulate in 1914 that a combination of chromosomal defects could result in cancer [81].
After Watson and Crick’s discovery of the structure of DNA that also implied that DNA contains
the genetic information, in 1953, Carl O. Nordling proposed that several mutated genes may lead to
cancer [82]. Ashley suggested that cancer may occur as a result of three to seven mutations [83]. Alfred
Knudson modified Ashley’s proposal, based on his observations of a number of retinoblastoma cases,
proposing that cancer is the result of accumulated mutations to a cell’s DNA, which could be as little as
two hits [84]. The two-hit model proposes that dominantly inherited predisposition to cancer requires
a germline mutation, while tumorigenesis necessitates a second somatic mutation. For colorectal
carcinoma, Fearon and Vogelstein suggested that four to five gene mutations are necessary for the
development of malignant tumor, and the accumulation of the mutations, rather than their specific
order, is the critical determinant of tumorigenesis [85]. More recently, these mutations have been
referred to as “driver” mutations conferring growth advantage to the cells [79]. In humans, more than
350 mutated genes that are implicated in the development of cancer have been identified. A large-scale
sequencing study has shown that most somatic mutations in cancer cells are “passengers” that do not
cause tumorigenesis, whereas 120 of the 518 genes screened (~23%) carry a “driver” mutation, which
can function as cancer genes. Similar conclusions have been reached in other studies [79,86]. The basic
premise of SMT, however, has been challenged from time to time [87].

Genes that contribute to cancer include oncogenes and tumor suppressor genes. Oncogenes
change a normal healthy cell into a cancerous cell. Examples include the ras family of genes and
HER2. The ras genes produce proteins engaged in cell communication pathways, cell growth, and cell
death, whereas HER2 makes specialized proteins controlling cell growth, and spread notably in breast
and ovarian cancer cells. DNA adduct-induced mutations in the ras gene, at the activating codons
12, 13, 59, and 61, are considered to be of note. Aflatoxin B1 (AFB1) causes G·C→A·T or G·C→T·A
substitutions at codon 12 in experimental animals [88]. Analyses of lung tumors in A/J mice by
the tobacco-specific nitrosamine 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK) and related
compounds showed high frequency of G→A mutations (GGT to GAT) in codon 12 [89]. By contrast,
tumor suppressor genes protect a cell from becoming cancerous. The tumor suppressor proteins
control cell growth by monitoring cell division, repairing base mismatches in DNA, and controlling
cell death (apoptosis). Examples of tumor suppressor genes include p53, BRCA1, and BRCA2. More
than 50% of human cancers are characterized by mutations in the p53 gene, and most p53 gene
mutations are not hereditary. Germline mutations in BRCA1 or BRCA2 gene increases a woman’s
risk of hereditary breast and ovarian cancer. A convincing relationship between a chemical and p53
mutation in human cancer has been shown in geographical areas where AFB1-derived liver cancers
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accompanied unusually high frequency of G·C→T·A mutations at the third base of codon 249 of the
p53 gene [90]. Also, a human liver cell line following exposure to AFB1 showed the same mutation at
the third base of p53 codon 249 [91]. Likewise, for lung cancer cases of smokers, ~40% of the mutations
involved G→T transversions, and more than 90% of them are on a guanine on the non-transcribed
strand [90]. Major hotspots are observed at codons 157, 248, and 273. Even though codon 157 is unique
to lung cancer, the other two are hotspots for mutations in many other cancers, usually detected as
transitions at these CpG sequences, whereas in lung cancers, G→T transversions are the most common
mutations [92]. Pfeifer and colleagues have claimed that sequence specificity of G→T transversions in
lung tumors is consistent with a direct mutagenic action of PAH compounds, such as B[a]P present
in cigarette smoke [93]. In addition to the cancers induced by exogenous agents, few hereditary
cancers, which include retinoblastoma and Li-Fraumeni syndrome, involve germline mutations in
tumor suppressor genes [94,95].

Human tumors are largely heterogeneous. Loeb and coworkers suggest that this heterogeneity
results from a mutator phenotype. They hypothesized that increased mutation rates are essential to
account for the large number of mutations observed in cancer cells [96,97]. Consequently, an initial
mutator mutation triggers additional mutations, including mutations in genes that maintain genetic
stability, starting a cascade of mutations throughout the genome. Several types of cancers exhibit
mutator phenotype resulting from mutations at loci responsible for DNA mismatch repair [98]. It was
also proposed that p53 mutations might give rise to mutator phenotype, because p53 is a gatekeeper
of DNA damage responses [99]. However, others believe that a mutator phenotype is not necessary
for tumor initiation and progression, in spite of the fact that some tumors may acquire it during
tumorigenesis [100].

In one of the most highly cited articles, entitled “Hallmarks of Cancer”, in the year 2000, Hanahan
and Weinberg suggested that the complexity of cancer can be summarized in six hallmarks that enable
normal cells to turn tumorigenic and ultimately malignant [101]. These hallmarks are as follows:
(1) self-sufficiency in growth signals, implying the ability of tumor cells to grow in the absence of the
signals that allow them to grow, (2) insensitivity to anti-growth signals, i.e., they resist the signals to
stop growth, (3) evading apoptosis, i.e., they resist their programmed death, (4) limitless replicative
potential, so that they can multiply indefinitely, (5) sustained angiogenesis, i.e., they stimulate the blood
vessel growth in order to supply nutrients to the tumor cells, and (6) tissue invasion and metastases,
i.e., they invade surrounding tissues and spread to distant sites. However, Lazebnik pointed out that
hallmarks 1–5 are also the characteristics of benign tumors [102]. In an update of the Hallmark paper, in
2011, Hanahan and Weinberg proposed four additional hallmarks: (1) abnormal metabolic pathways,
(2) evading the immune system, (3) genome instability, and (4) inflammation [103]. In principle, the
cancer phenotypes proposed as hallmarks are based on the SMT and its cell-centered variants. Others,
though, argued that cancer is a tissue-level disease and cataloguing such cellular-level hallmarks are
misleading [104].

9. Conclusions

A detailed understanding of multi-stage carcinogenesis is important for both the treatment and
prevention of cancer. This area of research, for the last fifty years, has provided us a great deal of
mechanistic information on initiation, promotion, and progression, the three main steps leading to
cancer. Consequently, many types of cancer deaths have been reduced in the USA over the last two
decades, to an overall reduction of 23%, and more than 1.7 million cancer deaths were averted [105].
In spite of this progress, cancer is still the leading cause of death for much of the US population.
Likewise, there has been significant reduction in several European countries. Unfortunately, progress
has been limited in many other countries, due to the lack of adequate cancer diagnosis and limited
medical treatment capabilities [106,107]. In fact, more than 60% of the world’s new cancer cases
take place in Africa, Asia, and Central and South America, and 70% of the world’s cancer deaths
occur in these continents. Therefore, it is imperative to continue further studies on the mechanism
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of carcinogenesis with the objective of prevention, treatment, as well as developing new strategies to
combat this deadly disease.

Acknowledgments: Research in the AKB laboratory has been supported by the NIH (NIEHS grants ES09127,
ES027558, and ES023350).

Conflicts of Interest: The author declares no conflict of interest.

Abbreviations

PAH polycyclic aromatic hydrocarbon
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Abstract: Covalent modification of DNA, resulting in the formation of DNA adducts, plays a central
role in chemical carcinogenesis. Investigating these modifications is of fundamental importance in
assessing the mutagenicity potential of specific exposures and understanding their mechanisms of
action. Methods for assessing the covalent modification of DNA, which is one of the initiating steps
for mutagenesis, include immunohistochemistry, 32P-postlabeling, and mass spectrometry-based
techniques. However, a tool to comprehensively characterize the covalent modification of DNA,
screening for all DNA adducts and gaining information on their chemical structures, was lacking until
the recent development of “DNA adductomics”. Advances in the field of mass spectrometry have
allowed for the development of this methodology. In this perspective, we discuss the current state of
the field, highlight the latest developments, and consider the path forward for DNA adductomics to
become a standard method to investigate covalent modification of DNA. We specifically advocate for
the need to take full advantage of this new era of mass spectrometry to acquire the highest quality
and most reliable data possible, as we believe this is the only way for DNA adductomics to gain its
place next to the other “-omics” methodologies as a powerful bioanalytical tool.

Keywords: DNA adducts; DNA adductomics; DNA damage; genotoxicity; chemical carcinogenesis;
high resolution accurate mass (HRAM) mass spectrometry; constant neutral loss

1. Introduction

Covalent modification of DNA plays a key role in the initiation phase of chemically induced
carcinogenesis [1,2]. Modifications, typically referred to as DNA adducts, if not repaired can lead to
genomic instability that may result in mutations, which can translate into altered gene expression,
abnormal cell growth, and disruption of normal cell function [1,3,4]. Therefore, the measurement of
DNA adducts is of fundamental importance in assessing the potential carcinogenic effects of specific
exposures and understanding their mechanisms of action. Additionally, the characterization of this
type of DNA damage is extremely valuable for the investigation of the safety of exposure to substances
used in the industrial and manufacturing processes, pharmaceuticals, environmental pollutants, as
well as life-style factors associated with increased cancer risk.

The identification and structural elucidation of DNA adducts in human tissues can be used to
either identify specific exposures which resulted in genotoxicity or confirm that suspected exposures
have occurred and led to DNA modification. Additionally, the identification and/or quantitation of
DNA adducts can reveal important mechanistic aspects of cancer etiology, by elucidating the sequence
of events occurring from human chemical exposure to DNA modification, and ultimately to the
occurrence of a tumor [3,5]. Therefore, methods to detect and recognize these specific alterations can
provide insight into the type of DNA damage resulting from the exposure studied and can provide
opportunities for the design of more efficient intervention and prevention approaches.

There are several established methods for assessing the genotoxicity and mutagenicity induced
by exposure to various compounds. The in vitro metaphase chromosome aberration assay, the in vitro
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micronucleus assay, and the mouse lymphoma gene mutation assay (MLA) are widely used and can be
considered sufficiently validated. These three assays are currently considered equally appropriate for
measurement of chromosomal damage when used together with other genotoxicity tests in a standard
battery for testing for example pharmaceuticals. In vivo tests are included to account for absorption,
distribution, metabolism, and excretion, with the analysis either of micronuclei in erythrocytes, or
of chromosome aberrations in metaphase cells in bone marrow, currently being the most frequently
used [6]. In vitro and in vivo tests that measure chromosomal aberrations in metaphase cells can
detect a wide spectrum of changes in chromosomal integrity. These methods give a general overview
of the DNA damage resulting from an exposure, however they do not provide specific information
on the chemical structure of the modifications the damage may result from, or on the mechanism
through which the damage may have occurred. DNA adducts analysis has the ability to provide this
critical information.

Methods to directly detect and quantify DNA adducts in humans have been developed in the
past 30 years, with immunohistochemistry, 32P-postlabeling, and mass spectrometry-based techniques
being the most common [7,8]. Among these, only 32P-postlabeling has been used for DNA adduct
screening with varying degrees of comprehensiveness, but lacking the ability to provide information
on the specific chemical nature of the DNA adducts detected. Immunohistochemistry methods [3,9]
rely on specific antibodies for detection of a particular adduct or type of adduct. Examples include
polycyclic aromatic hydrocarbon-DNA adducts assayed using the monoclonal 5D11 antibody [10]
and cisplatin-DNA adducts using rabbit antiserum NKI-A59 against cisplatin-modified calf thymus
DNA [11]. Liquid chromatography-tandem mass spectrometry (LC-MS2) has become the preferred
technique for targeted DNA adduct analysis [12–16]. The popularity of this approach is due to its
highly selective nature, sensitivity rivaling and at times surpassing that of 32P-postlabeling, and
the ability to perform accurate quantitation using stable isotope dilution [12–16]. Both endogenous
adducts, including those related to epigenetic modifications, and exogenous adducts resulting from
nucleobase alkylation, oxidation, deamination, and cross-linking due to various exposures, have
been measured (see Section 3.2, Figure 3 for representative examples) [15,16]. However, traditionally
LC-MS2 approaches have focused on the analysis of a limited number of DNA adducts at a time, which
does not allow them to provide a global picture of the DNA modifications resulting from an exposure
or a combination of exposures. The ideal assessment of the potential DNA modification induced by the
combination of various exposures requires a methodology which is capable of screening for adducts in
a global and comprehensive fashion with as much structural information as possible.

2. Conventional Approach for DNA Adduct Screening: 32P-Postlabeling

The 32P-postlabeling methodology is well-suited to broad-based DNA adduct screening because
of its ability to monitor many adducted nucleotides simultaneously in a given sample [17] and
its high sensitivity with certain DNA adducts detectable at levels approaching 1 adduct per 1010

nucleotides. Adducts are identified either as spots on thin layer chromatography plates observed
by autoradiographic detection or as peaks using high-performance liquid chromatography (HPLC)
separation with radioactive detection. This method has been successfully employed to screen for DNA
adducts in a variety of human tissues and white blood cells [18–23], in exfoliated epithelial cells in urine
of smokers [24], in breast milk of lactating mothers [25], and the sputum of lung cancer patients [26,27].
These studies have revealed that human DNA is modified by many different electrophiles, including
those formed endogenously as well as by both environmental and dietary genotoxicants. It has also
been shown that the level of DNA modification can be influenced by lifestyle and host factors [20,28].
The 32P-postlabeling methodology, however, does have some significant limitations [29], including
being labor-intensive, needing significant amounts of radioactive phosphorus, and having potentially
highly variable labeling efficiency [30]. Additionally, the most significant limitations are the lack
of information regarding the structure of the DNA adduct detected and, at times, the presence of
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co-migrating adducts on the thin layer chromatography plate [19,31], both of which make the chemical
structural determination of adducts very difficult.

3. New Approach for DNA Adduct Screening: DNA Adductomics Using Liquid
Chromatography-Mass Spectrometry (LC-MS)

Ideally, what is required to comprehensively assess covalent modification of DNA in realistic
scenarios, with various exposures, associated metabolism, and downstream endogenous effects, is an
approach which combines the screening capability of 32P-postlabeling and the structural information
provided by targeted LC-MS2 analysis, with little or no a priori assumptions regarding the nature of the
adducts formed. An effort to address this need has led to the establishment of the field of LC-MSn-based
DNA adductomics intended to comprehensively screen for DNA modifications, including both known
DNA adducts and those which have not been previously detected and/or identified. The first example
of this basic approach that we are aware of was performed by Claereboudt and coworkers in 1990 [32],
but its further development in subsequent years was limited by the sensitivity and selectivity of
the available instrumentation. The rapidly improving instrumentation and technology of the past
10 years has paved the way for the development of more robust DNA adductomics approaches, able
to perform a comprehensive characterization of the chemical nature of DNA modification. The field
of DNA adductomics [29], while still in its infancy, has now become significantly more powerful
with new approaches [33–38] taking advantage of modern mass spectrometry and the wide spread
use of high resolution mass spectrometers, allowing for the elucidation of the chemical formula of
adducts and their fragments. Details on the advantages of using high resolution mass spectrometry are
described further in Section 3.4.2. As with any “-omics” based screening technique, DNA adductomics
presents new analytical challenges and therefore requires development work aimed at optimizing
chromatography, sample preparation, and data collection and analysis. The approaches this field is
pursuing and the features and challenges they each present are described here, with special emphasis
on the need for the development of robust, reliable and effective DNA adductomic methods.

3.1. Typical DNA Adductomics Workflow

The sample preparation for the basic LC-MSn-based DNA adductomics workflow (Figure 1)
is similar to that typically performed for targeted LC-MS2 DNA adduct quantitation, with some
modifications to make it more general so as to avoid the potential loss of unknown adducts during
sample preparation [15,16]. First, DNA is isolated from the sample, typically tissue, cells, or blood,
and usually hydrolyzed to nucleosides using a cocktail of enzymes or to nucleobases by mild acid
treatment. When enzymes are used, they are often removed through protein precipitation using
organic solvent or through the use of a molecular weight filter cartridge. Salts and other hydrophilic
substances are commonly removed by solid phase extraction or fraction collection off of an HPLC
column. The resulting samples are typically concentrated through drying and reconstitution to a
small volume. The resulting samples are usually analyzed with LC-MS2, utilizing a key feature of the
fragmentation behavior of modified nucleosides, which is discussed in some detail below.

Figure 1. Summary of a typical sample preparation and analysis workflow for DNA adductomics analysis.

3.2. Key Feature of the Positive Ion LC-MSn DNA Adductomics Methodology

The enzymatic hydrolysis of modified DNA results in the liberation of modified nucleoside
adducts (DNA adducts) which share the same basic chemical structure, the modified nucleobase
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linked to a deoxyribose (dR) group. The primary and critical feature for DNA adductomic screening
of nucleoside adducts is the nearly universal neutral loss (m/z 116 amu) of the dR moiety, upon
fragmentation (MS/MS) of the positive ion of the precursor, as shown in Figure 2A [29]. This feature
allows for the identification of a given trace level adduct from the multitude of more abundant chemical
noise ions present in the LC-MS chromatogram of a given sample.

A recent study [37] expanded the DNA adductomic approach by combining the neutral loss of
the bases (Figure 2B), a common ion fragmentation pathway of base adducts, with the conventional
neutral loss of dR, allowing for the simultaneous screening of nucleoside adducts and aglycone base
adducts. Aglycone base adducts can result upon loss of the deoxyribose from unstable nucleoside
adducts upon enzymatic or thermal hydrolysis of the DNA, i.e., N7 position of guanine, N7/N3 of
adenine, and the O2 positions for both cytosine and thymine [39]. This ion fragmentation pathway
(Figure 2B) can be very useful to broaden the basic DNA adductomic approach [37].

Another DNA adductomic analysis [40], which allows for the detection of guanine adducts, takes
advantage of the fact that aglycone guanine adducts often fragment to form m/z 152 (guanine + H+)
and 135 (guanine-NH3 + H+) ions. This observation suggest that a similar detection scheme could
be used for adenine adducts with characteristic fragments of m/z 136 (adenine + H+) and 119
(adenine-NH3 + H+). It seems likely that this approach could be broadened to include all four
bases (Figure 2C) and would be complimentary to the neutral loss of bases (Figure 2B), allowing for
the detection of the majority of aglycone base adducts.

Figure 2. (A) The dominant fragmentation pathway of nucleoside adducts is the neutral loss of
the 2’-deoxyribose moiety; (B) and (C) Common fragmentation pathways of nucleobase adducts.
(Base = nucleobase, A = modification, and dR = 2’-deoxyribose).

The three fragmentation pathways outlined in Figure 2 could in theory be combined for a nearly
comprehensive DNA adductomics methodology for enzymatic hydrolyzed DNA, allowing for the
detection of both nucleoside DNA adducts as well as any base DNA adducts resulting from the loss
of the deoxyribose group from unstable nucleoside adducts. It would be possible to combine all
three fragmentation pathways into a data dependent MS3 or MS2 approach or a data independent
MS2 approach. These scanning modes are discussed below. Also, ion fragmentation pathways of
the aglycone base adducts (Figure 2B,C) could be used for a DNA adductomic method screening for
adducts formed upon DNA acid hydrolysis where the deoxyribose group is cleaved and only the
modified base is present. A better understanding of the fragmentation of aglycone base adducts would
be very useful in understanding the comprehensiveness of this approach and in confirming the identity
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of the features resulting from the analysis. The most widely used MS-based “omics” methodologies,
proteomics and metabolomics, rely on vast databases for data analysis, which allows for an organized
and automated workflow for data analysis and interpretation. DNA adductomics is lacking similar
automated data analysis and bioinformatic tools and, therefore, we envision that efforts devoted to
create a database containing fragmentation spectra of aglycone base and nucleoside adducts will be
extremely helpful in advancing the field of DNA adductomics.

A list of DNA adducts which are representative of those which could be screened for using DNA
adductomics, and which have been extensively studied using mass spectrometry based approaches in
a variety of experimental settings, are shown in Figure 3.

 

Figure 3. Examples of the type of DNA modifications that can be analyzed with mass spectrometry-based
DNA adductomic approaches. The deoxyribose moiety of the structure is abbreviated as dR.

3.3. A Sensitive and Selective LC-MSn Screening

Probing for DNA adduct formation in human samples requires maximum sensitivity due to the
trace levels of these analytes (1 adduct in 106–1010 nucleotides) in often limited amounts of available
DNA (typically 1–100 μg DNA); likewise, in cells or animal models, sensitivity is critical due to the need
to keep dose levels low to approximate human exposure. High selectivity in adduct identification is
also needed to differentiate DNA adducts from the significant background signal present in biological
samples. The need for optimal sensitivity and selectivity is even greater than what is required for trace
level targeted DNA adduct quantitation [15] due to the need to screen for multiple adducts, often of
unknown identity, across large mass ranges and lacking isotopically labeled internal standards and
the well characterized fragmentation patterns of the targeted DNA adduct analytes. This requirement
for greater sensitivity and selectivity means that successful analysis is only possible when taking
advantage of the technological advancements and scanning modes available with the latest generation
of instrumentation. This is particularly true for the use of high resolution accurate mass (HRAM) MSn

detection, which is the acquisition of spectral data with typical mass resolving power sufficient to
differentiate masses within 0.01–0.001 amu of each other and accuracy of mass measurement on the
order of 0.001 amu, often sufficient to determine the molecular formula of the ion. This type of data
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acquisition greatly increases both the specificity of the analysis, allowing for precise characterization
of the detected adducts, as well as increased sensitivity due to the ability to differentiate the adduct
ion signals from isobaric background ions signals. The acquisition of HRAM DNA adductomics
data can be performed by MS1 mode consisting of full scan data, or MS2 mode consisting of full
scan and MS/MS mass spectral data, or MS3 mode consisting of full scan, MS/MS and an additional
fragmentation level (MS/MS/MS). Figure 4 illustrates this variety of data acquisition modes in the
context of adduct screening.

Figure 4. Illustration of different types of high resolution accurate mass (HRAM) DNA adductomic
(MSn) detection where N = 1 represents Full Scan, N = 2 represents Full Scan and MS/MS or MS/MS
only, and N = 3 represents Full Scan, MS/MS, and MS/MS/MS. In this example, M is a nucleoside
adduct with the general formula of M = X-G-dR where G is guanine, dR is the deoxyribose moiety,
and X is the modification. In the Full Scan panel, the accurate mass of the DNA adduct ([M + H]+)
can be extracted to generate a chromatogram and provide molecular formula information (this step
is common to both DDA and DIA approaches). In the second panel, the MS/MS signal can either be
extracted to generate a chromatogram (as in the case of a DIA approach) or provide MS/MS spectral
data for the adduct (as in the case of a DDA approach). Finally, in the third panel, the MS/MS/MS
fragmentation data can be used to indicate presence of a DNA adduct as well as provide structural
confirmation/information (this is the final step for the DDA approach, while it is done in a separate
injection in a DIA approach, focusing on candidate adducts identified in the first analysis).

3.4. Rapidly Evolving Technology

The technological capabilities of mass spectrometers, propelled by the development of electrospray
and MALDI (matrix-assisted laser desorption/ionization), have been improving rapidly for more than
two decades. Further driving the improvements, over the past 15 years or so, has been the development
and promise of proteomics. These two factors have resulted in the development of powerful, targeted
small molecule and macromolecule quantitative and qualitative analytical capabilities as well as
new -omic analyses, including metabolomics and lipidomics. DNA adductomics has now joined the
list of -omic methodologies which are used to investigate biological systems. The improvement in
technology is continuing unabated with steady advances occurring yearly (e.g., improved ion trap,
quadrupole-trap, and quadrupole-TOF instrumentation) with the occasional quantum leap forwards
such as the introduction of Orbitrap technology (Thermo Scientific), rapid scanning Q-TOF technology
(AB Sciex Triple-TOF), powerful ion mobility capabilities (Waters Synapt technology), and advanced
hybrid instruments (Thermo Scientific Fusion instrumentation).

3.4.1. Nanospray Ionization

Electrospray ionization and sampling efficiency increases dramatically as the flow rate is
decreased. Proteomics takes advantage of this phenomenon by operating in “nanoflow” ionization
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mode with flow rates in the 100 s of nanoliters per minute. Nanospray operation has evolved from
exotic—requiring flow splitting, handmade emitters, and self-packed columns, and the need to master
using delicate low flow fittings and tubing—to truly routine, with the use of commercially produced
ultra performance liquid chromatographs (UPLCs) designed for nanoflow operation, easy to use
nanospray sources, and pre-made nanoflow columns. It is now possible with minimal training for
new analysts to easily work in this mode, and has been used in the field of LC-MSn DNA adduct
analysis, including DNA adductomics [36–38,41]. Due to the trace levels of DNA adducts and the
need to screen for multiple and often unknown adducts, maximizing sensitivity is critical to successful
DNA adductomic analysis.

3.4.2. High Resolution Accurate Mass (HRAM) Data

The ability to measure the mass of adducts with accuracies [16] sufficient to provide the selectivity
necessary to discriminate them from chemical noise, as well as provide significant information
regarding identity of the adducts, has become increasingly possible with recent advances in Orbitrap
and Q-TOF instrumentation. The power of HRAM data acquisition comes from the combination of
high resolution, which allows ions of similar mass to be resolved from each other, and the subsequent
accurate mass measurement allowing for the precise measurement of the ion masses. Without sufficient
resolution, only ions which dominate in intensity over adjacent unresolved ions can be measured
accurately. With trace level analysis, the analyte ions of interest often have much lower intensity
relative to background ions with similar m/z values, and this explains the need for higher levels of
resolution. This is especially true in the case of MS1 data where the number of background ions is
dramatically larger than present in MSn fragmentation spectra, where the initial parent ion isolation
dramatically reduces the number of ions which need to be resolved in the acquired spectra. When
sufficient mass resolution is used for the selective detection of trace level DNA adducts, the accurate
mass measurements can often provide sufficient information to determine the molecular formula of
the analyte and fragment ions, especially when using internal lock masses for maximum accuracy and
accounting for the abundances of their isotopic peaks.

3.4.3. Scanning Modes for HRAM MSn Data Acquisition

New instrumentation has made new operational modes possible. Early DNA adductomics [29]
primarily utilized triple quadrupole instrumentation to perform neutral loss and pseudo-neutral loss
screening, whereas more recent analyses have taken advantage of HRAM instrumentation for analyses.
For example, Orbitrap detection with data dependent acquisition (DDA) of HRAM MS1, MS/MS,
and MS/MS/MS data has been performed [36–38]. DDA analysis has been a mainstay of LC-MS2

proteomic analysis, however recently a new scanning mode, data independent acquisition (DIA), has
become popular and made possible initially by faster scanning Q-TOF instruments, and more recently
by faster scanning Orbitrap detectors. This scanning mode has recently [35] been utilized for DNA
adductomics and will be discussed below along with a brief description of DDA, and their merits with
regard to DNA adductomics will be addressed.

3.4.4. Data Dependent Acquisition (MSn)

Data dependent acquisition (DDA) is a continuous scanning mode in which each full scan
spectrum acquired is followed with multiple subsequent MS/MS fragmentation events with rapid,
on-the-fly precursor ion selection by the instrument software. The detection, and possibly identification,
of adducts is done analyzing the product ion spectra using the DNA adduct fragmentation types
discussed above. This data acquisition mode was developed for shotgun proteomic analysis and is
the conventional approach for this type of analysis. There are many features which are available for
tailoring this scanning mode to the specific analysis, including those typically used for proteomics
such as dynamic exclusion, exclusion lists, charge state selection, monoisotopic precursor selection,
etc. as well as others more likely to be used for small molecule analysis such as inclusion lists, neutral
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loss triggering, product ion triggering, etc. The current sophistication of most LC-MS instrumentation
makes programming of methods using this scanning mode straightforward, although there are typically
many parameters which need to be optimized for a particular sample type and experiment. In contrast
to proteomics, there are no software tools available for the automated analysis of the resulting data
and it must be analyzed manually.

3.4.5. Data Independent Acquisition (MS2)

Data independent acquisition (DIA) in its simplest terms is the acquisition of fragmentation
spectra for all ions across a broad mass range rapidly enough to acquire multiple data points across
the chromatographic peak shape of the analytes of interest. There are various forms of instrument
scanning modes for acquisition of DIA data, typically with concurrent acquisition of the corresponding
full scan data [42]. This approach [43–45] was developed as an alternative to the conventional
proteomics approach of DDA, and has gained popularity; more recently researchers have started
to implement it in the acquisition of metabolomics data [46,47]. The aim of DIA is to comprehensively
fragment all analytes of interest present, thereby providing for a complete data set, in contrast to
DDA, which uses ion intensity as a criterion for fragmentation and is prone to missing the detection
of lower level analytes. This makes DIA amenable to comprehensive detection/quantification of
adducts, either in a targeted fashion by extraction of parent and product ions from the full scan
and MS/MS data, respectively, or in an untargeted fashion by relying on peak picking software to
identify chromatographic peaks with the correct fragmentation characteristics. Both the targeted and
untargeted analysis require co-elution of full scan and MS/MS chromatographic peaks as a criteria for
adduct detection. Software and bioinformatics tools are required to handle the challenging amount
of data produced if the promise of DIA is to be fulfilled. The DIA approach is rapidly evolving
with significant progress being made, primarily in the field of proteomics [42,44,48], but adapting
the approach for DNA adductomics will take significant development work to take advantage of the
possibilities of the approach.

3.4.6. DDA and DIA for DNA Adductomics

The DDA and DIA scanning modes, which we feel take full advantage of the available
instrumentation for DNA adductomics, are the constant neutral loss with triggering of MS/MS/MS
fragmentation (CNL/MS3) mode and wide range selected ion monitoring with corresponding MS/MS
fragmentation (Wide SIM/MS2) mode, respectively. The features characterizing these modes of
operation are summarized in Table 1. Briefly, the DDA-CNL/MS3 approach utilizes the triggering
of MS/MS/MS fragmentation upon observation of the neutral loss of the mass used to identify
adducts (typically deoxyribose, m/z 116.0473). This analysis provides the advantage of relatively
straightforward data analysis, although software tools providing automated analysis are still lacking,
as well as a rich set of fragmentation data (both MS/MS and MS/MS/MS) for adduct verification
and/or identification in a single injection. The primary negative with this approach is the potential
for incomplete sampling due to insufficient speed of analysis, resulting in low level ions not being
fragmented. The advantages of the DIA-WideSIM/MS2 approach is the completeness of the analysis
and the archival nature providing for re-analysis of data to probe for newly found or expected adducts
in previously analyzed samples. A negative of the DIA analysis is that fragmentation data is limited to
MS/MS and principally only the adduct-identifying fragment ion is considered. There is the potential
for generation of a pseudo-MS2 fragmentation spectrum either by peak picking in the MS/MS spectra,
and co-alignment with the identified chromatographic peak of the adduct in the full scan data, or
manual interrogation of the data. In addition, while DIA has the potential to provide more thorough
coverage than the DDA approach, it requires advanced data analysis [47–50], which is currently
not available for DNA adductomics analysis, as well as mastery of the data acquisition parameters
necessary for development of the data acquisition methodologies.
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Table 1. Summary of MS2−3 data dependent acquisition (DDA) and MS2 data independent acquisition
(DIA) scanning modes.

Approach Method Scan Events Frequency Adduct Detection

DDA CNL/MS3

Targeted

Full Scan Continuous

MS/MS/MS Triggered Event
MS/MS Ions included in a list

MS/MS/MS MS/MS ions selected by
loss of 116.0474

Untargeted

Full Scan Continuous

MS/MS/MS Triggered Event
MS/MS Most abundant ions

MS/MS/MS MS/MS ions selected by
loss of 116.0473

DIA Wide SIM/MS2

Targeted
Full Scan Continuous Post-run data analysis on ions from a list

(characterized by co-eluters with
NL = 116.0473)MS/MS Continuous

Untargeted
Full Scan Continuous Post-run data analysis (any co-eluters with

NL = 116.0473)MS/MS Continuous

4. Adductomic Studies

The field of DNA adductomics has been recently reviewed and [29,51,52] Table 2 summarizes
the LC-MS based DNA adductomics analyses performed to date. Three recent studies [53–55] have
used the conventional low resolution, nominal mass MS2 approach for DNA adductomics, but the
trend since our previous review is to use HRAM data acquisition for DNA adductomic experiments.
Two studies [33,34] have relied on full scan HRAM data acquisition and a self-generated DNA adduct
database searching for DNA adductomic analysis, whereas another recent study [35] used HRAM
DIA data acquisition using the simultaneous acquisition of fragment ions resulting from high and low
collision energy (MSE). Our approach [36–38] takes advantage of DDA HRAM data acquisition with
MS/MS/MS fragmentation upon observation of neutral loss of dR (Figure 2A) or base (Figure 2B).
The new studies using HRAM detection are discussed briefly in Section 5.

Need for Methodology Comparisons

Comparisons of the various methodologies would be very useful for deciding upon an optimal
DNA adductomic approach for a given experiment. It seems unlikely that one single approach
would be best in all contexts, and considerations such as differences in analytical goals (e.g., targeted
or untargeted), DNA amounts available, DNA adduct levels, hydrophobic vs. hydrophilic adducts,
instrument availability, etc. will need to considered to determine the best approach to use. Comparisons
of previously published studies are difficult if not impossible. For example, comparing analyses
performed by DDA-CNL/MS3 analysis using low resolution/nominal mass detection with an ion
trap instrument [56] and high resolution/accurate mass detection with an Orbitrap instrument [36]
would be informative, especially in the context of our advocacy for HRAM data acquisition for DNA
adductomics, but these two studies used different sources of DNA to perform their proof-of-principle
investigations. Ideally, direct comparisons of various DNA adductomic methodologies using identical
samples would provide a true measure of their relative analytical power. Turesky and coworkers have
recently performed a comparison of targeted DNA adductomics methodologies of Orbitrap-based
DIA-WideSIM/MS2 and DDA-CNL/MS3 analyses and triple quadrupole-based CNL and pseudo-CNL
analyses, all four of which were performed on the same samples with identical chromatography and
ion source conditions [57]. Levels of synthetic DNA adduct standards were spiked in calf thymus DNA
and analyzed with the different methods. The complete results of this study are beyond the scope of
this paper but the performance of the four approaches were DIA-WideSIM/MS2 > DDA-CNL/MS3 >
pseudo-CNL > CNL, where the number of adducts detected were 12, 7, 2, 0, respectively, out of 15 at
the lowest level of spiking (4–8 adducts per 109 nucleotides).
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5. New HRAM DNA Adductomic Studies

5.1. Untargeted and Targeted Nanospray HRAM CNL-MS3 Analysis

The DNA adductomic methodology using HRAM CNL-MS3 detection, a relatively new approach
for broad-based screening of DNA adducts, has emerged [36] and efforts are underway to improve the
basic methodology, tailor the approach to specific applications, and demonstrate its capabilities [37,38].
The basic method involves HRAM full scan detection followed by DDA MS2 fragmentation and
subsequent MS3 fragmentation of MS2 events for which the neutral loss of the deoxyribose moiety
was observed. The presence of the MS3 fragmentation event serves as an indicator of probable adduct
detection. The initial proof-of-principle analysis, expanding upon the work of Turesky and coworkers
with ion trap detection [56], was performed with incorporation of HRAM detection (5 ppm) and
nanospray ionization (300 nL/min) to further empower the CNL-MS3 approach [36]. The method
was optimized using a mix of 18 synthetic DNA adduct standards which included adducts of all
4 bases. Liver tissue from mice exposed to nitrosamine 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone
(NNK) was analyzed with detection of both previously characterized and putative DNA adducts.
The methodology was refined [37] for screening of anticipated and unknown adducts induced in cells
treated with a chemotherapeutic DNA alkylating agent (PR104A, an experimental nitrogen mustard
prodrug under investigation for treatment of leukemia) by incorporating neutral loss triggering of the
four DNA bases (Figure 2B) into the methodology. In addition, an extensive ion mass list including
all suspected ions from the alkylating agent and metabolites along with all four bases, including
cross-link adducts, was utilized for data dependent triggering leading to the detection of many mono-
and cross-linked adducts which had not been observed previously. Most recently, the method was
used to successfully identify and semi-quantify endogenous and exogenous DNA adducts in the lung
of mice exposed to NNK and the proinflammatory agent LPS to observe an adductomic profile [38].
This methodology utilized an extensive list of parent ions from previously observed endogenous
adducts as well as suspected adducts resulting from exposure to NNK, and took advantage of an
advanced hybrid Orbitrap instrumentation (Fusion).

5.2. Untargeted HRAM MSE Analysis

Totsuka and coworkers developed a comprehensive DNA adductomic analysis for DNA samples
derived from the lungs of mice exposed to nanosized-magnetite (MGT) using an MSE approach [35] to
identify DNA adducts resulting from inflammation. Briefly, the MSE approach is data independent
acquisition (DIA) scanning mode where all ions of interest undergo low and high energy fragmentation
and the subsequent ion signal undergoes data analysis to reconstitute fragmentation spectra for
individual ions with subsequent identification of the corresponding analytes. Data was acquired with
a Waters Xevo QTOF mass spectrometer with a mass range of m/z 50–1000 and a scan duration
of 0.5 s (1.0 total duty cycle). The resolution is not reported, however the data analysis was
performed with a mass tolerance of 0.05 Da. Reversed phase UPLC separation was performed
using a 1.0 mm ID × 150 mm C18 column with 1.7 μm particles and a flow rate of 25 μL/min. In total
they detected 30 and 42 types of DNA adducts in the vehicle control and MGT-treated groups,
respectively. They performed principal component analysis (PCA) against a subset of DNA adducts
and several adducts, which are deduced to be formed by inflammation or oxidative stress (e.g.,
etheno-deoxycytidine (εdC)), revealed higher contributions to covalent DNA modification resulting
from MGT exposure. The levels of εdC were quantified by LC-MS/MS and found to be significantly
higher in MGT-treated mice than those of the vehicle control. This analysis is the first example of DIA
data acquisition for DNA adductomics analysis.
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5.3. Targeted HRAM Full Scan Analysis

An alternative approach to relying upon MS/MS and MS/MS/MS data as confirmation of adduct
identity is to develop a DNA adduct database in a targeted DNA adductomics approach and rely
upon the accurate mass of the adduct parent ion (MS1) as an indication of adduct identity. This is
the approach developed [33,34] by Vanhaecke and coworkers, in which they created a database of
123 diet-related DNA adducts. This approach used acid-hydrolysis of DNA such that the deoxyribose
moiety, which is commonly used in DNA adductomic analysis as an indicator of DNA adduct
identity, is not present. The exact mass (10 ppm) and 12C/13C ratio of the parent ion was used
as confirmation of putatively identified adducts identity with full scan data collected using an Orbitrap
detector at a resolution of 100,000 and 3 microscans per spectrum. The methodology was used [33]
to analyze in vitro beef digests using fecal microbiota from human subjects and found various DNA
adduct profiles consisting of adducts formed from DNA alkylation, oxidation, and reaction of DNA
nucleobases by lipid peroxidation products.

5.4. Adduct-Tagging MALDI Ionization Approach

A DNA adductomic approach differing significantly from the conventional methodology
described above has been performed, whereby nucleotides are derivatized with benzoylhistamine.
Analysis is performed using MALDI-TOF and MALDI-TOF/TOF detection with adduct identification
based upon phosphate-specificity of the tagging, detection of adducts as a pair of ions, and
measurement of fragment ions characteristic of the presence of deoxyribose or ribose [70,71].

6. Challenges

In vitro DNA adductomics analysis can provide useful information regarding a given biological
system, however we feel the ultimate goal should be to analyze in vivo systems and ultimately human
samples. There are several challenges to making in vivo DNA adductomics analysis a robust and
powerful approach to screening for DNA modification, and they are discussed below.

6.1. Selectivity

We feel that the path forward to fully realizing the promise of DNA adductomics, namely the
comprehensive assessment of DNA modification in a variety of exposure contexts at trace levels in
biological matrices, is to utilize the analytical power of HRAM and MSn data acquisition available with
the ever-improving modern LC-MS instrumentation. Targeted DNA adduct analysis, while typically
performed with triple quadrupole instrumentation (low resolution nominal mass detection), relies
upon stable isotopically labeled internal standards, not only for quantitation but just as importantly for
confirmation of identity of the analyte being measured. In our experience, there are frequently peaks
in these MS/MS chromatograms which are either adjacent or co-eluting with the analyte of interest,
especially at the lower levels found in in vivo samples, and could and probably would be attributed to
the analyte to be measured if not for the internal standard. While the triple quadrupole MS2 approaches
or MS1 HRAM strategies may be useful for in vitro applications, where exposures are well defined
and usually at higher levels, we feel that for in vivo applications, the power of HRAM MSn is needed
to provide the certainty required for analysis of DNA adducts in the absence of internal standards.

6.2. Sensitivity

One of the main factors limiting the sensitivity for screening DNA modifications is the amount of
DNA available for analysis, which is especially true in human blood or biopsy samples, but can also
be case for tumor and tumor adjacent tissue where the samples are precious and only a small amount
acquired may be made available for DNA adductomic analysis.

The sample cleanliness and chemical complexity of the samples affects not only the selectivity but
also the sensitivity. For traditional MS2 based analysis, the background signal is directly related to
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the chemical complexity and limits the ability to detect low level adducts. This is less of an issue for
HRAM analyses because of the discrimination provided by accurate mass measurements. Chemical
noise can limit the sensitivity of trap-based instrumentation due to the finite capacity of the trap, which
limits the ability to see trace level ions in the presence of abundant background ions. In addition, for
methods using DDA for untargeted detection, the chemical complexity of the sample limits the ability
to detect unknown trace level adducts since the scanning speed of the instrumentation is insufficient
to sample all ions present as the chromatogram. The presence of matrix material can also impact
sensitivity by suppression of the ion signal, a chronic problem with electrospray ionization of LC-MS
analysis. Therefore, sample preparation needs to be thoroughly optimized and sensitivity maximized
through the use of nanospray ionization.

Finally, nanospray ionization is a powerful option for increasing the inherent sensitivity of
ESI-LC-MS analysis. The field of proteomics uses this approach nearly universally and this has, over
time, made this a routine mode of operation. It is now possible with minimal experience or training to
easily operate in nanospray mode. We feel nanospray should be the default mode of operation for
DNA adductomics, due to the trace levels of adducts and the often limited amount of DNA available
for analysis.

6.3. Quantitation

Accurate absolute quantitation by LC-MS requires the use of stable isotope-labeled internal
standards of the analytes of interest. This is either not possible in the case of untargeted DNA
adductomics or impractical in the case of targeted DNA adductomics monitoring for hundreds
of adducts at a time. Fortunately, typically absolute quantitation is not necessary to draw the
conclusions needed to answer the scientific questions that DNA adductomics is designed to answer.
Namely, which DNA adducts are formed at measureable levels and what are the relative amounts
of the individual adducts across the samples analyzed. The use of internal standards accounts for
several issues, including ionization efficiency variation across analytes, possible losses during sample
preparation (recovery), and ion suppression/enhancement due to sample matrix components [15,16].
Relative quantitation of individual analytes across samples is possible if either there is no ion
suppression/enhancement and 100% recovery or the ion suppression/enhancement and recovery are
consistent across samples. The probability of this being the case is most likely related to the complexity
of the matrix. In the case of DNA adduct analysis, the matrix is much simpler than other common
biological matrices commonly analyzed by LC-MS such as urine or plasma. The complexity of the
DNA samples should consist of the unmodified bases, which are very hydrophilic and therefore
elute much earlier than many adducts, hydrolysis enzymes, and any impurities in the enzymes
and unpolymerized constituents entering the sample solution when using plastic components, such
as solid-phase extraction cartridges and molecular weight filters for sample preparation [29,36,72].
The impurities due to the use of hydrolysis enzymes can be nearly eliminated, or at least greatly
reduced, by careful enzyme source and vendor selection, cleaning of the enzymes prior to use, and
determining the minimal enzyme necessary for the analysis [72,73]. Impurities due to the use of
plastics can be greatly reduced or eliminated by avoiding the use plastics either entirely or as much is
practically possible and by careful type/vendor selection of consumables used for the experiments.

A relative quantitation strategy, which will account for variable ion suppression/enhancement
and recovery, has recently been demonstrated with the DNA adductomic analysis of a cell-based
system [37,74]. It involves the generation of a mix of DNA adducts by the treatment of cells with an
isotopically labeled version of the genotoxic substance of interest. This mix of isotopically labeled
adducts was used for relative quantitation of many adducts in subsequent experiments by spiking the
labeled adduct internal standard mixture into cell, animal, or human samples.

Additionally, relative quantitation is also possible, using a peak-area-based labeled free
quantitation method. This approach is based on integrating the adduct precursor ion chromatogram
peak areas in the full scan and on normalizing the signal intensity to the amount of DNA used for
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the analysis and to a quantitative reference, a labeled internal standard added in constant amounts to
each sample.

Lastly, if it is determined that absolute quantitation or more precise relative quantitation is
necessary, the targeted quantitation of those adducts of interest can be performed via the traditional
quantitation approach after synthesis of the labeled internal standards.

6.4. Ease of Data Analysis

Software development for advanced HRAM data analysis has strived to keep pace with advances
in mass spectrometry instrumentation to take full advantage of the technology. Unfortunately, the
advances have focused upon proteomics, metabolomics, metabolite analysis, lipidomics, etc. and
have not been geared toward the type of analysis required for DNA adductomics. Therefore, further
development of software tools for the data analysis is necessary to interpret the results coming from
DNA adductomics experiments. Software solutions are needed for both DDA and DIA data. In the
case of DNA adductomics DDA data, software tools for the recognition, tabulation, and display of
fragmentation data which corresponds to the neutral loss of deoxyribose and bases (see Figure 2A,B)
would help with the automated and high throughput analysis of the data. For example, ideally for our
DDA-CNL/MS3 methodology [36–38], for each putative adduct identification, an output displaying
the MS/MS and MS/MS/MS spectra as well as the integrated extracted ion chromatogram would
be very useful, and tabulation of this data in a searchable format would be ideal. In the case of the
DIA-Wide SIM/MS2 methodology we recommend, software tools are needed which can perform a
variety of tasks in an automated fashion, such as perform peak picking, extract ion chromatograms
for the SIM and MS/MS data, integrate the resulting peak areas, compare retention times and mass
differences, and tabulate and display the results.

7. Summary

The identification and structural characterization of DNA adducts in human tissues can be used
to either identify specific genotoxic exposures or confirm that suspected exposures have occurred
and led to DNA modification. Quantitation of these DNA adducts can be used to assess the extent
of this damage. Recent advances in the field of mass spectrometry have led to the development
of DNA adductomic methods which can be used to comprehensively identify, characterize, and
semi-quantify the DNA adducts produced in an in vivo system or in human samples. We feel that
the most advanced, sophisticated aspects of this new era of mass spectrometry should be harnessed
to make this type of analysis a powerful tool for screening for DNA modification characterization in
biologically relevant contexts. In addition, careful use of negative controls and scrutiny of HRAM data
is necessary to assure signal is rightfully attributed to putative DNA adducts. As in the other “-omics”
methodologies, we envision different basic approaches being used depending upon the needs of the
specific experiments. For example, HRAM DIA-Wide SIM/MS2 analysis might be better suited for
screening for large numbers of known adducts, whereas HRAM DDA-CNL/MS3 analysis may be
better suited for identifying unknown DNA adducts.

The ultimate goal of DNA adductomics [29] is to characterize the modifications of DNA as a profile
of specific adducts, rather than focusing only on a few adducts at a time. There are many applications
of DNA adductomic analysis, including investigating the genotoxic effect of exposures from the
environment [33–36,41,51,53–56,59–63,65,66], as well as endogenous adduct formation [38,64,67].
It can be used to investigate mechanisms of actions of genotoxic chemotherapeutic drugs [37,68,69],
and the mutagenicity potential of pharmaceuticals or supplements in the context of cancer risk.
It can be used in drug design for development of DNA alkylating chemotherapeutic agents, both
in terms of maximizing the genotoxicity to cancer cells as well as minimizing the genotoxicity to
healthy cells [37]. The ability to broadly screen for DNA adducts can also be used for a “precision
medicine” approach to chemotherapeutic drug treatment [74]. Screening for DNA modification by
non-cancer therapeutic drugs, as well as minimizing toxicity during drug development, are also
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possible applications. Lastly, screening of epigenetic changes [16] is also a possible use for DNA
adductomics, whereby all known epigenetic modifications to DNA bases could be monitored while
simultaneously screening for unknown modifications.

Currently, DNA adductomics offers the potential to fully characterize the chemical modification
of DNA by detection and relative quantitation of known and unknown DNA adducts, providing
information regarding the exposures which have occurred, resulting genotoxic effects, and, more
importantly, elucidating mechanisms of interaction between chemicals and DNA. Overall this approach
provides crucial complementary information to that acquired from mutagenicity assays.

The critical DNA modifications resulting from exposure to a particular compound may be on
specific DNA sequences or chromatin structures. DNA adductomics requires the hydrolysis of DNA
to allow for the analysis of the modified nucleosides, and therefore any information regarding the
sites of the modifications is lost. For now, DNA adductomics should be combined with genomic-wide
sequencing to correlate DNA adduct formation with biologically important mutations. However,
the promising trend of improving instrumentation and molecular biology techniques leads us to
believe that in the future we will be able to perform this analysis on specific sequences and targeting
specific genes.
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LC-MS Liquid chromatography—mass spectrometry
LC-MS2 Liquid chromatography—tandem mass spectrometry
LC-MSn Liquid chromatography—multistage fragmentation mass spectrometry
HRAM High resolution/accurate mass
MALDI Matrix assisted laser desorption ionization
TOF Time-of-flight
UPLC Ultra high pressure liquid chromatography
Q-TOF Quadrupole-Time-of-flight
DDA Data dependent acquisition
DIA Data independent acquisition
CNL/MS3 Constant neutral loss/triple stage mass spectrometry
SIM/MS2 Selected ion monitoring/tandem mass spectrometry
NNK Nitrosamine 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone
LPS Lipopolysaccharide
PCA Principal component analysis
MALDI-TOF Matrix assisted laser desorption ionization—time-of-flight
MALDI-TOF/TOF Matrix assisted laser desorption ionization—time-of-flight/time-of-flight
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Abstract: O6-DNA-alkyl-guanine-DNA-alkyl-transferases (OGTs) are evolutionarily conserved,
unique proteins that repair alkylation lesions in DNA in a single step reaction. Alkylating agents
are environmental pollutants as well as by-products of cellular reactions, but are also very effective
chemotherapeutic drugs. OGTs are major players in counteracting the effects of such agents, thus their
action in turn affects genome integrity, survival of organisms under challenging conditions and
response to chemotherapy. Numerous studies on OGTs from eukaryotes, bacteria and archaea have
been reported, highlighting amazing features that make OGTs unique proteins in their reaction
mechanism as well as post-reaction fate. This review reports recent functional and structural
data on two prokaryotic OGTs, from the pathogenic bacterium Mycobacterium tuberculosis and the
hyperthermophilic archaeon Sulfolobus solfataricus, respectively. These studies provided insight in the
role of OGTs in the biology of these microorganisms, but also important hints useful to understand
the general properties of this class of proteins.

Keywords: DNA repair; alkylation damage; conformational changes; protein structure; protein
stability; protein-tag

1. Introduction

O6-DNA-alkyl-guanine-DNA-alkyl-transferases (EC: 2.1.1.63) are small (17–22 kDa) proteins that
catalyze repair of DNA lesions induced by alkylating agents, a class of mutagenic and carcinogenic
agents present in the environment. These proteins are evolutionarily conserved across the three
domains of life, and are known by different acronyms (AGT, for alkyl-guanine-DNA-alkyl-transferase;
OGT, for O6-alkyl-guanine-DNA-alkyl-transferase, or MGMT, for O6-methylguanine-DNA
methyltransferase) in different organisms [1–5] and hereafter will be collectively indicated as
OGTs. Alkylating agents can be divided into two subgroups, namely the SN1 and SN2 types
respectively, which act with different mechanisms. Those belonging to the SN1 type (such as
N-methyl-N-nitrosourea and N-methyl-N′-nitro-N-nitrosoguanidine) act by a monomolecular
mechanism and can induce both N- and O-methylation, whereas the SN2 type drugs (such as
methyl methanesulfonate (MMS) and methyl iodide) mainly induce N-methylation by bimolecular
mechanisms [6]. Alkylation occurs preferentially at position N7 or O6 of guanine and N3 of adenine.
Alkylation damage is particularly harmful for genomes because, if unrepaired, it can result in base
mismatch, replication fork stalling, single or double strand breaks [6–10]. These lesions can be repaired
by different enzymes. DNA glycosylases, such as AlkA and Tag remove N3-methyladenine (3meA)
and create abasic sites in DNA, which are subsequently repaired by the base excision repair system
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(BER). Dioxygenases, such as AlkB, repair N1-methyladenine (1meA) and N3-methylcytosine (3meC)
directly restoring the correct DNA sequence [6]. Finally, OGTs directly remove methyl groups from
O6-methylguanine (O6meG) and O4-methylthymine (O4meT).

OGTs are unique in their structure, mechanism and post-reaction outcome. They are able to
perform whole repair reactions without the assistance of other factors or the need of energy source.
OGTs are able to catalyze a trans-alkylation reaction, in which an alkyl group in DNA, mainly at
position O6 of guanines or O4 of tymines, is transferred to a cysteine residue in the protein active
site [3,4,11,12] (Figure 1a). This reaction is irreversible and determines the protein inactivation,
thus each OGT molecule works only once [13]. The lesion recognition and repair on DNA occurs by a
peculiar flipping-out mechanism, in which the protein extrudes the alkylated base form the double
helix [4,12,14].

 

Figure 1. The DNA repair reaction by O6-DNA-alkyl-guanine-DNA-alkyl-transferases (OGTs).
(a) Upon DNA binding, OGT flips-out the damaged guanine from the DNA backbone and irreversibly
transfers the alkyl group to its own catalytic cysteine. (b) The covalent bond between the alkyl group
and the cysteine allowed developing a new assay, by using O6-BG fluorescent derivatives alone
(left panel), or in combination with natural non-fluorescent alkylated-DNA substrates (right panel).
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Historically, knowledge of OGTs was provided by classic studies on two proteins encoded
by Escherichia coli, called Ada (adaptive response) and OGT [15–17]. In recent years, the human
DNA-alkyl-transferase protein, called hAGT, raised a lot of interest because its overexpression in
cancer cells has been associated with the onset of resistance to alkylating chemotherapy agents, making
hAGT a potential therapeutic target [18–20]. In addition, hAGT has recently been the starting point for
a new protein labelling strategy, called SNAP-tag® technology [21–23].

In this review, we will focus on recent results reported on two prokaryotic OGTs, from the
pathogenic bacterium M. tuberculosis (MtOGT) and the hyperthermophilic archaeon S. solfataricus
(SsOGT), respectively. Among OGTs, these two proteins raised particular interest because of the
potential involvement in virulence of the former and the peculiar thermal stability of the latter. In-deep
biochemical characterization of both proteins has been performed, thanks to the development of
novel assays and site-directed mutagenesis; moreover, a structural characterization of wild type and
mutant versions of these two proteins allowed us to highlight important features of all OGTs. Finally,
the peculiar thermostable nature of SsOGT has allowed the development of a novel protein-tag for
thermophilic organisms.

2. Development of Novel Alkyl-Transferase Assays

Although they are biocatalysts, OGTs are not conventional enzymes, as their reaction is irreversible
and protein molecules are not recycled (Figure 1a). A number of assays have been used to measure
OGTs activity; most of them rely on laborious and time-consuming procedures, implying the use
of radiolabelled isotopes and/or chromatographic techniques, requiring high amount of purified
proteins [24–27]. In order to overcome these limitations, novel DNA alkyl-transferase assays have been
recently developed. These assays are based on the use of fluorescent derivatives of O6-benzyl-guanine
(O6-BG), a competitive inhibitor of most OGTs. This molecule reacts with the catalytic cysteine of OGTs
with the same mechanism as the natural substrate, resulting in covalent transfer of the benzyl group
to the protein. If O6-BG is conjugated with a fluorogenic group, the latter is irreversibly transferred
to the protein, with a one to one stoichiometry; hence the fluorescence intensity is a direct measure
of the protein activity. The method can be applied to all OGTs sensitive to O6-BG inhibition, such as
the human AGT and most bacterial and archaeal orthologs, and can be used under both native and
denaturing conditions (Figure 1b, left side) [28]. The assay allows the determination of kinetics
parameters for the trans-alkylation reaction [28,29]. In addition, if alkylated DNA is included in
competition assays along with the fluorescent molecule, it is possible to measure the protein affinity
for the natural substrate (Figure 1b, right side). The latter approach allows rapid determination of the
half maximal inhibitory concentration (IC50), which can be converted to the dissociation constant for
DNA (KDNA), giving an indirect measure of the efficiency of O6-MG repair by OGTs [28–30].

3. DNA Alkylation Damage and OGT-Mediated DNA Repair Response in M. tuberculosis

M. tuberculosis is an extremely well adapted human pathogen that spends the majority of its
life inside the host in a non replicative state, confined to granulomas, where it inhabits the most
inhospitable cells of the body: the infected macrophages. During its life cycle, M. tuberculosis
is continuously exposed to DNA damaging stresses that could compromise the bacillary fitness
during the different phases of the infection [31]. DNA damaging agents are mainly represented by
potent DNA-alkylating chemical species, which originate by the action of reactive oxygen species
(ROS), reactive nitrogen species (RNS) and other antimicrobial factors generated by the host immune
system [32,33]. Similar to most bacteria, M. tuberculosis counteracts the deleterious effect of alkylating
agents by mounting multi-enzymatic DNA repair response as well as by the expression of inducible
genes of Ada response [34,35].

Although adaptive response is conserved among many bacterial species, the domains of Ada
(namely AdaA and AdaB), AlkA and AlkB proteins exist in different combinations in different
prokaryotes. In particular, M. tuberculosis shows a gene fusion of adaA with alkA (adaA-alkA), and an
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independent adaB gene (Tuberculist code: Rv1316c) also annotated as ogt, that encodes for the
MtOGT protein.

Gene silencing experiments demonstrated that ogt is not essential for infectivity and survival
either in vitro or in the mouse model of M. tuberculosis infection [33–36]. However, several studies
support the importance of OGT protein in protecting the mycobacterial GC-rich DNA from the
promutagenic potential of O6-alkylguanine, occurring at different stage of the infection along
M. tuberculosis bacilli exposure to different DNA-alkylating species. It was observed that the
ogt gene expression undergoes a fine-tuning regulation during the infection and in response to
alkylating agents [34,37,38]; moreover, the key role of MtOGT protein in preserving mycobacterial
genome from deleterious effects of alkylation damage is supported by trans-complementation
experiment. Indeed, the heterologous expression of MtOGT in the E. coli KT233 ada-ogt-defective
strain suppresses its MNNG (N-methyl-N′-nitro-N-nitroso-guanidine) sensitivity [34] and rescues the
hypermutator phenotype.

3.1. Biochemical and Structural Studies of M. tuberculosis OGT

MtOGT, as its orthologs from other organisms, invariably performs the removal of alkyl adduct on
modified guanines through a suicidal mechanism (Figure 1a), by performing the stoichiometric transfer
of the O6-alkyl group to the strictly conserved cysteine residue in the protein active site, which is hosted
in the C-terminal (Cter) domain along the -PCHR- signature protein sequence [29]. MtOGT repairs
methyl adducts on the O6-position of a guanine base in double-stranded DNA (dsDNA), as well
as bulky adducts on isolated bases, as demonstrated by in vitro experiment using the fluorescent
derivative of O6-BG (SNAP-Vista Green®) with a dissociation constant (KVG) in the low micromolar
range [29]. On the contrary, the E. coli Ada and OGT are inactive on O6-BG adducts in dsDNA [39,40].
MtOGT recognizes a double-stranded DNA fragment bearing an internal O6-methylated guanine with
affinity ranking in the micromolar range; moreover, it binds dsDNA in a cooperative manner with a
dissociation constant value (KD) of approximately 7.0 μM, a value comparable to that determined for
hAGT by using the same method [41]. Recognition of a damaged site is the molecular determinant
for the thermodynamic-driven alkyltransferase reaction with the protein that specifically recognizes
damaged site upon a normal base that is transiently placed in the active site. Indeed, MtOGT recognizes
a modified dsDNA substrate with a 30-fold higher affinity with respect to unmodified DNA [29].

Similar to structures of other prokaryotic OGTs, as well as of hAGT in different ligand-bound
states [30,42–44], MtOGT folds into a roughly globular molecular architecture built up by two domains
connected by a long loop and ending in a 10-residue-long tail (Figure 2). The MtOGT N-terminal
domain (Nter) consists of an anti-parallel three-stranded β-sheet and connecting loops constrained
between a mainly randomly coiled region, containing a single helical turn at its middle, on one side
and a structurally conserved α-helix on the opposite one. The Cter adopts the typical all-α-fold
and houses the highly conserved elements that are functional to a proper reaction performing:
(i) the helix-turn-helix (HTH) motif, which is involved in DNA binding at its minor groove and
bears the arginine residue (R109) acting as a temporary steric substitute for the modified base upon
its flipping-out from the regular base stacking; (ii) the “Asn hinge” contributing to the formation
of the ligand binding pocket, that accepts the modified base; (iii) the catalytic cysteine (C126);
(iv) the active-site loop that participates in the correct positioning of the alkylated base inside the ligand
binding pocket; and (v) the structurally conserved H6 helix that, by building the ligand binding cavity
on the opposite side of the Asn hinge, contributes essential residues for completing the modified-base
bonding network [29,45].
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Figure 2. Structural rearrangements occurring on M. tuberculosis OGT (MtOGT) in its ligand-free form
(Protein Data Base, PDB ID: 4BHB) along DNA binding process (PDB ID: 4WX9); the regions affected
by the conformational changes are indicated with dotted circle in ligand-free structure while the arrows
indicate the direction of the movements of the N-terminal flap, the active site loop and the C-terminal
tail of the protein as consequence of DNA binding (adapted from [45]).

3.2. The Active-Site Loop of MtOGT Is Intrinsically Flexible

The active site loop and the Cter tail of MtOGT adopt different conformations, depending
on the association of the protein with the DNA substrate (Figure 2). The C-side region of the
active site loop (residues 136–141) of the ligand-free structures of MtOGT and of all the mutated
variants characterized until now is invariably oriented towards the bulk solvent, in a so-called
“unbound/out” conformation [29,45]. This unprecedented orientation of the active site loop is
reminiscent of that observed for the same region in the Methanococcus jannaschii OGT structure in
solution [43], but strongly differs from what was observed in other OGTs for which the crystal structure
has been solved [14,30,42,46–48]. On the contrary, the C-side of the active site loop of each protein
chain that builds up the MtOGT::dsDNA complex structure is oriented inwards the active site pocket,
where it participates in fitting the ligand-binding cavity to the flipped-out base [45]. These observations
raise the possibility that the active site of MtOGT could exist in two alternative conformations: “active
site loop out” in the ligand free state or “active site loop in” in the DNA-bound form (Figure 2).
These observations highlight the high degree of structural flexibility of this region in the mycobacterial
protein with respect to the equivalent region of the well-characterized human ortholog.

Site-directed mutagenesis and structural studies demonstrated that the conserved Y139 residue
of the active site loop of MtOGT could play a role not only in properly fixing the base inside
the protein active site [29], as proposed for hAGT Y158 [25,26,40–42], but also in making MtOGT
able to discriminate between intact and alkylated dsDNA molecules, albeit through a molecular
mechanism that is still clear. In fact, the Y139F mutated variant appears less affected in its ability to
bind unmodified dsDNA, while its affinity for the modified dsDNA is clearly negatively affected.
In principle, the substitution of Y139 with a phenylalanine should have little effect on catalysis, since the
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capability of narrowing the ligand-binding pocket by providing an aromatic environment for the alkyl
adduct remains unaltered [14,48].

The high-resolution crystal structure of the recombinant MtOGT R37L mutated variant, together
with the biochemical analysis of highly homogeneous recombinant versions of MtOGT T15S and
MtOGT R37L were reported [29]. MtOGT R37L displayed a ten-fold reduced affinity towards
methylated dsDNA, as compared with the wild-type protein, although the mutation did not affect
the reaction rate. Moreover, the R37L aminoacidic substitution also affects the direct protein-DNA
association, as it was observed in the electrophoretic mobility shift assay (EMSA)-based analysis using
unmodified double-stranded oligonucleotides. The R37 residue is involved in the coordination of
a peculiar network of bonds established between the core β-sheets and the facing random coil of
the Nter and its substitution could affect the conformational stability of such a region. Taking into
account the defective DNA repair activity of the R37L mutated protein, it was suggested that the
conformational stability of peculiar regions at the Nter of the protein is of relevant importance for the
catalysis taking place at the far C-terminal domain [29,45]. The analysis of the crystal structure of
MtOGT in complex with a modified dsDNA molecule, N1-O6-ethano-2′-deoxyxanthosine-containing
dsDNA (MtOGT::E1X-dsDNA, Figure 3; [45]) seems to exclude direct participation of R37 in DNA
binding, because the protein residue and the sugar–phosphate backbone of the dsDNA substrate
were at a distance of >16 Å. Instead, R37 could function as a hinge, limiting the conformational
plasticity at the C-side of the flap of the Nter, by participating to keep it in contact with the bulky
core of the N-terminal domain, upon the protein-DNA complex formation. In principle, the absence
of such an anchoring site could affect the capability of the flap to undergo discrete movements and
the resulting unconstrained flexibility of the Nter random coil could hamper the correct assembly of
MtOGT cooperative clusters at the damaged DNA sites.

Figure 3. The peculiar cluster of MtOGT. Surface representation of three MtOGT units on an
E1X-dsDNA which behaves as a mechanistic inhibitor of the protein (PDB ID: 4WX9); the two protein
domains are depicted with different colors as indicated in the figure, the dsDNA molecule is rendered
as cartoon and the extra-helical bases are rendered as sticks (adapted from [45]).
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3.3. The N-Terminal Domain of MtOGT Attends DNA Cooperative Binding Process

A number of geographically distributed M. tuberculosis strains (like the W-Beijing strain and
multi-drug resistant isolates) have been identified which carry non-synonymous SNPs in their ogt
genes [49,50]. These point mutations result in aminoacid substitution at position 15 (MtOGT T15S)
or position 37 (MtOGT R37L), mapping at the MtOGT N-terminal domain. A limited number of
studies put the focus on the OGTs N-terminal domain, which could play a role in the coordination
of the catalytic cycle [11,46] and/or in mediating protein assembly at the site of damage upon DNA
binding [11,14,51–53].

The high-resolution crystal structure of the recombinant MtOGT R37L mutated variant, together
with the biochemical analysis of highly homogeneous recombinant versions of MtOGT T15S and
MtOGT R37L were reported [29]. MtOGT R37L displayed a ten-fold reduced affinity towards
methylated dsDNA, as compared with the wild-type protein, although the mutation did not affect
the reaction rate. Moreover, the R37L substitution also affects the direct protein-DNA association,
as it was observed in EMSA-based analysis using unmodified ds-oligonucleotides. The R37 residue is
involved in the coordination of a peculiar network of bonds established between the core β-sheets
and the facing random coil of the N-terminal domain; its substitution could affect the conformational
stability of this region. Taking into account the defective DNA repair activity of the R37L mutated
protein, it was suggested that the conformational stability of peculiar regions at the N-terminal
domain of the protein is of relevant importance for the catalysis taking place at the far C-terminal
domain [29,45]. The analysis of the crystal structure of MtOGT in complex with a modified dsDNA
molecule, N1-O6-ethano-2′-deoxyxanthosine-containing dsDNA (MtOGT::dsDNA; [45]) (Figure 2)
seems to exclude a direct participation of R37 in DNA binding, because the protein residue and the
sugar–phosphate backbone of the dsDNA substrate were at a distance of >16 Å. Instead, R37 could
function as a hinge, limiting the conformational plasticity at the C-side of the flap of the N-terminal
domain, by participating to keep it in contact with the bulky core of the N-terminal domain, upon the
protein-DNA complex formation. In principle, the absence of such an anchoring site could affect the
capability of the flap to undergo discrete movements and the resulting unconstrained flexibility of the
N-terminal domain random coil could hamper the correct assembly of MtOGT cooperative clusters at
the damaged DNA sites.

3.4. The Structure of MtOGT in Complex with Modified DNA Sheds Light on Cooperative Substrate Binding

The crystal structure of the MtOGT::dsDNA complex revealed an unprecedented possible mode
of assemblage of three adjacent protein chains onto the same damaged DNA duplex and could explain
the cooperative DNA-binding mechanism of MtOGT, which was demonstrated by EMSA-based
analyses [29,45]. The association of MtOGT with the dsDNA substrate induces the repositioning of
three solvent-exposed protein regions (Figure 2): a random coiled segment (residues 29–39) of the
N-terminal domain, part of the active site loop (residues 135–142) and the C-terminal tail (residues
156–165). Therefore, each protein monomer in the MtOGT::dsDNA complex appears more compact
than the ligand-free protein.

The architecture of MtOGT as it was observed in the protein-DNA complex structure is a snapshot
of a potential reaction step at which the modified base has been irreversibly bound by one protein
unit, whereas two other subunits occlude available binding sites on both strands by flipping and
housing in their active site the unmodified nucleobases (Figure 3). The MtOGT protein cluster was
more compact, if compared with the one proposed for hAGT [11,51–54], possibly due to the structural
plasticity of MtOGT, which could allow more crowded protein assembling onto DNA. Interestingly,
the model built on further DNA-bound MtOGT monomers towards the 5′-end of the modified strand,
revealed that the association of a MtOGT monomer with the region of the intact DNA strand facing the
alkylated base hampers recruitment of additional protein subunits at the 5′-side of the damaged base.
The analysis of a model built by omitting the protein chain bound to the undamaged strain revealed
that the DNA binding-associated repositioning of the Nter flap enables additional contacts between
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adjacent subunits. Finally, both short- and long-range steric hindrance phenomena could play a role in
regulating MtOGT-DNA association and dissociation, resulting in protein clusters that are capable of
self-limiting their own size, similar to what has been experimentally determined by direct atomic force
microscopy studies on human AGT (Figure 4) [55].

Figure 4. Proposed DNA repair mechanism involving MtOGT. Sub-optimal OGT binding to
undamaged dsDNA could result in protein-DNA complex dissociation (1); when a lesion is encountered,
conformational modifications could take place (2); leading to the recruitment of additional OGT
subunits tightly packed at a few bases apart, where they check the DNA for further modified bases
(on both strands) (3); However, the formation of a continuous protein coat onto dsDNA could be
hampered by long- and short-range steric hindrance phenomena (red dashed T-bars) (3′), until the
protein-DNA complex disassembles upon repair (4); The final fate of alkylated MtOGT (5) and the
capability of the released, un-reacted protein monomers to undergo further conformational changes (6)
are still unknown (black dotted arrows) (adapted from [45]).

The cooperative assembly of protein-DNA complexes might contribute to the efficiency of lesion
search and removal, due to the higher density of repair activity at the site of damage than that occurring
in a non-cooperative DNA-binding mechanism [51]. Furthermore, the systematic scanning of DNA
could be facilitated by the small and self-limiting MtOGT protein clusters, allowing the alkylation
damage search to be coupled with transcription and replication processes, as has been suggested for
the human protein [55]. Moreover, an inherent capability of the protein to limit its own distribution on
DNA could influence the rates of association to and dissociation from the target, and hence the kinetics
of the lesion search; in fact, repositioning of a subunit placed in the middle of a single long protein
cluster should probably be slower than repositioning of subunits mapping at the ends of many short
clusters [51,55].

4. The S. solfataricus DNA Alkyl-Transferase, SsOGT

Alkylating agents are widely present in the environment and are also produced by endogenous
reactions, thus they pose a treat to the genome integrity of all cells. For thermophilic organisms,
alkylation lesions are particularly harmful because high temperatures accelerate conversion of
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alkylated bases into DNA breaks, ultimately leading to DNA degradation [56]. Whereas OGTs are
encoded by several thermophilic bacteria and archaea, limited information is available on these
proteins [57–59]. Over the last few years, detailed biochemical, physiological and structural studies
have been reported for the OGT protein from the hyperthermophilic archaeon S. solfataricus (called
SsOGT), a microorganism living in hot springs, at optimal temperature of 85 ◦C and pH 3.0. In order to
maintain its genome stable under these highly challenging conditions, these organisms have evolved a
number of very efficient repair and protection systems [28,30,60,61]. SsOGT is a highly thermostable
protein, which works under a variety of harsh conditions. Studies on this protein have been useful to
understand its role in DNA damage response, elucidate structure-function relationships and describe
conformational modifications occurring during the different steps of the reaction. The results have been
useful to propose a general paradigm to correlate the structure and stability of OGTs with the active site
status, which could be applied to many, if not all OGTs. Moreover, for its peculiar features, SsOGT has
been used to develop a useful protein-tag for protein imaging in thermophilic organisms [62,63].

4.1. Biochemical Characterization of SsOGT

Using a combination of the assays exploiting derivatives of O6-BG described in paragraph 2,
the properties of SsOGT heterologously expressed in E. coli were carefully characterized (Table 1).
The protein showed activity over a wide range of conditions: in agreement with the thermophilic
nature of S. solfataricus, SsOGT optimal catalytic activity was at 80 ◦C, but it was also relatively
active at temperatures as low as 25 ◦C; in addition, the protein showed significant activity in the
pH 5.0–8.0 interval, was tolerant to a number of different reaction conditions, such as ionic strength,
low concentrations of detergents, organic solvents and ethylenediaminetetraacetic acid (EDTA) [28],
and was strikingly resistant to proteases [62].

Table 1. Biochemical properties of S. solfataricus OGT (SsOGT), using SNAP-Vista Green® as substrate
(data are from [28,30]).

Topt 80 ◦C

Activity
25 ◦C 25%
37 ◦C 45%
80 ◦C 100%

pHopt 6.0

catalytic activity (M−1 s−1)
25 ◦C 0.28 ± 0.03 × 104

70 ◦C 5.33 ± 1.49 × 104

thermal stability (t 1
2
, min)

60 ◦C 257.2 ± 10.3
70 ◦C 165.1 ± 16.5
80 ◦C 18.7 ± 2.0

NaCl > 1.0 M 100% activity

EDTA > 10.0 mM 100% activity

Dithiotreithol (DTT) not required

O6-MG-DNA (Ki, μM)
close to 5′ end 4.29 ± 0.39

central 0.83 ± 0.02
close to 3′ end 56.6 ± 23.8

SsOGT binds DNA in a cooperative manner, and efficient binding depends on the arginine
102 residue and the HTH domain [28]. Indeed, mutation of the R102 residue reduces DNA binding
efficiency, whereas mutation of up to five residues in the HTH motif completely abolishes the protein
ability to form stable complexes with DNA, although the mutant is normally folded and able to
perform the trans-alkylation reaction if O6-BG derivatives are used [28]. SsOGT binds methylated
oligonucleotides independently from the position of the lesion, but repair is position-dependent [29]:
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efficient repair requires the presence of at least 2 bases from the 5′ end and 4 bases from the 3′ end of
the DNA molecule. This is likely due to the asymmetric interactions formed by the two protein sides
with the double helix, as confirmed by structural models [30].

4.2. SsOGT and the S. solfataricus Response to Alkylating Agents

In line with the notion that combination of high temperature with alkylating agents exacerbates
DNA damage, S. solfataricus is highly sensitive to drugs such as MMS [28,56,64]. Treatment of
S. solfataricus cultures with relatively low concentrations of this agent induces an apoptotic-like
phenomenon characterized by degradation of a number of proteins involved in DNA damage response,
DNA fragmentation and cell death [28,56,64]. At lower MMS concentrations, cell growth is restored
after a transient arrest. The single ogt gene of this species is dispensable for growth; indeed, a knock-out
strain obtained by CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats)-Cas9 (CRISPR
associated protein 9) technology is viable and does not show significant growth impairment [63].
The ogt steady-state RNA level was increased after treatment with MMS, suggesting that the protein
takes part in an inducible response to DNA damage [28]. Interestingly, despite the transcriptional
induction, the SsOGT protein is degraded in S. solfataricus cells in response to treatment with MMS,
and degradation is triggered by alkylation of SsOGT and some pathway activated in vivo in response
to alkylation damage. Since a similar phenomenon occurs in human and yeast cells [13,65], these results
suggest a striking evolutionary conservation, from archaea to higher eukaryotes, of an important repair
system, as shown for all DNA metabolic processes [65]. In eukaryotes, OGT degradation is triggered by
ubiquitination, which targets the alkylated protein to the proteasome [13,65]. Whereas ubiquitin is not
present in archaea, ubiquitin-like small proteins have been found, along with a proteasome devoted to
degradation of damaged proteins. It is thus possible that some post-translational modification might
target the protein to degradation pathways, either directly or after interaction with other factors [66].

4.3. Crystal Structure of Free and DNA-Bound SsOGT

The crystal structure of SsOGT, solved at 1.8 Å resolution showed a very well conserved folding
with respect to the other proteins of the family, with the typical two domains joined by a connecting
loop [30]. As for the latter protein, the N-terminal domain was less conserved, whereas higher
conservation is found in the C-terminal domain, which contains all amino acid residues and structures
important for both DNA binding and repair, including the active site loop with the catalytic C119
residue, the HTH motif for DNA binding and the so called “arginine finger” R102. An interesting
feature, not present in other AGTs, is the C29-C31 S-S bridge of the N-terminal domain, which is an
important structural element, contributing to the impressive thermal stability of SsOGT (Table 2; [30]).
Although disulfide bonds are rare in intracellular mesophilic proteins, recent genomic and biochemical
data show that they are present in intracellular proteins of hyperthermophilic archaea, thus suggesting
a role for disulfide bonding in stabilizing at least some thermostable proteins [67,68].

The structure of SsOGT bound to methylated DNA was obtained thanks to the availability of
an inactive C119A mutant, which is able to form a stable complex, but not to repair the alkylated
base [30]. The crystal structure of the complex showed that each SsOGT molecule occupies 4 base-pairs
(bp) on dsDNA substrate. The protein forms several interactions at the 3′ side of the methylated base,
which are important to stabilize the complex, confirming the results obtained in binding experiments,
showing that at least 2 bases downstream to the O6-MG are needed to establish correct interactions,
whereas at the 5′ end of the O6-MG two bases are sufficient for efficient repair.
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Table 2. Analysis of the thermal stability of SsOGT and related mutants, by using Differential
Scanning Fluorimetry. SsOGT C119m is the SsOGT protein methylated by incubation in the
presence of O6-methyl-guanine; SsOGT H5 is a mutant carrying five mutations in the HTH domain
(data from [30,61]).

Type Mutation ΔTm (◦C)

- SsOGT a

disulphide bond SsOGT C29A −17.1

catalytic cysteine
SsOGT C119m −17.3
SsOGT C119L −35.4
SsOGT C119F −35.1

Nter-Cter ion pair SsOGT D27A −8.0
SsOGT D27K −35.3

Nter-loop network
SsOGT E44L +0.7
SsOGT K48A −8.0
SsOGT K48L −9.6

DNA binding SsOGT H5 −5.0
a Wild type SsOGT exhibited a Tm of 80.0 ◦C.

The crystal structure of SsOGT::DNA complex showed that substrate binding does not affect
significantly the protein overall structure [30]; however, structural changes in specific protein regions
occur, in order to accommodate the double helix as well as the methylated base. Indeed, in silico
mapping, performed by using difference distance matrix plots (DDMPs), of all interactions occurring
in the molecule showed changes in the distance of a number of residues when the protein contacts
DNA and the O6-MG is extruded into its active site [61]. These changes suggest that the molecule
undergoes subtle movements, which might result in lost and gained interactions among residues
forming intra-domain interactions. Moreover, important changes at the interface of the two domains
are also observed upon DNA binding, involving a complex network of interacting aminoacid residues
(K48, N59, R61 and E62 residues, called the K48-network). In the free SsOGT, these residues are at a
distance compatible with formation of an ionic/hydrogen bond network. Upon DNA binding, the E44
and K48 residues flip out, moving away from the protein core, leading to strong perturbation of the
interaction network (Figure 5; [61]). As discussed in the next paragraph, these conformational changes
are maintained in the post reaction form of the protein, when the active site is alkylated and DNA is
released [61].

4.4. Alkylation of the Active Site Induces Dramatic Conformational Changes and Destabilization of SsOGT

Once the repair reaction has been completed, trans-alkylated OGTs undergo inactivation and
dramatic destabilization. Thus, the efficiency of repair of alkylation lesions in vivo greatly depends
on the OGT neosynthesis; this phenomenon has important consequences for the cell response to
DNA damage as well as cancer treatments [3,20]. The structural mechanism of alkylation-induced
destabilization is difficult to investigate exactly because once alkylated, OGTs unfold, aggregate
and/or undergo degradation. Indeed, alkylated forms of the human protein could not be subjected to
extensive biochemical analysis and were not stable enough to be crystallized. Structural information
on alkylated hAGT could be obtained by incubating hAGT crystals in solutions containing alkylating
agents; the presence of a methyl group could be accommodated in crystals, allowing resolution of the
structure, which showed limited conformational rearrangements [14,46]. Bulkier alkyl adducts (such
as a benzyl group) determined rapid crystal dissolution [46].

In contrast, although alkylation destabilized SsOGT at its physiological temperature (>70 ◦C),
at 25 ◦C the protein was enough stable to allow structural and biochemical analyses. In particular,
resolution of the three-dimensional structure was obtained for the methylated form of SsOGT,
(SsOGTm) obtained after incubation in solutions containing O6-MG, as well as of mutant proteins
carrying substitution of the catalytic cysteine with either a leucine or a phenylalanine (C119L and
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C119F), which mimicked the presence of larger adducts in the active site (an isopropyl and a
benzyl group, respectively). The structures of these three proteins showed extensive remodelling
of interactions between aminoacid residues upon alkylation and large movements in the backbone
structure [30,61]. These movements are determined by an active site expansion, as a consequence of
binding of the alkyl group to the active site pocket, resulting in the increase of the distance between
the active site loop and the recognition helix H4 of the HTH motif, which in turn affects the position of
the adjacent structural elements (Figure 5).

 

Figure 5. Different stages of DNA repair reaction of SsOGT. The free form of SsOGT (PDB ID: 4ZYE,
in grey) recognizes and binds the alkylated DNA, leading to reversible conformational changes in
its own structure (PDB ID: 4ZYD, in yellow), mainly involving the K48-network. Upon the alkyl
transfer, the protein undergoes dramatic changes (PDB ID: 4ZYG, in magenta), which cause its
inactivation and degradation. Insets: zoom-in of regions involved in the main conformational changes
(adapted from [30,61]). Green, methylated guanine. Amino acid atoms are coloured according the CPK
convention (carbon, in the corresponding colour of each 3D structure; oxygen, in red; nitrogen, in blue,
sulphur, in yellow).
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In addition, structural and in silico analyses showed that significant changes in specific
interdomain interactions occur at the interface between the Nter and Cter domains upon alkylation.
One main change is observed at the level of D27 residue of the Nter domain and R133 residue of
the Cter domain. Before reaction, these residues are at a distance compatible with ionic interaction;
after alkylation, rotation of R133 could weaken or impair the interaction (Figure 5, left panel). Similarly,
the H2 helix moves away from the protein core. Both modifications occur only upon alkylation,
but not in the DNA-bound protein, thus suggesting that they are a direct consequence of the active
site alkylation and not just substrate binding. In addition, the conformational changes observed in
the protein-DNA complex at the interface between the Nter domain and the connecting loop at the
level of the K48-network are maintained after alkylation [61]. Thus, lesion recognition and alkylation
trigger distinct modifications of intramolecular interactions in SsOGT: whereas the changes at the
level of the D27-R133 ion pair occur only upon irreversible trans-alkylation of the catalytic cysteine,
those observed in the K48-network might be a consequence of lesion recognition/steric hindrance of
the active site, since they are already found in protein in complex with the methylated DNA and are
retained in the post-repair protein structure devoid of DNA (Figure 5, right panel) [61].

Biochemical and mutational analyses showed that alkylation of the active site leads to dramatic
loss of stability of SsOGT, (Table 2; [30,61]); whereas the Tm of wild type protein is 80 ◦C, a reduction
of 17–35 ◦C is observed in variants were an adduct is present in the active site, and the extent
of destabilization is linear with the hindrance of the adduct. Interestingly, a remarkable extent of
destabilization is observed also in mutants where inter-domain interactions are perturbed, (Table 2)
thus suggesting that the latter play important role in protein stability. On the basis of structure
and biochemical data, it was suggested that the K48-network and D27-R133 ion pair are “locks”,
which contribute to the correct folding of the protein in its free state. Active site/recognition
helix conformational changes, which occur after binding to DNA and lesion recognition, determine
opening of one “lock” (the K48-network). However, this modification is reversible until the C119
trans-alkylation occurs; once this reaction is completed, a second set of conformational changes
determines the opening of the second “lock”, thus resulting in irreversible protein destabilization
(Figure 5; [61]).

The specific inter-domain interactions which affect SsOGT stability are not conserved in the
structures of other OGTs. However, it is likely that the connection between the two domains play an
important role in all OGTs. In the case of the protein from Thermococcus kodakaraensis, an inter domain
ion pair network is important for the protein stability [42,69]. In hAGT, perturbation of interactions at
the interface between the two protein domains is observed after alkylation, which resulted in dramatic
hAGT destabilization [70]. These observations suggested a possible general model for OGTs, in which
alkylation of the active site determines conformational changes at the level of the active site as well as
of the interactions between the two domains, which trigger protein destabilization [30,61].

5. Development of OGT-Based Novel Protein-Tags

In recent years several protein-tags, which can be fused to proteins of interest to allow their
detection and analysis, have been used in a number of organisms, enabling a wide variety of biological
studies. These include the popular Green Fluorescent Protein (GFP) and its derivatives, which are
intrinsically fluorescent [71,72], as well as proteins that can be labelled by an external substrate. In this
context, a modified version of the hAGT, called SNAP-tag®, which is impaired in DNA binding and of
higher operational stability, has been developed [21–23]. The advantage of the system consists in the
possibility of labelling the chimeric protein with virtually any chemical group (such as a fluorophore,
biotin, and so on), provided the latter is linked to the O6-BG molecule. This approach proved to be a
highly specific and versatile tool for in vivo and in vitro specific labelling of proteins [21–23].

Thanks to its thermostable nature, SsOGT was used to develop a version of the SNAP-tag®

protein suitable for thermophilic microorganisms. To this aim, a modified version of SsOGT was
used, in which DNA binding was abolished by the introduction of five mutations in the HTH
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domain [28]. This protein, called H5, was successfully used as a protein-tag in both mesophilic
(E. coli) and thermophilic microorganisms (the bacterium Thermus thermophilus and the archaeon
Sulfolobus islandicus). Plasmids expressing fusions of the H5-tag with two thermostable proteins were
constructed, namely the S. solfataricus β-glycosidase and the thermophile-specific DNA topoisomerase
reverse gyrase [62,73–76]. Both proteins were correctly expressed, folded, functional and stable,
when the expression plasmids were introduced by transformation in T. thermophilus and S. islandicus,
respectively. The presence and the activity of the H5-tag could be imaged in living cells as well as in
cell-free protein extracts [62,63]. In addition, the H5-tag did not interfere with the enzyme activity
of target proteins and could be fused to thermostable proteins overexpressed in E. coli, allowing to
perform purification protocols including thermal treatment to precipitate aggregated host proteins [62].

The H5-tag might be used as a thermostable version of the SNAP-tag® protein in other
(hyper)thermophilic archaea and bacteria allowing detection and sub-cellular localization of proteins
and protein interactions. In addition, the use of different fluorescent ligands could be used to label
different proteins, including in pulse-chase analysis, and follow their movements and fate in the cell
in real time. Both experiments were performed in the absence of endogenous OGT activity; indeed,
T. thermophilus is a natural ogt(−) species [62,77], whereas a S. islandicus mutant strain deleted for the ogt
gene obtained by a CRISPR-based genome-editing method was used as a host [63]. Thus, it remains to
be determined whether possible alkyl-transferase background activity might interfere with the efficacy
of the system.

6. Conclusions and Perspective

Despite their completely different lifestyle, both M. tuberculosis and S. solfataricus face challenging
external conditions, where alkylation damage is a serious treat for their genome integrity. Thus, studies
on MtOGT and SsOGT help in understanding the function of these proteins in the biology of both
microorganisms and their protection mechanisms. In addition, these proteins are useful models to
elucidate the role of each structural element in the different OGTs activities, the details of DNA binding
and lesion recognition, as well as the conformational changes associated with each step of the reaction.
These results could have a wide impact, providing a general picture of how OGTs work, which is the
foundation for structure-based design of novel OGTs inhibitors to be used in cancer and possibly other
pathological conditions.
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Abstract: The role of deficiency of oxoguanine glycosylase 1 (Ogg1) Mmh homolog, a repair
enzyme of the 8-hydroxy-2’-deoxyguanosine (8-OHdG) residue in DNA, was investigated using
the multiorgan carcinogenesis bioassay in mice. A total of 80 male and female six-week-old mice of
C57BL/6J background carrying a mutant Mmh allele of the Mmh/Ogg1 gene (Ogg1−/−) and wild type
(Ogg1+/+) mice were administered N-diethylnitrosamine (DEN), N-methyl-N-nitrosourea (MNU),
N-butyl-N-(4-hydroxybutyl) nitrosamine (BBN), N-bis (2-hydroxypropyl) nitrosamine (DHPN) and
1,2-dimethylhydrazine dihydrochloride (DMH) (DMBDD) to induce carcinogenesis in multiple
organs, and observed up to 34 weeks. Significant increase of lung adenocarcinomas incidence was
observed in DMBDD-treated Ogg1−/− male mice, but not in DMBDD-administered Ogg1+/+ animals.
Furthermore, incidences of lung adenomas were significantly elevated in both Ogg1−/− males
and females as compared with respective Ogg1−/− control and DMBDD-treated Ogg1+/+ groups.
Incidence of total liver tumors (hepatocellular adenomas, hemangiomas and hemangiosarcomas)
was significantly higher in the DMBDD-administered Ogg1−/− males and females. In addition, in
DMBDD-treated male Ogg1−/− mice, incidences of colon adenomas and total colon tumors showed
a trend and a significant increase, respectively, along with significant rise in incidence of simple
hyperplasia of the urinary bladder, and a trend to increase for renal tubules hyperplasia in the kidney.
Furthermore, incidence of squamous cell hyperplasia in the forestomach of DMBDD-treated Ogg1−/−

male mice was significantly higher than that of Ogg1+/+ males. Incidence of small intestine adenomas
in DMBDD Ogg1−/− groups showed a trend for increase, as compared to the wild type mice.
The current results demonstrated increased susceptibility of Ogg1 mutant mice to the multiorgan
carcinogenesis induced by DMBDD. The present bioassay could become a useful tool to examine the
influence of various targets on mouse carcinogenesis.

Keywords: oxoguanine glycosylase 1 (Ogg1); 8-hydroxy-2′-deoxyguanosine; DNA repair; multiorgan
carcinogenesis bioassay

1. Introduction

DNA damage and disruption of DNA repair are considered key factors in the susceptibility
of mammals to endogenous and exogenous carcinogens, as well as processes of aging and cancer
development [1]. The oxidative DNA damage includes a variety of oxidative lesions in DNA and the
main attack site of reactive oxygen species (ROS) is at the 8 position of guanine, producing strongly
mutagenic base 8-hydroxy-2′-deoxyguanosine (8-OHdG) [2]. 8-OHdG is used as an oxidative DNA
damage marker which mispairs with adenine (A) residues, thus resulting in increase of spontaneous
G:C to T:A transversion mutations [3].
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Three DNA repair enzymes from various bacteria and Saccharomyces cerevisiae, namely, the MutM
(Fpg), MutY and MutT DNA glycosylase homologs are known to prevent spontaneous mutagenesis
induced by 8-OHdG [4]. In mammalian cells, the MutM homolog (MMH; the glycosylase/apurinic,
apyrimidinic (AP) lyase), MutY and MutT homolog enzymes have also been identified [5–7].
In both mammalian and yeast cells, cloned human and mouse cDNAs encode distinct nuclear and
mitochondrial forms of the DNA glycosylase, the product of the Ogg1 gene, which is generated by
alternative RNA splicing [8–10]. MutY and MutM homologs prevent G:C to T:A transversions in DNA,
while MutT protein hydrolyzes 8-oxo-dGTP to 8-oxo-dGMT and pyrophosphate, thus avoiding the
occurrence of A:T to C:G transversion mutations during DNA replication [11,12]. Analysis of the
mutation spectrum revealed that the frequency of G:C to T:A transversions increased five-fold in Ogg1
mutant mice compared with wild-type animals [8].

Mmh/Ogg1 homozygous mutant (Ogg1−/−) mice used in our studies have physically normal
appearance but exhibit three- and seven-fold increased accumulation of 8-OHdG adduct at 9 and
14 weeks of age, respectively, in comparison with or heterozygous or wild-type animals [13]. We
have previously demonstrated that treatment of Ogg1−/− mice with dimethylarsinic acid (DMA)
and phenobarbital (PB) for 78 weeks resulted in enhancement of lung and liver carcinogenesis,
respectively [14,15]. The tremendous increase of 8-OHdG levels with consequent G:C to T:A
transversions and deletions in the kidney DNA of Ogg1−/− mice were reported following
administration of potassium bromate (KBrO3) [8]. Furthermore, a significant increase of mutation
frequency in Ogg1−/− mice livers was observed during liver regeneration after partial hepatechtomy
following KBrO3 treatment [16]. In addition, Sakumi et al. and Xie et al. demonstrated spontaneous
development of lung, ovary tumors and lymphomas in Myh and Ogg1 knockout mice [5,17].
However, it is still unknown how the ablation of these enzymes affects the tumorigenicity of various
chemical carcinogens.

Previously, several in vivo bioassay systems for carcinogenicity detection of test compounds
have been developed. However, these bioassays usually predict carcinogenicity of test chemicals
only in single organs with known strategies of carcinogenesis initiation. To develop the experimental
approach for the determination of carcinogenicity in numerous target organs, multiorgan wide-spectrum
initiation bioassay (namely, the multiorgan carcinogenicity bioassay: DMBDD model) has
been established [18–21]. This bioassay was applied in rats and included treatment with five
genotoxic carcinogens, N-diethylnitrosamine (DEN), N-methyl-N-nitrosourea (MNU), N-butyl-
N-(4-hydroxybutyl) nitrosamine (BBN), N-bis (2-hydroxypropyl) nitrosamine (DHPN) and
1,2-dimethylhydrazine dihydrochloride (DMH) (DMBDD), as initiators of liver, lungs, kidneys,
urinary bladder, stomach, small intestine, colon and thyroid gland carcinogenesis [19,22,23]. It has
been demonstrated that DMBDD-induced organ-specific DNA damage could be attributed to free
radicals, methylation, and accumulation of non-repaired DNA damage [23]. In rats, DEN is usually
used as initiator of liver carcinogenesis, BBN as initiator of bladder carcinogenesis, DMH as initiator
of intestine carcinogenesis, and MNU as initiator of stomach, bladder and liver carcinogenesis [24].
DHPN is a wide-spectrum carcinogen in rats, which induces lung, thyroid, kidney, bladder and liver
cancers [23,25]. In previous studies, DMBDD treatment has been proposed to inactivate the tumor
suppressor p53 in the bladder tumors of Zucker diabetic rats [26]. However, to our knowledge, the
DMBDD model was never applied in mice and there is no information how the DMBDD treatment
influences oncogenes and tumor suppressor genes.

The aim of the present study was to investigate the differences in susceptibility of Ogg1 mutant
and wild type mice of C57BL/6J background to the treatment with five types of genotoxic carcinogens
(DEN, MNU, BBN, DHPN and DMH: DMBDD) by applying the multiorgan carcinogenesis bioassay
in mice.
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2. Results

2.1. General Observations

All control Ogg1−/− male or female mice were alive at the end of the study. They were healthy
and long-lived as compared to the control Ogg1+/+ mice. Three DMBDD-treated Ogg1 knockout
male and three female mice were found moribund at Weeks 11, 12, and 17, and 10, 20 and 25,
respectively. The causes of death of Ogg1−/− male mice were malignant lymphomas/leukemia,
lung adenocarcinoma and fibrosarcoma, while Ogg1−/− female mice died due to the development
of lymphoma/leukemia. Four DMBDD-administered Ogg1+/+ male and one female mice died at
Weeks 16, 29, 33, 35 and 32, respectively. The main causes of death in male and female wild type
mice were malignant lymphoma/leukemia, T cell lymphoma and bladder transitional cell carcinoma
(TCC). One non-treated control Ogg1+/+ male mouse was found moribund at Week 27 due to a urinary
tract infection.

As lung, liver and colon tumors were observed in the DMBDD-treated Ogg1−/− mice that
were found moribund during the study, effective number of animals used for the histopathological
analysis included all mice. Body weight and survival curves, final body weight and absolute and
relative organ weights of mice are shown in Table 1 and Figure 1. Body weights of control Ogg1
mutant male and female mice were significantly lower than those of wild type mice all through the
experiment. DMBDD treatment induced significant decrease of body weight of both Ogg1 mutant
and wild type mice, However, at Experimental Week 14, mean body weight of Ogg1−/− mice became
equal to that of the corresponding control animals of the same genotype, while the body weight of
the DMBDD-administered Ogg1+/+ mice continued to be significantly lower compared to the control
Ogg1+/+ until the end of the study (Figure 1A). Therefore, at Week 34, final body weight of the
DMBDD-treated Ogg1+/+ but not Ogg1−/− mice were significantly decreased as compared with the
control mice of the same genotype.

DMBDD administration inhibited food intake of the Ogg1+/+, but not the Ogg1−/− mice compared
with the control mice of the same genotype (Figure S1A). Water intakes were similarly decreased
in all DMBDD-treated Ogg1−/− and Ogg1+/+ animals (Figure S1B). Thus, the body weight of the
DMBDD-administered Ogg1+/+ mice appeared to be significantly lower than the control Ogg1+/+

due to the inhibited food intake. The absolute and relative liver, kidneys and spleen weights of the
control Ogg1−/− male and female mice were significantly lower than those of the control Ogg1+/+ mice
(Table 1). DMBDD treatment induced significant increases of relative liver, kidneys and spleen weights
of Ogg1 mutant but not wild type both male and female mice in comparison with corresponding
Ogg1−/− controls. The absolute and relative weights of the lungs were significantly increased in both
Ogg1−/− and Ogg1+/+ male and female mice (Table 1).
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Figure 1. Body weight (A); and survival (B) curves for DMBDD-treated and control Ogg1−/− and
Ogg1+/+ male and female mice. *** p < 0.001 significantly different vs. respective control group
of the same genotype; a p < 0.05 and c p < 0.001 significantly different vs. the respective Ogg1+/+

control groups.

2.2. Survival Curves

Survival curves for the DMBDD-administered and control Ogg1−/− and Ogg1+/+ mice are
presented in Figure 1B. In the present model, there were no significant differences in survival between
the control Ogg1 homozygous mutant and wild type mice. Trends for decrease in survival were
observed in both Ogg1−/− and Ogg1+/+ DMBDD-treated animals. However, in DMBDD-treated
Ogg1−/− male and female mice earlier decrease in survival (males: Week 11; females: Week 10),
respectively, as compared to the wild type mice (males: Week 16; females: Week 32) was found
(Figure 1B). Importantly, the earlier development of tumors in DMBDD-administered Ogg1−/− males
and females, mostly malignant lymphomas/leukemias, lung adenocarcinoma and subcutaneous
tumors (fibrosarcomas) was the reason for their earlier mortality.

2.3. Results of Histopathological Examination

Table 2 summarizes the data on the incidence of preneoplastic, neoplastic and some non-neoplastic
lesions and general distribution of tumors induced by DMBDD administration in Ogg1 knockout
and wild type mice. Representative pictures of neoplastic lesions observed in the lungs, livers and
colons of mice are presented in Figure 2. Neoplastic nodules induced in the DMBDD-treated group of
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Ogg1−/− and Ogg1+/+ mice were mainly lung, liver, colon, small intestine, urinary bladder tumors,
malignant lymphomas/leukemias and subctaneous tumors (fibrosarcomas). In male Ogg1+/+ mice
higher number of tumors were induced by the DMBDD treatment as compared to the Ogg1+/+ females
likely due to the lower susceptibility to genotoxic carcinogens in females.

Table 2. Neoplastic and preneoplastic proliferative lesions in male and female Ogg1−/− and
Ogg1+/+ mice.

Incidence in Males (No. Mice (%)) Ogg1−/− Ogg1+/+

Group G1 G2 G5 G6
Gender Male Male Male Male

Treatment DMBDD Control DMBDD Control
Effective No. mice 20 20 20 20

No. tumor-bearing mice (%) 20(100) **** 1(5) 17(85) **** 0
No. tumors/mouse 5.9 ± 3.5 ****,a 0.1 ± 0.2 3.5 ± 2.8 **** 0

Lung

Adenoma 20(100) ****,a 1(5) 14(70) **** 0
Adenocarcinoma 7(35) ** 0 2(10) 0

Total tumors 20(100) ****,a 1(5) 15(75) **** 0
HPL 20(100) **** 1(5) 20(100) **** 0

Liver

HCA 4(20) (i) 0 1(5) 0
Hemangioma 2(10) 0 1(5) 0

Hemangiosarcoma 3(15) 0 0 0
Total tumors 5(25) * 0 1(5) 0

Basophilic PPFs 2(10) 0 3(15) 0
Eosinophilic PPFs 0 0 1(5) 0
Mixed type PPFs 0 0 1(5) 0

Kidneys

Tubular cell HPL 5(25) (i) 1(5) 2(10) 1(5)

Urinary Bladder

Papilloma 1(5) 0 0 0
TCC 1(5) 0 2(10) 0

Total tumors 2(10) 0 2(10) 0
Simple HPL 5(25) * 0 5(25) 1(5)

PN HPL 4(20) (i) 0 2(10) 0

Colon

Adenoma 4(20) (i) 0 2(10) 0
Adenocarcinoma 1(5) 0 0 0

Total tumors 5(25) * 0 2(10) 0

Small Intestine

Adenoma 3(15) 0 0 0
AdCa 1(5) 0 1(5) 0

Total tumors 4(20) (i) 0 1(5) 0

Forestomach

Squamous cell HPL 14(70) ****,a 0 7(35) ** 0

Glandular Stomach

Adenoma 1(5) 0 0 0
Adenomatous cell HPL 1(5) 0 1(5) 0

Lymphoma/Leukemia 3(15) 0 1(5) 0

Skin/Subcutis

Fibrosarcoma 3(15) 0 0 0
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Table 2. Cont.

Incidence in Females (No. Mice (%)) Ogg1 −/− Ogg1 +/+

Group G3 G4 G7 G8
Gender Female Female Female Female

Treatment DMBDD Control DMBDD Control
Effective No. mice 20 20 20 20

No. tumor-bearing mice (%) 20(100) ****,b 0 8(40) ** 0
No. tumors/mouse 4.6 ± 2.1 ****,b 0 0.7 ± 0.9 ** 0

Lung

Adenoma 19(95) ****,b 0 12(60) **** 0
AdCa 2(10) 0 1(5) 0

Total tumors 20(100) ****,b 0 12(60) **** 0
HPL 20(100) **** 1(5) 17(85) **** 0

Liver

HCA 4(20) (i) 0 0 0
Hemangioma 1(5) 0 1(5) 0

Hemangiosarcoma 1(5) 0 0 0
Total tumors 5(25) * 0 1(5) 0

Basophilic PPFs 1(5) 0 2(10) 0

Kidneys

Renal cell adenoma 0 0 1(5) 0
Tubular cell HPL 2(10) 0 2(10) 0

Urinary Bladder

TCC 1(5) 0 0 0
Simple HPL 6(30) 3(15) 2(10) 2(10)

PN HPL 3(15) 0 0 0

Colon

Adenoma 2(10) 0 4(20) (i) 0

Small Intestine

Adenoma 1(5) 0 2(10) 0

Forestomach

Squamous cell HPL 11(55) *** 1(5) 8(40) ** 0

Glandular Stomach

AdCa 1(5) 0 0 0
Adenomatous cell HPL 1(5) 2(10) 0 0

Thyroid

Follicular cell Adenoma 0 0 1(5) 0

Lymphoma/Leukemia 4(20) (i) 0 0 0

T Cell Lymphoma 0 0 1(5) 0

Adrenals

Cortical HPL 1(5) 0 0 0

* p < 0.05; ** p < 0.01; *** p < 0.001; **** p < 0.0001 and (i) p = 0.05 vs. respective control mice of the same genotype.
a p < 0.05; b p < 0.01; d p < 0.0001 vs. wild type control or DMBDD-treated mice. HPL, hyperplasia; HCA,
hepatocellular adenoma; AdCa, adenocarcinoma; PN, papillary or nodular; TCC, transitional cell carcinoma, PPFs,
putative preneoplastic foci.
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Figure 2. Representative histopathological pictures (H&E staining) of: lung hyperplasia (a); adenoma
(b); adenocarcinoma (c); liver PPF (basophilic foci) (d); HCA (e); hemangioma (f); hemangiosarcoma
(g); colon adenoma (h); and adenocarcinoma (i) developed in DMBDD-treated Ogg1−/− mice. HPL,
hyperplasia; HCA, hepatocellular adenoma; AdCa, adenocarcinoma; PPFs, putative preneoplastic foci.

Macroscopically, no tumors were found in the non-treated control Ogg1+/+ mice, however,
spontaneous development of lung nodules (hyperplasia and adenoma) was detected in the control
Ogg1−/− animals. Furthermore, DMBDD-treated Ogg1−/− mice were more susceptible to the
induction of different tumors as compared to Ogg1−/− control and wild type mice. DMBDD
treatment induced elevation of total tumor incidence and number of tumor bearing mice in
mutant, predominantly Ogg1−/− female animals (males, 100%, 5.9 ± 3.5/mouse; females, 100%,
4.6 ± 2.1/mouse, p < 0.0001), as compared to the wild type mice (males, 85%, 3.5 ± 2.8/mouse; females,
40%, 0.7 ± 0.9/mouse). All DMBDD-treated male and female Ogg1−/− mice developed many nodules
in the lungs, while incidences and multiplicities of lung nodules in DMBDD-treated Ogg1+/+ was
lower as compared to the Ogg1−/− DMBDD-administered animals. Furthermore, the incidence of liver
lesions in Ogg1−/− mice, as well as their multiplicity was also increased after carcinogens treatment as
compared to the corresponding controls. Moreover, in male, but not female DMBDD-treated Ogg1−/−

mice, incidences of colon tumors and fibrosarcomas, were elevated.
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Histopathological examination demonstrated significant elevation of incidences and multiplicities
of lung adenoma and total lung tumors in DMBDD-treated Ogg1−/− male and female mice lungs
(total tumors: males, 100%, 4.1 ± 2.7/mouse; females, 100%, 4.1 ± 2.2/mouse; adenoma: males,
100%, 4.0 ± 2.3/mouse; females, 95%, 2.7 ± 2.8/mouse) as compared to both respective Ogg1−/−

controls (total tumors: males, 5%, 0.1 ± 0.2/mouse; females, 0%, 0/mouse; adenoma: males, 5%,
0.1 ± 0.2/mouse; females, 0%, 0/mouse ) and DMBDD-treated Ogg1+/+ mice (total tumors: males, 75%,
3.0 ± 2.7/mouse; females, 60%, 1.4 ± 2.2/mouse; adenoma: males, 70%, 2.7 ± 2.8/mouse; females,
60%, 1.4 ± 2.0/mouse) (Table 2). Interestingly, significant increase of lung adenocarcinoma incidence
and multiplicity was found in DMBDD-administered Ogg1−/− male mice (35%, 0.5 ± 0.7/mouse,
p < 0.01), but not in the wild type males (10%, 0.1 ± 0.3/mouse) as compared to corresponding controls
of the same genotype. Furthermore, incidences and multiplicities of lung adenocarcinoma were higher
in female Ogg1−/− mice of DMBDD group as compared to the DMBDD-treated wild type counterparts.
In addition, increases of lung hyperplasia incidences due to the DMBDD application were observed in
both Ogg1 homozygous mutant and wild type mice.

In the liver of Ogg1 knockout and wild type mice, DMBDD treatment caused development
of putative preneoplastic foci of mostly basophilic phenotype, hepatocellular adenomas (HCAs),
hemangiomas and hemangiosarcomas. Importantly, hemangiosarcomas were detected only in the
Ogg1−/− mice (males, 15%, 0.6 ± 1.4/mouse; females, 5%, 0.1 ± 0.2/mouse). No hepatocellular
carcinomas were apparent in DMBDD-treated Ogg1 knockout and wild type animals. Increases of
HCA incidences (males, 20%; females, 20%; p = 0.05) and multiplicities (males: 0.3 ± 0.6/mouse,
p = 0.05; females, 0.2 ± 0.4) were detected in livers of the DMBDD-initiated Ogg1−/− mice as compared
to the Ogg1−/− controls (males, 0%, 0.1 ± 0.2/mouse; females, 0%, 0/mouse) and DMBDD-treated
Ogg1+/+ groups (males, 5%, 0.1 ± 0.2/mouse; females, 0%, 0/mouse). Significant elevations of total
liver tumor incidences were observed in Ogg1−/− males (25%, p < 0.05) and females (25%, p < 0.05), but
not Ogg1+/+ mice as compared to the corresponding controls of the same genotype (0%). Furthermore,
a trend for increase and a significant elevation of total liver tumors multiplicity were observed in
DMBDD-treated Ogg1−/− males (0.9 ± 2.0/mouse, p = 0.05) and females (0.3 ± 0.6/mouse, p < 0.05),
in respect of control Ogg1−/− group. In addition, DMBDD administration caused elevation of bile
duct proliferation in the liver of Ogg1−/− mice as compared to the Ogg1−/− and Ogg1+/+ counterparts.
Significant increases of biliary cysts formation in the DMBDD groups were observed in the liver of
both Ogg1−/− and Ogg1+/+ animals in respect of corresponding controls (Table 2).

In kidneys, significant increase of renal tubular degeneration (80%, p < 0.05) and a trend for
increase of tubular renal cell HPL was found in the DMBDD-treated Ogg1−/− male mice as compared
to corresponding controls of the knockout and wild type genotypes (Table 2). Only one Ogg1+/+

DMBDD-treated mouse developed renal adenoma.
In the urinary bladder, significant increase of simple hyperplasia (25%, p < 0.05) and a trend for

increase of papillary and nodular (PN) hyperplasia (20%) incidences as compared to the corresponding
controls of the same genotype was detected (Table 2).

The incidence of total colon tumors (25%, p < 0.05) was significantly increased in the
DMBDD-treated Ogg1−/− male mice but not in the DMBDD-administered wild type males (10%).
Development of adenocarcinoma (5%) was found in one male Ogg1−/− mouse of the DMBDD
group. Furthermore, incidences of small intestine total tumors showed a trend for increase in the
DMBDD-administered Ogg1−/− male mice (20%) as compared to the Ogg1−/− control group and
DMBDD-treated Ogg1+/+ animals (5%). In females, incidences and multiplicities of colon tumors
induced by DMBDD were comparable with that of observed in wild type mice, pointing out the sex
differences in susceptibility to colonic tumorigenesis.

In the forestomach, the DMBDD treatment resulted in significant elevation of the squamous cell
HPL incidence in Ogg1−/− (male, 70%, p < 0.0001; female, 55%, p < 0.001) and Ogg1+/+ (male, 35%,
p < 0.01; female, 40%, p < 0.01) mice as compared to the corresponding controls of the same genotype.
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Furthermore, in male mice, it was significantly increased in comparison to wild type DMBDD-treated
males (p < 0.05).

Trends for increase of malignant lymphomas/leukemias were observed in Ogg1 homozygous
mutant males (15%) and females (20%) treated with DMBDD, as compared to wild type mice (Table 2).
One Ogg1+/+ female mouse in DMBDD group developed T cell lymphoma (5%).

2.4. Blood Biochemistry

The results of the blood biochemistry analysis are shown in Table 3. Aspartate aminotransferase
(AST) and alanine aminotransferase (ALT) levels in the blood of both Ogg1 null and wild type
mice showed strong trends for increase, or were significantly elevated by the DMBDD treatment.
Furthermore, this induction was higher in Ogg1−/− animals. Serum sodium (Na) levels were elevated
by the DMBDD administration in both Ogg1 mutant and wild type mice. Moreover, creatinine level
was higher in the blood of DMBDD-treated Ogg1−/− mice as compared to the respective Ogg1−/−

control groups. Alkaline phosphatase (ALP), T-cholesterol and chloride (Cl) levels were lowered in the
wild type DMBDD-treated animals, but not altered in DMBDD Ogg1−/− mice. Serum calcium (Ca)
level was significantly decreased in the DMBDD-treated Ogg1 knockout male mice as compared to the
wild type males administered DMBDD. In addition, inorganic phosphorus (IP) levels showed a trend
for increase or the significant elevation in the blood of DMBDD-treated and control Ogg1−/− male and
female mice, respectively, as compared to the wild type groups receiving the same treatment.

Table 3. Blood biochemistry data of DMBDD-treated and control Ogg1 knockout and wild type mice.

Parameter Ogg1−/− Ogg1+/+ Ogg1−/− Ogg1+/+

Group G1 G2 G3 G4 G5 G6 G7 G8
Gender Male Female Male Female Male Female Male Female

Treatment DMBDD Control DMBDD Control DMBDD Control DMBDD Control
Effective No. mice 7 9 9 9 8 9 9 9

AST (IU/L) 88.9 ± 39.7 (i) 52.3 ± 3.2 78.7 ± 14.6 ** 58.3 ± 5.9 a 75.1 ± 11.2 ** 57.3 ± 9.1 65.1 ± 12.1 * 51.9 ± 5.6
ALT (IU/L) 98.7 ± 82.9 * 26.9 ± 9.7 50.7 ± 15.4 ** 27.2 ± 7.4 61.4 ± 22.8 ** 32.8 ± 7.9 42.0 ± 23.0 * 22.1 ± 2.8
ALP (IU/L) 298.6 ± 105.5 245.0 ± 53.7 535.6 ± 138.3 452.4 ± 88.3 382.3 ± 93.7 ** 224.0 ± 35.9 472.4 ± 82.2 * 375.0 ± 93.0
γ-GTP (IU/L) 1.0 ± 0.0 1.0 ± 0.0 1.3 ± 0.7 1.0 ± 0.0 1.1 ± 0.4 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0

T-protein (g/dl) 4.5 ± 0.9 5.2 ± 0.3 5.1 ± 0.3 5.2 ± 0.2 5.0 ± 0.4 5.3 ± 0.2 5.0 ± 0.2 * 5.3 ± 0.3
Albumin (g/dL) 2.0 ± 0.5 * 2.5 ± 0.1 2.4 ± 0.3 2.6 ± 0.2 2.1 ± 0.2 ** 2.4 ± 0.1 2.4 ± 0.2 2.6 ± 0.1

A/G ratio 0.8 ± 0.1 0.9 ± 0.1 0.9 ± 0.1 1.0 ± 0.1 0.7 ± 0.1 ** 0.9 ± 0.1 1.0 ± 0.1 1.0 ± 0.1
T-BiL (mg/dL) 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0

Na (mEq/L) 154.1 ± 2.7 * 153.4 ± 1.2 (i) 152.2 ± 1.6 * 150.7 ± 1.9 154.9 ± 1.7 * 152.8 ± 1.2 153.0 ± 1.7 ** 150.8 ± 1.4
K (mEq/L) 6.7 ± 1.3 6.1 ± 0.9 5.7 ± 0.9 6.2 ± 1.7 6.9 ± 0.7 6.6 ± 1.5 5.5 ± 0.9 5.3 ± 0.8
Cl (mEq/L) 109.7 ± 3.0 109.8 ± 1.8 111.0 ± 1.9 109.2 ± 2.3 111.3 ± 2.0 * 109.1 ± 1.5 112.7 ± 2.3 * 110.6 ± 2.2
Ca (mEq/L) 8.8 ± 0.5 a 8.9 ± 0.5 8.6 ± 0.6 8.7 ± 0.5 9.4 ± 0.6 9.1 ± 0.4 8.7 ± 0.4 8.7 ± 0.3
IP (mEq/L) 10.3 ± 1.1 9.8 ± 1.1 9.5 ± 1.8 a 9.4 ± 2.0 a 9.5 ± 0.8 9.8 ± 1.0 7.8 ± 1.4 7.4 ± 0.9

T-Cholesterol
(mg/dL) 78.3 ± 21.4 87.8 ± 9.1 65.3 ± 6.5 74.1 ± 17.3 78.0 ± 20.5 * 103.0 ± 29.8 59.4 ± 14.6 ** 100.3 ± 9.6

TG (mg/dL) 114.0 ± 211.2 80.4 ± 32.1 33.4 ± 24.7 32.3 ± 16.1 72.9 ± 25.4 68.2 ± 41.3 27.1 ± 14.9 33.8 ± 16.6
BUN (mg/dL) 35.6 ± 6.0 33.4 ± 5.4 35.1 ± 4.0 32.1 ± 4.3 35.3 ± 3.5 31.4 ± 4.3 31.6 ± 7.2 26.3 ± 8.5

Creatinine
(mg/dL) 0.05 ± 0.02 * 0.03 ± 0.02 0.05 ± 0.03 * 0.03 ± 0.02 b 0.05 ± 0.03 0.04 ± 0.01 0.07 ± 0.02 0.07 ± 0.03

Values are means ± SD; * p < 0.05; ** p < 0.01; (i) p = 0.05 vs. respective control group of mice of same genotype.
a p < 0.05; b p < 0.01 vs. respective wild type control or DMBDD group. TG, triglycerides; T-Bil, T-bilirubin; IP,
inorganic phosphorus.

In the blood serum of Ogg1 mutant and wild type mice, levels of total protein showed a
trend (Ogg1−/− males, females and Ogg1+/+ males) and a significant decrease (Ogg1+/+ females)
as compared to the non-treated respective control groups. Furthermore, albumin levels were lower in
DMBDD-treated Ogg1−/− and Ogg1+/+ groups, with significant differences observed for Ogg1−/−

and Ogg1+/+ DMBDD-administered males. Albumin/globulin (A/G) ratio was significantly lower in
the Ogg1+/+ male DMBDD group.

3. Discussion

The present study revealed that Ogg1 mutant mice are more susceptible to the induction of tumors
due to the treatment with DMBDD, than wild type C57Bl/6J mice. In the DMBDD-treated Ogg1−/−
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mice, main causes of death besides malignant lymphoma/leukemia were lung adenocarcinoma and
skin/subcutis fibrosarcoma, while Ogg1+/+ animals died from malignant lymphoma/leukemia and
urinary bladder carcinoma. Furthermore, the earlier mortality of DMBDD-administered Ogg1−/−

mice appeared to be due to the earlier tumor development. Importantly, DMBDD caused significant
increases of incidences and multiplicities of lung adenocarcinoma in Ogg1−/− males, liver tumors in
Ogg1−/− males and females and colon tumors in Ogg1−/− male mice as compared to the Ogg1−/−

controls. In the kidneys, urinary bladder, stomach, small intestine and subcutis of Ogg1 mutant mice,
increases of carcinogenicity as compared to the DMBDD-treated wild type animals were obvious.

Lungs of Ogg1 null mice were strongly affected by DMBDD initiation, which could be concluded
from significant increases of lung adenocarcinoma incidence in DMBDD-treated Ogg1−/− male mice
and incidences and multiplicities of adenomas and total lung tumors in Ogg1−/− males and females.
As lungs are strongly exposed to molecular oxygen, it is likely the most carcinogenicity sensitive
organ in Ogg1 knockouts. Furthermore, in the lung of non-treated Ogg1−/− animals, spontaneously
developed tumors were observed, possibly due to the accumulation of non-repaired oxidative DNA
base modifications even in the absence of initiation. Several authors have reported an increase of
spontaneous lung tumors in MutM, MutY and MutT-deficient mice [5,14,15,27]. Previously, lung
tumors were also shown to be significantly induced in Ogg1−/− mice by the DMA treatment [14].
Furthermore, significant enhancement of spontaneous lung tumorigenesis was observed when the
Ogg1 mutation was combined with a MutY homolog (MUTYH) or MSH2-deficient condition, and the
G:C to T:A transversions in the K-ras gene were detected in the lung tumors [17]. In our previous study,
genes related to cancer, cellular growth, proliferation and cell cycle (e.g., polymerase (DNA-directed),
delta 4 (Pold4), cyclin C and mitogen activated protein kinase 8) and angiogenesis (e.g., matrix
metalloproteinases 13, 14, and 17) were found to be up-regulated in non-treated Ogg1−/− mice
lungs, but those involved in free radical scavenging, lipid metabolism, drug and endocrine system
development and function were suppressed comparing to the Ogg1+/+ case [14]. From the present
and previous results, MutM, MutY and MutT homologs responsible for the repair of oxidative DNA
modifications are extremely important for suppression of lung tumorigenesis in mammal.

DMBDD treatment induced significant increases of relative liver weights in Ogg1 homozygous
mutant but not wild type mice. Furthermore, higher elevation of AST and ALT serum levels reflecting
the pathological processes in the liver supported our histopathological findings in the DMBDD-treated
Ogg1 knockout mice. The mechanism of DMBDD carcinogenicity in the liver of Ogg1−/− mice might
be accumulation of non-repaired oxidative base modifications in DNA leading to increase of cell
proliferation, occurrence of mutations and further elevation of cell proliferation, resulting in promotion
and progression of liver carcinogenesis [14]. Interestingly, hemangiosarcomas were detected only
in the DMBDD-treated Ogg1−/− mice. Hemangiomas and hemangiosarcomas are known to arise
as primary vascular neoplasms in the liver and could be initiated in mice by DHPN [28]. They
are usually not sharply demarcated from the surrounding parenchyma and the neoplastic cells are
generally elongated or spindle-shaped and may form solid areas occupying dilated hepatic sinusoids
and are typically locally invasive (Figure 3). Tsutsumi et al. previously demonstrated that incidences
and multiplicities of hemangiomas and hemangiosarcomas in the liver were markedly higher in
the poly(ADP-ribose) polymerase-1 (Parp-1)-null mice, while Parp-1 is one of the poly(ADP-ribose)
polymerase family proteins taking part in genomic stability, DNA repair and cell death triggered
by DNA damage [29]. Thus, the relationship between defective DNA repair and development of
hemangiosarcomas may exist.
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Figure 3. Experimental protocol of medium-term multiorgan carcinogenesis bioassay applied in
Ogg1−/− and Ogg1+/+ mice. wks: weeks.

Increase of DNA 8-OHdG levels has been previously reported by the DEN treatment in the livers
of rats and mice [3,30]. Furthermore, mutT-deficient mice were also reported to be susceptible to liver
carcinogenesis [27]. Moreover, the effect of potassium bromate, which has been reported to induce
oxidative stress, was investigated in Ogg1−/− mouse liver after partial hepatectomy [16], and the
results indicated a significant increase of mutation frequency and liver tumorigenicity being consistent
with our present and previous data showing the promotion and progression of hepatocarcinogenesis in
DMBDD and PB-treated Ogg1−/− mice [15]. Arai et al. suggested that high levels of cell proliferation
are very important for the fixation of mutations induced by oxidative stress conditions in the liver [16].
Furthermore, in our previous study, it has been detected that cell proliferation and DNA 8-OHdG
levels in the liver of Ogg1−/− mice treated with PB are much higher than that of wild type mice.
Therefore, they are highly susceptible to the carcinogens treatment [15]. Thus, it could be suggested
that accumulation of unrepaired 8-OHdG in the livers of DMBDD-treated Ogg1−/− animals might
cause a significant increase of cellular proliferation, resulting in acceleration of hepatocarcinogenesis.
With regard to specific elevation of cell proliferation in DMBDD target organs, elevation of cell
proliferation has been previously shown in the lung, liver, colon, urinary bladder, thyroid and kidney
by initiation with BBN, DEN, DMH, DHPN and MNU [31].

From our previous results, in contrast to the wild type mice, in the livers of Ogg1-deficient animals,
Nrf2 phosphorylation, and likely, its transformation to the nuclear did not occur, resulting in increase of
oxidative stress and DNA damage of liver cells [15]. The accumulation of reactive oxygen species and
non-repaired DNA oxidative base modifications in the Ogg1−/− livers, thus, could become the reason
of higher susceptibility to liver tumorigenesis. At present, Nrf2 is recognized as important protein
involved in regulation of broad transcriptional response preventing DNA, proteins and lipids damage,
recognition, repair and removal of macromolecular damage, and tissue renewal after application of
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toxic substance. Mice that lack the Nrf2 transcription factor were more sensitive to the genotoxic
and cytotoxic and effects of foreign chemicals and oxidants than wild-type animals [32]. Multiple
studies demonstrated enhanced tumorigenicity in Nrf2-disrupted mice compared to wild-type in
models of lung disease and cancer, hepatocarcinogenesis, colon cancer, stomach cancer, bladder cancer,
mammary cancer, skin cancer, and inflammation [33]. Furthermore, Nrf2 has been shown to upregulate
the activity of multiple DNA repair, including the process of removal of oxidative stress-induced
endogenous DNA interstrand cross-links [33,34].

The histological examination revealed a trend and a significant increase of renal tubular
hyperplasia and degeneration, respectively, in DMBDD-treated Ogg1−/−, predominantly male mice.
The observation of an increased kidney weights and blood biochemistry data supported the finding
concerning serious kidneys dysfunction in Ogg1 mutant mice administered DMBDD. It has been
previously suggested that Ogg1 plays a major role in renal tumorigenesis [35], thus the observed
increase of renal tubular hyperplasia could be related to the insufficient repair of 8-OHdG in kidneys.
Furthermore, significantly elevated sodium (Na), creatinine and IP level and lowered calcium (Ca) in
the blood serum of DMBDD-initiated Ogg1−/− mice signified about the impaired kidney function or
kidney disease.

It has been reported that the incidence of bladder cancer induced by BBN is significantly higher
in C57BL/6 mouse strains [36]. In this study, we observed development of simple, preneoplastic
nodular (PN) hyperplasia and TCC in both DMBDD-administered Ogg1 homozygous mutant and
wild type mice. However, a trend either significant increase for PN and simple urinary bladder
hyperplasia incidences was observed, indicating increased susceptibility to bladder carcinogenesis in
DMBDD-treated Ogg1−/− male and female mice.

In DMBDD-treated Ogg1−/− male mice, significantly enhanced incidence and multiplicity of
colon tumors as compared to the Ogg1−/− control has been found. However, in females, inductions of
colon tumors induced by DMBDD in Ogg1−/− and Ogg1+/+ animals were comparable, pointing out
the sex differences in susceptibility to colonic tumorigenesis. Furthermore, in our study, an increase of
carcinogenicity in the small intestine of Ogg1−/− male mice was also observed. Previously, the MutY
homolog (MUTYH)-null mice have been reported to have a higher susceptibility to intestinal adenoma
and adenocarcinoma [37]. Thus, both the MutM and MutY deficiency leading to high levels of 8-OHdG
in the colonic mucosa could be responsible for the tumorigenesis in the colon and small intestine.

In the study with mutT homolog-1 (MTH1)-deficient mice, 18 months after birth, increases of
tumorigenicity were also detected in stomachs, as compared with wild type mice [27]. These data
support our results on enhancement of forestomach squamous cell HPL in DMBDD- treated Ogg1−/−

male mice, suggesting that mutT and Ogg1 deficiency may promote carcinogenesis in the forestomach.
Ogg1-null mice have been reported to show an increased susceptibility to UVB-induced skin

tumorigenesis [38]. They developed more malignant tumors (squamous cell carcinomas and sarcomas)
than did wild-type mice. In line with these results, in the present study, we observed increase of
fibrosarcoma incidence in DMBDD-treated Ogg1−/− male mice. Furthermore, trends for increase
of incidences of malignant lymphomas/leukemias induced by the DMBDD treatment in Ogg1−/−

mice as compared to the Ogg1−/− controls and DMBDD-treated Ogg1+/+ animals were found. One
DMBDD-treated female Ogg1+/+ mouse developed T cell lymphoma, likely due to the MNU treatment,
as previously reported in C57Bl/6J mice [39], but in our study no such thymic lymphomas were
observed in Ogg1−/− mice. It is necessary to mention, that no increased risk of thyroid cancer in
DMBDD-treated Ogg1 knockout mice was found in this study.

It is important to note that mutations in the tumor genome induced by the Ogg1 deficiency could
also cause tumors to express large number of mutant tumor specific proteins (neoantigens) which
have been recently demonstrated to become one of key elements for efficacy of immuno-checkpoint
inhibitors as anticancer therapeutics [40].

In conclusion, this study provides the experimental evidence for a strong relationship between
repair of the oxidative base modifications and multiorgan carcinogenesis. The mechanism of DMBDD
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carcinogenicity in the tissues of Ogg1−/− mice could be related to the accumulation of non-repaired
oxidative DNA modifications leading to mutations and elevation of cell proliferation what likely
resulted in promotion and progression of carcinogenesis. The multiorgan carcinogenesis bioassay is
concluded to become an important tool to examine the effects of different factors on carcinogenicity
in mice.

4. Materials and Methods

4.1. Chemicals

DEN, BBN and DMH (purity ≥ 98%) were purchased from Tokyo Chemical Industry Co., Ltd.
(Tokyo, Japan). DHPN and MNU were purchased from Nacalai Tesque Inc. (Kyoto, Japan) and Wako
Pure Chemicals Industries (Osaka, Japan), respectively. Other chemicals were from Sigma or Wako
Pure Chemical Industries (Osaka, Japan).

4.2. Animals

Mmh/Ogg1 homozygous mutant (Ogg1−/−) generated previously [13] and wild type mice
(Ogg1+/+) of C57Bl/6J background were bred and placed in an environmentally controlled room
maintained at a constant temperature of 22 ± 1 ◦C, relative humidity of 44 ± 5% and 12 h (7:00–19:00)
light/dark cycle. During all the experimental period they were given free access to drinking water
and food (Oriental CE-2 pellet diet, Oriental Yeast Co., Tokyo, Japan). Mice body weights, food and
water consumptions were measured weekly for the first 12 weeks of the study and subsequently once
every 4 weeks. The time when the animal should be euthanized was decided due to the specific signs,
such as no response to stimuli or the comatose condition, loss of body weight loss and related changes
in food and water consumption, hypothermia, heart rate and external physical appearance changes,
dyspnea and prostration. The experiments were performed according to the Guidelines of the Public
Health Service Policy on the Humane Use and Care of Laboratory Animals and approved by the
Institutional Animal Care and Use Committee of Osaka City University Graduate School of Medicine
(Approval No.597; 26 November 2015).

4.3. Experimental Design

We developed the new protocol for multiorgan carcinogenicity bioassay which could be applied
in mice (Figure 3). In the present study, Ogg1−/− (80) and Ogg1+/+ (80) six-week-old male and female
mice were randomly divided into 4 groups each comprising of 20 mice. The treatment with five
genotoxic carcinogens, including DEN, MNU, BBN, DMH, and DHPN, was performed as followers:
DEN at a dose of 400 ppm was administered in a drinking water for 3 days from the very beginning
of the experiment. We decided to perform DEN treatment in drinking water, as in the preliminary
experiment too strong toxic effect was observed with Ogg1−/− mice after the DEN intraperitoneal
(i.p.) injection. After finishing DEN administration, four i.p. injections of MNU (20 mg/kg b.w.)
were done (2 times/week), following by six subcutaneous (s.c.) injections of DMH (10 mg/kg b.w.)
during Weeks 3 and 4. BBN at a dose of 0.05% was administered in drinking water for 4 weeks starting
immediately after finishing the DEN treatment, and 0.1% DHPN was applied for 2 weeks in drinking
water during Weeks 4 and 5. Mice in the control groups were administered saline as injections (i.p.
or s.c.) or the tap water for drinking. Animals were observed every day and euthanized in case of
becoming moribund during the study, or at the end of the experiment at Week 34. All surviving
mice were killed under the isofluorene treatment and the DMBDD target organs, including liver, lung,
kidneys, urinary bladder, small intestine and colon and thyroid gland, were immediately excised and
fixed in 10% phosphate-buffered formalin, Thereafter, tissues were embedded in paraffin, sections
of 4 μm in thickness were prepared and stained with hematoxylin and eosin (H & E) for the routine
histology. We assessed the incidences of hyperplasia (HPL), adenoma and adenocarcinomas in the
lungs, putative preneoplastic foci (PPFs), tumors, bile duct proliferation and biliary cysts in the liver,
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incidences of adenoma and adenocarcinoma in the small intestine and colon. Intestines were excised
and intraluminally injected and fixed with 10% phosphate-buffered formalin.

4.4. Blood Biochemical Analysis

Blood was collected via the abdominal aorta from 7–9 mice per group per sex at the end of
the study period after overnight fasting. Automatic analyzer (Olympus AJ-5200, Tokyo, Japan) was
employed for the blood biochemical analysis to detect total protein (T-protein, g/dL), albumin/globulin
ratio (A/G ratio), albumin (g/dL), total bilirubin (T-bil, mg/dL), aspartate aminotransferase (AST,
IU/L), alanine aminotransferase (ALT, IU/L), γ-glutamyl transpeptidase (γ-GTP, IU/L), alkaline
phosphatase (ALP, IU/L), triglycerides (TG, mg/dL), total cholesterol (T-chol, mg/dL), blood urea
nitrogen (BUN, mg/dL), creatinine (mg/dL), chloride (Cl), sodium (Na), potassium (K), calcium (Ca)
and inorganic phosphorus (IP) (mEq/L).

4.5. Statistical Analysis

The statistical analysis of the significance of differences between mean values was performed with
the StatLight-2000(C) program (Yukms corp, Tokyo, Japan). The inter group differences detected for
the incidences of histopathological findings were analyzed with the by χ2 test Fisher’s exact probability
test (two-sided). Kaplan–Meier analysis was used to examine the changes in survival rates of Ogg1
knockout and wild type mice. Homogeneity of variance between of Ogg1−/− and Ogg1+/+ groups was
detected by the F test. Student’s t-test (two-sided) was applied in the case the data were homogeneous;
otherwise, Welch test was used. p Values less than 0.05 were considered significant.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/8/1801/s1.
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Abstract: PrimPol is a human deoxyribonucleic acid (DNA) polymerase that also possesses primase
activity and is involved in DNA damage tolerance, the prevention of genome instability and
mitochondrial DNA maintenance. In this review, we focus on recent advances in biochemical
and crystallographic studies of PrimPol, as well as in identification of new protein-protein interaction
partners. Furthermore, we discuss the possible functions of PrimPol in both the nucleus and
the mitochondria.
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1. Introduction

Human cells contain a variety of deoxyribonucleic acid (DNA) polymerases that differ in function
and fidelity. Multisubunit replicative DNA polymerases Pol δ and Pol ε possess high fidelity and
play a pivotal role in the replication of genomic DNA due to the stringent requirements of their active
site [1], while Pol α, which forms a complex with primase, is responsible for the initiation of DNA
replication during de novo ribonucleic acid (RNA)-primer synthesis at the origins of replication [2,3].
Pol γ is essential for mitochondrial DNA replication and repair [4–6].

In living organisms, however, DNA is subject to damage by various endogenous and exogenous
chemical and physical factors such as reactive oxygen and nitrogen species, naturally occurring
ultraviolet and ionizing radiation, and reactive chemicals from environmental, food and therapeutic
sources [7–11]. The replication of damaged DNA (DNA translesion synthesis (TLS)) relies on
specialized DNA polymerases, also called translesion DNA polymerases. Human translesion DNA
polymerases include all members of the Y-family of DNA polymerases (Pol η, Pol ι, Pol κ, Rev1) as
well as the B-family DNA polymerase Pol ζ [8,12,13]. They also include some A- and X-family DNA
polymerases, such as Pol ν, Pol θ, Pol β, Pol λ, Pol μ [14–17]. Translesion DNA polymerases possess
unique DNA damage bypass and fidelity profiles. Lesion bypass can be error-free or error-prone
depending on the type of lesion and the particular translesion DNA polymerase that is involved in
synthesis. Generally, translesion polymerases possess a wide and flexible active site and/or utilize
non-canonical interactions during base-pairing and can therefore efficiently incorporate nucleotides
opposite the site of damage. Because of the tolerance of the active site and the lack of 3′–5′ exonuclease
activity, translesion DNA polymerases often demonstrate low accuracy of DNA synthesis; consequently,
error-prone lesion bypass constitutes a leading mechanism of mutagenesis in eukaryotes.
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In addition to DNA damage, non-B DNA structures and collisions between the replication and
transcription machineries can also lead to replication fork stalling and cause replication stress and
genome instability [18–20]. Our understanding of the processes and factors that help to resolve such
collisions and the mechanisms of replication through natural DNA obstacles is still far from complete.

For a long time, a primase that forms a complex with Pol α was the only known eukaryotic
primase. The Pol α-primase complex consists of the DNA polymerase catalytic subunit POLA1,
the regulatory subunit POLA2 and the small catalytic and large regulatory primase subunits PriS
(Prim1) and PriL (Prim2), respectively [21–23].

Prim1 belongs to the archaea-eukaryotic primase (AEP) superfamily. Many members of this
superfamily possess both primase and DNA polymerase activities and play an essential role not
only in initiation of DNA replication, but also undertake a wide variety of cellular roles in DNA
replication, damage tolerance and repair, in addition to primer synthesis [24]. In 2005, Iyer L.M. et al.
in silico predicted the existence of a new hypothetical single subunit human primase encoded by
the gene CCDC111 on chromosome 4q35.1 [25]. The protein encoded by CCDC111 belongs to the
NCLDV-herpesvirus clade of the AEP primases. In 2012 and 2013, this new enzyme was purified and
characterized as a translesion DNA polymerase with low accuracy of DNA synthesis and primase
activity. It was initially presented by the L. Blanco group at several meetings in 2012 and 2013 (Sevilla
2012, Banff 2013 and others). In 2013, three groups published research articles describing the new
enzyme [26–28]. The protein shares the same active site for the DNA polymerase and primase activities
and was named PrimPol (“Prim”—primase, “Pol”—polymerase).

Subcellular fractionation and immunodetection studies indicated that human PrimPol is present
in both the nucleus and the mitochondrial matrix in human cells. In particular, in Hela cells PrimPol
is distributed between the cytosol, mitochondria and nucleus with 47%, 34% and 19%, respectively,
in each respective compartment [27]. With some exceptions, homologues of human PrimPol were
found in many eukaryotic unicellular and multicellular organisms, including animals, plants, fungi
and protists [27,29]. However, PrimPol-related proteins were not identified in such common model
organisms as Drosophila melanogaster, Caenorhabditis elegans and Saccharomyces cerevisiae.

2. Activities and Fidelity of PrimPol

Since 2013, the biochemical activities of human PrimPol have been extensively studied. In vitro,
human PrimPol possesses properties of a translesion DNA polymerase. Like other translesion DNA
polymerases, PrimPol lacks 3′–5′-exonuclease activity and exhibits low fidelity of DNA synthesis.
In the presence of Mg2+ ions as a cofactor of DNA polymerization, PrimPol makes one error per
102–105 nucleotides on undamaged DNA templates [30–33], an error rate comparative with the fidelity
of the error-prone Y-family, human Pol η, Pol ι and Pol κ [13]. However, the error specificity of PrimPol
uniquely differs from other human DNA polymerases. In particular, PrimPol has a preference to
generate base insertions and deletions (indels) over base misincorporations [30,34]. The high rate
of indel mutations potentially leads to frame-shift mutagenesis and has a deleterious effect on cells.
PrimPol also preferentially incorporates non-complementary nucleotides opposite the templating bases
C and G and efficiently extends from primers with terminal mismatched base pairs contributing to
mutation fixation [30]. In addition to low fidelity, another feature that PrimPol shares with translesion
DNA polymerases is low processivity of DNA synthesis, as it incorporates only a few nucleotides
per binding event [35]. The poor processivity can be explained by the lack of contacts with DNA
(see below) and the low affinity of PrimPol to DNA [33,36].

It was shown that both DNA polymerase and DNA primase activities of PrimPol are significantly
stimulated by Mn2+ ions [27,31,33]. The stimulation of the catalytic activity can be explained by
the strong increase of PrimPol’s affinity to DNA in the presence of Mn2+ ions [31–33]. However,
Mn2+ ions decrease the fidelity of nucleotide incorporation by PrimPol [31–33]. Previous studies
demonstrated that Mn2+ ions alter catalytic properties of many translesion DNA polymerases and,
in particular, stimulate catalysis and DNA damage bypass by human Pol ι [37,38], Pol λ [39] and
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Pol μ [40]. Mn2+-dependent DNA synthesis may therefore play a role in the regulation of TLS in vivo.
However, the direct evidence of the requirement of Mn2+ ions as a physiological cofactor for translesion
DNA polymerases is lacking.

As previously mentioned, human PrimPol possesses properties of a translesion DNA polymerase
in vitro, and bypasses several types of DNA lesions [26,27,33,41] (Table 1). PrimPol perform efficient
and quite accurate synthesis through the most common type of oxidative damage—8-oxo-G (Table 1).
Interestingly, Keen B.A. et al. observed the efficient and error-free bypass of cis-syn cyclobutane
pyrimidine dimers by the PrimPol catalytic core (residues 1–354), but did not observe bypass by
full-length PrimPol protein [35]. These data suggest that the TLS activity of PrimPol may be modulated
by conformational changes.

Contrasting results were obtained on DNA templates with an abasic site (AP-site). Several studies
did not observe AP-site bypass by PrimPol [26,42], whereas in the study by Garcia-Gomez S. et al.,
PrimPol efficiently bypassed an AP-site by the lesion “skipping” mechanism (also called pseudo-TLS
and the template “scrunching” mechanism) [27] (Table 1). In this latter case, PrimPol does not insert
a nucleotide opposite the AP site but skips the lesion, copying the next template base available.
This scenario suggests that PrimPol re-anneals the primer to the nucleotide located downstream of
the lesion and loops out the templating lesion. A similar mechanism was reported for T–T (6-4)
photoproducts by Mouron S. and Martinez-Jimenez M. et al. [34,41]. It is likely that this mechanism
is sequence-dependent and is facilitated by flanking microhomologies [27,34,41]. The preference
of PrimPol to generate base deletions on undamaged DNA is in agreement with the observation
of the lesion skipping mechanism. Along with different sequence context, the differences in
reaction conditions could contribute to inconsistency in TLS activities of PrimPol in experiments
of different groups.

Table 1. The translesion synthesis (TLS) activity of human PrimPol.

DNA Damage PrimPol TLS In Vitro

oxidative lesions

8-oxo-G - bypasses 8-oxo-G incorporating dATP and dCTP with equal efficiency [26,27];
- bypasses 8-oxo-G and preferentially incorporates dC [33,42]

TG
(thymidine glycol)

- does not bypass TG [26,35];
- PrimPol 1–354 incorporates a nucleotide opposite TG but cannot extend from
the lesion [35]

photo-products

cis-syn T–T
dimers

- bypasses CPD cis-syn T–T dimers [41];
- does not bypass cis-syn T–T dimers but extends a primer terminus with two
dA residues annealed opposite the T–T CPD [26];
- PrimPol1–354 bypasses cis-syn T–T dimers with high efficiency and fidelity [35]

T–T (6–4)
photoproducts

- bypasses T–T (6–4) photoproducts in error-prone manner incorporating dTTP
opposite 3′T and dGTP/dCTP opposite 5′T [26] or by skipping
mechanism [27,34,41]

abasic sites

- does not bypass lesion [26,35,42];
- bypasses lesion with high efficiency using skipping mechanism [27,34];
- bypasses with very weak efficiency and shows nearly equal preference for
either skipping the abasic site or inserting dAMP [33]

deoxyuracil - bypasses as T and incorporates dATP opposite the lesion [35]

PrimPol also possesses an unique primase activity and is the second primase found in human
cells after the Pol α-primase complex. Strikingly, unlike the Pol α-primase, PrimPol can catalyze the
incorporation of deoxyribonucleotides (dNTPs) to make primers during de novo DNA synthesis [26,27].
The incorporation of dNTPs into the newly synthesized DNA does not require the removal of an RNA
primer after the initiation of DNA synthesis.

The primase activity of PrimPol is dependent on a template T and on ATP or dATP as a starting
nucleotide. On homopolymeric single-stranded DNA, PrimPol possesses primase activity only on
a poly(dT) template [26]. Accordingly, on a 3′-GTCC-5′ template PrimPol preferentially forms initiating
dinucleotides 5′-A-dG-3′, and 5′-dA-dG-3′ PrimPol incorporates deoxyribo- and ribonucleotides with
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similar efficiency for initiation of de novo synthesis but prefers deoxyribonucleotides at the second
position [27]. In contrast, the initiation of the primer synthesis by the eukaryotic Pol α-primase
complex requires ATP or GTP on poly(dT) and poly(dC) templates, with a slight preference for an ATP
substrate [43–45]. Interestingly, PrimPol possesses higher affinity towards poly(dT) as well as towards
poly(dG) and G-quadruplexes [46]. The template specificity during DNA binding and initiation of
synthesis may reflect a dependence of PrimPol on certain natural initiation sites and likely plays a role
in the regulation of PrimPol repriming activity in vivo. Indeed, it was shown that PrimPol initiates
specific repriming almost immediately downstream of the G-quadruplex structures in vitro [46].

Finally, PrimPol has been reported to be able to connect two separate oligonucleotides by
an oligonucleotide end bridging mechanism. To this end, PrimPol was shown to be able to induce
alignment of non-complementary oligonucleotides based on microhomologies as short as one or
two base pairs, and use these aligned oligonucleotides as a template for elongating the opposite
strand. Such activity would open up the possibility of a role for PrimPol in non-homologous
end joining [34]. Moreover, it was suggested that PrimPol possesses the terminal transferase
activity (template-independent primer extension activity) which is stimulated by Mn2+ ions. In this
case, PrimPol extends a primer to a homopolymeric strand, which is non-complementary to the
template strand [35]. However, a conventional terminal transferase activity was not observed by
Martínez-Jiménez M. et al. Alternatively, it was suggested that the transferase activity of PrimPol
can be a result of the connecting activity. In this scenario, PrimPol extends DNA oligonucleotides
incorporating the sequence homologous to the connected nucleotide [34]. Future studies are required
to determine the role of methodological differences which may affect the activities of PrimPol in vitro,
verify the terminal transferase and the connecting activities of PrimPol in vitro and in vivo and
elucidate their biological roles in cells.

3. Structure of PrimPol

Human PrimPol is a 560 amino acid protein. It contains an N-terminal AEP-like catalytic domain
and a C-terminal zinc finger (ZnF) domain that forms contacts to the DNA template [25,27,35].
The conserved I, II, III-motifs in the AEP-like domain are required for both the DNA polymerase and
primase activities (Figure 1) [26,27].

Figure 1. The schematic domain structure of human PrimPol. The N-helix, the Module N (ModN) and
Module C (ModC) modules, the C-terminal zinc finger (ZnF) and replication protein A (RPA)-binding
domains as well as conservative catalytic residues of I, II and III-motifs and Cys residues coordinating
[Zn] are indicated.

The first crystal structure of the N-terminal catalytic core of human PrimPol (residues 1–354) in
a ternary complex with a DNA template-primer, an incoming dATP and one Ca2+ ion was recently
reported [36]. A comparison of human PrimPol with catalytic cores of other DNA polymerases and
PriS provides some insight into the ability of PrimPol to function as both a polymerase and a primase.

Generally, the structures of most DNA polymerases resemble a right hand. Y-family translesion DNA
polymerases contain the palm, fingers, thumb and little finger (or polymerase-associated domain),
wherein the palm domain contains the active site, the finger domain interacts with the nascent base
pair, the little finger and the thumb domains contact with the primer and the templating DNA [47].
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However, the PrimPol catalytic core contains only the N-helix (an N-terminal helix, residues 1–17) and
two modules called Module N (ModN) (residues 35 to 105) and Module C (ModC) (residues 108 to 200
and 261 to 348). The N-helix is connected to the ModN via a long flexible linker (residues 18–34) [36].

The ModC module encompasses functions of both the finger and palm domains and harbors key
active site residues interacting with the nascent T-dATP base pair. The conserved ModC motifs I (DxE)
and III (hDh) contain the acidic catalytic residues Asp114/Glu116 and Asp280, which are involved in
coordination of Me2+ ions, while motif II (SxH) contains S167 and His169 participating in the incoming
nucleotide binding. Mutations in these residues abrogate the polymerase and primase activities of
human PrimPol [26–28,35]. Residues 201 to 260 inside ModC correspond to an unstructured region,
which may have a regulatory role.

In PrimPol, ModN together with ModC functions as the finger domain and these modules are
in contact with the template DNA strand and the templating base (T). The N-helix interacts with the
template strand and resembles the little finger domain in Y-family polymerases but makes far fewer
contacts in the major groove. Moreover, PrimPol does not have an analogue to the thumb domain to
grip the template-primer. As a result, PrimPol demonstrates an almost complete lack of contacts to the
DNA primer strand. This feature can play a key role in the primase activity of PrimPol, as the lack of
contacts to the DNA primer strand eliminates the need for a pre-existing primer and leaves room for a
dNTP at the initiation site during de novo DNA synthesis. The PrimPol catalytic core structure also
differs from the structure of the primase subunit PriS because PriS has no equivalent of the N-helix. The
contacts of the N-helix with the template DNA, likely, play an important role in the DNA polymerase
activity of PrimPol [36].

The C-terminal domain of PrimPol contains a conserved ZnF motif (consisting of key residues
C419, H426, C446, C451), which shares high sequence similarity with the viral UL52 primase domain.
The Zn2+ ion is coordinated by the first conserved cysteine and histidine residues of the motif [26,35,41].
The presence of Zn2+ ions in a protein sample of the PrimPol C-terminal domain was confirmed by
inductively coupled mass spectrometry [35]. The structure of the C-terminal domain of PrimPol
has not been reported, but the C-terminal ZnF is indispensable for de novo synthesis by PrimPol
while not being necessary for primer elongation [28,35]. In particular, mutations of residues C419
and H426 abrogate the primase activity of PrimPol but retain its DNA polymerase activity [28,35,41].
Nevertheless, the deletion and mutations of the ZnF modulate the processivity and fidelity of DNA
synthesis by PrimPol as the presence of the ZnF reduces the processivity of the enzyme and allows
a slower, higher-fidelity incorporation of complementary nucleotides [35]. The mutation of the ZnF
also abrogates template-independent dNTP incorporation by PrimPol in the presence of Mn2+ ions [35].

The C-terminal domain is required for the binding to single-stranded DNA downstream of the
primer-template junction [35] and likely is responsible for template recognition during repriming.
It was also suggested that the ZnF may function as a “translocation” site to capture the initiating
nucleotide triphosphate [36] analogous to the Fe–S domain in the PriS regulatory subunit PriL [21].
Moreover, the C-terminal domain was shown to be involved in protein interactions with replication
protein A (RPA) (see below) [28,30,48]. Altogether, the data suggest that the C-terminal domain is a key
regulator of PrimPol function. The structures of PrimPol with DNA lesions are yet to be determined.
Human PrimPol replicates through photoproducts including the highly distorting T–T (6-4) lesion
but, in contrast with Pol η, PrimPol has a constrained active-site cleft with respect to the templating
base [36]. This suggests that PrimPol bypasses photoproducts and other bulky DNA lesions by looping
the lesion out in the space between the ModN and the N-helix near the flexible linker and also explains
the skipping of DNA lesions observed in some works [27,34,41].

4. Functions of PrimPol in Cells

4.1. The Role of PrimPol in Nuclear Replication and DNA Translesion Synthesis

Similar with other AEP enzymes, PrimPol possesses the versatile activities which provide
a possibility to participate in different cellular processes including replication in unperturbed
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cells, DNA damage tolerance and, possibly, repair [24]. Studies demonstrated that PrimPol plays
an important role in maintaining genome stability by protecting cells from replication stress derived
from DNA damage, as well as by assisting fork progression on undamaged DNA. In accordance with
these roles, PrimPol was shown to be recruited to the sites of DNA damage and stalled replication
forks in the nucleus in vivo [26,28,41].

Mammalian and avian cells deficient in PrimPol display sensitivity to ultraviolet (UV)
irradiation [26,28,35,41,49–51], indicating that PrimPol is important for recovery from UV damage.
Because the loss of PrimPol in human xeroderma pigmentosum variant (XPV) cells lead to an increase in
UV sensitivity, PrimPol’s contribution to tolerance of UV photoproducts is likely to involve a pathway
that is independent of Pol η [26]. Furthermore, chicken PRIMPOL−/− DT40 cells are also hypersensitive
to cisplatin and methylmethane sulfonate; this effect was not epistatic to the Pol η- and Pol ζ-dependent
pathways [52]. Finally, PrimPol appears not to play a major role in recovery from double-strand breaks
as human PRIMPOL−/− cells showed little or no hypersensitivity to ionizing radiation [28].

Moreover, PrimPol is crucial for recovery of stalled replication forks in HeLa and DT40 cells
after treatment with the dNTP depleting agent hydroxyurea and chain-terminating nucleoside
analogues [28,41,52], and possibly plays an important role in replication even in unperturbed cells.
In the absence of induced DNA damage, disruption of PrimPol function in mammalian cells slows
down replication and induces replicative stress, thereby leading to the accumulation of DNA breaks
and chromosome instability [26,41]. In particular, PrimPol may facilitate the replication across non-B
DNA [46]. However, L. Wan et al. and B. Pilzecker et al. observed only modest or no effect of PrimPol
defects on the replication speed during unperturbed replication in human cells [28,51].

PrimPol may restart a stalled replication fork by acting as either a translesion DNA polymerase
or by repriming DNA synthesis downstream of the lesion. Biochemical studies have indicated that
PrimPol is capable of TLS synthesis in vitro. However, recent in vivo studies with a zinc-finger
(ZnF) primase-null PrimPol mutant in human and avian DT40 cells (see below) suggested that the
primary function of PrimPol in nuclear replication is repriming at sites of DNA damage and at stalled
replication forks on the leading strand. It was shown that PrimPol reprimes efficiently downstream
of UV-induced DNA lesions, AP-sites and cisplatin lesions [35,41,51,52]. Moreover, it was suggested
in Rad51-depleted and UV-treated cells PrimPol promotes dysregulated excessive elongation of
nascent DNA by repriming after UV-induced lesions accumulated behind the replication fork. Rad51
recombinase protects the DNA synthesized before UV irradiation from degradation and prevents
PrimPol-mediated repriming and excessive elongation of nascent DNA after UV irradiation [53].

It is likely that the primase activity of PrimPol also plays a pivotal role in the re-initiation
of DNA synthesis after dNTP depletion by hydroxyurea and chain termination with nucleoside
analogues [41,52]. It was also suggested that PrimPol contributes to replication across G-quadruplexes
using close-coupled downstream repriming mechanisms on the leading DNA strand [46]. Taken
together, the most likely role of PrimPol is to initiate de novo DNA synthesis downstream of not only
DNA lesions, but also non-B DNA structures during normal chromosomal duplication.

The discovery of the repriming role of PrimPol in cells explains the previous evidence for
chromosomal single-stranded gaps formed on the leading strand in S phase during replication and
gap-filling during TLS in G2 phase of the cell cycle [54,55]. The mechanism of repriming is especially
important on the leading strand which is replicated continuously. The remaining gaps can be filled
by translesion DNA polymerases or restored by homology-directed repair. More information about
repriming function of PrimPol in cells can be found in recent review [56].

However, a TLS function of PrimPol in cells cannot be completely ruled out. First, it is possible
that the PrimPol ZnF mutants used as primase-deficient but DNA polymerase-proficient variants
in the separation of function studies lack some posttranslational modifications or interactions with
accessory proteins. Mutations of the ZnF may also affect PrimPol stability and folding. Any of
these scenarios could impair the activity of the ZnF mutants and hence lead to an interpretation that
overestimates the role of the primase activity. Second, several studies have evidenced a role for the
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polymerase activity of PrimPol in replication. In particular, Keen B.A. with co-authors suggested
that in avian PRIMPOL−/− DT40 cells expressing human PrimPol, its primase activity is required to
restore wild-type replication fork rates after UV irradiation, while the DNA polymerase activity of
PrimPol is sufficient to maintain regular replisome progression in unperturbed cells [35]. Moreover,
the African trypanosome Trypanosoma brucei encodes two forms of PrimPol-like proteins, PPL1 and
PPL2. Both PPL1 and PPL2 proteins are translesion DNA polymerases and only the PPL1 form
possesses primase activity. However, in the bloodstream form of trypanosome, PPL2 was suggested
to be essential for the post-replication tolerance of DNA damage using its TLS activity, while PPL1
appears to be dispensable [29]. PPL2 was also required to complete genome replication in T. brucei
even in the absence of external DNA damage. Therefore, it is possible that functions of PrimPol-related
proteins and the regulation of their activity differ among species.

4.2. Functions of PrimPol in Mitochondria

As previously mentioned, a considerable fraction of PrimPol in cultured human cells localizes
to mitochondria [27], whereby it may be available to assist Pol γ, the mitochondrial replicase, in
the synthesis of mitochondrial DNA (mtDNA). In support of a mitochondrial function of PrimPol,
its silencing in HEK293T cells causes a decrease in mtDNA copy number [27], and human or mouse cells
lacking PrimPol show delayed recovery after transient drug-induced mtDNA depletion [27]. However,
as PRIMPOL−/− knockout mice are viable, PrimPol is not essential for mtDNA maintenance [27].

A role for PrimPol in mtDNA maintenance is further supported by the fact that the DNA
polymerization activity of PrimPol is affected by bona fide components of the mitochondrial replisome.
Specifically, PrimPol interacts with and is inhibited by the mitochondrial single-stranded DNA-binding
protein (mtSSB), most likely due to displacement of PrimPol from single-stranded DNA (ssDNA) [30].
Furthermore, PrimPol is stimulated by the mitochondrial replicative helicase Twinkle [42] and by
polymerase delta-interacting protein 2 (PolDIP2) (Table 2) [50], a protein initially discovered as a Pol δ
interactor [57] and that at least in some cell types appears to be localized to the mitochondrial matrix
where also PrimPol is found [27,58].

Despite these functional interactions, the precise contribution of PrimPol to mtDNA maintenance
has remained unclear. Intuitively, given its translesion synthesis abilities, PrimPol could be expected
to synthesize past oxidative lesions created due to the high levels of reactive oxygen species that
originate from the mitochondrial electron transport chain. However, PrimPol is unable to assist the
mitochondrial replisome in bypassing the most common types of oxidative lesions, 8-oxo-G and
abasic sites, both of which pose considerable blocks to the progression of the mitochondrial replication
machinery [42]. Therefore, as has been suggested for the nucleus, the main contribution of PrimPol
to mtDNA maintenance is likely to involve its ability to reprime replication. Indeed, our current
unpublished data suggest PrimPol to be required for the repriming of stalled mtDNA replication after
UV damage or treatment with the chain terminating nucleoside analog ddC in mouse cells, and to be
able to provide primers for DNA replication by Pol γ both in vivo and in vitro [59].

Given that human mtDNA contains a number of sites that can form G-quadruplex structures [60–64],
the repriming of mitochondrial replication may be required even in the absence of mtDNA damage.
Because PrimPol has the ability to reprime replication immediately downstream of G4 structures
in vitro [46], it may facilitate replication progression past these, and possibly other, mtDNA secondary
structures. Depletion and/or deletions of mtDNA are implicated in rare genetic mitochondrial
disorders, and causative gene defects include mutations in Pol γ, the Twinkle helicase and other factors
involved in mtDNA maintenance [5,6]. The involvement of PrimPol in proper maintenance of mtDNA
therefore opens up the possibility that PrimPol defects could give rise to mitochondrial pathologies.

5. Regulation of PrimPol Activity in Cells

To date, little is known about the mechanisms that regulate TLS and the re-initiation of DNA
synthesis by PrimPol at the sites of DNA damage. Generally, translesion DNA polymerases are tightly
regulated in the cell due to their high mutagenic potential. Numerous protein factors control the
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catalytic activity of DNA polymerases and their access to the replication fork. In nuclei, RPA and
the trimeric protein-clamp proliferating cell nuclear antigen (PCNA) play a key role in the regulation
of DNA polymerase activity. In mitochondria, mtSSB and helicase Twinkle are essential for DNA
replication by Pol γ.

PCNA is involved in the replication process as a processivity factor. Functional interaction with
PCNA facilitates access to replication fork and stimulates activity of both replicative and translesion
DNA polymerases [65–68]. However, PrimPol does not interact with PCNA in vivo and is not
stimulated by PCNA in vitro, suggesting that the regulation of PrimPol differs from other DNA
polymerases and is independent of PCNA [30].

The main functions of RPA and mtSSB include stabilization of single-stranded DNA and
positioning of proteins for the formation of DNA-protein and protein-protein complexes. RPA and
mtSSB interact with PrimPol, and RPA has been shown to regulate PrimPol localization in cells in
response to DNA damage and replication stress in vivo (Table 2) [28,30,48]. In particular, the deletion
of the C-terminal RPA binding domain of PrimPol abrogates its interaction with RPA and nuclear
foci formation after treatment of cells with hydroxyurea, ionizing radiation and UV irradiation [28,48].
Therefore, it is likely that RPA plays a key role in the recruitment of PrimPol to the stalled
replication fork, and that mtSSB may play a similar role in mitochondria. Interestingly, while both
RPA and mtSSB inhibit the DNA polymerase and primase activities of PrimPol on short ssDNA
templates in vitro [30,42,69], RPA stimulates PrimPol activity on long M13 ssDNA templates [48,69].
The biochemical results are consistent with a model where full coating of ssDNA by RPA, such as is
expected during normal replication, prevents PrimPol from accessing the DNA. In contrast, under
conditions where the ssDNA is not fully coated with RPA and simultaneous binding of RPA and
PrimPol is possible, RPA stimulates priming and polymerization by PrimPol. The latter scenario has
been suggested to take place during replicative stress when the leading strand polymerase and the
replicative helicase become uncoupled and longer stretches of ssDNA are exposed. The interaction
between RPA and PrimPol is mediated by two acidic motifs in the C-terminal RPA binding domain
(RBD) of PrimPol that have the ability to bind the basic cleft on the N-terminus of the RPA1 subunit
in vitro [30,48]. However, in vivo the first of these RPA-binding motifs (amino acids 510–528 of
PrimPol) has been suggested to be the primary mediator of the PrimPol-RPA interaction, and it is
required for chromatin recruitment of PrimPol following UV irradiation [48].

Table 2. Proteins interacting with PrimPol.

▪ Protein-Partner
Localization of Protein
in DNA Compartment

Effect on PrimPol Activity

▪ RPA (replication protein A) nuclear

inhibits primase and polymerase activities on short
DNA templates [30,42,69] but stimulates primase
and polymerase activities on long DNA templates
when non-saturating in vitro [48,69], targets PrimPol
to DNA damage sites in nuclei in vivo [28,30,48]

▪ mtSSB (mitochondrial
single-stranded
DNA-binding protein)

mitochondrial inhibits primase and polymerase activities on short
DNA templates in vitro [42]

▪ PolDIP2 (polymerase
delta-interacting protein 2)

mitochondrial and
possibly nuclear stimulates DNA polymerase activity in vitro [50]

▪ Twinkle mitochondrial stimulates DNA polymerase activity in vitro [42]

Recently, it was found that the DNA polymerase activity of PrimPol is stimulated by the
mitochondrial helicase Twinkle (Table 2) [42]. Twinkle stimulates synthesis of longer DNA replication
products by PrimPol at high dNTP concentration. Interestingly, the helicase activity of Twinkle is not required
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for this stimulation. The stimulation by Twinkle was also not specific to damaged DNA as it was observed on
undamaged DNA.

Recently it was also shown that the DNA polymerase activity of human PrimPol is stimulated by
interaction of its AEP domain with PolDIP2 (Table 2) [50]. PolDIP2 enhances the binding of PrimPol to
DNA and stimulates the processivity of DNA synthesis but does not stimulate the primase activity
of PrimPol [50]. The depletion of PolDIP2 in UV irradiated human cells causes a decrease in the
replication fork rate, similar to that observed in PrimPol−/− cells. Moreover, no further decrease in
replication rate was observed when PolDIP2 was depleted in PrimPol−/− cells. These data suggest that
PrimPol and PolDIP2 work epistatically in the same pathway to promote DNA replication in the presence of
UV damage [50].

Importantly, PolDIP2 also interacts with PCNA, the regulatory p50 subunit of replicative Pol δ
and several translesion DNA polymerases [57,70,71]. It was shown that PolDIP2 stimulates Pol δ by
increasing its affinity for PCNA binding [70]. Therefore, PolDIP2 may play a role in the coordination
of replisome proteins providing docking sites for DNA polymerases and PCNA and facilitating their
functional interactions. However, it was shown that PolDIP2 together with PCNA inhibits the DNA
polymerase activity of PrimPol in vitro. These data argue against the “docking hypothesis” and
suggests that PolDIP2 does not play a “bridging role” between PrimPol and PCNA [50].

PolDIP2 has been found both in the nucleus and mitochondria. While Klaile et al. showed that
endogenous human and rat PolDIP2 localized primarily in the cytoplasmic and nuclear fractions, with
lesser amounts entering the mitochondria [72], Cheng X. et al. and Xie B. et al. localized PolDIP2
almost exclusively in mitochondria [58,73]. Furthermore, it was shown that PolDIP2 is associated
with the mitochondrial DNA nucleoid and it co-immunoprecipitated with mtSSB and mitochondrial
transcription factor A (TFAM) [58]. Nevertheless, the role of PolDIP2 as a regulator of PrimPol function
in mitochondria has been questioned by biochemical studies, because the interaction between PolDIP2
and PrimPol is mediated by the N-terminal region of PolDIP2 that also contains the mitochondrial targeting
signal that is likely cleaved off upon mitochondrial entry [50]. The truncated form of PolDIP2 lacking the
first 50 amino acids did not stimulate the DNA polymerase activity of PrimPol [50]. Therefore, it is
possible that the stimulatory effects of PolDIP2 on PrimPol may be rather nuclear than mitochondrial.

Finally, to date, no proteins that act to stimulate the primase activity of PrimPol have been reported
excepting for RPA [48,68]. Therefore, the mechanisms regulating repriming by PrimPol remain to
be elucidated.

6. PrimPol Dysfunction and Disease

PRIMPOL−/− knockout mice are viable but PRIMPOL−/− deficient cells show replication stress,
genetic instability and defects in mitochondrial replication [27]. It is likely that PrimPol defects
can be compensated in vivo by alternative mechanisms such as the use of (other) translesion
DNA polymerases and helicases to bypass DNA damage and non-B structures, template switching
mechanisms, homology-dependent repair and firing of dormant origins. Indeed, it was shown that
avian DT40 cells deficient only in PrimPol or in Pol η/Pol ζ are viable and proliferate with nearly
normal kinetics. However, cells deficient in PrimPol and Pol η/Pol ζ proliferated slowly and exhibited
increased cell death. These data suggest that repriming by PrimPol and TLS by Pol η/Pol ζ are
compensatory DNA damage tolerance mechanisms [52].

Nevertheless, the established roles of PrimPol in DNA damage tolerance and mitochondrial DNA
replication suggest that PrimPol mutations could lead to some inherited diseases including cancer
predisposition and mitochondriopathies. To date, however, little is known about the influence of
PrimPol defects on human health. Recent analysis of gene expression data from The Cancer Genome
Atlas (TCGA) demonstrated anti-mutagenic activity of PrimPol in genome maintenance and suggested
a possible protective role of PrimPol in human breast cancer [51]. The study reported a high number
of PRIMPOL-deficient tumors in breast cancer patients diagnosed with invasive lobular and ductal
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carcinoma, and the PRIMPOL−/− tumors were found to exhibit a mutation load that was nearly twice
as high as in PRIMPOL-proficient tumors.

Only one missense PRIMPOL mutation, a naturally occurring minor PrimPol variant, has been
reported to potentially associate with human disease [74]. This missense mutation (NM_152683.2:
c.265T > G) results in the Y89D amino acid change in PrimPol and causes global alterations in
polymerase domain structure and significantly decreased PrimPol affinity for both dNTPs and DNA.
Being unable to interact firmly with DNA, the PrimPolY89D variant has dramatically lower processivity
than wild-type PrimPol, which in turn causes a significant slowing of replication fork progression and
increased UV-sensitivity in vivo [75]. Zhao et al. [74] hypothesized a link between the PrimPolY89D

variant and the human ocular disease high myopia. This mutation was found in a single family and
four additional sporadic patients with high myopia. Within the family, the mutation is inherited in
an incomplete autosomal dominant manner, and when heterozygous, a lighter form of the disease
results [74]. Nevertheless, further screening of genomes did not confirm this hypothesis as the
PrimPolY89D variant was found among individuals with high myopia, other forms of genetic eye
diseases and normal controls [76].

Many translesion DNA polymerases promote the resistance of cancer cells to chemotherapy [77,78].
As PrimPol is involved in tolerance to DNA damage, it can be assumed that PrimPol may play a role
in the development of tolerance to some chemotherapeutic drugs inhibiting DNA replication and may
therefore represent a promising drug target for the treatment of chemotherapy-resistant tumors.

7. Conclusions

Many human translesion DNA polymerases have been found and characterized in the last 15 years,
and PrimPol is the most recent DNA polymerase to be identified. PrimPol is unique due to its dual
activities as a translesion DNA polymerase and a primase. These activities provide extreme flexibility
of DNA damage bypass as PrimPol can contribute to bypass through classical TLS, by skipping the
lesion and/or by de novo priming of DNA synthesis downstream of the lesion. Since its discovery
in 2013, extensive biochemical and structural studies have provided insight into the biochemical
properties and functions of PrimPol and the mechanisms of its DNA polymerase and primase activities.
Growing evidence suggests that the main biological function of human PrimPol during replication
of chromosomal DNA is a repriming of stalled replication downstream of DNA damage or naturally
occurring obstacles. However, the mechanisms that regulate the repriming by PrimPol in cells are yet to
be understood. The functions of PrimPol in mitochondria and the association of PrimPol defects with
human diseases are also largely unexplored and constitute important directions for future research.
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Abstract: Some engineered nanomaterials (ENMs) may have the potential to cause damage to the
genetic material in living systems. The mechanistic machinery functioning at the cellular/molecular
level, in the form of DNA repair processes, has evolved to help circumvent DNA damage caused by
exposure to a variety of foreign substances. Recent studies have contributed to our understanding of
the various DNA damage repair pathways involved in the processing of DNA damage. However,
the vast array of ENMs may present a relatively new challenge to the integrity of the human genome;
therefore, the potential hazard posed by some ENMs necessitates the evaluation and understanding
of ENM-induced DNA damage repair pathways. This review focuses on recent studies highlighting
the differential regulation of DNA repair pathways, in response to a variety of ENMs, and discusses
the various factors that dictate aberrant repair processes, including intracellular signalling, spatial
interactions and ENM-specific responses.

Keywords: engineered nanomaterials; DNA damage; nanotoxicity; DNA repair proteins/genes;
DNA repair pathways

1. Introduction

The unique properties of engineered nanomaterials (ENMs), intentionally manufactured particles
or objects with at least one dimension in the size range of 1 nm to 100 nm (with 50% or more particles
in the number size distribution), have contributed to the exponential growth and innovative advances
in nanotechnology [1–3]. Monodisperse ENMs, as well as agglomerated and/or aggregated ENMs
display a diverse range of magnetic, optical, electrical, catalytic and antibacterial properties which
has led to their incorporation into a plethora of consumer and industrial products. Some of these
products include personal care items (cosmetics, sun-creams, scratch resistant nail polishes, deodorants,
toothpastes, etc.) medical devices (tissue scaffolds, drug delivery systems, orthopaedic implants,
imaging modalities, biosensors, etc.) and nanoelectronics (field effect transistors, photonic crystals,
field emission displays, etc.). The most commonly used ENMs include metal nanoparticles—NPs
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(silver, gold, cobalt, cobalt-chromium), metal oxide NPs (titanium dioxide, zinc oxide, silica, iron
oxide), quantum dots (cadmium, tellurium, selenium) and carbon nanomaterials [3].

Ongoing research on evaluating the safety of ENMs has highlighted the potential of these
nano-entities to cause perturbation of various cellular pathways and functional processes [2,3].
The alterations that may occur in the intracellular milieu in response to ENM-exposure can have
unpredictable consequences on the functioning of the entire cellular system, as well as on the fidelity
of DNA replication and cell division [4]. Cellular exposure to some ENMs has been linked to DNA
damage resulting in wide ranging DNA lesions, which include genome rearrangements, single strand
breaks (SSBs), double strand breaks (DSBs), intra/inter strand breaks (SBs) and the formation of
modified bases (thymine glycol, 5-hydroxy-5-methylhydantoin, 8-hydroxyguanine) [5,6]. These
different types of DNA lesions can lead to chromosomal aberrations, gene mutations, apoptosis,
carcinogenesis or cellular senescence if left unrepaired [7] (Figure 1). Therefore, thorough studies on
DNA damage response and repair related genes, pertaining to ENM exposure testing, are necessary
for evaluating and characterizing the safety of ENMs.

Figure 1. Schematic to illustrate various types of DNA damage caused by engineered nanomaterials
(ENMs) that may result in efficient or inefficient repair activity, leading to either DNA damage reversal
or progression to carcinogenesis, apoptosis and/or senescence, respectively. SSB: single strand breaks,
DSB: double strand breaks.

The integrity of the genome is maintained at three levels. Level 1 involves phase I (involved in
hydrolysis, oxidation etc.) and/or phase II (involved in methylation, conjugation with glutathione
etc.) metabolizing enzymes that can process, inactivate or intercept the mechanistic processes
that lead to ENM-induced DNA damage [8]. For example, a main antioxidant defence molecule,
glutathione (along with antioxidant enzymes) binds and neutralizes reactive oxygen species (ROS) [9].
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Although these defences at level 1 are generally effective, the generation of excess ROS subsequent
to ENM exposure can tip the balance in favour of oxidative stress, which can lead to mutations and
chromosomal aberrations [10,11]. Level 2 includes signal transduction pathways involving molecules
that act as sensors for DNA damage and activate defence checkpoints. Level 3 mainly involves DNA
repair processes, which play a pivotal role in maintaining the integrity of the genome by repairing
DNA damage [8].

DNA repair is a complex process: it is comprised of >168 genes (that encode for proteins) involved
in numerous, diverse processes encompassing intracellular signalling, cell cycle checkpoints, enzymatic
reactions and chemical and structural modifications and transformations which eventually culminate
in DNA repair [12]. Each pathway is represented by a set of proteins and enzymes with distinct
functions and enzymatic activities. Many of the proteins implicated in DNA repair are well-defined in
terms of kinetic activity, substrate specificity, mode of action and 3D structure. Therefore, knowledge
about the DNA repair systems and their components is critical to our understanding of how cells
control and repair the constantly occurring damage in their genomes.

There are multiple DNA repair pathways targeting various levels and extent of DNA damage.
Researchers over the last few decades have progressively deciphered and revealed responses to DNA
damage (including ENM-induced); currently, the DNA damage repair pathways can be divided into
eight major categories:

• DNA damage signalling (DDS): this pathway is induced in response to DNA damage caused by
various agents including environmental, ENM and endogenous. DDS pathways are programmed
to induce several cellular responses including checkpoint activity, triggering of apoptotic
pathways and DNA repair [13].

• Direct reversal repair (DRR): reverses/eliminates the DNA damage caused by chemical reversal or
modification by restoring the original nucleotide. It is also known as direct DNA damage reversal.

• Base-excision repair (BER): this repair mechanism is initiated by the excision of modified bases
from DNA by DNA glycosylases. The length of the DNA that needs to undergo re-synthesis can be
variable; thus, the pathway can be subdivided into short-path or long-path BER. Although various
pathways are involved in this repair process, one of the most widely studied mechanisms that
triggers the BER pathway is oxidatively induced damage. Since oxidative stress is one of the most
common mechanisms of ENM-induced DNA damage, oxidatively induced DNA lesions are
predominantly repaired by the BER pathway (see Table 1). The key enzymes involved in the BER
process are DNA glycosylases, which remove damaged bases by cleavage of the N-glycosylic
bonds (between the bases and deoxyribose moieties) of the nucleotide residues. The DNA
glycosylase action is followed by an incision step, DNA synthesis, an excision step, and DNA
ligation. Various metal oxide based ENMs, quantum dots and carbon nanomaterials have been
implicated in activating the BER pathway (Table 1).

• Nucleotide excision repair (NER): is involved in removing bulky DNA adducts. The damage from
the active strand of transcribed DNA and DNA damage elsewhere in the genome is removed in
this pathway by transcription-coupled repair and global genome repair, respectively. Silver and
cadmium based ENMs have been shown to interfere with the NER pathway (Table 1).

• Mismatch repair (MMR): this pathway is involved in post-replicational DNA repair that removes
errors including mismatched nucleotides, insertions, deletions, etc.

• Homologous recombination repair (HRR): this pathway involves repair of DSBs using the
homologous DNA strand as a template for re-synthesis.

• Non-homologous end joining repair (NHEJ): helps to ligate the DNA ends resulting from DSBs.
• Translesion synthesis (TLS): this pathway employs specialized polymerases that use damaged

DNA as templates, to finish replication across lesions. Although the mechanism is error-prone,
and cell survival may be associated with an increased risk of mutagenesis/carcinogenesis, it helps
to prevent a stalled replication fork.
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2. Activation/Up-Regulation of DNA Damage Signalling Pathways

DNA repair pathways/proteins seldom work in isolation in the cell, i.e., the repair pathways are
interdependent and interconnected via shared proteins and components of the DNA repair system.
More than one pathway may be up-regulated/down-regulated in response to cellular exposure by
a given ENM. Moreover, repair pathways (genes/proteins/enzymes) induced because of DNA damage
do not follow a similar trend with respect to being up-regulated or down-regulated; different studies on
ENM exposure have shown varied DNA damage responses, i.e., the same gene/protein is up-regulated
in one study, while being down-regulated in another ENM-exposure study. For example, several
studies have shown apurinic/apyrimidinic endonuclease (APEX), involved in the BER pathway to
be either up-regulated or down-regulated in response to exposure by ENMs (Table 2). This lack of
a trend may be due to differences in physico-chemical characteristics (e.g., composition, size, structure,
charge, morphology, coating, presence of impurities due to synthesis processes) in the tested ENMs or
to differences in exposure concentrations, cell lines utilized and other experimental factors.

Table 2. Function of important enzymes/proteins involved in the major DNA repair pathways.

Enzyme/ Protein Function

DDS Pathway

ATM (ataxia-telangiectasia mutated)

Cell cycle checkpoint kinase protein, which belongs to the PI3/PI4-
kinase family. Serves as a DNA damage sensor and regulator of a
wide variety of downstream proteins, including, 1) Tumour
suppressor protein p53 and 2) Serine/threonine protein kinase that
activates checkpoint signalling upon double strand breaks (DSBs),
apoptosis, and genotoxic stresses.

ATR Rad3-related kinase

PI3 kinase-related kinase family member (like ATM), which
phosphorylates multiple substrates on serine/ threonine residues
(that are followed by a glutamine) in response to DNA damage or
replication blocks. Causes cell cycle delay, in part,
by phosphorylating checkpoint kinase (CHK)1, CHK2, and p53.

CHK1 and CHK2 (Checkpoint kinase 1 and 2) Downstream protein kinases of ATM/ATR, which play an important
role in DNA damage checkpoint control.

BER Pathway

APEX1 (Apurinic/apyrimidinic endonuclease 1)

Multifunctional DNA repair enzyme, apurinic/apyrimidinic
endonuclease 1/redox factor-1 (APE1/Ref-1) responsible for abasic
site cleavage activity.
Plays a critical role in the DNA base excision repair (BER) pathway
and in the redox regulation of transcriptional factors.
Activated/ induced by oxidative DNA damage.
Localisation signals, post-translational modifications and dynamic
regulation determines the localisation of APE protein in the nucleus
with subcellular localization in the mitochondria, endoplasmic
reticulum and cytoplasm.

APEX2 (Apurinic/apyrimidinic endonuclease 2)

AP endonuclease 2 is characterized by a weak AP endonuclease
activity, 3′-phosphodiesterase activity and 3′- to 5′-exonuclease
activity.
Involved in removal of mismatched 3′-nucleotides from DNA and
ATR-Chk1 checkpoint signalling in response to oxidative stress.

(POLB) DNA polymerase β Contributes to DNA synthesis and deoxyribose-phosphate removal.

(FEN1) Flap endonuclease 1 Possesses 5′–3′ exonuclease activity and cleaves 5′ overhanging
“flap structures” in DNA replication and repair.

LIG1 (Ligase 1) Seals SSB ends.

MBD4 (methyl-CpG binding domain protein 4)

Belongs to a family of nuclear proteins that possess a methyl-CpG
binding domain (MBD). These proteins bind specifically to
methylated DNA, possess DNA N-glycosylase activity and can
remove uracil or 5-fluorouracil in G:U mismatches.
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Table 2. Cont.

Enzyme/ Protein Function

MUTYH (mutY DNA glycosylase)

Serves as DNA glycosylase (excises adenine mispaired with
8-oxoguanine).
Maintains chromosome stability by inducing ATR-mediated
checkpoint activation, cell cycle arrest and apoptosis.

NEIL1, NEIL3 (Nei-like 1; Nei-like 3) Generate apurinic/apyrimidinic (AP) sites and/or SSBs with
blocked ends.

NTHL1 Serve as oxidized base-specific DNA glycosylases that remove
oxidized and/or mismatched DNA bases.

OGG1 (8-oxoguanine DNA glycosylase) Excises and repairs oxidatively damaged guanine bases in DNA,
which occur as a result of exposure to ROS.

PCNA (Proliferating cell nuclear antigen) Co-factor for DNA polymerase and essential for DNA synthesis and
repair.

PARP1 (Poly ADP ribose polymerase) PARP1—serves as sensor of SSBs.

XRCC1 (X-ray repair cross-complementing
protein 1)

XRCC1—serves as a scaffold for recruiting and activating BER
proteins.

NER Pathway

RPA1 (replication protein A1)
Largest subunit of the replication protein A (RPA), the heterotrimeric
single-stranded DNA-binding protein involved in replication, repair,
recombination and DNA damage check point activation.

XPC (xeroderma pigmentosum group C protein)
Recognizes bulky DNA adducts. Pairs up with RAD23 and helps in
the assembly of the other core proteins involved in NER pathway
progression.

XPA (xeroderma pigmentosum group A protein) Attaches to damaged DNA, interacts along with other proteins in
the NER pathway to unwind, excise and replace the damaged DNA.

HRR Pathway

BRCA1/ BRCA2 (breast cancer type 1 and type 2
susceptibility proteins)

BRCA1 and BRCA2 are coded by human tumour suppressor genes
that are involved in DNA damage repair, cell cycle progression,
transcription, ubiquitination and apoptosis.
Aberrant proteins coded by mutated genes are found in hereditary
breast and ovarian cancers; activation of various kinases in response
to DNA-damage have been shown to phosphorylate sites on BRC1
and BRC2 in a cell cycle-dependent manner.

RAD51 Involved in the homologous recombination and repair of double
strand DNA breaks.

NHEJ Pathway

Ku Ku, a heterodimer of two related proteins, Ku70 and Ku80,
is involved in DSB repair and V(D)J recombination.

LIG4 (Ligase 4)

LIG4 is the DNA ligase required for, and specific to, c-NHEJ.
It catalyzes the same ATP-dependent transfer of phosphate bonds
that results in strand ligation in all eukaryotic DNA repair.
LIG4 is the only ligase with the mechanistic flexibility to ligate one
strand independently of another or to ligate incompatible DSB ends
as well as gaps of several nucleotides.

XRCC4 (X-ray repair cross-complementing
protein 1)

XRCC4 is a non-enzymatic protein that is required for the
conformational stability and functioning levels of LIG4.
XRCC4 interacts with LIG4 facilitated by carboxy-terminal repeats at
the LIG4 carboxyl terminus, resulting in a coiled-coil like
conformation.
Most of the enzymatic domain of LIG binds to and interacts with
XRCC4, except for the small region implicated in DNA binding.

3. Up-Regulation of DNA Repair Genes

Prasad et al. recently showed that titanium dioxide NPs (TiO2 NPs) induce the activation of
serine/threonine kinase ATM/Chk2, involved in the DDS signalling pathway [13] (see Table 1).
The study showed that TiO2 NPs behave like ionizing radiation (IR), a well-known trigger for
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both the ATM/Chk2 pathway and the intra-S-phase DNA-damage checkpoint response [13,26].
TiO2 NPs-induced increased expression (>1.5-fold) of ATM in hepatocellular carcinoma cells (HepG2),
which is consistent with the induction of DSBs, chromatin condensation, nuclear fragmentation and
apoptosis due to increased ROS production and subsequent DNA damage [23]. This enhanced ROS
generation, which correlated with toll-like receptor 4 (TLR4) over-expression (vs. TLR3 over-expression,
which protects against ROS-induced DNA damage) activated caspase-3 and oxidative stress-induced
apoptosis. Similar increases in the expression of ATM (but decreased expression of ATR) with
a corresponding increase in DNA damage (as indicated by micronucleus frequency), are attributed
to increased ROS generation and oxidative stress; the experimental evidence suggested that DSBs
were involved [27]. Therefore, up-regulation of the ATM protein is associated with its role as a DNA
damage sensor that activates checkpoint signalling events subsequent to DSBs induced by TiO2 NPs.

Apart from DDS, various other pathways have been shown to be activated by some ENMs.
Tang et al., have demonstrated similar up-regulation of certain DNA repair genes in zebrafish liver
cells including Ku80 (NHEJ), OGG1 (BER), XPC (NER) and XPA (NER) using cytotoxic concentrations
of CdSO4 salt or CdTe quantum dots (QDs) [19]. A QD exposure study by the same group tested
cadmium selenide/zinc sulfide (CdTe/ZnS) core-shell QDs on the fresh water crustacean Daphnia pulex,
and showed significant increases in OGG1 levels in response to CdTe QDs, but not for the CdTe/ZnS
QD exposure. Genes involved in the NER pathway, namely XPA and XPC, showed significant
up-regulation in response to treatment with both CdTe and CdSe/ZnS QDs. In addition to the BER
and NER pathways, the MMR pathway was also affected in response to CdTe and CdSe/ZnS QDs [20].
Therefore, subsequent to exposure by a particular ENM, various genes of the repair pathways can be
triggered, which work in conjunction with other proteins/enzymes/co-factors to eliminate the DNA
damage. For example, copper oxide (CuO) NPs were shown to upregulate the expression of two DNA
damage repair proteins RAD51 (HRR) and MSH2 (MMR) in lung epithelial cells, while up-regulation
of RAD51 along with increased levels of Ku70 (implicated in NHEJ pathway) was observed in in THP-1
cells exposed to photocopier-emitted NPs [21,22].

Interestingly, some studies have also shown tissue-specific up-regulation of DNA damage
genes/proteins in response to ENM exposure. Van Berlo et al. observed increased levels of DNA
damage response genes OGG1 and APE1 in C57BL/6J mice exposed to carbon NPs, in a short-term
inhalation study [18]. However, elevated mRNA levels of the two genes were seen in lung tissue,
while the olfactory bulb cerebellum and other parts of the mice brain were not affected. Nevertheless,
long-term studies are needed to evaluate any adverse effects on the brain, particularly with respect to
other and perhaps more toxic ENMs, which may be released into the environment.

Similarly, a tissue-specific response was seen in a TiO2 NP exposure study that used three
model cell lines representing an alveolar-capillary barrier. The cell system consisted of alveolar
macrophage-like THP-1 cells, alveolar epithelial A549 cells and human pulmonary microvascular
endothelial, HPMEC-ST1.6R, cells [24]. Following exposure to the test ENM, significant levels of
ROS were generated in all three cell lines. Differentiated THP-1 macrophages showed increased
phosphorylation of ATR and ATM with increasing concentrations of TiO2-NPs, (200 to 800 μg/mL).
This correlated with increased phosphorylation of H2AX histone (γH2AX) revealing a link between
deleterious DNA lesions and activation of the DNA damage repair pathway [24]. On the other hand,
in HPMEC-ST1.6R cells, phosphorylation of H2AX histones did not correlate with activation of ATR or
ATM proteins. However, an increased phosphorylation of p53 and checkpoint protein CHK1A was
observed to correlate with cell cycle arrest. Interestingly, the A549 cell line showed no activation of
signalling pathways related to DNA damage. This study thus sheds light on the differential profile of
tissue specific DNA repair responses generated by the three cell lines under investigation, with only
THP-1 and HPMEC-ST1.6R cells showing apoptosis, sensitivity to redox changes and concomitant
activation of DNA damage and repair proteins.

90



Int. J. Mol. Sci. 2017, 18, 1515

4. Inactivation/Downregulation of DNA Repair Pathway Genes

Any causative agent that results in DNA damage may be anticipated to bear a positive
correlation to an increased repair capacity, as described in studies in the previous section.
This is possible by induction of DNA damage pathway genes that ensure high fidelity DNA
synthesis to rectify the observed damage in order to maintain genome stability. However,
a number of genes that participate in DNA damage repair processes and induction of cell cycle
checkpoints are either up-regulated (e.g., RAD9, PARP1) or down-regulated/mutated (e.g., BRCA1/2,
ATM and TP53); diminished repair capacity has also been associated with carcinogenesis [7].
Many ENM exposure studies have shown downregulation in the expression/activity of key candidate
genes/proteins/enzymes involved in DNA repair pathways (Table 2).

Such downregulation of genes involved in the BER pathway has been shown by Kovvuru et al.
following exposure to polyvinylpyrrolidone (PVP) coated AgNPs; the genes involved mediate and
contribute to the observed oxidatively induced DNA damage, DSBs, and chromosomal damage
in peripheral blood and bone marrow [15]. The study provided evidence that some of the BER
pathway genes, which play a pivotal role in the repair of oxidatively induced DNA damage,
were down-regulated—these genes include NEIL1, NEIL3, NTHL1, MUTHY, APEX2, RPA1, XRCC1,
PARP1 and LIG1 (Table 2). The genes and proteins implicated in the BER pathway, are collectively
involved in (1) recognition and base excision of ENM-induced DNA damage (2) repair, intermediate
processing, synthesis and (3) nick sealing or ligation.

A correlation between chromosomal damage and impairment of repair pathways was also
established using mice deficient in a BER pathway protein MutY homologue (MUTYH). These animal
models were observed to be hypersensitive to PVP-coated AgNPs and resulted in increased micronuclei
frequency indicating chromosomal damage [15]. MUTYH knock-down is also associated with
decreased ATR, CHK1 and CHK2 phosphorylation induced by hydroxyurea, ultraviolet light and
topoisomerase II inhibitor treatment [28,29]. This downregulation correlated with decreased apoptosis
and reduced activation of ATR, which regulates cell cycle arrest and apoptosis [29]. MUTYH has
been described as a trigger for cell death pathways in cells that have accumulated DNA lesions and
SSBs [30], thus protecting the cells from permanent genome alterations in the form of damaged DNA.
The study on AgNPs sheds light on the importance of DNA damage checkpoint activation as any
defects in the execution of apoptosis may impact genomic integrity; it also highlights the interplay of
different repair pathways that work in co-ordination to maintain stability in the genome. Other than
downregulating key genes related to the BER pathway, genes implicated in other pathways were also
down-regulated or up-regulated in response to treatment by PVP-coated AgNPs (Table 1).

The downregulation of DNA repair proteins/genes and its link to ROS induced DNA damage
has been studied in depth by Pati et al. [25]. The authors observed a decreased expression of two
DNA repair proteins that play an important role in the BER pathway, POLB (DNA polymerase β)
and FEN1 (Flap endonuclease 1), in zinc oxide (ZnO) NP-treated macrophages. This correlated
with ZnO NP-induced micronuclei frequency, chromosomal disintegration, cellular protrusions,
cytotoxicity, reduced cell migration, phosphorylation of the H2A histone family and modulation
in actin polymerization in peripheral blood macrophages and bone marrow cells. Interestingly,
treatment with N-acetyl cysteine (NAC) after ZnO NP exposure alleviated the observed genotoxicity
and clastogenicity and up-regulated the expression of DNA repair genes. This finding may indicate that
ZnO NPs exhibit genotoxic, clastogenic, cytotoxic and actin depolymerization effects via generation of
ROS in macrophages.

In a recent study comparing the responses of normal cells vs. cancer cells following exposure to
AgNPs, both inhibition and activation of DNA repair responses were demonstrated. A comparison
of normal lung fibroblasts (IMR-90) cells vs. U251 glioblastoma cancer cells revealed increased ATM
and ATR levels, which activate downstream targets for DNA repair in response to DSB [14]. The gene
expression results were associated with increased γ-H2AX foci in U251 cells as compared to IMR-90
cells, suggesting that the cancer cells were more prone to the accumulation of DSBs in response
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to AgNP exposure. The authors showed down-regulation of BER pathway genes (MBD4, PCNA,
APEX1, OGG1 and MUTYH) and MMR pathway genes (PMS1 and MSH2) in the IMR-90 cell line,
indicating differential gene expression in normal vs. cancer cells [14]. Additionally, the study showed
downregulation of BRCA1 and MMR-dependent ABL1 gene expression in IMR-90 cells in comparison
to the increased expression of BRCA1 and ABL1 in glioblastoma cells; indicating involvement of
the HRR and MMR pathways. However, the molecular mechanisms of these alterations and regulation
have yet to be elucidated.

A relatively new method (multiplexed excision/synthesis assay) developed by Millau et al.,
which evaluates repair capacity by both the NER and BER pathways was utilised to evaluate the
repair ability of A549 cells exposed to TiO2 NPs [31]. The TiO2 NPs inactivated both the NER and BER
pathways, thus impairing the cells’ ability to repair damage to DNA. The induction of DNA damage
coupled with the compromised repair ability suggest a synergistic response to TiO2 NPs exposure
that could potentially lead to mutagenesis or carcinogenesis. However, further detailed studies are
necessary to corroborate the results.

Although inefficient/down-regulated repair systems could have unfavourable consequences
on various cellular functions, unrepaired DNA damage can have positive implications in cancer
therapy. An interesting study based on hybrid NPs composed of bioactive quinacrine (Q, an ideal
antimalarial agent) and AgNPs (QAgNPs) demonstrated the capacity to inhibit the BER pathway and
subsequently induce apoptosis in cancer cells, thus offering potential new directions in anticancer
treatment for oral squamous cell carcinoma [17]. The inherent high DNA repair efficiency in cancer
stem cells (CSCs) poses a challenge for chemotherapeutic drug treatment, as CSCs avoid DNA
damage-mediated apoptosis during cancer therapy. However, treatment with QAgNPs showed
significant reduction of LIG1, FEN1 and POLB, POLD1 (DNA polymerase δ) and POLE (DNA
polymerases ε), showing the involvement of the BER pathway, while PRKDC (protein kinase,
DNA-activated, catalytic polypeptide) and RAD51, components of NHEJ and HRR respectively,
remained unaltered. These results corresponded to a >5-fold increase in the expression of γ-H2AX,
indicating sustained DNA damage and formation of DSBs, which is associated with compromised BER
activity within the cells and resultant apoptosis. Interestingly, no significant changes were observed
when the cells were treated with either quinacrine (NQC) or AgNPs alone.

Steric hindrance is another important mechanism that governs the decreases in DNA repair
protein activity. An interesting study on carbon ENMs (cENMs) revealed that these ENMs could
physically perturb the incision activity of APEX1 [32]. The study showed that the cENMs were
susceptible to adsorption onto custom synthesized DNA oligonucleotides with abasic sites. This study
in a cell-free system effectively demonstrated that APE1’s accessibility to the DNA lesions (abasic sites)
could be sterically hindered, thereby inhibiting its enzymatic incision activity. This conformational
alteration, resulting in stalled repair activity, could potentially lead to mutagenesis through impaired
DNA repair processes in a cellular environment.

Release of ions governs repair capacity: co-exposure studies using Cd2+ or CdTe QDs and
benzo[a]pyrene-7,8-diol-9,10-epoxide, (BPDE—a toxic compound that interacts covalently with DNA
base pairs and forms adducts, thus leading to DNA damage and carcinogenesis) on zebrafish liver
cells revealed that exposure to soluble Cd2+ (also released from CdTe QDs) significantly reduced
NER repair capacity. This observation was attributed to Cd2+ interacting with DNA and hindering
interactions, that lead to BPDE adduct formation, cellular uptake, intracellular distribution and possibly
metabolism [19]. Indeed, Cd2+-inhibition of DNA repair of BPDE-induced DNA lesions has been
studied previously [33,34]. Therefore, in addition to affecting the BER pathway, Cd has also been
implicated in the interference of the NER pathway and suggests that the process of adduct formation
is influenced by Cd2+ in the nucleus [35].

Apart from Cd ions, studies have shown that Fe ions can inhibit APE1’s enzymatic activity [36].
McNeill et al. demonstrated that Fe ions could prevent APE1 from excising a single, centrally located
abasic site in a 26-mer oligonucleotide duplex [36]. To further assess the specificity of Fe dependent
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inhibition, and to better understand the effects in a physiological environment (that contains a whole
array of different proteins), the study also investigated the impact of Fe ions on whole cell extracts.
Similar results obtained on protein extracts provided substantiating evidence that Fe ions demonstrate
specific inhibition of APE1 incision activity. Other studies have shown downregulation of APE1
in response to exposure by ENMs including AgNPs and TiO2 NPs [13,14]. Moreover, Jugan et al.
has also shown impaired cellular DNA repair in lung epithelial cells in response to TiO2 NPs.
The authors showed inhibition of both BER and NER pathway, as evaluated using a DNA repair
microarray assay [37].

5. Conclusions & Future Considerations

The evolving development of ENMs has enabled innovative breakthroughs in a variety of
sectors such as healthcare, manufacturing, agriculture and transportation [38,39]. The potential for
human exposure to ENMs has increased what warrants a careful and thorough risk assessment
of ENM interactions at the cellular level. Recent reports have shown that some ENMs may
affect the fidelity of DNA repair processes/pathways. DNA damage occurs continuously as
a result of aerobic respiration; thus, DNA repair pathways play an important role in maintaining
genomic integrity. Potential perturbations in these pathways may result in biological alterations at
the cellular/tissue/organism level.

Besides the adverse impact on genome integrity, it is worth mentioning that any defects in
DNA repair genes involving aberrant regulation may impact a range of physiological functions and
cellular processes. This is because the DNA repair pathway genes/proteins are also involved in
apoptosis, transcriptional regulation, migration, telomere maintenance, chromatin remodelling and
dNTP synthesis [7]. Altered DNA repair activity is further associated with tumour initiation and
progression, and can result in increased resistance to DNA damage therapy.

Given the importance of DNA repair, it is vital to understand the role it plays in the genotoxic
responses observed, and its specific impact on molecular interactions necessary for maintaining
genomic stability. This review of the current literature demonstrates that there are several different
factors that control DNA damage-induced mechanistic repair pathways. Important aspects to consider
in the future, in order to more fully understand the potential impact of ENMs on DNA repair fidelity
include, but are not limited to:

1. Characterisation of induced DNA damage lesions: a given ENM may have a primary mechanism
for the induction of DNA damage, which triggers the initiation of a specific repair pathway.
For example, metal and metal oxide based ENMs tend to cause oxidatively induced DNA
damage, which is mainly repaired via the BER pathway. Therefore, characterising the type
of DNA damage is critically important in future studies, as it will enable predictive models
to be developed that can be used to predict which types of ENMs might affect specific DNA
repair pathways.

2. Role of ions: inorganic NPs could via corrosion and dissolution release metal ions such as Cd2+,
Fe3+, Zn2+, and Ag+ and hence influence the upregulation/downregulation (measured as excision
activity) of various pathways. Additionally, metal ions released from ENMs have been shown to
interact/bind with protein domains and amino acids of DNA repair proteins (e.g., zinc finger
structures contained in the DNA repair protein, XPA) resulting in distorted protein structure and
inefficient DNA repair activity [40]. Therefore, a thorough physicochemical characterisation of
ENMs is imperative, to discriminate between the actual causative factor (ENM vs. metal ions),
as the impact of ENMs on DNA repair pathway may be strongly associated with the presence of
metal(s) either in their composition, or as undesirable impurities.

3. Dose-dependent DNA damage response: presently, the doses of ENMs administered in in vitro
studies/test species to generate dose-response analysis may not mimic a potential human
exposure level. This is because concentration-dependent activation of genes/pathways as well as
transition in gene changes can be highly dose dependent. Therefore, dose ranges that are relevant
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to true exposure levels of ENMs need to be included when studying DNA damage responses
pertaining to repair pathways. However, ENM exposure assessment currently presents a technical
challenge and more work is needed to evaluate emissions of ENMs into the environment [41].
For example, it will be necessary to perform more thorough background measurements at
workplaces to determine accurate occupational exposure levels, to develop appropriate metrics
for ENM exposure assessments and to validate personal air samplers.

4. Method/technique: various techniques and methods with different endpoints are utilized
for evaluating DNA damage repair and/or DNA damage responses, e.g., Western blots for
translational changes/modifications and/or phosphorylation events; RT-PCR for transcriptional
alterations; excision or incision assays for DNA repair enzyme activity; mass spectrometry
methods for measuring adduct or lesion formation and multiplexed excision/synthesis assays
for DNA repair enzyme inhibition activity [31]. Each method has its own sensitivity, specificity
and endpoints, which makes it challenging to compare results across different studies. Hence,
to enable an appropriate intra-laboratory/interlaboratory comparison of DNA damage repair
responses, statistically appropriate analysis on normalised data must be performed in order to
identify reproducible upregulation or downregulation of ENM-induced DNA repair responses.

5. Tissue specific detection /expression: different tissues and cell types (including primary cells,
normal/cancer cell lines) exhibit varying DNA repair responses, which may correlate with
the degree of DNA damage and susceptibility following exposure to some ENMs. Hence, it is
imperative to measure the levels and activity of DNA repair genes and proteins, respectively,
in all relevant cells, tissues or organs of interest as their expression and responses are largely
“site-specific”.

6. Effect of acute vs. chronic exposure of ENMs: the type of exposure may affect the severity of
the DNA damage and the resultant activation of specific DNA repair pathway(s). The human
population may be exposed to natural, environmental or ENMs in a cumulative manner [42].
On the other hand, occupational, lifestyle or behaviour-related exposure to various nano-entities
may induce acute responses [8,43]. Therefore, it is important to understand how various kinds of
exposure scenarios dictate not only DNA damage, but also trigger specific repair pathways.

7. Effect of potential ENM artefacts on the interpretation of DNA damage repair or DNA damage
response: as described in previous reports, the solution state physico-chemical properties of
ENMs are not like the solution state physicochemical properties of chemicals [44]. Depending
upon the category of ENMs under investigation, ENMs are prone to disparate rates of dissolution,
aggregation/agglomeration phenomena, nutrient depletion and other behaviours that can
potentially result in false-positive and/or false-negative responses in DNA damage repair
and DNA damage response assays. These types of artefactual effects have been observed
in many types of nanotoxicity [45] and nanoecotoxicity [44], but can be avoided by including
appropriate experimental controls in the assays and having a thorough understanding of the assay
variability parameters.

Although DNA repair process(es) are highly regulated and multifaceted involving cross-talk
and overlapping functions, their evaluation in ENM-based studies contributes to an additional tier of
complexity. Also, it is worth mentioning that it is extremely difficult at this stage to extrapolate from
the in vitro/test species data discussed in this review, to actual ENMs exposure in vivo, e.g., outcomes
on human health. The impact of ENM exposure on the fidelity of DNA repair processes is not
fully understood at present and requires more in-depth investigation to elucidate the pathways
of importance and the intrinsic or extrinsic ENM features that interfere with the maintenance of
genomic stability.
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Abstract: Nanotechnology is addressing major urgent needs for cancer treatment. We conducted
a study to compare the frequency of 3-(2-deoxy-β-D-erythro-pentafuranosyl)pyrimido[1,2-α]
purin-10(3H)-one deoxyguanosine (M1dG) and 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxodG)
adducts, biomarkers of oxidative stress and/or lipid peroxidation, on human hepatocarcinoma
HepG2 cells exposed to increasing levels of Fe3O4-nanoparticles (NPs) versus untreated cells at
different lengths of incubations, and in the presence of increasing exposures to an alternating magnetic
field (AMF) of 186 kHz using 32P-postlabeling. The levels of oxidative damage tended to increase
significantly after ≥24 h of incubations compared to controls. The oxidative DNA damage tended
to reach a steady-state after treatment with 60 μg/mL of Fe3O4-NPs. Significant dose–response
relationships were observed. A greater adduct production was observed after magnetic hyperthermia,
with the highest amounts of oxidative lesions after 40 min exposure to AMF. The effects of magnetic
hyperthermia were significantly increased with exposure and incubation times. Most important,
the levels of oxidative lesions in AMF exposed NP treated cells were up to 20-fold greater relative to
those observed in nonexposed NP treated cells. Generation of oxidative lesions may be a mechanism
by which magnetic hyperthermia induces cancer cell death.

Keywords: magnetic therapy; nanotoxicity; M1dG; 8-oxodG; human hepatocarcinoma cells

1. Introduction

The use of nanotechnology in medicine is of interest for cancer diagnosis and treatment. In regards
to treatment, a number of substances are currently under investigation for drug delivery, varying
from liposomes to various polymers and magnetic metals [1–4]. In some cases, the characteristic
properties of nanoparticles (NPs) result in their multifunctional potential for simultaneous early
detection and treatment of malignant cell growth, such as those of Fe3O4-NPs [5–7]. For example,
magnetic hyperthermia is a technique that utilizes the administration of Fe3O4-NPs into tumor sites
and the exposure to alternating magnetic field (AMF) to kill cancer cells by heating. NP properties
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have been associated with a number of toxic effects, such as chromosomal aberrations, DNA strand
breakage, oxidative damage to DNA and mutations [8,9]. Use of NPs along with AMF has been
reported to enhance genotoxicity via oxidative stress [10]. In the current study, we focus on the type of
genotoxicity in more detail.

A number of assays have been used for the detection of NP-related oxidative damaged to
DNA, especially of 8-oxo-7,8-dihydro-2′-deoxyguanosine (8-oxodG), in various experimental cell
lines [11]. The interest in 8-oxodG is due to the fact that it is a widely abundant oxidative lesion.
Nevertheless, other kinds of oxidative lesions have also been identified in DNA, including the exocyclic
3-(2-deoxy-β-D-erythropentafuranosyl)pyrimido[1,2-α]purin-10(3H)-one–deoxyguanosine (M1dG)
adducts [12], that may be applied to nanotoxicology testing. In particular, the exposure to Fe3O4-NPs
has been associated with enhanced oxidative stress [13]. This overproduction of reactive oxygen species
(ROS) may induce lipid peroxidation (LPO) as well as M1dG and 8-oxodG [12]. LPO is a process of
oxidation of polyunsaturated fatty acids due to the presence of several double bonds in their structure
and it involves production of peroxides, ROS, and other reactive species, such as malondialdehyde
(MDA). MDA is a reactive LPO by-product, which interacts with DNA forming M1dG adducts [14].
Both M1dG and 8-oxodG, if not repaired, may induce mutations, such as base pair and frameshift
mutations [15] or G:C to T:A transversions [16]. Furthermore, one of the more critical sites on DNA
that can be damaged by oxidative damage is the tumor suppressor P53 [17], a gene involved in cell cycle
arrest, DNA repair, senescence, and apoptosis [18]. Early investigations have also indicated that great
amounts of both M1dG and/or 8-oxodG adducts are associated to cancer development and tumor
progression [17,19–22], therefore these biomarkers are considered worthy indicators for carcinogenesis
or mutagenesis events.

Herein, we report a toxicology study aimed at comparing the production of both exocyclic M1dG
and 8-oxodG adducts, biomarkers of oxidative stress and/or LPO [23], in human hepatocarcinoma
HepG2 cells exposed to Fe3O4-NPs of 50 nm-size in presence or absence of increasing exposures to
AMF and prolonged incubations compared to control cells. The levels of exocyclic M1dG and 8-oxodG
adducts were examined by 32P-postlabeling [24–26]. Our aim was to investigate the mechanisms
underlying the genotoxic effects caused by magnetic hyperthermia. Considering the technical
development and the current and future use of this therapy in cancer treatment [27], an improved
understanding of the mechanisms of action of magnetic hyperthermia is important.

2. Results

2.1. Fe3O4-Nanoparticles and Exocyclic M1dG Adducts

One of the purpose of the present study was to evaluate the generation of exocyclic M1dG adducts
induced by the treatment with increasing amounts of Fe3O4-NPs, ranging from 30 to 60–90 μg/mL,
at different incubation times, from 1 to 48 h. As shown in Table 1, no effects were observed at each
concentration for dosages at 2 h of incubations. However, the production of exocyclic M1dG adducts
per 106 normal nucleotides was increased, up to about two-fold, in HepG2 cells which were treated with
NP dosages for incubation times of ≥24 h compared to untreated samples. In our model, the difference
between M1dG adducts of cells exposed to increasing amounts of Fe3O4-NPs and basal adduct levels
of control cells, i.e., 0.4 ± 0.1 (SE), was generally significant, all p < 0.05, after ≥24 h of incubation
times, with exception of sample exposed to 30 μg/mL of NPs for 24 h (p = 0.057). Table 1 shows that
the highest levels of M1dG, i.e., 0.9 ± 0.1 (SE), were found in HepG2 cells treated with 60 μg/mL of
Fe3O4-NPs. At higher dosages (90 μg/mL), the treatment was not associated with further adduct
production, possibly due to the onset of excessive citoxicity. A significant dose–response relationship
was found, with a p-value for the trend <0.001. The levels of NP-related M1dG adducts were then
compared with those caused by the xanthine/xanthine oxidase system, a ROS-generating system [28].
The frequency of exocyclic M1dG adducts in HepG2 cells treated with Fe3O4-NPs was about three-fold
lower compared to that induced by the ROS-generating system (Table 1).
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Table 1. Mean levels of 3-(2-deoxy-β-D-erythro-pentafuranosyl)pyrimido[1,2-α]purin-10(3H)-one
deoxyguanosine (M1dG) adducts and 8-hydroxy-2′-deoxyguanosine (8-oxodG) per 106 normal
nucleotides in HepG2 cells after treatment with 30, 60 or 90 μg/mL of Fe3O4-nanoparticles and
prolonged incubation times compared to control cells. Adduct levels caused by a free radical-generating
system in our model are reported, as positive internal control.

Exocyclic M1dG and 8-oxodG Lesions

N M1dG ± SE p-Value 8-oxodG ± SE p-Value

Adduct background

Control cells
Incubation times

24 h a 10 0.4 ± 0.1 3.2 ± 0.2
48 h a 10 0.4 ± 0.1 3.1 ± 0.2

Adduct levels of magnetic nanoparticle treated cells

Treated cells
30 μg/mL

Incubation times
24 h 10 0.5 ± 0.1 0.057 b 11.2 ± 0.8 <0.05 b

48 h 10 0.6 ± 0.1 <0.05 b 14.7 ± 0.4 <0.05 b

60 μg/mL
Incubation times

24 h 10 0.8 ± 0.1 <0.05 b 18.4 ± 2.8 <0.05 b

48 h 10 0.9 ± 0.1 <0.05 b 19.4 ± 1.4 <0.05 b

90 μg/mL
Incubation times

24 h 10 0.7 ± 0.1 <0.05 b 17.1 ± 1.7 <0.05 b

48 h 10 0.8 ± 0.1 <0.05 b 18.0 ± 1.8 <0.05 b

Adduct levels of positive internal control

Free radical-generating system
0.2 mM xanthine/1.0 mU xanthine oxidase

Incubation times
24 h 10 1.9 ± 0.1 <0.05 b 4.6 ± 0.2 <0.05 b

48 h 10 2.2 ± 0.1 <0.05 b 5.4 ± 0.2 <0.05 b

0.2 mM xanthine/5.0 mU xanthine oxidase
Incubation times

24 h 10 2.9 ± 0.6 <0.05 b 8.3 ± 0.2 <0.05 b

48 h 10 2.7 ± 0.4 <0.05 b 9.3 ± 0.4 <0.05 b

a Reference levels; b p-values vs. appropriated controls.

2.2. Fe3O4-Nanoparticles and 8-oxodG Adducts

We next investigated the generation of 8-oxodG in our experimental model. Table 1 reports
that there were no effects at each NP concentrations with ≤120 min incubations, whereas adduct
production was significantly increased, up to six-fold, after ≥24 of incubations compared to untreated
cells. The highest levels of 8-oxodG per 106 normal nucleotides, were found after treatment with
60–90 μg/mL of Fe3O4-NPs for period of incubation of ≥24, 18.4 ± 2.8 (SE), and 19.4 ± 1.4 (SE),
respectively. The difference of 8-oxodG among HepG2 cells treated with various concentrations of
Fe3O4-NPs relative to basal adduct levels, i.e., 3.2 ± 0.2 (SE), was always significant, all p < 0.05, after
≥24 h of incubations. The mean amounts of 8-oxodG detected in control cells (3.1–3.2 8-oxodG per 106

normal nucleotides) was in the range of 1.0 and 5.0 per 106 normal dG, which is typically observed in
cultured cells [29]. As shown in Table 1, the association between 8-oxodG and NP levels was linear
at low dosages, but tended to reach a steady-state at higher exposures. A significant dose–response
relationship was observed, p-value for the trend <0.001. The amounts of NP-related 8-oxodG were
then compared with those detected after treatment with the xanthine/xanthine oxidase system. Table 1
reports that the generation of 8-oxodG was about two-fold higher in HepG2 cells treated with the
Fe3O4-NPs compared to those exposed to the ROS-generating system.
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2.3. Magnetic Nanoparticles, Alternating Magnetic Field and Exocyclic M1dG Adducts

We also evaluated the genotoxicity of Fe3O4-NPs (90 μg/mL) after increasing exposures,
i.e., 20–40 min, to an AMF applied at 186 kHz frequency. Table 2 shows that a significant production of
exocyclic M1dG adducts, up to a 30-fold increment, was detected in treated cells after AMF exposures
compared to controls. The genotoxic effect increased with both exposure and incubation times, with
p-value for the trend <0.001. The highest value of the exocyclic M1dG adducts of 15.9 ± 6.7 (SE) was
detected in HepG2 cells containing 90 μg/mL of Fe3O4-NPs after 20 min of AMF exposure and 48 h
of incubation. The difference of M1dG was significant, all p < 0.05. Table 2 indicates that the levels
of exocyclic M1dG adducts were also higher, up to 20-fold, in NP treated cells after AMF exposures
relative to nonexposed NP treated cells, all p < 0.05.

Table 2. Mean levels of 3-(2-deoxy-β-D-erythro-pentafuranosyl)pyrimido[1,2-α]purin-10(3H)-one
deoxyguanosine (M1dG) adducts and 8-hydroxy-2′-deoxyguanosine (8-oxodG) adducts per 106 normal
nucleotides in 90 μg/mL Fe3O4-nanoparticle (NP) treated HepG2 cells in presence or absence of
alternating magnetic field (AMF) exposures and prolonged incubation times compared to control cells.

Exocyclic M1dG and 8-oxodG Adducts

N M1dG ± SE p-Value 8-oxodG ± SE p-Value

Adduct background in presence or absence of AMF exposures

Control cells
Nonexposed to AMF

Incubation times
24 h a 10 0.4 ± 0.1 3.2 ± 0.2
48 a 10 0.4 ± 0.1 3.1 ± 0.2

Exposed to AMF (20 min)
Incubation times

24 h a 10 0.5 ± 0.1 3.2 ± 0.2
48 a 10 0.5 ± 0.1 3.3 ± 0.3

Exposed to AMF (40 min)
Incubation times

24 h a 10 0.5 ± 0.1 3.4 ± 0.2
48 a 10 0.5 ± 0.1 3.9 ± 0.3

Adduct levels of treated cells in presence or absence of AMF exposures

NP treated cells
Nonexposed to AMF

Incubation times
24 h a 10 0.7 ± 0.1 <0.05 b 16.7 ± 1.7 <0.05 b

48 a 10 0.8 ± 0.1 <0.05 b 21.2 ± 1.9 <0.05 b

Exposed to AMF (20 min)
Incubation times

24 h a 10 4.6 ± 0.5 <0.05 b 40.3 ± 3.3 <0.05 b

48 a 10 6.9 ± 0.6 <0.05 b 69.3 ± 1.4 <0.05 b

Exposed to AMF (40 min)
Incubation times

24 h a 10 6.4 ± 1.4 <0.05 b 36.5 ± 4.0 <0.05 b

48 a 10 15.9 ± 6.7 <0.05 b 79.3 ± 1.1 <0.05 b

a Reference levels; b p-values vs. appropriated referent cells.
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2.4. Magnetic Nanoparticles, Alternating Magnetic Field and 8-oxodG Adducts

We investigated the association between the production of 8-oxodG in 90 μg/mL Fe3O4-NP
treated cells after exposure (20 or 40 min) to an AMF applied at 186 kHz. As reported in Table 2,
the generation of 8-oxodG was significantly increased, up to 25-fold, in treated cells after AMF exposure
compared to controls. The effect was associated to both exposure and incubation, with p-value for the
trend <0.001. The highest value of 8-oxodG of 79.3 ± 1.1 (SE) was detected in treated cells that were
exposed to AMF for 40 min and incubated for 48 h. Table 2 shows that the levels of 8-oxodG were
also higher, up to a five-fold increase, in treated cells after AMF exposure relative to nonexposed NP
treated cells, all p < 0.05.

Since heating curves cannot be directly recorded during the experimental sessions because of
sample sterility, kinetic pathways of temperature increase were recorded in solutions of Fe3O4-NPs
containing the same amount of particles as the samples described in the manuscript (Figure 1).
Temperature rise of the dispersion during AMF exposure was measured by an optical fiber probe
(CEAM Vr18CR-PC) and it was recorded every second during the experimental measurements.
The samples were inserted in a homemade polyethylene sample holder, surrounded by glass wool for
thermal isolation, and then in the copper coil. The sample mass (m = 0–3 g) was chosen to minimize
the effects of magnetic field inhomogeneity inside the sample.

 
Figure 1. Kinetics of temperature increase versus exposure time for block polymer coated Fe3O4-NPs
90 μg/mL (blue curve) and 60 μg/mL (red curve).

2.5. Fe3O4-Nanoparticle Internalization

The uptake of Fe3O4-NPs conjugated with fluorescent dye Dylight650 was monitored by
fluorescent microscopy. NP fluorescence inside cells was measured with background subtraction.
As shown in Figure 2A–C, the NPs were internalized at the concentration of 90 μg/mL by HepG2 cells
in sufficient quantity to be detected after 240 min (Figure 2C). A significant increase in fluorescence
intensity was indeed observed only at that incubation time, p < 0.0001 (Figure 2D). The lack of genotoxic
effects in Fe3O4-NPs treated cells at lower incubation time is apparently due to a lack of significant
cellular penetration of NPs during this initial period.
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Figure 2. Human hepatocarcinoma (HepG2) cells incubated with 90 μg/mL Fe3O4-nanoparticles
conjugated with fluorescent dye Dylight650. The images of treated cells at selected incubation times
are shown: 0 min (A); 120 min (B); and 240 min (C). The increments in fluorescence intensity at
each incubation times, mean ± standard error (SE), are reported in the insert (D). Scale bar: 10 μm;
**** p < 0.0001; n.s. = not significant.

3. Discussion

The potential therapeutic benefits of Fe3O4-NPs [30] must consider their potential for off-target
toxicity [8,9,31–33]. Fe3O4-NPs, if undirected, are mainly sequestered in liver tissue for elimination.
Hence, we studied human hepatocarcinoma cells for NP-related toxicity. In particular, we investigated
the pro-oxidant properties of Fe3O4-NPs in towards DNA. We asked whether experimental cells
treated with increasing NP concentrations experienced genotoxic effects at various times of incubation.
A further purpose of the present study was to investigate the generation of oxidative DNA lesions
in Fe3O4-NP treated cells after AMF exposures. Two different biomarkers, i.e., exocyclic M1dG and
8-oxodG adducts, of oxidative stress and/or LPO [23], were measured by 32P-postlabeling.

High dosages of Fe3O4-NPs are expected to significantly increase cellular ROS and the production
of oxidative damage to DNA [11]. This was found in our model, where the administration of increased
NP concentrations (30, 60 or 90 μg/mL) was significantly associated with higher levels of both exocyclic
M1dG and 8-oxodG adducts in HepG2 cells after ≥24 h of incubation in comparison to untreated cells.
No genotoxic effects were detected by each concentration dosages at ≤120 min of incubations, possibly
due to a lack of penetration of NPs into cellular membrane of HepG2 cells during this initial period,
as shown by fluorescent microscopy (Figure 2). We found a significant dose–response relationship
between oxidized DNA lesions and Fe3O4-NPs. Nevertheless, while the associations with adduct
production tended to be linear at low exposure, it was sublinear at high dosages, perhaps due to
excessive cytotoxicity. We assume in this study that Fe3O4-NPs act as a pro-oxidant by causing
iron-dependent Fenton reactions that generate first .OH and, then, .C radicals, through LPO induction,
which are important intermediates that lead to the formation of oxidative DNA lesions. Consequently,
the addition of Fe3O4-NPs to HepG2 cells increases the oxidation of genomic DNA, measured as
promutagenic lesions. The toxic action of magnetic therapy may be mediated by several mechanisms,
as shown in Figure 3.
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Figure 3. Potential mechanisms underlying the genotoxic effects caused by magnetic hyperthermia.
AMF, alternating magnetic field; ROS, reactive oxygen species.

Our findings are in keeping with a series of earlier reports which have shown adverse effects
associated with the exposure to Fe3O4-NPs in mammalian liver cells [11]. For example, Lin and
coworkers [34] analyzed the toxicity of Fe3O4-NPs on human hepatocytes after 24 h of incubation
using various assays including the comet assay and other biomarkers of oxidative stress, such as
glutathione peroxidase, superoxide dismutase and MDA. In that study, the treatment with NPs
was associated with both nuclear condensation and chromosomal DNA fragmentation. Significant
reductions of cellular levels of glutathione peroxidase and superoxide dismutase levels as well as
increased MDA were also observed. Sadeghi and coworkers [35] analyzed the effects of Fe3O4-NP
exposures (75–100 μg/mL) in HepG2 cells after 12–24 h of treatment. Higher oxidative damage
to DNA that was both concentration and time dependent was detected. In another study, Ma and
coworkers [36] analyzed the effects of increasing dosages up to 40 mg/kg of Fe3O4-NPs on mice after
seven days of treatment. Significant increments of both 8-oxodG and DNA-protein crosslinks were
observed in liver tissue.

Magnetic hyperthermia is a technique based on the use of Fe3O4-NPs to remotely induce local
heat in cancer cells when AMF is applied. Increased production of oxidative stress has been associated
with this therapeutic approach [10,37]. We evaluated whether DNA-damaging effects induced by
Fe3O4-NPs (90 μg/mL) are intensified by increasing exposures to AMF. Our most striking result
shows that higher exposures to AMF induce a significant production of both exocyclic M1dG and
8-oxodG adducts compared to controls cells. Thus, one important question is whether the increasing
induction of DNA-modifications is correlated to a rising temperature. This is important, since as
known chemical reactions can be promoted by higher temperatures. The effects, shown in the data
reported in Figure 1, showed that oxidative lesions were induced with a temperature rise of 4 ◦C,
but it is reasonable that the punctual heating of each single particle under AMF reaches even higher
temperature that, to date, is not possible to be quantified. The genotoxic effects were also significantly
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associated with incubation times (24–48 h). The levels of oxidative DNA lesions in AMF exposed
treated cells were also significantly higher in respect to nonexposed NP treated cells. Specifically,
the levels of exocyclic M1dG adducts in AMF exposed NP treated cells are up to 95% higher when
compared to nonexposed NP treated cells. The amounts of 8-oxodG are up to 73% greater in respect
to nonexposed controls. Nevertheless, the levels of M1dG in AMF exposed NP treated HepG2 cells
(30-fold increment vs. nonexposed control cells) was lower than that detected in A549 and BEAS-2B
lung epithelial cells exposed to 10 μM of benzo(a)pyrene (54-fold increment vs. control cells) [38]. Our
findings are in agreement with Shaw and coworkers [37], who observed enhancement of genotoxic
effects by Fe3O4-NPs in cancer cells after magnetic flux using the Comet assay. In that study, magnetic
field exposure increased the levels of DNA double and single strand breaks in cancer cells.

On the one hand, Fe3O4-NPs may absorb the energy from AMF and convert it into heat primarily
through Brownian and Neel relaxations, when exposed to AMF [10]. The heat in turn could simply
increase reaction rates for existing ROS. On the other hand, magnetic therapy could increase formation
of ROS such as hydroxyl radicals at the surface of Fe3O4-NPs [39]. Increased levels of ferrous ions
might form and react with H2O2 produced by mitochondria, inducing ROS generation through the
Fenton reaction [40,41], which causes various kind of oxidative damage to DNA, such as exocyclic
M1dG and 8-oxodG adducts. Alternatively, ROS induction may be attributed to surface coating-cell
interactions. Toxic effects of Fe3O4-NPs may partially derive from chemical reactions between coating
and cell components during phagocytosis [42]. In support to this hypothesis, we showed an association
between oxidative burst of activated cells and M1dG generation [43,44].

The generation of oxidative DNA lesions, such as those caused from Fe3O4-NPs [45], has
intensified interest in nanotoxicology because they are considered one way to induce of authophagy
and apoptosis cell death of cancer cells [46]. When DNA is severely damaged or unrepaired, cells may
remain quiescent and activate pro-survival mechanisms or undergo cell death. Once induced by DNA
injury, autophagy may delay apoptosis in response to genetic damage by sustaining the mechanisms
necessary for DNA repair, or may contribute to cell death when DNA is unrepaired and apoptosis
is defective.

4. Material and Methods

4.1. Fe3O4-Nanoparticles, Cell Culture and Cell Treatments in Presence or Absence of Alternating Magnetic Field

The 50-nm hydrodynamic diameter size (by DLS measurements) block polymer coated Fe3O4-NPs
of 3 mg/mL concentration were obtained from Colorobbia Consulting-Cericol, Italy. HepG2 cells
were routinely cultivated under standard conditions. Cells were incubated in a humidified controlled
atmosphere with a 95% to 5% ratio of air/CO2, at 37 ◦C, with medium that was changed every 3 days.
Trypsinized cells at 30–40% confluence were exposed to increasing levels of Fe3O4-NPs that were
dispersed in cell culture medium to obtain the final concentrations of 30, 60 or 90 μg/mL. Increasing
lengths of incubations were used, i.e., from 60–120 min to 24–48 h. The entire and general image of
strategy of the present research is shown in Figures 4 and 5.

Specifically, the NP concentrations were comparable to those utilized in the studies of Kham and
coworkers [47], and Alarifi and coworkers [48], who found increased toxic effects caused from the
treatments with Fe3O4-NPs of comparable diameter size. Subsequently, the hepatocarcinoma cells,
which were treated with 90 μg/mL of NPs, were exposed to 25 kA/m AMF at a frequency of 186 kHz
with a copper coil of 3 turns and Ø = 100 mm (Celes MP 6/400) for 20 or 40 min exposure times,
and then returned to the incubator for 24 or 48 h of incubation. Cells not exposed to NPs served as
negative control in each experiment. As positive internal control, experimental cells were treated with
0.2 mM xanthine plus 1.0 or 5.0 mU xanthine oxidase, a system capable of generating singlet oxygen
and hydrogen peroxide [28], and incubated for 24–48 h.
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Figure 4. Strategy protocol of analytic research aimed to evaluate genotoxic activity of
Fe3O4-nanoparticles with increasing dosages and incubation times in HepG2 cells.

 

Figure 5. Strategy protocol of analytic research aimed to examine the genotoxic effects of
Fe3O4-nanoparticles at select dosage and incubation times in presence or absence of magnetic therapy
in HepG2 cells.

4.2. Preparation of M1dG Reference Adduct Standard

A reference adduct standard was prepared: calf-thymus-DNA was treated with 10 mM MDA
(ICN Biomedicals, Irvine, CA, USA), as previously reported [49]. MDA treated calf-thymus-DNA was
diluted with untreated DNA to obtain decreasing levels of the reference adduct standard to generate a
calibration curve.

4.3. Mass Spectrometry Analysis

The levels of exocyclic DNA adducts in MDA treated calf-thymus-DNA sample were analyzed by
mass spectrometry (Voyager DE STR from Applied Biosystems, Framingham, MA, USA), as reported
elsewhere [50].
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4.4. Reference M1dG Standard by 32P-Postlabeling and Mass Spectrometry

The levels of the exocyclic M1dG adducts were 5.0 ± 0.6 per 106 normal nucleotides in MDA
treated calf-thymus-DNA using 32P-postlabeling [24]. The presence of exocyclic M1dG adducts in this
sample was confirmed by matrix-assisted laser desorption/ionization time-of-flight-mass-spectrometry
(MALDI-TOF-MS). A calibration curve was set up by diluting this sample with untreated
calf-thymus-DNA and measuring the decreasing amount of M1dG, R2 = 0.99.

4.5. DNA Isolation and Hydrolysis

DNA from treated and untreated cells was extracted and purified from lysed cells using a
method that requires digestion with ribonuclease A, ribonuclease T1 and proteinase K treatment and
extraction with saturated phenol, phenol/chloroform/isoamyl alcohol (25:24:1), chloroform/isoamyl
alcohol (24:1) and ethanol precipitation [51]. DNA concentration and purity were determined using a
spectrophotometer. Coded DNA samples were subsequently stored at −80 ◦C until laboratory analyses.
Before adduct determination, DNA (2–5 μg) was hydrolyzed by incubation with micrococcal nuclease
(21.45 mU/μL) and spleen phosphodiesterase (6.0 mU/μL) (Sigma Aldrich, St. Louis, MO, USA
and Worthington, NJ, USA) in 5.0 mM Na succinate, 2.5 mM calcium chloride, pH 6.0 at 37 ◦C for
4.5 h [52,53].

4.6. Exocyclic M1dG Adduct Analysis

The generation of M1dG adducts was analyzed by 32P-postlabeling [24]. Hydrolyzed samples
were incubated with nuclease P1 (0.1 U/μL) in 46.6 mM sodium acetate, pH 5.0, and 0.24 mM ZnCl2
at 37 ◦C for 30 min. After nuclease P1 treatment, 1.8 μL of 0.16 mM Tris base was added to the
sample. The nuclease P1-resistant nucleotides were incubated with 7–25 μCi of carrier-free [γ-32P]ATP
(3000 Ci/mM) and polynucleotide kinase T4 (0.75 U/μL) to generate 32P-labeled DNA adducts in bicine
buffer, 20 mM bicine, 10 mM MgCl2, 10 mM dithiotreithol, 0.5 mM spermidine, pH 9.0, at 37 ◦C for
30 min. The generation of M1dG adducts in Fe3O4-NPs treated hepatocarcinoma cells and control cells
were measured using a modified version of 32P-postlabeling [38]. Labeled samples were applied on
polyethyleneimine cellulose thin-layer chromatography plates (Macherey-Nagel, Postfach, Germany).
The chromatographic analysis of M1dG adducts was performed using a low-urea solvent system
known to be effective for the detection of low molecular weight and highly polar DNA adducts:
0.35 M MgCl2 for the preparatory chromatography; and 2.1 M lithium formate, 3.75 M urea pH 3.75
and 0.24 M sodium phosphate, 2.4 M urea pH 6.4 for the two-dimensional chromatography.

Detection and quantification of modified and normal nucleotides, i.e., diluted samples that were
not treated with nuclease P1, was performed by storage phosphor imaging techniques employing
intensifying screens from Molecular Dynamics (Sunnyvale, CA, USA). The intensifying screens were
scanned using a Typhoon 9210 (Amersham, UK). Software used to process the data was ImageQuant
from Molecular Dynamics. After background subtraction, M1dG adducts were expressed as relative
adduct labeling (RAL) = pixel in adducted nucleotides/pixel in normal nucleotides. M1dG levels were
corrected across experiments based on the recovery of reference M1dG adduct standard.

4.7. 8-oxodG Adduct Analysis

Digest DNA was diluted with ultrapure water to 20 ng/μL. Diluted DNA digest was incubated
with 10 μCi of carrier-free [γ-32P]ATP (3000 Ci/mM) (Amersham, UK) and 2 U of polynucleotide
kinase T4 (10 U/μL) (Roche Diagnostics, Indianapolis, IN, USA) to generate 32P-labeled adducts
in the reaction buffer (10×) at 37 ◦C for 45 min [21,52]. 32P-labeled samples were treated with
1.2 U of nuclease P1 (1.9 U/μL) (Sigma Aldrich, St. Louis, MO, USA) in 62.5 mM sodium acetate,
pH 5.0, and 0.27 mM ZnCl2 at 37 ◦C for 60 min (final volume 10 μL) [25,26,53]. 32P-labeled samples
were applied on polyethyleneimine cellulose thin-layer chromatography plates (Macherey-Nagel,
Postfach, Germany). The chromatographic analysis of 8-oxodG, a biomarker of oxidative stress and
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cancer risk [54], has been performed using a chromatographic system known to be effective for the
detection and quantitative analysis of such oxidative lesions [25,26,55–58]. As previously reported [25],
this procedure specifically detects 8-oxodG, which is the only adduct retained in chromatograms
developed in acidic medium. Specifically, an aliquot (2.5 μL) of the labeled solution was applied to the
origin of a chromatogram and developed overnight onto a 3 cm-long Whatman 1 paper wick with
1.5 M formic acid for the one-dimensional chromatography. For the two-dimensional chromatography,
chromatographic plates were developed at the right angle to the previous development with 0.6 M
ammonium formate, pH 6.0. Detection and quantification of 8-oxodG was obtained as described above.
After background subtraction, the levels of 8-oxodG were expressed such as RAL = screen pixel in
8-oxodG spot/screen pixel in total normal nucleotides [25,26]. The levels of the normal nucleotides
were measured as described above. The values measured for the 8-oxodG spot were corrected across
experiments based on the recovery of the internal standard, e.g., 8-oxodG (Sigma Aldrich, St. Louis,
MO, USA).

4.8. Fe3O4-Nanoparticle Internalization

To evaluate the dynamics of cellular internalization, Fe3O4-NPs were conjugated with the
fluorescent dye DyLight650 and imaged by live-cell microscopy. Briefly, HepG2 cells exposed to
90 μg/mL of Fe3O-NPs were cultured in FluoroBrite DMEM media supplemented with 10% FCS,
and kept at 37 ◦C with 5% CO2 during image acquisition. Images were acquired through a 63x HCX
PLANAPO 1.2NA water-immersion objective, using a Leica AM6000 inverted microscope equipped
with a DFC350FX camera. Images were collected before addition of NPs (t = 0) to analyze background
and autofluorescence of experimental cells, and incubated at different incubation times, i.e., 30, 60, 120,
or 240 min. Both transmitted and fluorescence images were collected. Quantification of intracellular
fluorescence was performed using Fiji software [59] by manually drawing regions-of-interest (ROI)
around cells in the brightfield channel and measuring the mean intensity fluorescence in each
region. Mean background fluorescence was measured in each microscopic field (by drawing ROI
not-containing cells) and subtracted from cellular fluorescence values. Fluorescence intensity values
were normalized by the average fluorescence intensity at t = 0.

4.9. Statistical Analysis

The levels of oxidative DNA lesions were expressed as adducted nucleotides per 106 normal
nucleotides. Adduct data were log transformed to stabilize the variance and normalize the
distribution. Baseline characteristics between two groups were compared using independent t-test or
Mann–Whitney U test for continues variables and chi square test for categorical variables. All statistical
tests were two-sided and p < 0.05 was considered to be statistically significant. The data were analyzed
using SPSS 13.0 (IBM SPSS Statistics, New York, NY, USA).

5. Conclusions

The greater production of Fe3O4-NPs-related oxidative DNA lesions after exposures to AMF may
be one of the mechanisms by which magnetic therapy kills cancer cells. Concerning cancer cell death
specifically, the hypothesis that increased levels of oxidative damage to DNA during magnetic therapy
might contribute to kill cancer cells upon greater induction of apoptosis and autophagy seems to be
fair enough. The generation of oxidative DNA lesions might be a further parameter that has to be
maximized to optimize the action of this therapeutic approach.
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Abstract: Natural product compounds have recently attracted significant attention from the
scientific community for their potent effects against inflammation-driven diseases, including cancer.
A significant amount of research, including preclinical, clinical, and epidemiological studies,
has indicated that dietary consumption of polyphenols, found at high levels in cereals, pulses,
vegetables, and fruits, may prevent the evolution of an array of diseases, including cancer. Cancer
development is a carefully orchestrated progression where normal cells acquires mutations in
their genetic makeup, which cause the cells to continuously grow, colonize, and metastasize to
other organs such as the liver, lungs, colon, and brain. Compounds that modulate these oncogenic
processes can be considered as potential anti-cancer agents that may ultimately make it to clinical
application. Resveratrol, a natural stilbene and a non-flavonoid polyphenol, is a phytoestrogen
that possesses anti-oxidant, anti-inflammatory, cardioprotective, and anti-cancer properties. It has
been reported that resveratrol can reverse multidrug resistance in cancer cells, and, when used in
combination with clinically used drugs, it can sensitize cancer cells to standard chemotherapeutic
agents. Several novel analogs of resveratrol have been developed with improved anti-cancer activity,
bioavailability, and pharmacokinetic profile. The current focus of this review is resveratrol’s in vivo
and in vitro effects in a variety of cancers, and intracellular molecular targets modulated by this
polyphenol. This is also accompanied by a comprehensive update of the various clinical trials that
have demonstrated it to be a promising therapeutic and chemopreventive agent.

Keywords: Resveratrol; cancer; molecular targets; apoptosis; chemoprevention; therapy

1. Introduction

Cancer is one of the most commonly diagnosed diseases, and its related morbidity and mortality
constitute a very significant health problem worldwide. Although great efforts have been made to
discover a cure, cancer remains a very prominent cause of mortality in humans, and effective treatment
remains a formidable challenge. An estimated 1.6 million new cancer diagnoses and approximately
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600,000 cancer-related deaths are expected in the United States in 2017 alone [1]. Despite several
novel improvements in diagnosis and surveillance, the overall cancer survival rate has not improved.
Several personalized care medicines, such as targeted therapies, have emerged, providing improved
clinical outcomes for cancer patients [2]. However, some of the recent advanced improvements in
treating cancer have resulted in development of acquired resistance to chemotherapeutic agents [3].
Carcinogenesis is a multistep and multifactorial process involving the occurrence of clear and discrete
molecular and cellular alterations; there are distinct but closely connected phases of initiation,
promotion, and progression [4–6]. Current cancer therapies, e.g., chemotherapy, targeted agents,
radiation, surgery, and immunosuppression, have limitations resulting from the development of
resistance to the therapy [7]. The identification of protective molecules without side effects remains
a primary objective in the fight against cancer. The other options aim at the early detection of cancer in
the benign stage, which can help with its proper management [8].

Since ancient times, natural products have been used to prevent several chronic diseases, including
cancer [9–18]. Revived interest in phytochemicals obtained from dietary or medicinal plant sources has
provided an alternative source of bioactive compounds that can be used as preventive or therapeutic
agents against a variety of diseases [19–23]. Phytochemicals such as phytoestrogens have been
reported to modulate multiple cellular-signaling pathways, with no or minimal toxicity to normal
cells [24,25]. The application of substances to prevent or delay the development of carcinogenesis has
been termed chemoprevention [4], and there is burgeoning interest in the use of natural compounds as
possible chemopreventive and therapeutic agents for human populations. Resveratrol is increasing
in prominence because it has cancer-preventive and anti-cancer properties [25–28]. A non-flavonoid
polyphenol, resveratrol (3,4′,5-trihydroxy-trans-stilbene) is a phytoalexin that naturally occurs in many
species of plants, including peanuts, grapes, pines, and berries, and assists in the response against
pathogen infections [29]. Interestingly, Chinese and Japanese traditional medicine also contain it,
in the form of extracts such as those obtained from Polygonum cuspidatum, which can be used to treat
inflammation, headaches, cancers, and amenorrhea.

The structure of resveratrol is stilbene-based and comprises two phenolic rings connected by
a styrene double bond to produce 3,4′,5-trihydroxystilbene, which occurs in both the trans- and
cis-isoforms (Figure 1). The trans-isoform is the major isoform, and represents the most extensively
studied chemical form. Exposure to heat and ultraviolet radiation can cause the trans-isoform to convert
into the cis-isoform, whose structure closely resembles that of the synthetic estrogen diethylstilbestrol.
Because of this, resveratrol has also been classified as a phytoestrogen. Its biosynthetic pathway
begins with a reaction between the malonyl CoA and coumaryl derivative, which is catalyzed by the
enzyme stilbene synthase [30]. Resveratrol is easily available in a regular diet and has numerous
health-augmenting properties, as well as some naturally occurring analogs, such as viniferins,
pterostilbene, and piceid [31]. Additionally, some semi-synthetic resveratrol analogs have also been
found to have certain pharmacological benefits, including chemoprevention actions, anti-oxidant
effects, and anti-aging properties [32–34]. It had also been shown that resveratrol can reverse
drug resistance in a variety of tumor cells by sensitizing them to chemotherapeutic agents [35,36].
In particular, it has been reported that trans-resveratrol and its glucoside have wide-ranging
effects, including cardioprotective, anti-oxidative, anti-inflammatory, estrogenic/anti-estrogenic,
and anti-tumor properties [37,38]. Moreover, the antimicrobial effects [39] of trans-resveratrol have
been found to be useful in the management of cognitive disorders such as dementia [40,41]. This review,
however, will concentrate primarily on resveratrol and discuss its diverse anti-cancer effects in various
preclinical and clinical studies.
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Figure 1. The chemical structure of two geometric isomers of resveratrol.

2. In Vitro Pharmacological Properties and Anti-Cancer Effects of Resveratrol

It has been shown that resveratrol possesses multifaceted salubrious properties, e.g., anti-inflammatory,
anti-oxidative, and anti-aging qualities [42–44]. Resveratrol is a constituent of red wine, and therefore
it is often postulated that resveratrol is a significant element in the French Paradox, the reduced risk
of cardiovascular disease in French populations despite the high intake of saturated fats; that has
been associated with high red wine consumption [45]. After Jang et al. [46] found that resveratrol
inhibited carcinogenesis in a mouse-skin cancer model in 1997, a wealth of publications followed. It has
been shown that resveratrol has in vitro cytotoxic effects against a large range of human tumor cells,
including myeloid and lymphoid cancer cells, and breast, skin, cervix, ovary, stomach, prostate, colon,
liver, pancreas, and thyroid carcinoma cells [25,47–49]. Resveratrol affects a variety of cancer stages
from initiation and promotion to progression by affecting the diverse signal-transduction pathways
that control cell growth and division, inflammation, apoptosis, metastasis, and angiogenesis.

3. Anti-Tumor-Initiation Activity

Neoplasia initiation concerns the alteration or mutation of genes resulting spontaneously from or
caused by exposure to a carcinogenic agent, which finally results in mutagenesis [50]. Oxidative stress
plays a dominant part in the causation of carcinogenesis [51]. Reactive oxygen species (ROS) can react
with DNA in addition to chromatin proteins, resulting in several types of DNA damage [52,53]. In fact,
chemical carcinogens cannot damage DNA until they are metabolized by phase-I biotransformation
enzymes, especially cytochrome P450, in cells and converted to reactive electrophiles. In addition,
carcinogen-DNA adduct formation gives rise to chemical carcinogenesis [54]. This initiation stage is
irreversible but can be prevented by inhibiting the activity and expression of certain cytochrome P450
enzymes and augmenting the activity of phase-II detoxification enzymes, which transform carcinogens
into less toxic and soluble products [55,56].

It has been found that resveratrol can inhibit events linked to the initiation of tumors. For instance,
resveratrol treatment suppressed free radical formation induced by 12-O-tetradecanoylphorbol-13-acetate
(TPA) in human leukemia HL-60 cells [57]. The diverse anti-oxidant properties of resveratrol have
already been described previously [58,59]. Resveratrol is an excellent scavenger of hydroxyls and
superoxides, as well as radicals induced by metals/enzymes and generated by cells [59]. It also protects
against lipid peroxidation within cell membranes and damage to DNA resulting from ROS [59].
Furthermore, resveratrol functions as an anti-mutagen, as shown by its inhibition of the mutagenicity
of N-methyl-N’-nitro-N-nitrosoguanidine in the Salmonella typhimurium strain TA100 [60]. It has
been proposed that resveratrol can be a possible chemopreventive agent, and its anti-mutagenic and
anti-carcinogenic properties have been demonstrated in several models [9,61,62].

In addition, resveratrol can inhibit 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD)–induced expression
of cytochrome P450 1A1 (CYP1A1) and 1B1 (CYP1B1), as well as their catalytic actions, in human breast
epithelial Michigan cancer foundation (MCF)-10A cells [63]. Resveratrol can also abrogate the CYP1A
activity induced by environmental aryl hydrocarbon benzo[a]pyrene (B[a]P) and catalyzed by directly
suppressing the CYP1A1/1A2 enzyme activity and the signal-transduction pathway that up-regulates
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the expression of carcinogen-activating enzymes in human breast cancer MCF-7 and liver cancer HepG2
cells [64]. It has been reported that resveratrol also has inhibitory effects on aryl hydrocarbon receptor
(AhR)–mediated activation of phase-I enzymes. The canonical AhR-dependent signaling pathway
is thought to contribute to carcinogenic initiation by phase-I enzyme–activated polycyclic aromatic
hydrocarbons (PAH). Briefly, PAH can bind to the AhR and facilitate its translocation into the nucleus,
where the AhR develops into a heterodimer with AhR nuclear translocator (ARNT). The AhR/ARNT
heterodimer then attaches to and transactivates xenobiotic response element–driven phase-I/II
enzyme promoters, and initiates carcinogenesis. It has been postulated that resveratrol’s inhibition
of AhR signaling can suppresses this initiation process. For example, resveratrol caused inhibition of
TCDD-induced recruitment of AhR and ARNT to the CYP1A1/1A2 and CYP1A1/1B1 promoter in
HepG2 and MCF-7 cells, respectively, culminating in decreased expression [65]. Resveratrol also reduced
TCDD-induced, AhR-mediated CYP1A1 expression in gastric cancer AGS cells [66]. Resveratrol could
therefore modulate the activity and expression of some cytochrome P450 enzymes, and thereby help
prevent cancer by limiting the activation of pro-carcinogens.

It has also been found that resveratrol increases both the activity and expression of NAD(P)H:
quinone oxidoreductase-1 (NQO1), a carcinogen-detoxifying phase-II enzyme, in human leukemia
K562 cells [67]. In addition, resveratrol was also found to induce the activity of the phase-II
detoxifying metabolic enzyme quinone reductase (QR) within mouse liver-cancer Hepa 1c1c7 cells [68].
Within breast cancer cells, resveratrol induced QR expression via the estrogen receptor β (ER-β),
thereby protecting against oxidative damage to DNA [69]. Resveratrol also augments the activity
and expression of anti-oxidant and phase-II detoxifying enzymes through the activation of nuclear
factor E2–related factor 2 (Nrf2). Nrf2 generally remains sequestered in the cytoplasm by binding
Kelch-like ECH-associated protein 1 (Keap1). When Nrf2 is induced by dietary phytochemicals like
resveratrol, it dissociates itself from Keap1 and translocates into the nucleus. Nrf2 thereafter attaches to
the anti-oxidant response element (ARE) found in the promoters of several genes that encode phase-II
enzymes, and thus regulates their transcriptional activation [70,71]. Resveratrol has been also shown to
up-regulate the expression of heme oxygenase-1 (HO-1) via Nrf2 activation in PC12 cells. Resveratrol
induction of the expression of NQO1 in TCDD-treated normal human breast epithelial MCF10F cells
involved Nrf2, resulting in the formation of DNA adducts being suppressed [72].

Resveratrol also caused an increase in NQO1 after estradiol-3,4-quinone (E2-3,4-Q) or
4-hydroxyestradiol (4-OHE2) treatment in MCF10F cells [73]. In addition, resveratrol-induced Nrf2
signaling can lead to an increased expression of HO-1, NQO1, and the glutamate cysteine ligase
(GCL) catalytic subunit in human bronchial epithelial HBE1 cells treated with cigarette-smoke
extracts [74]. Resveratrol also restored glutathione levels in human lung cancer A549 cells treated with
cigarette-smoke extracts, by Nrf2-induced GCL expression [75]. In leukemia K562 cells resveratrol
increased NQO1 expression and induced Nrf2/Keap1/ARE binding to NQO1 promoter [67].

4. Anti-Tumor-Promotion Activity

Tumor promotion involves clonally enlarging initiated cells to create a continuously proliferating,
premalignant lesion. Tumor promoters generally alter gene expression, resulting in increased cell
proliferation and decreased death of cells [76]. Studies conducted in vitro have discovered that
resveratrol exerts an anti-proliferative activity by inducing apoptosis. Of these, resveratrol modifies
the balance of cyclins as well as cyclin-dependent kinases (CDKs), resulting in cell cycle inhibition
at G0/G1 phase. For example, a link has been found between the inhibition of cyclin D1/CDK4 by
resveratrol and cell cycle arrest in the G0/G1 phase within different cancer cells [77–80]. Resveratrol
was also shown to increase the levels of cyclin A and E, with cell cycle arrest in the G2/M and S
phases [81,82]. Similar findings have indicated that resveratrol causes the arrest of cell cycles and
activation of the p53-dependent pathway [83–85].

p53, a tumor-suppressor protein, is an element critically linked to transcription, and is closely
connected to the regulation of apoptosis and cell proliferation; and also acts as a key mediator in the
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prevention of carcinogenesis [86]. p53 that has been activated binds DNA and stimulates the expression
of certain genes, e.g., WAF1/CIP1 encoding for p21, which belongs to the group of CDK inhibitors
that are vital to the inhibition of cell growth [87]. Resveratrol reduced the development of human skin
cancer A431 cells by downregulating the expression of cyclin D1, cyclin D2, and cyclin E, inhibiting
the activities and/or expression of CDK2, CDK4, and CDK6, and upregulating the expression of
p21. Resveratrol also suppressed the proliferation of breast cancer MCF-7 and human prostate cancer
DU-145 cells [88] via modulating CDK4 and cyclin D1 expression, which have been linked to the
induction of p21 and p53. When used to treat A549 cells, resveratrol caused S phase arrest, reduced
retinoblastoma protein (Rb) phosphorylation, and induced p21 and p53 protein expression [89]. It has
also been demonstrated that resveratrol limits the expression of Rb, another tumor-suppressor protein
involved in the G1/S transition in normal conditions [79,82,85].

It has also been shown that resveratrol’s anti-proliferative activity involves the stimulation
of apoptosis within cancer cells [90–92]; it has been proposed that apoptosis activation could be
a probable mechanism for chemotherapeutic agents to destroy cancerous cells [93,94]. In many human
tumors, apoptosis has been found to be impaired, which suggests that the disruption of apoptotic
functions significantly contributes to a normal cell being transformed into a tumor cell. Apoptosis is cell
death that has been programmed, and a genetically regulated physiological mechanism to eliminate
damaged or abnormal cells. It is also significant as a physiological-growth-control regulator and
a tissue-homeostasis moderator in embryonic, fetal, and adult tissues. Apoptotic cells can be identified
by regular biochemical and morphological properties, including membrane blebbing, cell shrinkage,
nuclear DNA fragmentation, chromatin condensation, and formation of apoptotic bodies [95].

Apoptosis can be activated via two major pathways: the mitochondria-apoptosome-mediated
intrinsic pathway and the death receptor–induced extrinsic pathway. [96,97]. The triggering of
death receptors in the tumor necrosis factor (TNF) receptor superfamily, e.g., Fas (CD95/APO-1),
or of TNF-related apoptosis-inducing ligand (TRAIL) receptors causes the initiator caspase-8 to
be activated, which can mediate the apoptosis signal via direct cleavage of downstream effector
caspases such as caspase-3 [98]. Caspases are an ubiquitous family of cysteine proteases, and have
critical functions in apoptosis as upstream initiators and downstream effectors [99]. The intrinsic
pathway is triggered by the dispensation of apoptogenic factors such as Omi/HtrA2, Smac/DIABLO,
cytochrome c, apoptosis-inducing factors (AIFs), endonuclease G, caspase-2, or caspase-9 from
the mitochondrial intermembrane space [100]. The dissemination of cytochrome c into the cytosol
activates caspase-3 via the creation of the cytochrome c/apoptotic protease-activating factor-1
(Apaf-1)/caspase-9-containing apoptosome complex; Omi/HtrA2 and Smac/DIABLO encourage
caspase activation by neutralizing the effects of inhibitors of apoptotic proteins (IAPs) [100,101].

Crosstalk also occurs between the two apoptotic pathways. For instance, Fas is connected to the
intrinsic pathway that is regulated via the activation of caspase-8 to cause cleavage of the BID protein,
causing cytochrome c to be released from the mitochondria [102,103]. Various apoptotic cell-death
mechanisms have been propounded [104,105]. One logical approach to reducing the incidence of
cancer appears to be the targeting of critical parts of apoptosis regulatory pathways, including the IAPs
(in particular XIAP, cIAP1, and cIAP2), the anti-apoptotic Bcl-2 family of proteins, nuclear factor-kappa
B (NF-κB), survivin, tyrosine kinases, caspases, and critical signaling pathways (phosphoinositide
3-kinase (PI3K)/AKT, STAT3/5, and MAPK pathways) [7,13,20,106–112]. Resveratrol prompts the
death of tumor cells by modulating diverse signal transduction pathways via regulation of the levels of
Fas and Fas-ligand (FasL) [113,114]. Resveratrol also enhances FasL expression in HL-60 cells, and the
resveratrol-induced apoptosis is Fas signaling-dependent [113].

Similar outcomes have also been observed in breast [113] and colon cancer cells [114].
Mechanisms of cell death that are independent of Fas and caused by cytotoxic agents have also
been propounded [115,116], and apoptosis induced by doxorubicin occurs through a Fas-independent
pathway [116]. Likewise, it has been shown that resveratrol exhibits Fas-independent apoptosis in
another leukemic THP-1 cell line [117]. It has also been observed that resveratrol induced the death of
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leukemia CEM-C7H2 cells in a Fas-independent manner, as demonstrated by the absence of apoptotic
change in the presence of antibodies antagonistic to Fas or FasL [118]. Furthermore, resveratrol
effectively triggered apoptosis in Fas-resistant Jurkat human leukemia cells [118].

It has been shown that resveratrol induces cell death in some cancer cells by changing the
proteins of the Bcl-2 family [119]. The inhibition of anti-apoptotic proteins of the Bcl-2 family, and
activation of pro-apoptotic proteins such as Bad, Bak or Bax, by resveratrol has also been shown to
be a mechanism for caspase activation and cytochrome c release [120,121]. Interestingly, these effects
may be correlated with p53 activation [122–125]. For instance, resveratrol increased the cytoplasmic
concentration of calcium in human breast cancer MDA-MB-231 cells, which activated p53 and caused
different pro-apoptotic genes to be transcribed [126].

It has also been shown that resveratrol induces apoptosis via inhibiting the PI3K/Akt/mTOR
pathway [79,120,127–131], modulating the mitogen-activated protein kinase pathway (MAPK) [129,130,132],
and inhibiting NF-κB activation [133,134]. Resveratrol triggered apoptosis within human T-cell
acute lymphoblastic leukemia MOLT-4 cells by abrogating Akt phosphorylation, and subsequently
preventing GSK3β from being activated [135]. Similarly, resveratrol induced apoptosis in ovarian, [136]
breast, [137] uterine, [138] prostate, [120] and multiple myeloma cells [121], via inhibiting Akt
phosphorylation. Chen et al. [139] determined that resveratrol inhibited the phosphorylation of
PI3K/Akt (i.e., PI3K/Akt inactivation) in prostate cancer cells, resulting in decreased Forkhead
box protein (FOXO) activation. Resveratrol’s inhibition of the serine/threonine protein kinase Akt has
been identified in anti-cancer activity modulated by the activation of FOXO3a in human breast cancer
cells, because FOXO3a was not found to be activated by Akt [140].

It has been suggested that resveratrol interferes with the MAPK pathway. In cervical carcinoma
cells, resveratrol inhibited the activation of p38, JNK1, and ERK2 [141]. Resveratrol activates
ERK1/2 at low concentrations (1 pM–10 μM), but at higher concentrations (50–100 μM) can inhibit
MAPK in human neuroblastoma SH-SY5Y cells [142]. In contrast, resveratrol activates ERK1/2 in
prostate [143], breast [144,145], glial [146], head and neck [147], and ovarian cancer cells [148]. MAPKs
in a constitutively active state are necessary to maintain the malignant state; however, short-term
activation of MAPK may drive the cells to apoptosis [149]. It has also been reported that resveratrol
causes activation of other kinases, like JNK and p38 [150]. Notably, it has been shown that the
resveratrol’s anti-tumor effects require p53 activation that is MAPK-induced, as well as the subsequent
induction of apoptosis [151–153].

Resveratrol induces apoptosis in, and obstructs proliferation of, human multiple myeloma cells via
inhibiting the constitutive activation of NF-κB through abrogating the IκB-α kinase activation, and thus
down-regulating certain anti-apoptotic and pro-proliferation gene products, such as survivin, cIAP-2,
cyclin D1, XIAP, Bcl-xL, Bfl-1/A1, Bcl-2, and TNF-α receptor-associated factor 2 (TRAF2) [121,154].
The constitutive activation of NF-κB, defined as the persistence of NF-κB within the nucleus, is
apparent in a wide range of cancer cells [155–158]. Active NF-κB drives the expression of a plethora
of genes that guard against apoptotic cell death and maintain cell proliferation [158]. Deregulation
of the NF-κB signaling pathway can cause increased apoptosis as NF-κB modulates anti-apoptotic
genes, e.g., TRAF1 and TRAF2, and thus changes the activities of caspases critical to the majority of
apoptotic processes [159]. It has been determined that resveratrol can suppress NF-κB-regulated gene
products connected with inflammation matrix metalloproteinase (MMP)-3, MMP-9, cyclooxygenase-2
(COX-2), and vascular endothelial growth factor (VEGF), inhibit anti-apoptotic proteins (Bcl-xL, Bcl-2,
and TRAF1), and activate cleaved-caspase-3 [160].

Resveratrol also causes inhibition of signal transducers and activators of transcription 3 (STAT3),
which adds to its pro-apoptotic and anti-proliferative potential [121]. STAT3 is a critical element in
inflammation-related tumorigenesis as it promotes the proliferation, survival, invasion, angiogenesis,
and metastasis of tumor cells [112,161]. The activation of NF-κB also promotes inflammation,
proliferation, and tumorigenesis [162]. STAT3 and NF-κB are two central transcriptional factors linking
tumorigenesis and inflammation; both of them can be activated as a response to certain stimuli, such as
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cytokines, growth factors, and stress signals. Abnormal signaling of STAT3 or NF-κB in malignant
cells is therefore a promising target of therapy. STAT3 and NF-κB are activated via distinct pathways,
and move to the nucleus to effect transcriptional activity. STAT3 and NF-κB that are constitutively
activated by acetylation and/or phosphorylation in tumor cells, have been closely linked to both
cancer development and progression [163,164]. Kim et al. reported that resveratrol caused inhibition
of the nuclear translocation of STAT3 in renal cell carcinoma [165].

Interestingly, Wen et al. showed that inhibiting NF-κB nuclear translocation caused apoptosis in
resveratrol-treated medulloblastoma cells [166]. It has been suggested that cross-talk occurs between
the STAT3 and NF-κB pathways, because of the release of IL-6 and other cytokines, and because of
the activation of cytokine receptors. STAT3 and NF-κB actually co-regulate many inflammatory and
oncogenic genes, like IL-1β, Bcl-xL, Myc, COX-2, and cyclin D1 [161]. By their possible functional
interaction, STAT3 and NF-κB collaboratively promote the development of tumors via inducing
the expression of pro-tumorigenic genes [167]. The dysregulation of these genes because of the
constant activation of both STAT3 and NF-κB in tumors and the tumor microenvironment is critical to
tumor progression. Inflammation can regulate angiogenesis and cellular proliferation, and inhibits
apoptosis [168]. It has also been reported that resveratrol inhibits the processes of several inflammatory
enzymes in vitro, e.g., COXs and lipoxygenases (LOXs) [169,170]. It was shown in a recent study that
resveratrol could radiosensitize and block the STAT3 signaling pathway by inducing SOCS-1, thereby
reducing STAT3 phosphorylation and proliferation in head and neck tumor cells [171].

5. Anti-Tumor-Progression Activity

Tumor progression involves several processes such as that lead to tumor metastasis. Several genes
are mutated or deleted that sustain the development of aggressive tumors. The invasion and metastasis
of cancer cells involve the destruction of the extracellular matrix (ECM) and basement membrane,
by proteolytic enzymes, such as matrix metalloproteinases (MMPs). Of these enzymes, MMP-2
and MMP-9 are overexpressed within a variety of malignant tumors modulating cell invasion and
metastasis [172]. Tissue inhibitor metalloproteinase proteins (TIMPs), on the other hand, are a protein
group comprising TIMP-1, -2, -3, and -4 acting as natural MMP inhibitors [173]. To sustain their
swift growth, invasive tumors also need to grow new blood vessels via a process called angiogenesis.
During angiogenesis, endothelial cells can be stimulated by various growth factors, including fibroblast
growth factor (FGF) and VEGF, and travel to where the new blood vessels are required. Blocking
the development of new blood vessels causes the supply of nutrients and oxygen to be reduced and,
as a result, the size of the tumor and metastasis may also be reduced.

It has been suggested that resveratrol plays a role in inhibiting the expression of MMP
(mainly MMP-9) [174–177] and angiogenesis markers such as VEGF, EGFR or FGF-2 [79,178].
Resveratrol reduced the phorbo-12-myristate 13-acetate (PMA)-induced migration and invasion ability
of liver cancer HepG2 and Hep3B cells. In HepG2 cells, resveratrol up-regulated TIMP-1 protein
expression and down-regulated MMP-9 activity, while the activities of MMP-2 and MMP-9 were
decreased, along with a rise in the protein-expression level of TIMP-2 in Hep3B cells [175]. HepG2
cells treated with TNF-α expressed a high level of MMP-9, which resveratrol suppressed considerably
via down-regulating the expression of NF-κB, resulting in the expression of MMP-9 protein being
suppressed and the invasive capability of HepG2 cells being diminished [174]. Resveratrol treatment
of breast cancer MDA-MB231 cells caused inhibition of the epidermal growth factor (EGF)-induced
elevation of cell migration, and of the expression of MMP-9. Resveratrol also reduced a subunit of
the mammalian mediator complex for transcription (called MED28, and whose over-expression can
increase migration), via the EGFR/PI3K signaling pathways [176]. Both VEGF and hypoxia-inducible
factor-1α (HIF-1α) are over-expressed in several human tumors and their metastases, and are closely
linked to a more aggressive tumor phenotype. It has been reported that resveratrol suppresses the
expression of VEGF and HIF-1α in human ovarian cancer cells via abrogating the activation of the
PI3K/Akt and MAPK signaling pathways [179]. Resveratrol caused inhibition of the expression of these
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molecules, which suggests that it could be part of an efficacious anti-cancer therapy for preventing
cancer and its metastasis [180–182].

Malignant transformation may be linked to signaling pathways during tumorigenesis, thereby
promoting epithelial-to-mesenchymal transition (EMT), which may in turn increase the invasiveness
and motility of cancer cells, and trigger cancer metastasis [183,184]. Many studies have shown that
resveratrol suppresses the development of tumor invasion and metastasis through inhibiting signaling
pathways associated with EMT [185]. Transforming growth factor-beta (TGF-β) is a widely known
cytokine that encourages invasion, proliferation, EMT, and angiogenesis of cancer cells, and the
TGF-β/Smad signaling pathway can activate EMT during cancer metastasis [186,187]. Resveratrol
(20 μM) inhibited TGF-β-induced EMT in A549 lung cancer cells by augmenting the expression of
E-cadherin and attenuating the expression of vimentin and fibronectin, as well as the EMT-inducing
transcription factors Slug and Snail [188]. Qing Ji et al. showed that resveratrol inhibited EMT
induced by TGF-β, as well as the invasion and metastasis of colorectal cancer, via reducing Smad2/3
expression [189]. NF-κB can also promote EMT, in addition to cancer migration and invasion [190–192].

Several studies have shown that NF-κB is a significant EMT regulator for different types of
cells [190–194]. The roles for NF-κB have been found to be linked to the expression of various genes
related to EMT, such as ZEB1, Snail, E-cadherin, MMP-7, MMP-9, and MMP-13 [192,193,195,196]. NF-κB
can also be activated through PI3K/Akt signaling pathway to drive EMT and cancer-cell metastasis.
Resveratrol suppressed the metastatic potential of pancreatic cancer PANC-1 cells in vitro by regulating
factors related to EMT (vimentin, E-cadherin, N-cadherin, MMP-2, and MMP-9) and modulating the
activation of PI3K/Akt/NF-κB pathways [197].

6. Pre-Clinical Studies

Resveratrol has also been reported to possess a significant anti-cancer property in various
preclinical animal models (Table 1).

Table 1. In vivo anti-cancer effects of resveratrol.

Cancer Model Animal Model Dose Outcome References

Skin

DMBA/TPA model in
female CD-1 mice

1, 5, 10, 25 μmol topically
twice/week for 18 weeks

Incidence↓
Number of tumors per mouse↓ [46]

Mouse xenograft models
of A431 cells 10, 20, 40 μg i.p. for 14 days

Xenograft volume↓
Free radical scavenging Incidence↓

Number of tumors per mouse↓
[198]

DMBA-initiated
and TPA-promoted

papillomas in female
ICR mice

85 nmol/L for 21 days; topical
application Prevent onset of skin tumor [199]

DMBA/TPA model in
CD-1 mice

1, 5, 10, 25 μmol Twice/week,
for 18 Wk; topical application

Skin tumor incidence↓
Apoptosis↑; p53↑; Bax↑;

cytochrome C↑; APAF↑; Bcl2↓
[200]

DMBA-TPA–model in
male Swiss albino mice

50 μmol/mouse for 3–24 week;
topical application

Inhibits photocarcinogenesis;
Cox2↓; lipid peroxidation↓; ODC↓ [201]

UVB-mediated
photocarcinogenesis in

female SKH-1 mice

25 μmol/mouse; topical
application

Decrease hyperplasia; p53↑;
Cox2↓; ODC↓; survivin↓ mRNA

and protein
[202]

UVB-induced skin
hyperplasia in female

SKH-1 mice

10 μmol/mouse; 7 times,
on alternate days;
topical application

Skin tumor incidence↓
↑Survivin mRNA and protein;

↑ phospho-survivin;
↓Smac/DIABLO

[203,204].

UVB-induced skin
tumorigenesis in female

SKH-1 mice

25, 50 μmol/mouse;
twice/week for 28 weeks;

topical application

Suppresses melanoma
tumor growth [205]

C57Bl/6N mice
transplanted with

B16-BL6 melanoma cells
50 mg/kg b.w.; i.p. for 19 days [206]

120



Int. J. Mol. Sci. 2017, 18, 2589

Table 1. Cont.

Cancer Model Animal Model Dose Outcome References

Breast

Spontaneous mammary
tumor in female FVB/N

HER-2/neu mice

4 μg/mouse/day
in drinking water for

2 months

Onset of tumorigenesis↓
Tumor volume↓

Multiplicity↓
Apoptosis↑

[207]

Female athymic mice
xenograft models of
MDA-MB-231 cells

25 mg/kg/day
i.p. daily for 3 weeks

Tumor volume↓
TUNEL staining↓

Microvessel density↓
[208]

Female Balb/c mice xenograft
with cigarette smoke

condensate-transformed,
MCF-10A-Tr cells

in mammary fat pad

40 mg/kg/day
orally for 30 days Tumor volume↓ [209]

DMBA-induced
mammary carcinogenesis

in female
Sprague-Dawley rats

10 ppm mixed in diet;
for 127 days

Suppressed tumor growth
NF-κB↓;Cox2↓; MMP9↓ [210]

DMBA-induced
mammary carcinogenesis

in female
Sprague-Dawley rats

100 mg/kg b.w. mixed in
diet; for 25 weeks

Suppressed tumor growth
Cell proliferation↓

Apoptosis↑
[211]

MNU-induced
mammary tumorigenesis

in female
Sprague-Dawley rats

100 mg/kg b.w. by oral
gavage for 127 days

Estrogen modulation Reduces
tumor growth [212]

MDA-MB-231 breast
tumor xenograft model

25 mg/kg b.w,
by i.p., for 3 weeks

Inhibits tumor growth
Apoptosis↑

Angiogenesis↓
[208]

Female HER-2/neu
transgenic mice model

0.2 mg/kg b.w in
drinking water for

2 months

Delays the development and
reduces the metastatic growth of
spontaneous mammary tumors

Apoptosis↑
↓HER-2/neu mRNA and protein

[207]

MDA-MB-231 breast tumor
xenograft model in female

athymic nu/nu mice

5 and 25 mg/kg b.w.,
thrice a week by oral
gavage for 117 days,

In combination with quercetin
and catechin retards
the growth of tumor

[213]

Prostate

Athymic nude mice
xenograft models of

PC-3 cells

30 mg/kg/day
Thrice/week,
total 6 weeks

Tumor volume↓
Cell proliferation↓

Apoptosis↑
Number of blood vessels↓

[214]

Male nude mice
xenograft models with

Du145-EV-Luc
or Du145-MTA1

shRNA-Luc
in anterior prostate

50 mg/kg/day
i.p. daily 14 days

after implantation,
total 6 weeks

Tumor growth↓
Progression, local invasion↓

Spontaneous metastasis↓
Angiogenesis↓

Apoptosis↑

[215]

Transgenic adenocarcinoma
of mouse prostate
(TRAMP) model

625 mg/kg mixed in diet
for 7–23 weeks

ER-β ↑; IGF-I ↑;
↓phospho-ERK-1;↓ERK-2 [216]

Transgenic rat
adenocarcinoma of

prostate (TRAP) model

50, 100 or 200 μg/ml in
drinking water for

7 weeks

Apoptosis ↑;
↓AR; ↓GK11 mRNA [217]

Lung

Female C57BL/6 mice
xenograft models of

LLC tumors

0.6, 2.5 or 10 mg/kg/day
i.p. daily for 21 days

Tumor volume/weight↓
Metastasis to lung↓ [218]

Nude mice xenograft
models of A549

15, 30 or 60 mg/kg i.v.
daily for 15 days Tumor volume↓ [219]

C57BL/6 mice implanted
with Lewis lung
carcinoma lung

tumor model

5 and 25 mg/kg,
i.p. for 15 days

Metastasis↓
Angiogenesis↓ [220]

C57BL/6 mice implanted
with Lewis lung
carcinoma lung

tumor model

20 mg/kg,
i.p. for 17 days

Angiogenesis↓
Apoptosis ↑ [221]
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Table 1. Cont.

Cancer Model Animal Model Dose Outcome References

Colon

DMH models in male
Wistar rats

8 mg/kg/day orally
daily for 30 weeks

Incidence↓,
Tumor volume↓,

Tumor burden/rat↓
Histopathological lesions DMH↓

[222]

BP models in male
ApcMin mice

45 μg/kg/day orally,
for 60 days

Number of colon adenomas↓
Dysplasia occurrence↓ [223]

AOM induced colon
cancer in male F344 rats

200 μg/kg b.w.
in drinking water Bax↑; p21↑ [224]

ApcMin/+ mice model 0.01% in drinking water
for 7 weeks

Reduce formation of tumor in
small intestine cyclin D1 and D2↓ [225]

ApcMin/+ mice model 240 mg/kg b.w. mixed in
diet for 10–14 weeks

Suppress intestinal
adenoma formation
Cox1 and 2↓; PGE2↓

[226]

Liver

Male Donryu rats
xenograft models of

AH109A cells

10, 50 ppm in diet
for 20 days

Tumor weight↓
Metastasis↓ [227]

Male Wistar rats
implanted with AH-
130 hepatoma cells

1 mg/kg;
7 days; i.p.

Tumor weight↓
Apoptosis↑

↑cells at G2/M
[228]

BALB/c mice implanted
with H22 hepatoma cells

500, 1000, 1500 mg/kg;
10 days;

abdominal injection
Immunomodulatory activity↑ [229]

BALB/c mice implanted
with H22 hepatoma cells

5, 10, 15 mg/kg; 10 days;
abdominal injection

Tumor volume↓
Apoptosis↑

cyclin B1↓; p34cdc2↓
[230]

BALB/c mice implanted
with H22 hepatoma cells

5, 10, 15 mg/kg; 10 days;
abdominal injection

Synergistic anti-tumor effect in
combination with 5-FU;

S-phase arrest
[231]

Female BALB/c mice
implanted with

HepG2 cells

15 mg/kg; every
alternate day for 21 days;

i.p.

Tumor growth↓
Apoptosis↑
Caspase 3↑

[232]

DENA-initiated
GST-P-positive hepatic
pre-neoplastic foci in

male
Sprague–Dawley rats

15% (w/w) grape extract
in diet; 11 weeks

Tumor growth↓
Lipid peroxidation↓

Fas ↓
[233]

DENA-initiated and
PB-promoted hepatocyte

nodule formation
in female

Sprague–Dawley rats

50, 100, 300 mg/kg;
20 weeks; diet

Tumor growth↓
Apoptosis↑

Cell proliferation↓
Bcl2↓; Bax↑

[234]

↓: downregulated; ↑: upregulated; UVB: ultraviolet B; DMBA: 7,12-Dimethylbenz[a]anthracene; MNU: methyl-N-
nitrosourea; AOM: azoxymethane; DENA: diethylnitrosamine; GST-P: glutathione S-transferase; PB: phenobarbital ;
p53: tumor protein p53; Bax: Bcl-2-associated-X-protein; APAF: Apoptotic protease activating factor 1; Bcl2: B-cell
lymphoma 2; Cox: cyclooxygenase; ODC: ornithine decarboxylase; Smac/DIABLO: Second mitochondriaderived
activator of caspases /Diablo homolog; TUNEL: Terminal deoxynucleotidyl transferase dUTP nick end labeling;
NF-κB: nuclear factor kappa-light-chain-enhancer of activated B cells; MMP9: matrix metalloproteinase nine; HER-2:
human epidermal growth factor receptor 2; ER-β: estrogen receptor beta; IGF-I: insulin-like growth factor 1ERK:
extracellular regulated kinase; AR: androgen receptor; GK11: glandular kallikrein 11; DMH: 1,2-dimethylhydrazine ;
PGE2: prostaglandin E2; 5-FU: 5-fluorouracil.

7. Skin Cancer

The first preclinical study of the anti-cancer or chemopreventive effect of resveratrol was reported
in a two-stage, 7,12-Dimethylbenz[a]anthracene (DMBA)-initiated and 12-O-tetradecanoyl-13-acetate
(TPA)-promoted mouse-skin carcinogenesis model [46]. Thereafter, several in vivo skin cancer studies have
been performed with DMBA/TPA [46,199–201,235,236], DMBA alone, [237–239], TPA alone [240–242],
ultraviolet B radiation (UVB) exposure [202–204,243], benzo[a]pyrene (BP) [237], and xenograft
models [198]. In the DMBA/TPA models, resveratrol treatment reduced the incidence [46,199–201,235],
multiplicity [46,199,201,235], and tumor volume [201,235,236], and delayed the onset of tumorigenesis [201].
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Resveratrol prevented DMBA/TPA-induced skin cancer from developing in mice, and was effective at all
stages of carcinogenesis.

Soleas et al. discovered that resveratrol was somewhat efficacious in reducing the rate of tumor
formation and the number of animals that developed skin tumors induced by DMBA [200]. Resveratrol
inhibited tumor promotion in the DMBA–TPA mouse-skin carcinogenesis model, possibly because
(at least in part) of its anti-oxidant properties [199]. Resveratrol administration restored glutathione
(GSH) levels, superoxide dismutase (SOD), GSH peroxidase, and catalase activities to control values
(mice without UVB irradiation) [244]. Furthermore, resveratrol exerted an anti-oxidant effect with a
reduction in H2O2 and lipid peroxidation in the skin [202]. It has been shown that the anti-proliferative
effects of this stilbene can be regulated by cell-cycle regulatory proteins such as the expression of
CDK2, 4, and 6, cyclin D1 and D2, and proliferating cell nuclear antigen (PCNA), while the expression
of p21 was increased [203].

Resveratrol effectively hindered the development of DMBA/TPA-induced mouse-skin tumors
by inducing apoptosis, which was indicated by the induction of cytochrome c release, the expression
of Bax, p53, and Apaf-1, and the inhibition of Bcl-2 [201]. Afaq et al. determined that resveratrol had
the ability to reduce edema and inflammation resulting from short-term UVB exposure in the skin
of SKH-1 hairless mice, possibly because of the inhibition of ornithine decarboxylase (ODC) [202].
Treatment with resveratrol both before and after exposure to UVB suppressed development of skin
tumor [204]. Resveratrol’s anti-tumor properties have also been linked to lower expression levels of
TGF-β1 and augmented expression levels of E-cadherin [243]. Oral gavage of resveratrol hindered
the development of a mouse melanoma (B16BL6 cell line) xenograft carried in mice, with decreased
expression of Akt [245]. In a murine model of the human cutaneous skin squamous carcinoma A431
cell-line xenograft, resveratrol treatment reduced the volume of the tumor, raised the expression levels
of ERK and p53, and lowered the expression level of survivin [198]. Nevertheless, resveratrol did not
reduce the tumor growth of other melanoma cell lines, including A375, B16M, and DM738 xenografts
in mice [246,247].

8. Breast Cancer

Resveratrol has exhibited anti-cancer and chemopreventive properties in various animal breast
cancer models. Models of chemically induced mammary-gland carcinogenesis using N-methyl-
nitrosourea (MNU) [212], estradiol [248], or DMBA [46], in addition to models of spontaneous mammary
tumors with HER-2/neu-overexpressed [207] or Brca1-mutated (K14cre; Brca1F/F; p53F/F) mice [249],
have been employed to determine resveratrol’s preventive or curative effects. Oral administration
of resveratrol was also found to reduce tumorigenesis induced by N-nitoso-N-methylurea (NMU) in
rats [212,250].

Resveratrol, in a xenograft animal model, inhibited the development of ER-β–positive
MDA-MB-231 and estrogen receptor (ER)-α–negative tumor explants, raised apoptosis, and lowered
angiogenesis in nude mice [208]. However, resveratrol did not affect the in vivo development and
metastasis of transplanted ER-α–negative 4T1 murine mammary cancer cells in nude mice [251].
Bove et al. studied resveratrol’s in vivo effect with doses of 1–5 mg/kg per day administered
intraperitoneally, and proposed that this ineffectiveness may have been the result of an insufficient
dose of resveratrol. In another study, oral resveratrol at 100 or 200 mg/kg inhibited the development of
4T1 cells and metastasis in mouse lungs [252]. These findings were linked to both the reduced activity
and expression of MMP-9. These data suggest that resveratrol’s effects on breast cancer hinge on the
dose and route of administration.

With breast cancer cell–implanted fat-pad models employing cigarette smoke condensate–transformed
MCF-10ATr cells [209] or SUM159 cells [253], resveratrol caused down-regulation of the expression of
various proteins linked to survival and cell proliferation (cyclin D1, PI3K, PCNA, and β-catenin), proteins
related to DNA repair (Fen-1, DNA-ligase-I, Pol-δ, and Pol-ε), and an anti-apoptotic protein (Bcl-xL).
It also caused an up-regulation of the pro-apoptotic protein Bax and tumor-suppressor gene p21 in mouse
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mammary tissue [209,253]. When used to supplement drinking water, resveratrol delayed the growth of
spontaneous mammary tumors in HER-2/neu transgenic mice, and lowered the mean size and number of
mammary tumors by causing down-regulation of the HER-2/neu gene expression and raising apoptosis
in the mammary glands of these mice [207].

9. Prostate Cancer

Dietary resveratrol considerably lowered the incidence of prostatic adenocarcinoma in the
transgenic adenocarcinoma mouse prostate (TRAMP) model [216]. Resveratrol suppressed prostate
cancer growth via down-regulating the androgen receptor (AR) expression in the TRAMP model of
prostate cancer. Additionally, besides down-regulating the AR expression, resveratrol also suppressed
the mRNA level of androgen-responsive glandular kallikrein 11, which has been determined to be an
ortholog of the human prostate specific antigen (PSA) [217]. In a xenograft model, resveratrol delayed
the development of AR-positive LNCaP tumors and inhibited the expression of steroid hormone
response markers [254].

With the use of AR-negative PC-3 human prostate cancer–cell xenografts in the flank
regions of mice, post-treatment with oral resveratrol (30 mg/kg/day) decreased the volume of
tumors, with lowered tumor-cell proliferation and neovascularization, and induced apoptosis [214].
Intraperitoneal post-treatment with resveratrol (25 mg/kg/day) also decreased the tumor volume
of PC-3 cell xenografts in mouse prostates [255]. Additionally, intraperitoneal post-treatment of
resveratrol (50 mg/kg/day) in the orthotopic DU-145 prostate cancer model decreased the growth,
progression, local invasion, and spontaneous metastasis of tumors [215].

10. Colorectal Cancer

Colorectal cancers arise due to several factors such as diet rich in red meat and processed
meat and other lifestyle factors such as smoking and drinking alcohol [256],. Resveratrol’s
in vivo effectiveness has been tested with colorectal cancer models employing genetically modified
animals such as ApcPirc/+ rats and ApcMin/+ mice. Colon cancer can be induced by chemical
carcinogens, which include azoxymethane (AOM), AOM plus dextran sulfate sodium (DSS),
2-amino-1-methyl-6-phenylimidazo[4,5-b]pyridine, 2-amino-3-methylimidazo[4,5-f]quinoline, and
1,2-dimethylhydrazine (DMH) [257,258]. The pathophysiological and histopathological features/
manifestations of colon cancer include aberrant crypt foci (ACF), hyperplasia, adenocarcinoma,
and adenoma [258]. In models induced with AOM or AOM plus DSS, the oral administration
(in the gavage or diet) of resveratrol decreased the incidence [259,260], individual size [224], and
multiplicity [224,259,261] of ACF in rodent models, and triggered biomarker alterations.

Resveratrol augmented the expression of Bax [224], p53, and p-p53 at Ser15 [259], HO-1 [261],
glutathione reductase (GR) [261], and Nrf2 [261], and reduced the expression of COX-2 [259,261],
inducible nitric oxide synthase (iNOS) [259,261], TNF-α [259], aldose reductase [261], NF-κB [261],
and p-protein kinase C-β2 (PKC-β2) [261]. It has been propounded that resveratrol down-regulates
the aldose reductase–dependent activation of NF-κB and PKC-β2, with an ensuing lowering of the
expression levels of COX-2 and iNOS [261]. In models induced with DMH, resveratrol decreased the
incidence, [222] size [222,262], and multiplicity of ACF [222,262,263], as well as histopathological
lesions [222] and DNA damage in leukocytes [264]. When used against colon carcinogenesis,
the anti-tumor effects of resveratrol were found to be accompanied by alterations in the activities of
enzymes. In rat models, the processes of anti-oxidant enzymes, including catalase (CAT) and SOD in
the intestine/colon [262], liver [265], and erythrocytes [264], were augmented, and the processes of
biotransforming enzymes, including β-glucosidase, β-glucuronidase, β-galactosidase, nitroreductase,
and mucinase, in fresh fecal and colonic mucosal samples were reduced [222]. Resveratrol lowered
the expression levels of ODC, COX-2, Mucin 1, cell surface associated (MUC1), heat-shock protein
(Hsp)27, and Hsp70 in colonic mucosa [266], and increased the expression levels of caspase-3 in the
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colonic mucosa [266], and increased glutathione in the reduced state (GSH) in the liver, intestine/colon,
plasma, and erythrocytes [262,264,265].

In models with genetically modified mice (e.g., ApcMin/+ mice [223,225,226]), and in mice with the
APC locus knockout and activated KRAS [267], resveratrol supplementation inhibited the development
of colon tumors [223,225,226,267,268] and occurrence of dysplasia [223].

11. Liver Cancer

The anti-cancer potential of resveratrol in liver carcinogenesis was exemplified by a decreased
incidence and smaller numbers of nodules in models of animals employing chemical carcinogens
[e.g., diethylnitrosamine (DENA) [269], DENA plus phenobarbital [234,270], and DENA plus
2-acetylaminofluorene (2-AAF) [271] or transgenic mice (e.g., hepatitis B virus X protein (HBx)-expressing
transgenic mice) [272]. Additionally, resveratrol’s anti-tumor effects have been reported in xenograft
models using hepatoma cell lines (e.g., H22, AH-130, HepG2, and AH109A) [227–229,232]. Dietary
resveratrol completely prevented DENA-induced lipid peroxidation and enhanced protein carbonyl
formation, which indicates that it may also attenuate oxidative stress in the liver. Resveratrol also
elevated the expression of hepatic Nrf2 and reduced the expression of iNOS. That study reported that
the attenuation of oxidative and nitrosative stress and the alleviation of the inflammatory response
could be mediated through the transcriptional and translational regulation of Nrf2 signaling [273].
Recent studies with Nrf2-deficient mice have shown that Nrf2 plays a role in protecting the liver from
xenobiotic-initiated hepatocarcinogenesis [274].

Rajasekaran et al. have studied resveratrol’s ability to prevent or treat hepatocellular carcinoma by
administering resveratrol, starting at the time of DENA injection or for 15 days after the development
of hepatocellular carcinoma [269]. Resveratrol treatment at both time points also reduced cell crowding
and alteration in the cellular architecture, and decreased the liver size compared with control rats
treated with DENA [269]. In the DENA-induced hepatocellular carcinoma model, administration of
resveratrol inhibited the formation of hepatocyte nodules via down-regulating Hsp70 and COX-2
expression, through lowering the translocation of NF-κB from the cytoplasm to the nucleus [275].
Another study using the same administered dose of resveratrol also determined that the levels and
expressions of hepatic TNF-α, IL-1β, and IL-6 induced by DENA can be reversed [276]. Resveratrol also
exhibited a remarkable anti-angiogenic effect during the development of DENA-induced hepatocellular
carcinogenesis, perhaps by blocking VEGF expression via the down-regulation of HIF-1α [277].

Resveratrol considerably lowered the cell count of a swiftly growing tumor (Yoshida AH-130
ascites hepatoma) injected into rats, thereby triggering apoptosis and cell accumulation in the
G2/M phase [228]. It was further demonstrated that the inhibition of cell cycle progression involved
reductions in the expression of p34cdc2 and cyclin B1 in murine transplantable liver tumors after
resveratrol administration [230]. It has also been reported that resveratrol had anti-tumor-growth and
anti-metastasis effects in Donryu rats that had an ascites AH109A hepatoma cell line subcutaneously
implanted [227].

In another study, resveratrol inhibited tumor growth and angiogenesis in a hepatoma xenograft
mouse model [278]. Salado et al. used B16 melanoma (B16M) cells to study the effects of resveratrol
treatment on hepatic metastasis caused mainly by the production of pro-inflammatory cytokines [279].
Lin et al. investigated the effects of treatment with resveratrol on the precancerous stage of liver
carcinogenesis in spontaneously induced hepatocellular carcinoma in HBx transgenic mice [272].
Resveratrol supplementation significantly reduced the incidence of hepatocellular carcinoma and
increased the latency of tumor formation. Resveratrol inhibited hepatic lipogenesis and intracellular
ROS, and the results from liver cancer models have been consistently positive, indicating the potential
benefit of resveratrol in hepatocellular carcinoma prevention and/or therapy.
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12. Pancreatic Cancer

Several lines of evidence suggests that age, being overweight, pancreatitis and family history of
pancreatic cancer are the major risk factor for the development of pancreatic cancer. Within a xenograft
mouse model, resveratrol delayed or suppressed the promotion of pancreatic cancer via inhibiting the
activity of leukotriene A4 hydrolase (LTA4H), which stimulates the generation of pro-inflammatory
cytokines and mediators [280], and also stimulates cancer cell proliferation [281,282]. Resveratrol blocked
the tumor development of PANC-1 cells orthotopically implanted in nude mice, with augmented
expression of apoptosis/cell cycle arrest proteins including Bim, p27, and cleaved caspase-3, and reduced
cell survival/proliferation markers including PCNA expression and the phosphorylation of PI3K, ERK,
Akt, FOXO3a (Ser253), and p-FOXO1 (Ser256) in tumor tissues [283]. Resveratrol treatment inhibited
the formation and development of pancreatic cancer in KrasG12D transgenic mice that spontaneously
develop pancreatic tumors [284]. However, dietary resveratrol had no anti-carcinogenic effect on
BOP (N-nitrosobis(2-oxopropyl)amine)-induced pancreatic carcinogenesis in hamsters [285]. Further
studies are necessary for additional preclinical evaluation of the efficacy of resveratrol in treating
pancreatic cancer.

13. Lung Cancer

In preclinical models, lung carcinogenesis is known to be induced by a variety of agents, including
diethylnitrosamine (DEN), nitrosamine 4-(methyl-nitrosamino)-1-(3-pyridyl)-1-butanone (NNK), uracil
mustard, vinyl carbamate, urethane, MNU, and BP [11]. In the BP-induced mouse lung carcinogenesis
model, resveratrol treatment lowered the level of BP diolepoxide (BPDE)-DNA adducts [286], improved
the ultrahistoarchitecture [287], and reduced the size of tumor nodules by increasing pulmonary
caspase-3 and -9 activity. It also abrogated glucose uptake/turnover, reduced the serum lactate
dehydrogenase (LDH) activity (which is heightened in cancer cells), and lowered the p-p53 levels at
Ser15 (the hyperphosphorylation of which can result in the inactivation of p53) [288]. In Lewis lung
carcinoma cell xenograft models, treatment with resveratrol reduced the growth of tumors [218,221].
It has been also discovered that treatment with resveratrol reduced the development of A549 and
MSTO-211H xenografts in mice [219,289,290].

Resveratrol’s anti-tumor effects in A549 xenografts were reduced in Forkhead box protein C2
(FOXC2)-overexpressing A549 xenografts, which suggests that resveratrol possibly induces anti-tumor
activity through FOXC2 [289]. Another study discovered that resveratrol did not affect the development
of Lewis lung carcinoma implanted in mice, but demonstrated an evident anti-metastatic effect,
decreasing both the weight and number of lung metastases [220]. However, resveratrol used to
supplement the diet did not affect lung tumor multiplicity in BP plus NNK-induced lung carcinogenesis
in A/J mice [291]. Similarly, in BP-induced lung carcinogenesis, resveratrol did not cause a change
in the expression levels of BP-metabolizing genes (such as CYP1A1 and CYP1B1) and the number of
B[a]P-protein adducts in lung tissues [292]. Another study found that both the natural Egr-1 promoter
and the synthetic promoter triggered the expression of GADD45α when used with resveratrol, and
then suppressed the proliferation of A549 lung cancer cells and induced apoptosis [293].

14. Other Cancers

Resveratrol provides considerable protection against the induction of cancer within the oral
cavity [294] and the esophagus [295], among other tissues. Its cancer chemopreventive activity
aside, resveratrol can also inhibit the development and/or induce the regression of established
tumors in xenograft models for cancers of the ovaries [296], urinary bladder [79], stomach [297],
and head and neck [298,299]. Resveratrol treatment effectively suppressed the growth rate of and
augmented apoptosis in neuroblastoma; this was accompanied by the up-regulation of cyclin E and
the down-regulation of p21 [300]. It has recently been demonstrated that resveratrol considerably
reduced tumor growth via inducing apoptosis, which involved direct activation of the mitochondrial
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intrinsic apoptotic pathway in the NGP and SK-N-AS xenograft models of human neuroblastoma [301].
Resveratrol caused significant inhibition of cerebral tumors through inducing apoptosis and inhibiting
angiogenesis induced by glioma [302]. Rats that had undergone resveratrol treatment had lower
growth rates of glioma, which correlated with the blood flow of tumors (signified by the color Doppler
vascularity index) and density of microvessels.

Resveratrol’s anti-angiogenic effect has caused researchers to investigate if it could inhibit the
development of a murine fibrosarcoma; water supplemented with resveratrol indeed significantly
inhibited the development of T241fibrosarcoma in mice via suppressing angiogenesis [303].
Resveratrol’s in vivo anti-cancer effects were studied in N-nitrosomethyl-benzylamine (NMBA)-
induced esophageal tumorigenesis in rats. Resveratrol suppressed both the size and number of
NMBA-induced esophageal tumors per rat through targeting prostaglandin E2 and COXs [304].
In a gastric cancer xenograft nude mouse model, resveratrol inhibited the growth of tumors,
with reductions in the expression of cyclin D1, Ki67, CDK4, and CDK6, and increases in the expression
of p16, p21, and β-Gal [305]. Resveratrol considerably inhibited carcinoma development when it
was injected in close proximity to the carcinoma in a tumor model created by transplanting human
primary gastric cancer cells into the subcutaneous tissue of nude mice [297]. Resveratrol induced
apoptosis in implanted tumor cells via down-regulation of the apoptosis-regulated gene Bcl-2 and
up-regulation of the apoptosis-regulated gene Bax. For the anti-tumor effects in head and neck
cancer, resveratrol suppressed tumor stemness via lowering the expression of mesenchymal-like
protein (Vimentin) and stemness markers (Oct4 and Nestin), inducing epithelial protein expression
(E-cadherin) [299], and increasing γ-histone 2AX (a DNA damage marker) and cleaved caspase-3
expression [298]. In an ovarian cancer model, resveratrol abrogated the development of NuTu-19
ovarian cancer cells in vitro. However, in vivo, when NuTu-19 cells were injected into the ovarian
bursa of rats and the rats were fed with resveratrol (100 mg/kg) mixed in their diet for 28 days,
the growth of the ovarian tumors was not significantly inhibited [306].

15. Clinical Trials with Resveratrol

Although it is clear that resveratrol has shown excellent anti-cancer properties, most of the studies
were performed in cell-culture and pre-clinical models. These physiological effects of resveratrol were
also investigated in humans because it cannot be assumed that the results of tests in animal models will
hold true for humans, because of differences in genetics and metabolism profile. The pharmacokinetics,
metabolism, and toxicity of resveratrol have been assessed in healthy volunteers and cancer
patients [307–309]. Resveratrol is metabolized swiftly, mainly into glucuronide and sulfate conjugates
that are excreted via the urine. Because of the poor bioavailability of resveratrol due to its extensive
metabolism, large doses (up to a maximum of 5 g/day) have been utilized by researchers. These studies
have shown that resveratrol seems to be well tolerated and safe. However, adverse effects including
diarrhea, nausea, and abdominal pain were observed in subjects taking more than 1 g of resveratrol
daily [307]. Subsequent clinical trials are currently investigating this dose limit [307,310]. Resveratrol’s
poor bioavailability is a significant issue with regard to extrapolating its effects to humans, and various
approaches have been created to enhance its bioavailability [311], including consuming it with various
foods [312], using it in combination with an additional phytochemical piperine [313], and using
a prodrug approach [314], micronized powders [315,316], or nanotechnological formulations [317–319].

The effect of resveratrol in cancer patients has been investigated in a few clinical trials (Table 2).
The first clinical trial dealing with resveratrol and cancer was performed by Nguyen et al. [320]. They
examined the effects of freeze-dried grape powder (GP) (containing resveratrol and resveratrol derived
from plants) on the Wnt signaling pathway, which is known to be involved in colon carcinogenesis [321],
in regular colon cancer and colonic mucosa. GP administration (80 g/day containing 0.07 mg of
resveratrol) for two weeks resulted in decreased Wnt target gene expression within regular mucosa,
but had no effect on cancerous mucosa. This indicates that GP or resveratrol may play a beneficial part
in the prevention of colon cancer, rather than in the treatment of established colon cancer. Patel et al.

127



Int. J. Mol. Sci. 2017, 18, 2589

studied the effects of the administration of resveratrol at 0.5 or 1 g/day for eight days on proliferation
marker Ki-67 expression in colorectal tissue, and reported a 5% decrease in the proliferation of tumor
cells [322]. In colorectal cancer patients with hepatic metastasis, SRT501 (a micronized resveratrol
formulation manufactured by Sirtris Pharmaceuticals, a GSK Company, Cambridge, MA, USA)
supplementation at 5 g/day for two weeks increased the amount of cleaved caspase-3 within hepatic
tissue, which suggests that there was increased apoptosis of cancerous tissue compared with subjects
treated with a placebo [315].

In a muscadine grape skin extract phase 1 study with biochemically recurrent prostate cancer
patients who were assigned to a high dose (4000 mg/patient) of pulverized muscadine grape
(Vitis rotundifolia) skin that contains ellagic acid, quercetin, and resveratrol was found to be safe
and warrants further investigation in dose-evaluating phase II trial [323]. In another randomized
placebo controlled clinical study using two doses of resveratrol (150 mg or 1000 mg resveratrol daily) for
4 months was found to significantly lowered serum levels of androstenedione, dehydroepiandrosterone
and dehydroepiandrosterone-sulphate, whereas prostate size was unaffected in benign prostate
hyperplasia patients [324].

Table 2. Selected clinical trials evaluating the effect of resveratrol in cancer patients.

Participants
Resveratrol Formulation and

Dosages
Outcome References

Colorectal cancer patients
(n = 8)

Grape powder (80 or 120 g/day) or
Resveratrol (20 or 80 mg/day) for

2 weeks

Inhibition of Wnt target gene
expression in normal colonic mucosa. [320]

Colorectal cancer patients
(n = 20) Resveratrol (0.5 or 1g) for 8 days

Reduction of Ki-67 levels by 5 and 7%
in cancerous and normal tissue,

respectively.
[322]

Colorectal cancer patients
with hepatic metastasis

(n = 6)

Micronized resveratrol
(SRT5001, 5 g) for 14 days

Detection of resveratrol in hepatic
tissue and increased (39%) content
of cleaved caspase-3 in malignant

hepatic tissue.

[315]

Multiple myeloma
patients (n = 24)

Micronized resveratrol
(SRT5001, 5 g) for 20 days in
a 21 day cycle up to 12 cycles

Unacceptable safety profile and
minimal efficacy in patients with

relapsed/refractory multiple myeloma
highlighting the risks of novel drug
development in such populations.

[316]

Biochemically recurrent
prostate cancer patients

(n = 14)

Pulverized muscadine grape skin
extract (MPX) 4000 mg/patient

MPX was found to be safe and
warrants further investigation in

dose-evaluating phase II trial
[323]

Benign prostate
hyperplasis patients

(n = 66)

Two doses of resveratrol (150 mg or
1000 mg resveratrol daily)

for 4 months

Significantly lowered the serum levels
of androgens with no changes in

prostate tumor growth.
[324]

Primary protein carbonylation has been found to be increased several folds in presence of
high levels of reactive oxygen species (ROS) such as superoxide anion free radical (O2

−) and
nitric oxide free radical (NO) and other reactive free radicals, such as hydrogen peroxide (H2O2),
hydroxyl radical (HO), and peroxynitrite anion (ONOO−). There are several sources of ROS in
the digestive tract and several microbes present in the colon produce a large amount of ROS
inside the cells are by products of mitochondrial respiration in aerobic metabolism, and in chronic
inflammation, a large amount of ROS is produced by neutrophil phagocytosis of bacteria, granular
materials, or soluble irritants [325,326]. The oxidative decomposition of polyunsaturated fatty acids
can initiate chain reactions that lead to the formation of a variety of carbonyl species (three to
nine carbons in length), the most reactive and cytotoxic being α,β-unsaturated aldehydes also
referred to as electrophilic carbonyls. These include acrolein, glyoxal, methylglyoxal, crotonaldehyde,
malondialdehyde, and 4-hydroxynonenal. Reactive ketones or aldehydes that can be reacted by
2,4-dinitrophenylhydrazine (DNPH) to form 2,4-dinitrophenylhydrazone (DNP). Ulcerative colitis
(UC) is a type of chronic inflammatory bowel disease (IBD) in which oxidative stress plays a critical role
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in its pathogenesis and malignant progression to colorectal cancer (CRC) [327,328]. Oxidative activation
of transcription factors NF-κB stimulates expression of a variety of pro-inflammatory cytokines in
the intestinal epithelial cells, such as TNF-α, IL-1, IL-8, and COX-2, and promotes inflammation and
carcinogenesis. Oxidative stress also activates mitogen-activated protein (MAP) kinase (MAPK)
signaling pathways. The human gastrointestinal tract is exposed to carbonyl threats such as
consumption red meat, alcoholic beverages and smoking increases protein carbonylation, inflammation
and initiation of tumor development. However, dietary intake of green leafy vegetables, fruits, fish
and wine has shown to decrease protein carbonylation [329]. It has also been reported that resveratrol
supplementation at 5 mg/day for six days increased the degree of protein carbonyl concentrations
and cytoprotective enzyme NQO1 in colorectal mucosa tissues from patients with colorectal cancer,
compared with their control subjects [330]. However, contrary to these positive findings, some evidence
that resveratrol supplementation may have adverse effects in certain cancer patients also exist. In a
phase II clinical trial involving multiple myeloma patients, SRT501 supplementation at 5 g/day caused
several unexpected adverse effects, including nephrotoxicity, which may have led to the death of one
patient [316]. However, this high dose of SRT501 was determined to be safe in other clinical trials
involving several healthy and diseased populations [315,316]. There are very low amounts of human
data regarding the efficacy of resveratrol in cancer treatment. Since most of these clinical trials have
had a small patient sample size and used different doses and different routes of resveratrol, the data
from human clinical studies have shown inconsistent outcomes of resveratrol administration.

In addition to the effects in subjects with cancer, the effect of resveratrol in subjects with a
higher cancer risk has also been demonstrated. For instance, resveratrol supplementation at 50 mg
two times per day for 12 weeks reduced the DNA methylation of the tumor-suppressor gene Ras
association domain-containing protein 1 (RASSF1A) in the breasts of women with higher risk of
breast cancer [331]. It has also been shown that resveratrol supplementation at 1 g/day for 12 weeks
increases the concentrations of sex steroid hormone binding globulin (SHBG), which has been linked
to a reduction in the risk of breast cancer [332], and has favorable effects on estrogen metabolism;
thus, it can lower risk factors for breast cancer in obese and overweight postmenopausal women [333].
Another clinical study concentrated on resveratrol’s effects on potential biomarkers for cancer risk
reduction. Circulating concentrations of insulin-like growth factor (IGF-1) and IGF-binding protein 3
(IGFBP-3) are linked to a higher risk of common cancers [334]. Brown et al. showed that resveratrol
administration at 2.5 g/day for 29 days resulted in a reduction of the circulating levels of IGF-1 and
IGFBP-3 in healthy volunteers [335]. Their research suggests that resveratrol’s ability to decrease
circulating IGF-1 and IGFBP-3 in humans may constitute an anti-carcinogenic mechanism. In another
study, Chow et al. found that resveratrol administration at 1 g/day for four weeks modulated
phase I isoenzymes (cytochrome P450) and phase II detoxification enzymes involved in carcinogen
activation and detoxification [310]. However, these beneficial effects are mostly minimal and sometimes
controversial. Nevertheless, it seems that resveratrol has had some beneficial effects with regard to
the prevention and treatment of cancer. Therefore, the efficacy and safety of resveratrol in human
trials must be further investigated to better understand and develop its therapeutic potential for
cancer patients.

16. Conclusions and Future Perspectives

Using a variety of in vivo and in vitro models, it has been proven that resveratrol is capable of
attenuating the various stages of carcinogenesis, some of which are briefly described in Figure 2. A vast
body of experimental in vivo and in vitro studies and a few clinical trials has presented evidence of
resveratrol’s great potential as an anti-cancer agent, both for the prevention and therapy of a large
range of cancers. Resveratrol has a very low toxicity, and, although it has multiple molecular targets,
it acts on different protective and common pathways that are usually altered in a great number of
tumors. This suggests that resveratrol may be more suitable for use as an anti-carcinogen and it can also
effectively exert it antineoplastic effects in conjunction with diverse chemotherapeutics and targeted
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therapies. The ability to prevent carcinogenesis includes the inhibition of oxidative stress, inflammation,
and cancer-cell proliferation, and the activation of tightly regulated cell-death mechanisms. Due to the
complexity and number of cellular processes involved, however, more studies must be performed to
completely understand how resveratrol could be used to prevent the development of cancer. Moreover,
resveratrol’s poor bioavailability in humans has been a critical concern with regard to the translation
of basic research findings to the development of therapeutic agents. Although human clinical trials
have produced positive findings, many conflicting results remain, which may be partly because of
the dosing protocols employed. To augment resveratrol’s bioavailability and as a potential adjuvant,
active research should be focused on resveratrol delivery systems, formulations, and modulation of
resveratrol metabolism, and resveratrol’s possible interactions with other compounds, as well as the
development of more bioavailable analogs of the compound.

Figure 2. A schematic diagram summarizing the potential mechanism(s) underlying the anticancer
effects of resveratrol.
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Abstract: Bleomycin (BLM), a family of anti-tumor drugs, was reported to exhibit severe side effects
limiting its usage in clinical treatment. Therefore, finding adjuvants that enhance the anti-tumor
effect and reduce the detrimental effect of BLM is a prerequisite. Chrysanthemum indicum, an edible
flower, possesses abundant bioactivities; the supercritical-carbon dioxide fluid extract from flowers
and buds of C. indicum (CISCFE) have strong anti-inflammatory, anti-oxidant, and lung protective
effects. However, the role of CISCFE combined with BLM treatment on tumor-bearing mice remains
unclear. The present study aimed to investigate the potential synergistic effect and the underlying
mechanism of CISCFE combined with BLM in the treatment of hepatoma 22 (H22) tumor-bearing mice.
The results suggested that the oral administration of CISCFE combined with BLM could markedly
prolong the life span, attenuate the BLM-induced pulmonary fibrosis, suppress the production of
pro-inflammatory cytokines (interleukin-6), tumor necrosis factor-α, activities of myeloperoxidase,
and malondiadehyde. Moreover, CISCFE combined with BLM promoted the ascites cell apoptosis,
the activities of caspases 3 and 8, and up-regulated the protein expression of p53 and down-regulated
the transforming growth factor-β1 by activating the gene expression of miR-29b. Taken together,
these results indicated that CISCFE could enhance the anti-cancer activity of BLM and reduce the
BLM-induced pulmonary injury in H22 tumor-bearing mice, rendering it as a potential adjuvant drug
with chemotherapy after further investigation in the future.

Keywords: supercritical-carbon dioxide fluid of C. indicum (CISCFE); BLM; anti-tumor effect;
pulmonary fibrosis; synergism effect
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1. Introduction

Bleomycin (BLM), a glycopetide originally isolated from Streptomyces verticillus [1], is a
clinical anti-cancer drug primarily used for the treatment of hepatocellular carcinoma (HCC) and
nasopharyngeal carcinoma (NPC). The anti-tumor mechanism mainly consists of inducing DNA
damage and has been demonstrated to be mediated through the induction of oxidative stress [1].
Several studies revealed that BLM is vital in the clinical treatment of HCC. However, BLM exhibits
the main side effect of dose-dependent pulmonary toxicity, which affects 20% of treated individuals.
Pulmonary fibrosis is a severe form of lung toxicity, which was induced by BLM [2]. However,
the etiology and mechanism of pulmonary fibrosis have not yet been elucidated. A number of studies
have reported that the combination therapy can not only enhance the anticancer effect, but also
attenuate the toxicity side-effects to the organs [3,4]. Therefore, the development of a drug that confers
lung protection during BLM treatment and improves the chemotherapeutic efficacy of BLM in cancer
is essential.

The integration of different signaling pathways plays a critical role in the normal development
and tissue homeostasis of metazoans. When one or more signals fail to integrate, the entire signaling
network might collapse resulting in diseases, especially cancer [5]. The loss of cross-talk among the two
most critical pathways—tumor suppressor Trp53 (p53) and tumor growth factor beta (TGF-β) signaling
leads to many kinds of tumors and organ fibrosis [6,7]. p53 can suppress the TGF-β signal, thereby
inhibiting the microRNAs (miRNAs) such as miR-17-92/miR-106b-25 clusters to retain the integrity
of the antitumor signals. Loss of p53 can lead to the loss of TGF-β receptor 2 (TGFBR2) and miR-34a
expression, resulting in attenuated antiproliferative signals [8]. Sun et al. reported that p53 was
essential for doxorubicin-induced apoptosis via the TGF-β signaling pathway in osteosarcoma-derived
cells [9]. On the other hand, p53 was required for the expression of plasminogen activator inhibitor-1
(PAI-1), a major TGF-β1 target gene and a key causative element in fibrotic disorders [10]. Moreover,
Wang et al. found that astaxanthin ameliorated lung fibrosis in rat by regulating the cross-talk
between p53 and TGF-β signaling [11]. Thus, substances with an effect on the regulation of p53 and
TGF-β signaling pathways may be beneficial for improving the chemotherapeutic efficacy of BLM or
alleviating the pulmonary toxicity induced by BLM.

Chrysanthemum indicum (C. indicum) Linné, a traditional medicinal and edible flower, is widely
used as herbal tea, alcoholic beverage, and food additive or directly used to treat several infectious
diseases and ailments, such as headache, eye diseases, and various immune-related disorders with high
efficacy and low toxicity [12–14]. Moreover, the essential oil from the flowers possesses anti-bacterial
and anti-cancer properties [15]. Importantly, the supercritical-carbon dioxide fluid extract from
flowers and buds of C. indicum (CISCFE) have been extensively applied not only in many classical
prescription, but also used in daily life as functional foods, cosmetics, and beverages [16]. Pongjit et
al. reported that CISCFE has a strong ability to protect against the chemotherapy-induced renal cell
damage [17]. In addition, our previous study demonstrated that CISCFE has a protective effect against
lipopolysaccharide-induced lung injury and UV-induced skin injury [18,19]. However, the effective
antitumor activity of CISCFE combined with BLM in vivo remains unclear.

In the present study, we used the classical H22 ascites tumor-bearing mice model [20,21] to
explore the potential synergistic effect of CISCFE combined with BLM and investigate the underlying
mechanism in the treatment of cancer.

2. Results

2.1. Anti-Tumor Activities of CISCFE, BLM, and Their Combination on H22 Tumor-Bearing Mice

To better understand the anti-tumor activities of CISCFE, BLM, and their combination,
we evaluated the life span of the H22 tumor-bearing mice model. As shown in Figure 1, compared
with the model group, CISCFE (L: 240 mg/kg, M: 360 mg/kg, H: 480 mg/kg) alone groups exhibited
no significant influence on the life-span of the tumor-bearing mice (p > 0.05), the BLM alone group
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could prolong the survival time (p < 0.05), while the mice treated with BLM + CISCFE (M: 360 mg/kg,
H: 480 mg/kg) for seven days could significantly prolong the life span as compared to BLM alone
(p < 0.05). These data suggested that CISCFE-M, H doses could improve the BLM anti-tumor effect.
Thus, CISCFE at a middle dose of 360 mg/kg was used in the subsequent studies.

Figure 1. Survivals curve of CISCFE, bleomycin (BLM), and their combination on tumor-bearing mice.
The survival rate was followed-up until 22 days after inoculation. Each group comprised of eight mice.
# p < 0.05 vs. model group; * p < 0.05 vs. BLM group.

2.2. Synergistic Effect of CISCFE Combined with BLM on Tumor Growth

Figure 2 summarizes the effect of CISCFE combined with BLM on tumor growth. The weight,
abnormal diameter, as well as ascites of mice in the model group increased rapidly compared to the
control group. On the contrary, the weights, abnormal diameters, and ascites of mice significantly
decreased in the BLM alone and BLM + CISCFE-M groups (M: 360 mg/kg), compared to the model
group during seven days (p < 0.05). The mice in the treated groups showed greater vitality and were
in good order, while the combination was more effective than individual treatment. Additionally,
no obvious differences were observed in body weight and abnormal diameter between CISCFE-M alone
group and model group (p > 0.05). These results demonstrated that CISCFE had little or no effect on
tumor-bearing mice; however, it significantly enhanced the anti-tumor activity of BLM.

 

Figure 2. Effect of CISCFE-M, BLM, and their combination on the change of weight (A); abnormal
diameter (B); and ascites (C) of tumor-bearing mice. Data represent mean ± SEM (n = 10). # p < 0.05 vs.
model group; * p < 0.05 vs. BLM group. a < 0.05 vs. control group; b < 0.05 vs. model group, c < 0.05 vs.
BLM group.
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2.3. Synergistic Effect of BLM with CISCFE in Inducing H22 Ascites Cell Apoptosis

To evaluate whether the combination of CISCFE and BLM can potentially enhance the efficacy
of BLM on H22 ascites cell apoptosis, flow cytometry was utilized to assess the rate of apoptosis.
As shown in Figure 3, in the BLM treatment alone and BLM + CISCFE-M combined group, the rate
of apoptotic cells (Annexin V+/PI− + Annexin V+/PI+) was notably increased as compared to the
model group (all p < 0.05); the rate of apoptotic cells was obviously increased in the BLM + CISCFE-M
combined group as compared to BLM alone (p < 0.05). All results suggested that CISCFE combined
with BLM could remarkably increase the H22 ascites cell apoptosis.

Figure 3. The synergistic effect of BLM with CISCFE on H22 ascites cell apoptosis induction
was analyzed by flow cytometry. (A) model group; (B) BLM group; (C) CISCFE-M group;
(D) BLM + CISCFE-M group; (E) apoptotic rate. The cell populations of Annexin V+/PI− and
Annexin V+/PI+ were estimated to represent the total number of apoptotic cells. Data are expressed as
mean ± SEM (n = 3). # p < 0.05 vs. model group; * p < 0.05 vs. BLM group.

2.4. CISCFE Enhanced the Anti-Tumor Effect of BLM by Modulating the Activities of Caspase 3 and Caspase 8

Previous studies have demonstrated that caspase families play a vital role in tumor cell apoptosis,
including caspase 3 and caspase 8. Figure 4 shows that the activities of caspase 3 (A) and caspase 8 (B)
were significantly up-regulated in the BLM alone group and the BLM + CISCFE-M combined group as
compared to the model group (all p < 0.05). Furthermore, the combination of BLM + CISCFE-M had a
statistically stronger effect than BLM alone (all p < 0.05). These results suggested that CISCFE combined
with BLM enhanced the effect of BLM on caspase 3 and caspase 8 activities.

Figure 4. CISCFE enhanced the anti-tumor effect of BLM by modulating the activities of caspase 3
and caspase 8. The activities of apoptotic performer caspase 3 (A); and caspase 8 (B) were measured.
Data are presented as mean ± SEM of the changes compared to the model group (n = 8). # p < 0.05 vs.
model group; * p < 0.05 vs. BLM group.
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2.5. Effect of CISCFE Attenuated BLM-Induced Lung Fibrosis

As shown in Figure 5, the lung tissues presented normal structure with no inflammatory,
pathological, or collagen deposition in the control group (Figure 5A,F). In comparison with the
control group, the model group (Figure 5B,G) and the CISCFE alone group (Figure 5C,H) showed no
obvious pathological changes, whereas in the BLM alone group (Figure 5D,I), haematoxylin-eosin
(H&E) staining presented obvious pulmonary injury, including alveolar wall, alveolar, vascular
congestion, and inflammatory cell infiltration. Moreover, Masson’s trichrome staining suggested
that BLM alone group had massive collagen deposition in the lung interstitium and around the
bronchioles as compared to the model group. On the other hand, the combination of BLM + CISCFE-M
had remarkably attenuated the pulmonary inflammatory damage and fibrosis as compared to the
BLM alone group (Figure 5E,J). In addition, the severity of lung injury was analyzed by H&E staining.
As shown in Figure 5K, the model group displayed no obvious pulmonary injury as compared to the
control group (p > 0.05).

Figure 5. Effect of CISCFE attenuated BLM-induced lung fibrosis. Lung tissue sections were stained
with haematoxylin-eosin (H&E) (A–E) for pathological examination (200×); Masson (F–J) for collagen
deposition (200×); (K) severity scores of lung injury. The slides were histopathologically evaluated
using a semiquantitative scoring method. The total lung injury score was estimated by adding up the
individual scores of each category. Scale bar indicates 100 μm. Data are expressed as mean ± SEM
(n = 8). # p < 0.05 vs. model group; * p < 0.05 vs. BLM group.

2.6. Effect of CISCFE on Cytokine Production Induced by BLM in the Lung Tissues

To evaluate the extent of inflammation in lung tissues, the productions of tumor necrosis
factor-alpha (TNF-α) and interleukin (IL-6) were measured. Figure 6 demonstrated a remarkable
increase in the levels of TNF-α (A) and IL-6 (B) in the BLM-induced lung injuries as compared to
the model group (p < 0.05, respectively). Conversely, the combination group dramatically decreased
the production of these cytokines as compared to the BLM alone group (p < 0.05, respectively).
No significant differences were observed between the model and CISCFE alone groups.
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Figure 6. Effect of CISCFE on BLM-induced cytokines productions in lung tissues. The activities
of tumor necrosis factor-alpha (TNF-α) (A); and interleukin (IL-6) (B) in lungs are presented as the
mean ± SEM (n = 8). # p < 0.05 vs. model group; * p < 0.05 vs. BLM group.

2.7. Effect of CISCFE on BLM-Induced Oxidative Stress

To explore whether the protection effect of CISCFE against BLM-induced lung injury was related
to anti-oxidative effect, the activities of myeloperoxidase (MPO) and malondialdehyde (MDA) were
assayed. As shown in Figure 7, treatment with BLM alone notably increased the levels of MPO (A)
and MDA (B) as compared to the model group (p < 0.05, respectively). However, coupling BLM with
CISCFE remarkably decreased the MPO and MDA activities when compared with BLM alone (p < 0.05,
respectively), indicating that CISCFE could decrease the BLM-induced oxidative stress.

Figure 7. Effect of CISCFE on BLM-induced oxidative stress. (A) Myeloperoxidase (MPO) activity;
(B) malondialdehyde (MDA) activity. Data are represented as mean ± SEM (n = 8). # p < 0.05 vs. model
group; * p < 0.05 vs. BLM group.

2.8. Effect of CISCFE and BLM Treatments on p53 and TGF-β1 Expressions

As shown in Figure 8, when compared with the model group, the protein expression of p53 (A) in
the ascites cells of BLM-treated mice was apparently up-regulated (p < 0.05), whereas the combination
of BLM with CISCFE significantly increased the p53 expression as compared to the BLM alone group
(p < 0.05). On the other hand, the combination of BLM with CISCFE could significantly inhibit the
TGF-β1 (B) expression in lungs when compared with the BLM alone group (p < 0.05).

2.9. Expression of miR-29b in Ascites Cells and Lung Tissues

miR-29b is a well-established vital tumor suppressor and fibrosis modulator [22,23], playing a key
role in cancer with visceral fibrosis. Thus, we attempted to evaluate whether CISCFE could modulate
the miR-29b expression of BLM-treated tumor-bearing mice. As shown in Figure 9, the treatment with
CISCFE or BLM alone did not exhibit any distinct effect on miR-29b expression in the ascites cells and
lung tissues as compared to the model group (p < 0.05, respectively). However, the combination of
BLM with CISCFE significantly enhanced the expression of miR-29b in ascites cells and lung tissues as
compared to BLM alone (p < 0.05).
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Figure 8. Effect of CISCFE and BLM treatment on protein-related expression in H22 tumor-bearing mice.
The protein expressions of p53 (A) and tumor growth factor-beta (TGF-β)1 (C) were determined by
Western blot. Data (B,D) are presented as mean ± SEM (n = 4). # p < 0.05 vs. model group; * p < 0.05 vs.
BLM group.

Figure 9. miR-29b expression in lung tissues and ascites cells of H22 tumor-bearing mice. Data are
mean ± SEM (n = 4). # p < 0.05 vs. model group; * p < 0.05 vs. BLM group.

3. Discussion

The clinical usage of chemotherapeutics is well-known to exert severe side-effects [24]. Therefore,
discovering and developing adjunctive agents with physiological activities has become an international
topic of intensive medical research [25]. BLM is an established anti-cancer drug mainly used in the
treatment of HCC and NPC. It has also been demonstrated to be associated with other cytotoxic
reagents for the treatment of testis cancer and Hodgkin disease, and these two diseases have a
high cure rate obtained by chemotherapy [26]. Interestingly, it is crucial that the main advantage of
BLM is neither immunosuppression nor myelosuppression. Thus, the development of an adjuvant
is imperative to not only improve the antitumor effect but also attenuate the side-effects of BLM.
C. indicum, a traditional medicinal and edible flower, possesses heat clearing and toxin-removal
activities. Modern pharmacological research displayed that CISCFE has anti-bacterial, anti-virus,
anti-inflammation, anti-sympathetic, anti-oxidant, and anti-neoplastic functions [27,28]. These data
suggested that CISCFE alone exerted no apparent anti-tumor effect in the mice. However, CISCFE
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combined with BLM groups markedly prolonged the life-span and significantly decreased the change
of weight, abnormal diameter, as well as ascites fluid compared to the BLM alone group. These results
suggested that CISCFE could be a potential adjuvant for BLM to enhance the anti-cancer effect in
tumor-bearing mice.

In order to further understand the mechanism of CISCFE enhanced anti-cancer activity of BLM,
we sought to investigate the tumor cell apoptosis. Apoptosis is involved in many physiological
processes, which can exclude the abnormal or damaged cells, promoting cancer cell apoptosis as an
efficient method to control the tumor growth [29]. Previous studies have revealed that CISCFE can
induce apoptosis and inhibit cell proliferation through signal transducers and activators of transcription
factors-3 (STAT-3) and NF-κB signaling pathways in different cancer cell lines [30,31]. Our results
showed that CISCFE combined with BLM could remarkably increase the H22 ascites cell apoptosis.
Caspase 8 as a critical pro-apoptotic molecule, which, once activated, can trigger the downstream
caspase cascade, including the major cell apoptosis executor caspase 3 [32], Thus, the caspase 3 with
caspase 8 activities were measured in the present study to investigate the underlying mechanism
of the effect of CISCFE. Furthermore, p53 is a crucial apoptotic protein that directly mediates the
downstream caspase 3 and caspase 8 to exert its effect on cell apoptosis. Furthermore, p53 is also a vital
tumor suppressor, inactivated in most human cancers with high mutations [33], and can induce the
down-regulation of specific proteins. Here, we found that in the CISCFE combined with BLM groups,
the expression of p53 was notably enhanced as compared to BLM alone, with the markedly increased
promotion of apoptosis in cancer cells, accompanied by enhanced activities of caspases 3 and 8. These
findings imply that the mechanism of CISCFE combined with BLM in inducing apoptosis of H22 ascites
tumor cells might also involve the activation of the p53 apoptotic pathway.

Based on above findings, CISCFE alone group had no obvious effect on cells apoptosis; however,
when coupled with BLM, CISCFE remarkably promoted the survival rate of H22 tumor-bearing mice.
Could it also be caused by reducing the detrimental effect of BLM? It is well-known that one of the
most serious side-effects of BLM is pulmonary fibrosis, which in turn increases the mortality rate
of BLM-treated patients [34]. A pulmonary pathological slide of lung tissue revealed an obvious
pulmonary fibrosis for BLM treatment alone after seven days, whereas the symptoms alleviated in
the slides from the combined group of BLM with CISCFE. Pulmonary fibrosis is a chronic fibrosis
interstitial lung disease with poor prognosis and unknown etiology. The pro-inflammatory cytokines
are known to play a significant role in the processing of pulmonary fibrosis, including TNF-α and IL-6.
Furthermore, the excessive free radicals will result in oxidative stress or chronic inflammation [1,2,35],
the related enzymes have a significant function in the processing of lung fibrosis, and thus, the activities
of the oxidant enzymes (MPO and MDA) were also measured in this study. The results showed that
CISCFE combined with BLM could distinctly decrease the levels of inflammatory cytokines (TNF-α,
IL-6) and oxidant enzymes (MPO, MDA). Moreover, previous data reported that TGF-β1 suppressed
the release of pro-inflammatory cytokines including TNF-α, IL-6, and itself. In turn, TNF-α and IL-6
stimulated the activity of the TGF-β1 [36]. Consecutively, TGF-β1 inhibited and adjusted the balance of
MDA levels with MPO activity in lung tissues [37]. In the present study, the expression of TGF-β1 was
evidently decreased in the CISCFE combined BLM group as compared to BLM alone, thereby proving
that CISCFE could relieve the side-effects of BLM.

P53 and TGF-β1 signaling pathways are equally important in the initiation of cancer, due
to abundant cross-talk [38]. In the tumor progression, TGF-β1 and p53 cooperate to regulate
anti-proliferation and apoptotic effects under normal conditions. TGF-β1 signaling pathway exhibited
a major role in the early anti-tumor function and late-promoting effects [39]. If p53 harbors mutations,
the expression of TGF-β1 will be abnormally enhanced and result in cancer. Previous studies
have demonstrated that the balance of p53 and TGF-β1 signaling pathways was modulated by
the integration of different factors, including other signaling pathways, proteins, chemokines, and
miRNAs, of which the participation of miRNAs’ has become increasingly important in recent studies.
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miR-29b, a vital tumor suppressor, can suppress the tumor cell growth by regulating the expression
of p53 [40], thereby playing a critical role in the process of fibrosis diseases in various tissues, including
liver [41], lung [42], kidney [43], and heart [44]. In the tumor procession, miR-29b could regulate the
balance of p53 and TGF-β1 signaling pathways simultaneously. The TGF-β1 signaling pathway could,
in turn, modulate the activity of miR-29b [8]. Intriguingly, miR-29b could upregulate the level of
p53 [40], and consequently activate downstream the p53 pathway including caspases 3 and 8, which
eventually induce the apoptosis of tumor cells [45]. In addition, the development of tumors often
accompanies chronic inflammation and oxidant stress [46], and thus, the inflammatory cytokines
and oxidant enzymes also play a significant role in tumor development. The normal activities of
oxidant enzymes (MPO, MDA) could promote cell proliferation; however, the abnormal expression
would upregulate the expression of p53 and miR-29b, inducing cell apoptosis [47]. The inflammatory
cytokines also play a pivotal role in the procession and metastasis in the tumor, whereby the excess
inflammatory factors would upregulate the miR-29b, p53, and caspases 3 and 8 levels to stimulate the
tumor cell apoptosis [47–49]. Cui et al. [46] demonstrated that the expression of p53 was upregulated
in inflamed tissues, and then, p53 negatively regulated the pro-inflammatory factors. Moreover, the
pro-inflammatory factors stimulated the expression of miR-29b and enhanced the anti-tumor effect
mediated by enhancing the cell apoptosis [8]. On the other hand, miR-29b suppressed the expression
of TGF-β1 to mediate the procession of pulmonary fibrosis [22]. The present data substantiated that
the treatment with CISCFE or BLM alone had no obvious effect on miR-29b expression in the ascites
cells and lung tissues. Interestingly, the expression of miR-29b levels was dramatically enhanced when
CISCFE was coupled with BLM. These results indicated that CISCFE combined with BLM affected the
miR-29b expression, and regulated the balance between p53 and TGF-β1 signaling pathways in H22
tumor-bearing mice.

4. Experimental Section

4.1. Materials

Bleomycin (BLM) hydrochloride was purchased from Haizheng Pharmaceuticals (Zhejiang,
China). Mouse tumor necrosis factor-α (TNF-α) and interleukin-6 (IL-6) the enzyme-linked
immunosorbent assay (ELISA) reagents were purchased from eBioscience (San Diego, CA, USA);
Myeloperoxidase (MPO) and malondiadehyde (MDA) Colorimetric Activity Assay Kits were obtained
from Jiancheng Institution of Biotechnology (Nanjing, China). Medium RPMI 1640 and fetal bovine
serum (FBS) were purchased from Gibco (Grand Island, NY, USA); Penicillin-Streptomycin were
obtained from Hyclone (Logan, UT, USA); The Annexin V-fluorescein isothiocyanate (FITC) apoptosis
kit was offered by Keygen Biotech (Nanjing, China); TRIzol reagent was offered by Invitrogen
Life Technologies (Shanghai, China). All other chemicals and reagents used in the study were of
analytical grade.

4.2. Preparation of CISCFE

The supercritical fluid CO2 extract of Chrysanthemum indicum (CISCFE) was prepared and
offered by the Institute of New Drug Research & Development Guangzhou University of Chinese
Medicine (Lot. 20121104) [19]. According to our previous report, the composition analysis was
done by combining Gas Chromatography-Mass Spectrometer (GC-MS) and high-performance liquid
chromatography with Photodiode Array Detector (HPLC-PAD). Thirty compounds were detected by
GC-MS, four compounds were identified by HPLC-PAD (the brief analysis methods and chemical
profile of CISCFE are presented in the Supplementary Materials). In the present study, the CISCFE was
suspended in 3% Tween 80 and confected into different concentration solution. BLM was dissolved in
normal saline.
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4.3. Cell Culture

The mouse H22 hepatocellular carcinoma cells used in this study were purchased from American
Type Culture Collection (Rockville, MD, USA) and were revived at 37 ◦C, then maintained at
Dulbecco’s Modified Eagle’s medium (obtained RPMI-1640 medium supplemented with 10% FBS and
1% Penicillin-Streptomycin) in a humidified atmosphere with 5% CO2. The cells were incubated in
RPMI1640 medium until they reached approximately 2 × 106 cells/mL and 80% viability.

4.4. Animals

Male Kunming (KM) mice (18–22 g) were purchased from the Experimental Animal Center,
Institute of Guangzhou University of Chinese Medicine (Certificate number SCXK2008-0020; Ethical
permission date was September 21, 2015, Guangzhou, China). The animals were housed in a 12-h
light/dark cycle under a constant temperature of 24 ◦C and relative humidity of 65% ± 15%, and fed
with standard diet and tap water. The animal experiments were conducted according to the guidelines
established by the National Institutes of Health (NIH) Guide for the Care and Use of Laboratory
Animals. The procedures were approved by the Animal Care and Welfare Committee of Guangzhou
University of Chinese Medicine.

4.5. Animal Experiments

H22 cells (2 × 106 cells/mL) were inoculated through abdomen into male KM mice and the
ascites cells were passaged three times in the mice, after seven days, the ascites fluid was extracted
and diluted with normal saline; the cell concentration was adjusted to 2 × 106 cells/mL and injected
into each animal. After five days, 90 mice were randomly divided into nine groups with 10 mice in
each group: the control group (normal saline, intraperitoneal (ip) injection), model group (normal
saline, ip), BLM alone group (7.5 mg/kg, ip), CISCFE-L, M, H doses alone group (240, 360, 480 mg/kg,
respectively, intragastrical (ig) administration), and BLM (7.5 mg/kg, ip) combined with CISCFE-L,
M, H doses group (240, 360, 480 mg/kg, respectively, ig). After 24 h, the control and model were
intraperitoneally injected normal saline, and BLM alone group with BLM. The CISCFE alone group were
respectively gavaged CISCFE-L, M, H solvent; the BLM combined with CISCFE groups were respectively
intraperitoneally injected BLM and gavaged CISCFE-L, M, H solvent once per day for a total of seven
consecutive days. All the mice were allowed free access to water and food until death, and the survival
rate was calculated.

Another 50 mice were randomly divided into five groups with 10 mice in each group: the control
and model group (normal saline, ip), BLM alone group (7.5 mg/kg, ip), CISCFE-M doses alone group
(360 mg/kg, ig), and BLM (7.5 mg/kg, ip) combined with CISCFE-M dose group (360 mg/kg, ig). After
24 h, the control and model groups were intraperitoneally injected with normal saline and the BLM
alone group was intraperitoneally injected with BLM; the CISCFE alone group was gavaged CISCFE-M
solvent; the BLM combined with CISCFE groups was intraperitoneally injected BLM and gavaged
CISCFE-M solvent once per day for a total of seven consecutive days. At day 8, 10 mice of each group
were executed and ascites were collected with lung tissues for the subsequent tests. A portion of the
ascites was solubilized in the TRIzol reagent for the extraction of total RNA, and the other portion
was used for Western blotting analysis. The lung tissue was rapidly removed and washed in ice-cold
normal saline, snap-frozen in liquid nitrogen, and stored at −80 ◦C until further analysis.

4.6. Histopathological Examination

Lung tissues were fixed in 10% neutral buffered formalin and embedded in paraffin wax, cut into
5 μm thick slices, and subjected to haematoxylin-eosin (H&E) staining and Masson’s trichrome
staining to detect inflammation or collagen deposition, respectively. The lung injuries were ranked
from 0 (normal) to 4 (severe) for four categories: congestion, edema, interstitial inflammation, and
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inflammatory cell infiltration; the overall lung injury score was calculated by adding up the individual
scores of each category [50].

4.7. Determination of MPO, MDA Activities

Lung tissues (0.2 g) were homogenized (1000 rpm, 30 s) with steel shot in nine volumes of cold
normal saline (4 ◦C), followed by centrifugation at 3000× g for 10 min at 4 ◦C. The total supernatant
was extracted, and subsequently, the enzyme-linked immunosorbent assay (ELISA) kits (Jianchen
Institution of Biotechnology, Nanjing, China) were utilized for the estimation of activities of MPO and
MDA in the lung tissues.

4.8. Evaluation of the Expression of TNF-α and IL-6

Other lung tissues (0.3 g) were homogenized (1000 rpm, 30 s) with steel shot in 9 volumes of
cold PBS (4 ◦C) and centrifuged at 3000× g for 10 min at 4 ◦C. The total supernatant was extracted to
estimate the secreted TNF-α as well as IL-6 by the operation sequences utilizing ELISA kits.

4.9. Flow Cytometry Analysis (FACS)

The ascites fluid was centrifuged (1000 rpm, 3 min) and washed twice using the pre-chilled PBS.
The cell concentration was adjusted to 1 × 106 cells/mL PBS. Then, 400 μL Annexin V-FITC and 5
μL Annexin V-FITC were integrated with the cells, respectively, and incubated for 15 min in the dark
(4 ◦C). Subsequently, 10 μL propidium iodide (PI) was lightly mixed with the cells and incubated for 5
min (4 ◦C), followed by FACS (Becton Dickinson FACS Calibur). The apoptotic cells were quantified as
the percentage of sub-G1 DNA content in each sample.

4.10. Western Blot Analysis

The ascites cells were washed with cold PBS three times and centrifuged at 1000× g for 5 min at
4 ◦C, the total supernatant was aspirated and 200 μL radio immunoprecipitation assay buffer (RIPA)
lysis buffer added and agitated to completely to crack the cells on the ice, followed by centrifugation at
12,000× g for 5 min at 4 ◦C. The total protein was collected in the supernatant. Next, the nuclear and
cell plasma protein extraction kits were utilized to isolate the respective protein fractions. The protein
concentration was estimated by bicinchoninic acid assay method, an equivalent amount separated
on 10% SDS-polyacrylamide gel electrophoresis (PAGE), and transferred to polyvinylidene fluoride
(PVDF) membranes. The membranes were blocked for 1 h with PBS containing 5% dried milk
powder and incubated overnight at 4 ◦C with rabbit anti-Mcl-1 (1:100, Santa Cruz Biotechnology, Inc.,
Shanghai, China), rabbit anti-BAG3 (1:1000), or mouse anti-MMP2 (1:200, DaiichiFine Chemical Co.,
Ltd., Shanghai, China). Then, the membranes were washed in TBST, and the appropriate horseradish
peroxidase (HRP)-conjugated secondary antibodies diluted in TBST were added. The lung tissues and
ascites cells were washed two to three times with cold PBS to remove the blood and then homogenized.
Approximately, 10 volumes of RIPA lysis buffer was added and mixed vigorously complete cracking
of the cells on ice, followed by centrifugation at 12,000× g for 5 min at 4 ◦C; the total protein was
collected in the supernatant.

4.11. Caspase 3 and Caspase 8 Activities Assay

The activities of caspase 3 and caspase 8 in the H22 ascites cells were evaluated by the respective
caspase activity assay kit purchased from Keygen Biotech (Nanjing, China). Both activities were
correspondingly assayed by spectrophotometry (λ = 405 nm), according to the manufacture’s protocols.

4.12. Real-Time Polymerase Chain Reaction Analysis

H22 ascites fluid, as well as lung tissues, were washed with PBS; the ascites fluid was extracted
with TRIzol reagent (Invitrogen, Carlsbad, CA, USA) to isolate the total RNA. Total RNA (1.5 μg)
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was reverse transcribed using Kit (Applied Biosystems, Branch burg, NJ, USA) to yield cDNA. The
reaction was run at 50 ◦C for 2 min, 95 ◦C for 10 min, followed by 40 cycles at 95 ◦C for 15 s and 60 ◦C
for 1 min, the solubility curve 75–95 ◦C, heat up 1 ◦C each 20 s on Applied Biosystems Step-One Fast
Real-Time PCR system. Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) was used as an internal
control. Fold change = 2−ΔΔCt, ΔΔCt = (CtSample − CtGAPDH) − (CtControl − CtGAPDH). The primers
sequences of gene including miR-29b, GAPDH was synthesized by Invitrogen, the siRNA sequences
were listed as follows: 5′-CTCAACTGGTGTCGTGGAGTCGGCAATTCAGTTGAGTCTAAACC-3′;
5′-ACACTCCAGCTGGGGCTGGTTTCATATGGTGG-3′ for miRNA-29b and 5′-CTCGCTTCGG
CAGCACA-3′ and 5′-AACGCTTCACGAATTTGCGT-3′ for GAPDH control.

4.13. Statistical Analysis

All data were assessed by one-way ANOVA method, Least Significant Difference (LSD), and
Dunnett’s T3 (3) test for comparison between any two means; p < 0.05 was considered statistically
significant. The comparison of survival curves was determined by the log-rank (Mantel-Cox) test.
All data were analyzed using the statistical analysis software (SPSS 13.0, New York, NY, USA).

5. Conclusions

Our studies confirmed that CISCFE could enhance the anti-cancer activity of BLM in H22
tumor-bearing mice. The synergistic effect of BLM was related to CISCFE by inducing apoptosis of H22
ascites tumor cells and reducing the pulmonary injury induced by BLM. Thus, the possible underlying
mechanism was associated with the regulation of the balance of p53 and TGF-β1 signaling pathways.
These results indicated that CISCFE could serve as a putative adjuvant drug with chemotherapy in
the future.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/3/465/s1.
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Abstract: Our genomes are subject to potentially deleterious alterations resulting from endogenous
sources (e.g., cellular metabolism, routine errors in DNA replication and recombination), exogenous
sources (e.g., radiation, chemical agents), and medical diagnostic and treatment applications. Genome
integrity and cellular homeostasis are maintained through an intricate network of pathways that serve
to recognize the DNA damage, activate cell cycle checkpoints and facilitate DNA repair, or eliminate
highly injured cells from the proliferating population. The wild-type p53 tumor suppressor and
its downstream effector p21WAF1 (p21) are key regulators of these responses. Although extensively
studied for its ability to control cell cycle progression, p21 has emerged as a multifunctional protein
capable of downregulating p53, suppressing apoptosis, and orchestrating prolonged growth arrest
through stress-induced premature senescence. Studies with solid tumors and solid tumor-derived cell
lines have revealed that such growth-arrested cancer cells remain viable, secrete growth-promoting
factors, and can give rise to progeny with stem-cell-like properties. This article provides an overview
of the mechanisms by which p53 signaling suppresses apoptosis following genotoxic stress, facilitating
repair of genomic injury under physiological conditions but having the potential to promote tumor
regrowth in response to cancer chemotherapy.

Keywords: chemical genotoxic agents; p53 signaling; p21WAF1 (CDKN1A); DNAJB9; multinucleated
giant cells; premature senescence; apoptosis; mutational processes

1. Introduction

Our cells are continuously exposed to potentially deleterious genotoxic events from both
endogenous and exogenous sources that jeopardize genome integrity. The plethora of DNA lesions
include DNA strand breaks and base alterations induced by ionizing radiation and chemical agents that
generate reactive oxygen species, DNA alkylation and formation of abasic sites induced by alkylating
agents, bulky DNA lesions induced by ultraviolet light (UV), DNA interstrand crosslinks induced
by bifunctional alkylating agents and platinum drugs, and DNA-protein crosslinks arising from a
wide range of chemicals, such as chemotherapeutic drugs and formaldehyde [1–4]. Constitutively
available DNA repair processes deal with low levels of genomic injury and assist in ameliorating the
detrimental effects of such agents. An increase in DNA damage above a threshold level activates the
DNA damage surveillance network, which involves multiple signaling pathways that protect against
genomic instability and restrict aberrant cell growth in response to genotoxic stress [5]. The wild-type
p53 tumor suppressor functions at the hub of this network [6,7].

In the mid 1990s it was proposed that the principal role of p53 in determining cell fate following
genotoxic stress is to either promote survival by activating cell cycle checkpoints and facilitating

Int. J. Mol. Sci. 2017, 19, 928; doi:10.3390/ijms18050928 www.mdpi.com/journal/ijms164



Int. J. Mol. Sci. 2017, 19, 928

DNA repair or induce apoptotic cell death. This two-armed model of the DNA damage surveillance
network—namely, repair and survive, or die through apoptosis—provided the impetus for extensive
research directed towards modulating p53 in an attempt to improve the outcome of conventional
cancer therapies. However, it soon became clear that p53’s function extends beyond canonical cell cycle
and apoptotic signaling, and impacts additional diverse biological processes including senescence
and metabolism [8,9]. Murine cancer models have been employed to investigate the impact of p53
activation in the response of oncogene-driven cancers. As pointed out by Stegh [9], “confirming
important roles of p53 in cancer suppression, these studies showed that reactivation of p53 in established tumors
can temporarily stop tumor growth; the precise cellular mechanism is cancer type-specific, as lymphomas die
by apoptosis, whereas p53 restoration in sarcomas and liver carcinomas leads to growth arrest and senescence.
p53-driven apoptosis and senescence responses associated with temporary p53 reactivation led to prolonged
survival. Although cancer remission was not permanent, and p53-resistant tumors emerged . . . ” The promises,
challenges and perils of targeting p53 in cancer therapy have been extensively discussed [8–10].

A growing body of evidence suggests that the primary response triggered by moderate, clinically
relevant doses of cancer therapeutic agents is a sustained proliferation block and not apoptosis in most
human cell types (e.g., dermal fibroblasts, solid tumor-derived cells) [6,11], with activation of p53
signaling suppressing (rather than promoting) apoptosis [12–14]. Such growth-arrested cells remain
viable for long times (months) post-treatment, secrete a myriad of biologically active factors, and can
give rise to progeny exhibiting stem-cell-like properties.

Herein we briefly review the mechanisms by which wild-type p53 suppresses apoptosis following
genotoxic stress, focusing on the roles played by DNAJ homolog subfamily B member 9 (DNAJB9)
and p21WAF1 (p21; also called CDKN1A). In addition, we discuss the significance of p53-mediated
protection against apoptosis under physiological conditions, and the dark side of this function of p53
in the context of cancer chemotherapy.

2. Biological Outputs Orchestrated by Wild-Type p53

2.1. p53 Functions

Wild-type p53 is a multifunctional tumor suppressor capable of activating transient cell cycle
checkpoints, accelerating DNA repair processes including nucleotide excision repair and rejoining
of DNA double strand-breaks (DSBs), and eliminating highly injured cells from the proliferating
population by inducing stress-induced premature senescence (SIPS) or apoptotic cell death [6]. p53
exerts these effects both directly, through protein–protein interaction (e.g., interacting with key
mediators of DNA repair and apoptosis [6,15]), and indirectly by transcriptionally activating p21
and other key players in the DNA damage surveillance network [6,16].

SIPS is a sustained growth arrested state resembling replicative senescence, a hallmark of
mammalian cell aging [17]. Both events are characterized by the acquisition of flattened and enlarged
cell morphology and expression of the marker senescence associated β-galactosidase (SA-β-gal) in cells
that retain viability and exhibit metabolic activity. Unlike replicative senescence, which is triggered by
erosion and dysfunction of telomeres, SIPS is induced by DNA damage and other types of genotoxic
stress but is not dependent on telomere status and telomerase function [17]. Both events are largely
(but not always) dependent on wild-type p53 signaling in general, and sustained nuclear accumulation
of p21 in particular.

SIPS, triggered by DNA-damaging agents, is a prominent response of normal human fibroblasts
and solid tumor-derived cell lines that express wild-type p53 [6]. In addition, Li–Fraumeni syndrome
fibroblasts [18] and some lung carcinoma cell lines [19] that lack wild-type p53 function also exhibit
a high degree of SIPS in response to genotoxic stress (ionizing radiation). SIPS in p53-deficient cells
correlated with induction of p16INK4A (p16) but not of p21, leading us to propose that p16 might
function in a redundant pathway of senescence (both replicative senescence and SIPS), triggering this
process only in the absence of wild-type p53 activity [18]. Interestingly, p16 has been reported to be
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repressed in a p53-dependent manner. Hernández-Vargas et al. [20], for example, reported that p53
transcriptionally activates the helix-loop-helix transcriptional regulator protein Id1, a well-known
repressor of p16INK4A [21,22]. In addition, Leong et al. [23] demonstrated that p53 downregulates p16
through Id1-independent mechanisms.

2.2. p53 Regulation in the Absence of Genotoxic Stress

In normal, unstressed cells, the wild-type p53 protein undergoes rapid turnover and is thus
maintained at low steady state levels that restrict its function [6,7]. Turnover of p53 is controlled by
several ubiquitin ligases, some of which are regulated in a p53-dependent manner. MDM2 (murine
double minute-2 homologue; also known as HDM2 in human) is the most intensively studied regulator
of p53 stability and function. In the absence of DNA damage, MDM2 binds to the N-terminal region
of p53 and inhibits its activity by blocking p53-mediated transactivation, exporting p53 from the
nucleus to the cytoplasm, and promoting the proteasomal degradation of p53. MDM2-mediated
mono-ubiquitination of p53 triggers its cytoplasmic sequestration, whereas poly-ubiquitination results
in p53 degradation.

2.3. p53 Regulation Following Genotoxic Stress

Recent studies have revealed that a threshold level of genotoxic stress must be reached to trigger
the DNA damage surveillance network [5]. This response is initiated by rapid stabilization of p53, its
nuclear accumulation, and activation of its transcriptional and biological functions [24]. Stabilization
and activation of p53 is largely a consequence of phosphorylation of the molecule on different residues,
which can be mediated by various protein kinases, including ATM (ataxia telangiectasia mutated),
ATR (ATM and RAD3-related), checkpoint kinase 1 (CHK1), checkpoint kinase 2 (CHK2), and p38
mitogen-activated protein kinase (MAPK) [25–28]. In response to DNA damage, phosphorylation of
p53 on Ser20 and of MDM2 on Ser395, mediated by kinases such as ATM, interrupts the p53–MDM2
interaction, resulting in p53 accumulation, subcellular shuttling and activation [7].

Rapid activation of the DNA damage surveillance network in response to genotoxic stress must
be followed by restoration of the cell to its pre-stress state to allow the maintenance of cell homeostasis
and resumption of normal growth. This critical function is largely accomplished by WIP1 (wild-type
p53-induced phosphatase 1), a p53-regulated type 2C serine/threonine phosphatase [29].

2.4. p53 Dynamics Following Genotoxic Stress

The mechanism by which a single tumor suppressor, p53, orchestrates complex responses to
DNA damage has been the subject of extensive research. Much attention has been focused on the
function of p53 and its downstream programs at relatively short times (within hours) after genotoxic
insult. In 2004, Lahav and associates [30] reported studies with the MCF7 breast carcinoma cell
line demonstrating that the temporal dynamics of p53 following DNA damage constitutes another
potential level of regulation for different biological outcomes. Immunoblot and single-cell observation
methods revealed that p53 levels rise and fall in a wavelike or “pulsed” manner in response to DNA
double-strand breaks induced by ionizing radiation. Both MDM2 [30] and WIP1 [31] were shown to
contribute to the negative regulation of p53 at various p53 waves. These observations led the authors to
propose a model in which the initial p53 waves would allow the cells to activate cell cycle checkpoints
to facilitate repair, and the subsequent waves to determine cell fate.

These ground-breaking discoveries provided an impetus for a number of studies involving
mathematical simulations that were designed to uncover the basis for the “digital” p53 response and
the biological consequences of different p53 waves. As discussed previously [6,32], most such studies
assumed that the ultimate cell fate might reflect apoptosis, even in MCF7 cells which are relatively
insensitive to undergoing apoptosis consequent to therapeutic exposures [33–35]. Purvis et al. [36],
however, determined the predominant cell fate resulting from p53 dynamics post-irradiation and
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showed this to be SIPS in MCF7 cells. We have reported a similar outcome with the A172 malignant
glioma cell line [32].

Advances and perspectives regarding the dynamics and mathematical models of p53 signaling in
response to different types of DNA damage, together with insight into the biological functions of such
dynamics, have been extensively reviewed [32,37] and will not be considered further.

2.5. A Threshold Mechanism Determines the Choice Between p53-Mediated Growth Arrest versus Apoptosis

The biological output of p53 signaling in response to genotoxic stress in terms of sustained growth
arrest or apoptotic cell death depends on several factors, including the amount and type of genotoxic
insult and the genetic background of the cells [38–40]. As extensively discussed recently [6,32], in
most human cell types (e.g., non-cancerous skin fibroblast strains and solid tumor-derived cell lines),
exposure to moderate doses of genotoxic agents (e.g., ionizing radiation, UV, chemotherapeutic drugs)
promotes a high degree of SIPS but only marginal (if any) apoptosis. Moderate doses refer to those that
are typically used in the in vitro colony formation assay and are relevant to in vivo therapeutic studies
with animal models. Exposure to extremely high doses of such agents, resulting in <1% clonogenic
survival, triggers apoptosis in a significant proportion (~50%) of the cells. (The importance of the
apoptotic threshold for exposure to cancer chemotherapeutic agents will be considered in Section 5.1.)

Recently, Kracikova et al. [41] determined the influence of p53 expression levels on biological
outcomes in the absence of genotoxic stress. These authors used two approaches to achieve conditions
where the only variable is the level of p53: (i) an inducible system with human epithelial cells
that allows tight regulation of p53 expression; and (ii) human cancer cells treated with the p53
activator nutlin-3. Both approaches demonstrated that low and high p53 expression triggered growth
arrest and apoptosis, respectively. Consistent with these observations, real-time PCR, microarray
and ChIP analyses showed that p53 binds to and transcriptionally activates both pro-arrest and
pro-apoptotic target genes proportionally to its expression levels. However, low levels of p53 pro-arrest
proteins initiated the growth-arrested response, whereas low levels of pro-apoptotic proteins failed
to trigger apoptosis. The authors concluded that their observations “suggest a mechanism whereby
the biological outcome of p53 activation is determined by different cellular thresholds for arrest and apoptosis.
Lowering the apoptotic threshold was sufficient to switch the p53 cell fate from arrest to apoptosis, which has
important implications for the effectiveness of p53-based cancer therapy.” Growth arrest in these experiments
was judged from accumulation of cells in the G0/G1 phase of the cell cycle [41]. In other studies,
nutlin-3-triggered activation of p53 signaling was shown to result in marginal apoptosis but a high
degree of growth arrest through SIPS in p53 wild-type cancer cells [42–45].

2.6. Anti-Apoptotic Property of p53 Signaling under Physiological Conditions

Under some conditions, p53 is known to activate apoptotic signaling (but not necessarily cell
death) both directly, through its proline-rich region, and indirectly by inducing the expression of
pro-apoptotic proteins such a BAX (BCL-2-associated X protein), PUMA (p53 upregulated modulator of
apoptosis) and NOXA (the Latin word for damage) [6,46]. Simultaneously, under the same conditions,
p53 also transcriptionally activates a host of anti-apoptotic proteins, including p21, 14-3-3δ, WIP1 and
DNAJB9 [6,46,47]. Thus, in most cell types (e.g., cells derived from solid tumors), activation of p53
signaling not only fails to promote apoptotic cell death (i.e., cell demise), it actually protects against
this response. As extensively discussed by Jänicke et al. [46], the anti-apoptotic and transient growth
inhibitory properties of p53 “are surely essential for normal development and maintenance of a healthy
organism, but may easily turn into the dark side of the tumor suppressor p53 contributing to tumorigenesis.”
In their article, which was published in 2008 [46], these authors considered approximately 40
p53-regulated proteins that exhibit anti-apoptotic properties. Below we will limit our discussion
to DNAJB9 and p21, both of which participate in a negative regulatory loop with p53 (Figure 1).
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2.7. p53–DNAJB9 Regulatory Loop: Impact on Apoptosis

DNAJB9 (DNAJ homolog subfamily B member 9) functions in many cellular processes by
regulating the ATPase activities of the 70 kDa heat shock proteins (Hsp70s). Recently, Lee et al. [47]
identified DNAJB9 as a transcriptional target of p53 in human cancer cell lines. Employing
Western and Northern blot analyses, p53-dependent expression of DNAJB9 was demonstrated
in both overexpression studies with EJ-p53, a human bladder carcinoma cell line that expresses
p53 under the control of a tetracycline-regulated promoter, and with p53 wild-type cancer cell
lines (e.g., SKNSH neuroblastoma) after treatment with doxorubicin and other chemotherapeutic
agents. Immunofluorescence experiments demonstrated that DNAJB9 co-localizes with p53 in both
the cytoplasm and nucleus after genotoxic stress. DNAJB9 depletion and overexpression studies
demonstrated that this p53-regulated protein inhibits the pro-apoptotic function of p53 through a
physical interaction. Thus, DNABJ9 suppresses apoptosis in response to chemotherapeutic agents by
forming a negative regulatory loop with p53.

 

Figure 1. A partial schematic of the DNA damage surveillance network illustrating the importance of
negative regulation of p53 by p21, DNAJ homolog subfamily B member 9 (DNAJB9), and wild-type
p53-induced phosphatase 1 (WIP1) in suppressing apoptosis as discussed in this article. Arrows
indicate stimulation and T-shaped lines indicate inhibition. Multiple functions of p21 in the DNA
damage surveillance network are indicated.

2.8. Multiple Functions of p21: Downregulating p53 and More

The p21 protein was discovered by different groups in the early 1990s and was variously called
WAF1 (for wild-type p53-activated fragment 1), CIP1 (for CDK-interacting protein 1), and SDI1 (for
senescent cell-derived inhibitor 1) [48,49]. It has been extensively studied for its ability to influence cell
cycle progression by inhibiting the activity of cyclin/cyclin dependent kinase (CDK) complexes (e.g.,
CDK1, 2 and 4). In 2002, Javelaud and Besançon [50] reported an additional function for p21 in the
DNA damage surveillance network. Disruption of p21 expression in HCT116 colorectal carcinoma
cells, either by gene targeting or gene silencing by using antisense oligonucleotides, resulted in
an increase in p53 steady-state levels in the absence of genotoxic treatment. Elevated expression
of p53 in p21-depleted HCT116 cells correlated with high expression of p14ARF, the product of an
alternative transcript of the INK4A locus, which is known to promote p53 stability through binding
to its negative regulator, MDM2 [51,52]. In addition, elevated expression of p53 in p21-depleted cells
resulted in marked sensitivity to chemotherapeutic drug-induced cytotoxicity through activation of
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the mitochondrial pathway of apoptosis. Thus, p21 may indirectly participate in the regulation of
p53 protein stability through preventing p14ARF-mediated MDM2 breakdown, resulting in marked
resistance towards stress-induced apoptosis.

Since then, numerous reports have established the broad-acting functions of p21 beyond its
influence on the cell cycle. For example, we recently demonstrated that one mechanism by which
p21 exerts its inhibitory effects on p53 and apoptosis is through regulating WIP1, an oncogenic
phosphatase that inactivates p53 and its upstream kinases [53]. Other groups have demonstrated that
the anti-apoptotic property of p21 also relies on its ability to inhibit the activity of proteins directly
involved in the induction of apoptosis, including the caspase cascade, stress-activated protein kinases
(SAPKs) and apoptosis signal-regulating kinase 1 (ASK1) [54–56], and to control transcription, resulting
in downregulation of pro-apoptotic genes [56] and upregulation of genes that encode secreted factors
with anti-apoptotic activities [55,56].

It is noteworthy that in a review article published in 2012 [32], we suggested that p21 might
function as a positive regulator of p53 in the DNA damage surveillance network. This notion was
based on a report suggesting that loss of p21 in the HCT116 cell line led to cytoplasmic sequestration
of p53 and inhibition of its transcriptional activity [57]. This observation, however, was not confirmed
by us [53] and others [58]. On the contrary, we found that loss of p21 in this cell line results in robust
accumulation of p53, and that p53 molecules are phosphorylated (e.g., on Ser15) and accumulated in
the nucleus even in the absence of exogenous stress [53]. Accordingly, we and others have concluded
that p21 downregulates p53, at least in the HCT116 colon carcinoma [50,53,58,59], MCF7 breast
carcinoma [53], and HT1080 fibrosarcoma [59] cell lines.

In addition to its strong anti-apoptotic properties, p21 also plays a key role in orchestrating the
complex SIPS program in cells expressing wild-type p53 [6,60]. Studies with cancer cell lines treated
with chemotherapeutic agents demonstrated that p21 forms a positive regulatory loop with ATM and
that this interaction is essential for the maintenance of the growth-arrested response, a hallmark of
SIPS [32,61]; pharmacological targeting of either p21 or ATM triggers apoptosis of growth-arrested
cancer cells [61].

Some authors use the term “arrest” without clearly distinguishing between transient G1/S
checkpoint activation and SIPS. As discussed recently [6], these two responses are uncoupled, at
least in human skin fibroblast strains and solid tumor-derived cell lines. In these cell types, G1/S
checkpoint activation following exposure to DNA-damaging agents is an early event required to
provide time for the repair of genomic injury before resumption of the cell cycle, whereas SIPS is
manifested at late times (several days) post-treatment. Multiple factors contribute to the regulation of
SIPS, including p21-mediated expression of a battery of genes involved in growth arrest, senescence,
and aging, coupled with p21-mediated downregulation of numerous genes that control mitosis [17,55].

To summarize, the pivotal role of p21 in determining cell fate in response to genotoxic stress is not
only through activating the G1/S cell cycle checkpoint, but also through controlling gene expression,
suppressing apoptosis by acting at different levels of the death cascade, and promoting growth arrest
through SIPS.

3. Activation of Apoptotic Signaling Does Not Always Lead to Cell Death: Impact on
Chemosensitivity Assessment

It is now widely accepted that transcriptional activation of pro-apoptotic proteins (e.g., PUMA,
NOXA, BAX) might not inevitably lead to cell death as a result of concomitant activation of a host
of anti-apoptotic proteins that maintain p53 under the apoptotic threshold level (e.g., MDM2, p21,
WIP1, DNAJB9) [6,47], sequester pro-apoptotic factors such as BAX (e.g., 14-3-3δ) [62–66], and inhibit
ASK1 and the caspase cascade (e.g., p21) [6]. Similarly, while caspase 3 functions as a key apoptosis
executioner under some conditions, such as in the development and maintenance of the hematopoietic
system, under other conditions it reveals its dark side by promoting tumor growth [67–77]. For these
and several other reasons, the Nomenclature Committee on Cell Death (NCCD) has cautioned the
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scientific community about the use/misuse of terminologies and concepts in the area of cell death
research. Notably, in their 2009 article, the NCCD pointed out that bona fide “dead cells” would be
different from “dying cells” that have not crossed the point of no return and have not concluded their
demise [78]. It is worth noting that radiosensitivity and chemosensitivity, assessed by the widely-used
multi-well plate colorimetric assays, which determine the inhibition of cell growth (resulting from
the combined impact of checkpoint activation, growth inhibition and cytotoxicity), have often been
misinterpreted to reflect loss of viability and hence cell death.

Recently we reviewed the current knowledge on responses induced by ionizing radiation that can
lead to cancer cell death or survival depending on the context [11]. These include activation of caspases
(e.g., caspase 3), growth arrest through SIPS, and creation of polyploid/multinucleated giant cells
(hereafter called MNGCs) (also see Figure 2). Such potentially pro-survival responses are triggered not
only by ionizing radiation, but also by chemotherapeutic drugs [74,79–84] and hypoxia [72,85–89].

Caspase 3 is extensively studied for its role in the execution phase of apoptosis [90]. Accordingly,
the activated (cleaved) form of caspase 3 has often been used as a molecular marker of apoptosis.
Paradoxically, in recent years caspase 3 has also been demonstrated to function as a survival factor,
promoting the growth of tumor-repopulating cells [68–77]. This pro-survival effect of caspase 3 has
been attributed to secretion of prostaglandin E2 (PGE2) [70,72,74]. The caspase 3-PGE2 survival
pathway is triggered by various stimuli, including ionizing radiation [70,74], chemotherapeutic
drugs [72,74] and hypoxia [72]. Interestingly, the biological outcome associated with caspase 3
activation is in part dependent on p21 (reviewed in [32]). Thus, p21-mediated inhibition of caspase 3
activity results in suppression of apoptosis in response to genotoxic stress. On the other hand, caspase
3-mediated cleavage of p21 generates a 15 kDa fragment of p21 that appears to positively regulate
apoptosis by forming a complex with active caspase 3. It is currently unknown whether p21 might
play a role in the regulation of the caspase 3-PGE2 survival pathway.

 

Figure 2. Examples of genotoxic stress-induced responses associated with cancer cell death or survival
depending on context: Activation of caspase 3, induction of stress-induced premature senescence
(SIPS), and creation of multinucleated giant cells (MNGCs). SIPS is a genetically-controlled process,
mediated by p21 or p16, depending on the p53 status of the cells [6,11]. MNGCs can be created through
different routes, including endoreduplication (replication of chromosomes without subsequent cell
division) and homotypic cell fusions [11].

Whether caspase 3 plays a role in growth-arrested cancer cells also remains to be elucidated.
However, it is well known that cancer cells undergoing SIPS remain viable and acquire the ability
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to secrete factors that can promote proliferation and invasiveness in cell culture models and tumor
development in vivo [91,92]. This so-called “senescence-associated secretory phenotype” (SASP)
includes several families of soluble and insoluble factors that can affect surrounding cells by activating
various cell surface receptors and corresponding signal transduction pathways [91,92].

While some authors consider SASP to be the “dark” side of senescence [91–96], others have
proposed that induction of senescence (SIPS) might be advantageous for cancer treatment [97–101].
As pointed out by Maier et al. [101], although “accumulation of senescent cancer cells leads to an increased
secretion of inflammatory cytokines, which might cause age-related pathologies, like secondary cancers, in the
long term, the primary aim of cancer treatment leading to a longer overall survival should always take preference.
Thus, the hypothetical possibility that senescent cells may be dormant with an intrinsic capability to reawaken
years after the treatment is of secondary concern, similar to the risk of inducing second cancers.” However, aside
from SASP, there is now compelling evidence that cancer cells undergoing SIPS can themselves give
rise to stem-cell-like progeny, thereby contributing to cancer relapse following therapy [11,102,103].

Like cells undergoing SIPS, MNGCs also remain viable and secrete cell-growth promoting
factors [11]. This property of MNGCs was first reported over 60 years ago for HeLa cervical
carcinoma cells exposed to ionizing radiation [104–106]. HeLa cells harbor wild-type alleles of
TP53, but are infected with human papillomavirus (HPV) 18, the E6 protein of which disables
the p53–p21 axis [107]. This observation prompted Puck and Marcus to develop the feeder layer
clonogenic assay, in which a “lawn” of heavily-irradiated feeder cells (which encompass MNGCs)
is inoculated into a culture dish to promote the growth of test cells given graded doses of genotoxic
agents [105]. Recently, we demonstrated that exposure of a panel of p53-deficient or p21-deficient
solid tumor-derived cell lines to moderate doses of ionizing radiation (e.g., 8 Gy) results in the
development of MNGCs that remain adherent to the culture dish, retain viability, metabolize
3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-tetrazolium bromide (MTT), and exhibit DNA synthesis
for long times (e.g., three weeks) post-irradiation [108].

Collectively, these observations underscore the importance of distinguishing between dead cells
and growth arrested cells that might be mistakenly scored as “dead” in the colony formation and
other cell-based radiosensitivity/chemosensitivity assays. As pointed out recently [108], the creation
of viable growth arrested cells (e.g., MNGCs) complicates the interpretation of data obtained with
multi-well plate colorimetric tests routinely used in anti-cancer drug-screening endeavors.

4. Extrapolating Results Obtained in Overexpression Studies to Clinically Relevant Conditions

The preceding discussion raises a fundamental question with respect to p53 regulation and
function. As discussed by Uversky [7], p53 undergoes extensive post-translational modifications (e.g.,
phosphorylation, acetylation) that are critical for its stabilization and activation. Such modifications
result in accumulation of p53 in the nucleus and the formation of p53 tetramers, which then bind to
the promoters of target genes and trigger their expression. Genotoxic stress activates factors such as
ATM and ATR that initiate the DNA damage surveillance network by mediating p53 posttranslational
modifications (also see Figure 1). Despite the wealth of knowledge regarding the importance of
genotoxic stress (e.g., DNA damage) in activating the p53-mediated transcriptional program, this same
transcriptional program has also been reported to be activated by ectopic expression of wild-type p53
without exposure to exogenous stress [41]. Does this indicate that stress-triggered p53 posttranslational
modifications are not needed for activation of its transcriptional program, which appears to be highly
unlikely, or does p53 overexpression by itself create a non-physiological condition that it is sufficient
to trigger the stress response?

It is important to note that many reports suggesting a positive role for wild-type p53 in triggering
apoptosis, either with or without exposure to genotoxic agents, involved overexpression experiments
with a variety of transformed/malignant cell types (e.g., T-cell leukemia cell lines). In addition,
many authors did not follow the NCCD recommendations to distinguish between “dying cells” (i.e.,
exhibiting transient activation of a death-related biochemical pathway) and cells that are irreversibly
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committed to die. Taken together with the observations of Kracikova et al. [41] described above
(Section 2.5.), demonstrating that different expression levels of exogenous p53 yield different outcomes
(G1 arrest versus apoptotic signaling), caution should be exercised in extrapolating results obtained in
overexpression studies to clinically relevant conditions (e.g., cancer chemotherapy) particularly when
it pertains to p53-directed cancer cell death.

5. Fate of Growth-Arrested Cancer Cells

5.1. Clinically Relevant Doses of Chemotherapeutic Agents Predominantly Trigger Cancer Cell Dormancy
Rather Than Cell Death

Studies with some cell types (e.g., solid tumor-derived cell lines) have shown that many (if not all)
chemotherapeutic agents predominantly trigger growth arrest but not cell death when administered at
clinically achievable concentrations [11]. Below, we mainly focus on cisplatin and solid tumors.

Berndtsson et al. [79] examined numerous articles, published between 2002 and 2005, which
reported apoptosis after cisplatin treatment in a wide range of cell lines. The mean cisplatin
concentration used to induce apoptosis was 52 μM; when examined, concentrations below 20 μM did
not induce apoptosis but triggered growth arrest [79]. These and more recent studies have reported
IC50 values (50% inhibiting concentrations) of >40 μM and <2 μM for induction of apoptosis and
growth arrest by cisplatin, respectively [11]. We have observed a similar trend with a panel of cancer
cell lines expressing wild-type p53 (HCT116, A549, MCF7), mutant p53 (MDA-MD-231, SUM159) or
no p53 (HCT116 p53 knockout). In all cell lines, a 3-day incubation with 10 μM cisplatin resulted in
growth inhibition of all cells (IC50 values ranging from 0.5 to 2 μM), but did not induce cytotoxicity
when evaluated by the vital dye (trypan blue) exclusion and other assays (data not shown).

The finding that very high concentrations of cisplatin are required to induce apoptosis in solid
tumor-derived cell lines is not surprising given that this effect has been reported to primarily reflect
cisplatin-induced injury to mitochondria rather than to nuclear DNA [79]. This raises the important
question as to whether high, apoptosis-triggering concentrations of cisplatin are relevant for in vivo
studies and, by inference, for treating cancer patients. Puig et al. [82] have addressed this question
using a rat colon carcinoma cell line grown both in vitro and in vivo. Treatment of animals with
cisplatin concentrations corresponding to those which induced apoptosis in the cell-based (tissue
culture) experiments caused major toxic side effects on the gastrointestinal tract, bone marrow and
kidney. When administered at tolerated concentrations (corresponding to ≤10 μM in cell culture
experiments), cisplatin induced tumor cell dormancy (through SIPS and multinucleation) but did not
kill tumor cells.

5.2. Hypoxia and the Creation of MNGCs

Hypoxia is one of the most important pathological features of solid tumors, and represents a major
obstacle in cancer therapy [109,110]. Hypoxia constitutes a physiological selective pressure promoting
tumor aggressiveness, which is largely associated with the maintenance and formation of cancer
stem cells, promoting their phenotype and tumorigenesis. Many of the cellular responses to hypoxia
are controlled by the transcription factor hypoxia-inducible factor-1 (HIF-1), which is a heterodimer
composed of α and β subunits. HIF-1α contains two oxygen dependent degradation domains. Under
normoxic conditions these domains are continuously hydroxylated by prolyl hydroxylases, resulting
in HIF-1α degradation. Hypoxic conditions result in stabilization of HIF-1α. Stabilized HIF-1α
accumulates in the nucleus where it binds to HIF-1β subunit, forming a transcription factor capable of
activating the expression of numerous target genes, including those involved in energy production,
angiogenesis, and metabolic adaptation to hypoxia [109,111].

Cobalt chloride (CoCl2) is used as a hypoxia mimicking agent when administered under normoxic
conditions. CoCl2 stabilizes HIF-1α by inhibiting prolyl hydroxylase enzymes [112–114]. Several
reports have demonstrated that treatment of human cancer cells with CoCl2 induces the formation of
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MNGCs through endoreduplication and/or cell fusion. MNGCs exhibit resistance to genotoxic agents
(e.g., doxorubicin [115]) and give rise to tumor repopulating progeny through splitting, budding, or
burst-like mechanisms (see also Section 5.3). CoCl2-triggered creation of MNGCs and emergence of
their proliferating progeny has been reported for ovarian [88,116], breast [87] and colon [83] carcinoma
cells. Studies with cancer cell lines as well as tumor tissues from cancer patients have identified several
factors that appear to promote the survival of MNGCs and control their fate. These include the cell
cycle regulatory proteins cyclin E, S-phase kinase-associated protein 2 (SKP2), and stathmin [88], as
well as the epithelial–mesenchymal transition (EMT)-related proteins E-cadherin, N-cadherin, and
vimentin [87].

5.3. Genome Reduction and Neosis of MNGCs

The observation that MNGCs created in response to genotoxic stress (ionizing radiation) remain
viable and secrete cell growth-promoting factors was reported over half a century ago [104–106].
This seminal discovery was largely overlooked and with time the induction of massive genetic
anomalies seen in MNGCs was often assumed to be associated with cell death through mitotic
catastrophe. In 2000, Erenpreisa et al. [117] and Illidge et al. [118] reported that MNGCs that
develop in heavily irradiated p53-deficient human cell cultures undergo a complex breakdown
and sub-nuclear reorganization, ultimately giving rise to rapidly propagating daughter cells. The
authors proposed that the development of MNGCs might represent a unique mechanism of “repair”
enabling p53-deficient cancer cells to maintain proliferative capacity despite experiencing extensive
genomic instability [117,118]. These initial experiments involved a Burkitt’s lymphoma cell line. The
creation of MNGCs capable of generating proliferating daughter cells has now been reported from
different laboratories for various cell types in response to a wide range of genotoxic agents, including
chemotherapeutic drugs. This so-called “endopolyploidy-stemness” route of cancer-cell survival
consequent to therapeutic exposure has also been documented with short-term (2–3 weeks) cultures of
primary human breast cancer specimens [119].

One mechanism of depolyploidization of MNGCs is through genome reduction division (reviewed
in [120]). In this process, MNGCs first undergo a ploidy cycle, which is regulated by key mediators of
mitosis (e.g., aurora B kinase), meiosis (e.g., MOS), and self-renewal (e.g., OCT4), ultimately giving
rise to a para-diploid progeny, containing a near-diploid number of chromosomes, that exhibit mitotic
propagation. In 2004, Sundaram et al. [121] reported an alternative mechanism of genome reduction
in MNGCs. Computerized video time-lapse microscopy revealed that, although MNGCs may cease
to divide, each giant cell might produce numerous (50 or more) small cells with low cytoplasmic
content (karyoplasts) via the nuclear budding process of “neosis” that resembles the parasexual mode
of somatic reduction division of simple organisms like fungi. The resultant budding daughter cells
begin to divide by mitosis and transiently display stem cell properties, and subsequently experience a
complex life cycle eventually leading to the development of highly metastatic and therapy resistant
descendants. This parasexual mode of somatic reduction division of MNGCs (neosis) has been reported
from different laboratories for human ovarian [88,116], breast [87] and colon carcinoma cell lines [83]
as well as other biological systems [122–128].

5.4. Is SIPS Reversible?

The creation of MNGCs and their proliferating daughter cells appears to be a general feature of
cells that lack wild-type p53 function. Under some conditions, p53-proficient cells that undergo SIPS
can also follow the polyploidy stemness route [11]. As an example, doxorubicin treatment of HCT116
colon carcinoma cell cultures resulted in growth-arrested cells that were positive in the SA-β-gal assay,
but with time these same cells became polyploid and generated growing progeny [129]. In the same
study, MCF7 breast cancer cells also exhibited growth arrest coupled with SA-β-gal staining following
doxorubicin treatment, but this response was not accompanied by polyploidy and generation of
proliferating progeny [129]. Although the basis for reversibility of SIPS in some contexts is not known,
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it is interesting to note that HCT116 cells are caspase 3 proficient, whereas MCF7 cells do not express
caspase 3.

6. Targeting Growth-Arrested Cancer Cells as a Potential Therapeutic Strategy

The importance of MNGCs in the failure of cancer therapy has been largely overlooked. In
part, this may be because the creation of such cells has been considered to be rare and also
multinucleation has often been assumed to reflect death through “mitotic catastrophe” or other
mechanisms. As discussed in this article, when administered at clinically relevant doses, cancer
chemotherapeutic agents trigger a high proportion of MNGCs in solid tumor-derived cell lines
(especially those lacking wild-type p53 function) that remain viable and can give rise to tumor
repopulating progeny. Shockingly, only a single multinucleated giant cancer cell has been shown to
be sufficient to cause metastatic disease when grafted under the skin of an animal [115]. Cancer cells
undergoing SIPS in response to chemotherapeutic agents can also escape from the growth-arrested
state and give rise to tumor-repopulating progeny.

Accordingly, targeting growth-arrested cancer cells might represent an effective therapeutic
strategy. To this end, Crescenzi et al. [61] reported that downregulating either ATM or p21 in
cancer cells that have undergone SIPS in response to chemotherapeutic drugs results in their demise.
For targeting MNGCs for destruction, different approaches have been reported to be effective. These
include viral infection [104] and treatment with pharmacological inhibitors of different members of
the BCL-XL/BCL-2 pathway [130]. In addition, we have recently demonstrated that the apoptosis
activators sodium salicylate (an inhibitor of the p38 MAPK) or dichloroacetate (a modulator of glucose
metabolism) also kill MNGCs under conditions that have little or no effect on parental (mono-nucleated)
cells [108]. The results of these proof-of-principle in vitro experiments are encouraging and warrant
further studies with animal models.

7. Mutational Signatures in Human Cancers

The aforementioned reports concluding that the creation of MNGCs following chemotherapy
might represent a survival mechanism for cancer cells involved studies not only with cultured cells
and animal models, but also with patient specimens. Other studies, however, also reporting extensive
experimental and clinical data, have concluded that this response might reflect a favorable therapeutic
outcome (e.g., [131]). Similarly, the conclusions that SIPS might represent a favorable [97–101] or
unfavorable [97–103] therapeutic outcomes have also been based on extensive experimental/clinical
data. Such apparently conflicting observations might not be entirely unexpected when considering the
distinct mutational types in aging and cancer.

The advent of next-generation sequencing technologies has enabled large-scale sequencing of
all protein-coding exons (whole-exome sequencing) or even whole cancer genomes (whole-genome
sequencing) in a single experiment [132–138]. These sequencing efforts have enabled the identification
of many thousands of mutations per cancer which provided sufficient power to detect different
mutational patterns or “signatures.” Each biological perturbation or “mutational process” (e.g., tobacco
smoke, sunlight exposure, deamination of DNA bases) is shown to leave a characteristic “mark” or
mutational signature on the cancer genome (reviewed in [135]) (Figure 3).

Each mutational signature is defined by: (i) the type of genomic injury that has occurred as a
result of a diversity of exogenous and endogenous genotoxic stresses; (ii) the integrity of DNA repair
and other aspects of the DNA damage surveillance network that were successively activated; and
(iii) the strength and duration of exposure to each mutational process. Additionally, as pointed out by
Helleday et al. [135], “cancers are likely to comprise different cell populations (that is, subclonal populations),
which can be variably exposed to each mutational process; this promotes the complexity of the final landscape of
somatic mutations in a cancer genome. The final “mutational portrait,” which is obtained after a cancer has been
removed by surgery and then sequenced, is therefore a composite of multiple mutational signatures.”
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Thus, as previously anticipated, these large-scale sequencing technologies coupled with
bioinformatic and computational tools for deciphering the “scars” (signatures) of mutational processes
have demonstrated significant variability in the mutation landscape in cancers of the same histological
type. Application of such approaches might similarly unfold the molecular basis for the fate of
growth-arrested cancer cells in terms of death versus survival. This might in turn set the stage for
designing novel therapeutic strategies for specifically targeting growth-arrested cancer cells before
they will have the opportunity to generate tumor-repopulating progeny.

 
Figure 3. Cartoon showing mutational processes that can “scar” the genome during different periods
of a person’s life span. The various mutations found in a tumor are grouped into “driver” mutations,
which are ongoing and confer selective cancer phenotypes, and “historic” (or passenger) mutations
which are far more numerous and hitchhike with driver mutations, but do not appear to be causative
of cancer development. For details concerning ionizing radiation and other stimuli, consult [138]
and [132–135], respectively. Adapted from Helleday et al. [135].

8. Conclusions

Inhibition of cell growth is an important response to genotoxic stress, either under physiological
conditions or in cancer therapy. This response is fundamental for the maintenance of genomic stability
and cellular homeostasis under physiological conditions. On the other hand, stress-induced growth
arrest in cancer cells—reflecting either SIPS (predominantly in p53 wild-type cells) or the creation
of MNGCs (predominantly in p53-deficient cells)—can provide a “survival” mechanism, ultimately
resulting in the emergence of cancer repopulating progeny. Selective targeting of growth-arrested
cancer cells (e.g., MNGCs) could represent a promising strategy for improving the outcome of
conventional chemotherapy.
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Abbreviations

UV Ultraviolet light
DSBs DNA double-strand breaks
SA-β-gal Senescence-associated β-galactosidase
SIPS Stress-induced premature senescence
DNAJB9 DNAJ homolog subfamily B member 9
MDM2 Murine double minute-2 homologue
ATM Ataxia telangiectasia mutated
ATR ATM and RAD3-related
CHK Checkpoint kinase
WIP1 Wild-type p53-induced phosphatase 1
BAX BCL-2-associated X protein
PUMA p53 upregulated modulator of apoptosis
WAF1 Wild-type p53-activated fragment 1
CIP1 CDK-interacting protein 1
SDI1 Senescent cell-derived inhibitor 1
CDK Cyclin dependent kinase
SAPK Stress-activated protein kinase
ASK1 Apoptosis signal-regulating kinase 1
HPV Human papillomavirus
PGE2 Prostaglandin E2
SASP Senescence-associated secretory phenotype
SKP2 S-phase kinase-associated protein 2
EMT Epithelial-mesenchymal transition
MTT 3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyl-tetrazolium bromide
IC50 Inhibiting concentration, 50%
NCCD Nomenclature Committee on Cell Death
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Abstract: Recent studies have shown that ultraviolet (UV)-induced chemiexcitation of melanin
fragments leads to DNA damage; and chemiexcitation of melanin fragments requires reactive oxygen
species (ROS), as ROS excite an electron in the melanin fragments. In addition, ROS also cause
DNA damages on their own. We hypothesized that ROS producing and metabolizing enzymes
were major contributors in UV-driven melanomas. In this case-control study of 349 participants,
we genotyped 23 prioritized single nucleotide polymorphisms (SNPs) in nicotinamide adenine
dinucleotide phosphate (NADPH) oxidases 1 and 4 (NOX1 and NOX4, respectively), CYBA, RAC1,
superoxide dismutases (SOD1, SOD2, and SOD3) and catalase (CAT), and analyzed their associated
melanoma risk. Five SNPs, namely rs1049255 (CYBA), rs4673 (CYBA), rs10951982 (RAC1), rs8031
(SOD2), and rs2536512 (SOD3), exhibited significant genotypic frequency differences between
melanoma cases and healthy controls. In simple logistic regression, RAC1 rs10951982 (odds ratio (OR)
8.98, 95% confidence interval (CI): 5.08 to 16.44; p < 0.001) reached universal significance (p = 0.002)
and the minor alleles were associated with increased risk of melanoma. In contrast, minor alleles in
SOD2 rs8031 (OR 0.16, 95% CI: 0.06 to 0.39; p < 0.001) and SOD3 rs2536512 (OR 0.08, 95% CI: 0.01 to
0.31; p = 0.001) were associated with reduced risk of melanoma. In multivariate logistic regression,
RAC1 rs10951982 (OR 6.15, 95% CI: 2.98 to 13.41; p < 0.001) remained significantly associated with
increased risk of melanoma. Our results highlighted the importance of RAC1, SOD2, and SOD3
variants in the risk of melanoma.

Keywords: melanoma; reactive oxygen species; ROS; NADPH oxidase; single nucleotide polymorphisms;
SNP; superoxide dismutase; SOD2; SOD3; RAC1

1. Introduction

Ultraviolet (UV) rays are capable of inducing melanin production in melanocytes and promoting
melanin transportation to the outermost layer of the skin—the keratinocytes. These melanins form a
cap over the nucleus of both cell types and protect DNA from direct energy destruction [1,2]. On the
other hand, UV rays are also able to initiate nicotinamide adenine dinucleotide phosphate (NADPH)
oxidase (NOX) dominated reactive oxygen species (ROS) production and chemiexcitation of melanin

Int. J. Mol. Sci. 2018, 19, 242; doi:10.3390/ijms19010242 www.mdpi.com/journal/ijms184
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fragments that affect DNA stability in melanocytes [3–5]. The oncogenic characteristics of UV-induced
ROS signaling have not yet been fully elucidated, particularly in the transformation of melanocytes
to melanomas.

Recent understanding of melanoma photobiology has implied the etiological role of NOX enzymes,
particularly NOX1 and NOX4 [6–8]. NOX enzymes produce superoxide and/or hydrogen peroxide when
coupled with CYBA (p22phox) membrane protein [9]. RAC1, a newly defined melanoma oncogene [10],
is shown to enhance NOX1 activity [11]. The downstream ROS metabolizing enzymes, e.g., copper-zinc
superoxide dismutase (Cu-ZnSOD, SOD1), manganese superoxide dismutase (MnSOD, SOD2), and
extracellular superoxide dismutase (ECSOD, SOD3), convert superoxide to hydrogen peroxide. Catalase
then transforms hydrogen peroxide to water molecules (Figure 1). The cellular locations of NOX1, RAC1,
NOX4, CYBA, and SOD enzymes, and their functions in ROS production and metabolism are illustrated
in Figure 1. Little is known about the comprehensive role of this entire pathway in melanoma formation.
However, risk associated with these genes has been reported in various health conditions. For example,
V16A variant in SOD2 (rs4880) showed an impaired mitochondrial importing function and was associated
with prostate cancer risk [12]. The rs7277748 and rs4998557 variants in SOD1 were found to be associated
with amyotrophic lateral sclerosis [13]. Variants rs2536512 and rs699473 in SOD3 were linked to cerebral
infarction [14] and brain tumor [15].

Figure 1. Diagram of the relevant reactive oxygen species (ROS) production pathway. NOX1, NOX4,
CYBA, RAC1, SOD enzymes, catalase, their subcellular locations, and their functions in ROS production
and metabolism are depicted in this diagram. NOX1 enzyme complex utilizes CYBA as one of
its subunits and is activated by RAC1-GTPase to produce superoxide. On the other hand, NOX4
only couples with CYBA to generate hydrogen peroxide and superoxide. Of particular note, only
plasma membrane NOX4 is shown in this diagram but mitochondrial or nuclear NOX4 has also
been reported [16]. NOX1 is activated by UV to enhance its superoxide production, which requires
the GTPase activity of RAC1. Superoxide is further metabolized into hydrogen peroxide at various
subcellular locations by different SOD isozymes. Hydrogen peroxide is then converted into water
molecules by catalase. Other additional redox enzymes (e.g., glutathione peroxidases, which also
convert hydrogen peroxide into water) are not the focus in this study and therefore not included. Black
arrows indicate the cellular movement of oxygen, ROS, and enzymatic metabolisms. A bold arrow
represents a greater relative amount of ROS produced.

Although the causal network of melanoma has not yet been fully elucidated [17], UV exposure is
the most tangible environmental risk factor that can be readily modified by behavioral precautions [18].
Therefore, the purpose of this study was to explore the relationship between the hypothesized
photobiological pathway and risk of melanoma. Specifically, our aim was to use the candidate
gene approach to discover the association of variations in the genetic profile of the redox enzymes
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with melanoma (Figure 1). Building upon this rationale, functional genetic variants, namely single
nucleotide polymorphisms (SNPs), were identified in this study with a priori chance of being associated
with the risk of melanoma based on the following criteria: (1) not a well-known somatic mutation
found in tumors with an established causality; (2) presented strong associations with many other
health conditions in humans; and (3) with a potential to alter normal protein function based on the
nucleotide substitution. For instance, variant rs8031 in SOD2 was found to be associated with kidney
complications in subjects with Type 1 diabetes [19]. Variant rs10951982 in RAC1 has been implied in
the increased risk of hypertension [20]. Even though rs10951982 in RAC1 has not yet been reported
in ROS-related malignancies, somatic mutations of RAC1 (e.g., RAC1P29S) were found in 9.2% of
sun-exposed melanoma tumors [21,22].

With this genetic profiling information in hand, we hope to lay a foundation to identify those
individuals predisposed to UV exposure and risk of melanoma. This in turn will contribute to a better
primary prevention strategy, such as earlier-life behavioral precautions. To the best of our knowledge,
our work was the first to use a hypothesis-driven and pathway-based approach to study the association
between genetic variations in the ROS pathway and risk of melanoma.

2. Results

2.1. Study Participants

Gender and age distributions of melanoma patients and healthy controls are listed in Table 1.
In total, 177 retrieved cases and 172 recruited controls were approximately matched for age groups and
gender. Overall, there are higher percentages of female patients aged 19–39 (55.4%) and 40–59 (26.5%),
while, at age 60 and older, there is a higher percentage of male patients (47.9%). This may reflect the
actual sex ratios of melanoma incidence at different age groups [23]. Of particular note, cases were
retrieved from the international Genes, Environment, and Melanoma (GEM) study, which may not be
strictly generalizable to a broader melanoma patient population.

Table 1. Characteristics of the study participants.

Study Participant

Gender

Male Female Total

n (%) 1 n (%) n (%)

Patients (n = 177)
Age (years)

19–39 5 (5.32%) 15 (18.1%) 20 (11.3%)
40–59 44 (46.8%) 46 (55.4%) 90 (50.8%)
≥60 45 (47.9%) 22 (26.5%) 67 (37.9%)

Controls (n = 172)
Age (years)

19–39 7 (7.1%) 15 (20.3%) 22 (12.8%)
40–59 45 (45.9%) 41 (55.4%) 86 (50.0%)
≥60 46 (46.9%) 18 (24.3%) 64 (37.2%)

1 Percentage may not add up to 100% due to rounding.

SNP candidates and their currently known disease associations are listed in Table 2. Whole genome
DNA amplification was successfully carried out in 322 study participants including 170 (96%) melanoma
patients and 152 (88.4%) healthy controls (Figure 2). However, for each SNP, there were different number
of failed genotyping samples due to poor PCR reaction, and the overall successful genotyping rates
were between 66.4% and 98.7% in the controls, and between 78.8% and 99.4% in the cases. SNPs with
genotyping rate less than 75% on either arm (case or control group) of the participants were thus excluded
from further analyses (SNPs rs13306296 and rs585197 were excluded, Table 3). Ultimately, 161–169
melanoma patients, and 116–150 healthy controls remained to be further analyzed (Figure 2).
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Figure 2. The inclusion and exclusion criteria of the participants in this study.

2.2. SNP Associations

Chi-square or Fisher’s exact test of independence was performed to identify SNP frequency
differences between melanoma patients and healthy controls under genotypic, allelic, recessive, and
dominant SNP models (Table 3). An exact test of genotype counts on Hardy–Weinberg equilibrium
(HWE) was conducted to identify and exclude SNPs not in genotype balance in our study sample.
Under the genotypic model, five SNPs exhibited statistically significant (p < 0.05) frequency differences
between cases and controls: rs10951982 (RAC1), rs8031 (SOD2), rs2536512 (SOD3), rs4673 (CYBA),
and rs1049255 (CYBA) (Table 3). The allelic model only determined three of them as being significant:
rs10951982 (RAC1), rs8031 (SOD2), and rs2536512 (SOD3). These three alleles exhibited significance in
the recessive model as well. In the dominant model, rs10951982 (RAC1), rs4673 (CYBA), and rs1049255
(CYBA) showed significance. The rs1001179 (CAT) showed a significant difference between cases
and controls in the dominant and recessive models but the significance disappeared in the other
two models.

2.3. Bivariate Logistic Regression Analyses

The top five SNPs identified from the genotypic model without HWE violations were fitted
into bivariate logistic regressions with additive, recessive, and dominant allele models, respectively.
The odds ratios of melanoma risk were calculated using the homozygous major allele genotype as the
reference (Table 4). Odds ratios derived from the regression models were compared to a corrected
significance level at 0.00238 (0.05/21) to justify for multiple comparisons among the remaining 21 SNP
candidates. Odds ratios with p-values < 0.00238 were considered having statistical significance in
the results.

In the additive allele model, carrying one copy of minor allele A in rs10951982 (RAC1) was
significantly associated with a higher risk of melanoma (OR 8.98, 95% CI: 5.08, 16.44, p < 0.001), as
compared to those who carried homozygous minor alleles AA (OR 8.23, 95% CI: 2.73, 28.39, p < 0.001).
Dominant allele model further showed that combined minor allele copies (GA+AA) as compared to
homozygous major alleles GG exhibited the highest risk of melanoma (OR 8.91, 95% CI: 5.09, 16.19,
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p < 0.001). A similar result was observed in rs4673 (CYBA), with one copy of the minor allele A
exhibiting a higher risk of melanoma (OR 1.96, 95% CI: 1.23, 3.15, p = 0.005), and further confirmed in
a dominant allele model (OR 1.84, 95% CI: 1.16, 2.92, p = 0.010). However, the p-values did not reach
the corrected significance level of 0.00238.

Table 4. Crude associations between the top five SNPs and melanoma risk.

SNP/Model Allele
Cases (n = 170) Controls (n = 152)

OR (95% CI) p-Value 2

n (%) 1 n (%)

rs10951982 (RAC1)

Additive
GG 21 (12.4%) 72 (47.4%) Reference –
GA 131 (77.1%) 50 (32.9%) 8.98 (5.08, 16.44) <0.001
AA 12 (7.1%) 5 (3.3%) 8.23 (2.73, 28.39) <0.001

Recessive
GG+GA 152 (89.4%) 122 (80.3%) Reference –

AA 12 (7.1%) 5 (3.3%) 1.93 (0.69, 6.19) 0.230

Dominant
GG 21 (12.4%) 72 (47.4%) Reference –

GA+AA 143 (84.1%) 55 (36.2%) 8.91 (5.09, 16.19) <0.001

rs1049255 (CYBA)

Additive
CC 47 (27.6%) 56 (36.8%) Reference –
CT 77 (45.3%) 63 (41.4%) 1.46 (0.88, 2.44) 0.149
TT 41 (24.1%) 20 (13.2%) 2.44 (1.27, 4.79) 0.008

Recessive
CC+CT 124 (72.9%) 119 (78.3%) Reference –

TT 41 (24.1%) 20 (13.2%) 1.97 (1.10, 3.61) 0.022

Dominant
CC 47 (27.6%) 56 (36.8%) Reference –

CT+TT 118 (69.4%) 83 (54.6%) 1.69 (1.05, 2.74) 0.031

rs4673 (CYBA)

Additive
GG 53 (31.2%) 66 (43.4%) Reference –
GA 107 (62.9%) 68 (44.7%) 1.96 (1.23, 3.15) 0.005
AA 8 (4.7%) 10 (6.6%) 1.00 (0.36, 2.70) 0.994

Recessive
GG+GA 160 (94.1%) 134 (88.2%) Reference –

AA 8 (4.7%) 10 (6.6%) 0.67 (0.25, 1.75) 0.412

Dominant
GG 53 (31.2%) 66 (43.4%) Reference –

GA+AA 115 (67.6%) 78 (51.3%) 1.84 (1.16, 2.92) 0.010

rs8031 (SOD2)

Additive
AA 45 (26.5%) 32 (21.1%) Reference –
AT 111 (65.3%) 70 (46.1%) 1.13 (0.65, 1.94) 0.665
TT 7 (4.1%) 31 (20.4%) 0.16 (0.06, 0.39) <0.001

Recessive
AA+AT 156 (91.8%) 102 (67.1%) Reference –

TT 7 (4.1%) 31 (20.4%) 0.15 (0.06, 0.33) <0.001

Dominant
AA 45 (26.5%) 32 (21.1%) Reference –

AT+TT 118 (69.4%) 101 (66.4%) 0.83 (0.49, 1.40) 0.489

rs2536512 (SOD3)

Additive
GG 76 (44.7%) 43 (28.3%) Reference –
GA 87 (51.2%) 59 (38.8%) 0.83 (0.51, 1.37) 0.477
AA 2 (1.2%) 14 (9.2%) 0.08 (0.01, 0.31) 0.001

Recessive
GG+GA 163 (95.9%) 102 (67.1%) Reference –

AA 2 (1.2%) 14 (9.2%) 0.09 (0.01, 0.33) 0.002

Dominant
GG 76 (44.7%) 43 (28.3%) Reference –

GA+AA 89 (52.4%) 73 (48.0%) 0.69 (0.42, 1.12) 0.134
1 Participants lost due to genotyping failure; 2 p-value of the coefficient from the regression model. p-value was
compared to a Bonferroni corrected significance level at 0.05/21 = 0.00238 to determine statistical significance.
–: no p-value in the reference group.

The unadjusted odds of melanoma increased with homozygous minor allele T in rs1049255
(CYBA). TT exhibited an OR of 2.44 (95% CI: 1.27, 4.79, p = 0.008) in the additive model and an
OR of 1.97 (95% CI: 1.10, 3.61, p = 0.022) in the recessive model. In both scenarios, p-values were
greater than 0.00238, thus were non-significant because of the stringent Bonferroni correction for
multiple comparison.

In contrast, homozygous minor allele genotypes at both rs8031 (SOD2) and rs2536512 (SOD3)
exhibited significant association with a reduced risk of melanoma in the additive allele model, with
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84% reduction in odds of melanoma (OR 0.16, 95% CI: 0.06, 0.39, p < 0.001) for rs8031 (SOD2), and 92%
reduction in odds of melanoma (OR 0.08, 95% CI: 0.01, 0.31, p = 0.001) for rs2536512 (SOD3). Similar results
were also observed in the recessive model, where an 85% reduction in the odds of melanoma (OR 0.15, 95%
CI: 0.06, 0.33, p < 0.001) was observed for rs8031 (SOD2) with TT minor alleles, and a 91% reduction (OR
0.09, 95% CI: 0.01, 0.33, p = 0.002 with marginal significance) for rs2536512 (SOD3) with AA minor alleles.

2.4. Multivariate Logistic Regression Analyses

We continued to fit these top five SNPs into multivariate logistic regression under the three
SNP models, controlling for major melanoma risk factors including gender, age at diagnosis, family
history of melanoma, and lifetime ever-sunburned (Table 5). After adjusting for these risk factors,
rs1049255 (CYBA), rs4673 (CYBA), rs8031 (SOD2), and rs2536512 (SOD3) were no longer associated
with melanoma risk in all three models (p > 0.00238).

Table 5. Adjusted 1 associations between the top five SNPs and melanoma risk.

SNP/Model Allele
Cases (n = 170) Controls (n = 152)

OR (95% CI) p-Value 3

n (%) 2 n (%)

rs10951982 (RAC1)

Additive
GG 21 (12.4%) 72 (47.4%) Reference –
GA 131 (77.1%) 50 (32.9%) 6.15 (2.98, 13.41) <0.001
AA 12 (7.1%) 5 (3.3%) 2.88 (0.68, 12.56) 0.149

Recessive
GG+GA 152 (89.4%) 122 (80.3%) Reference –

AA 12 (7.1%) 5 (3.3%) 0.79 (0.21, 3.03) 0.719

Dominant
GG 21 (12.4%) 72 (47.4%) Reference –

GA+AA 143 (84.1%) 55 (36.2%) 5.79 (2.84, 12.51) <0.001

rs1049255 (CYBA)

Additive
CC 47 (27.6%) 56 (36.8%) Reference –
CT 77 (45.3%) 63 (41.4%) 1.20 (0.63, 2.30) 0.574
TT 41 (24.1%) 20 (13.2%) 1.42 (0.61, 3.38) 0.420

Recessive
CC+CT 124 (72.9%) 119 (78.3%) Reference –

TT 41 (24.1%) 20 (13.2%) 1.28 (0.59, 2.83) 0.531

Dominant
CC 47 (27.6%) 56 (36.8%) Reference –

CT+TT 118 (69.4%) 83 (54.6%) 1.26 (0.69, 2.31) 0.456

rs4673 (CYBA)

Additive
GG 53 (31.2%) 66 (43.4%) Reference –
GA 107 (62.9%) 68 (44.7%) 2.17 (1.17, 4.07) 0.015
AA 8 (4.7%) 10 (6.6%) 0.50 (0.11, 1.82) 0.315

Recessive
GG+GA 160 (94.1%) 134 (88.2%) Reference –

AA 8 (4.7%) 10 (6.6%) 0.31 (0.07, 1.07) 0.080

Dominant
GG 53 (31.2%) 66 (43.4%) Reference –

GA+AA 115 (67.6%) 78 (51.3%) 1.88 (1.03, 3.47) 0.042

rs8031 (SOD2)

Additive
AA 45 (26.5%) 32 (21.1%) Reference –
AT 111 (65.3%) 70 (46.1%) 1.33 (0.66, 2.65) 0.421
TT 7 (4.1%) 31 (20.4%) 0.32 (0.09, 0.94) 0.047

Recessive
AA+AT 156 (91.8%) 102 (67.1%) Reference –

TT 7 (4.1%) 31 (20.4%) 0.26 (0.08, 0.70) 0.011

Dominant
AA 45 (26.5%) 32 (21.1%) Reference –

AT+TT 118 (69.4%) 101 (66.4%) 1.06 (0.54, 2.08) 0.864

rs2536512 (SOD3)

Additive
GG 76 (44.7%) 43 (28.3%) Reference –
GA 87 (51.2%) 59 (38.8%) 0.68 (0.35, 1.28) 0.232
AA 2 (1.2%) 14 (9.2%) 0.26 (0.03, 1.50) 0.144

Recessive
GG+GA 163 (95.9%) 102 (67.1%) Reference –

AA 2 (1.2%) 14 (9.2%) 0.33 (0.04, 1.83) 0.218

Dominant
GG 76 (44.7%) 43 (28.3%) Reference –

GA+AA 89 (52.4%) 73 (48.0%) 0.65 (0.34, 1.21) 0.175
1 Adjusted for gender, age at diagnosis/interview, family history of melanoma, and ever sunburned; 2 Participants
lost due to genotyping failure; 3 p-value of the coefficient from the regression model. p-value was compared to a
Bonferroni corrected significance level at 0.05/21 = 0.00238 to determine statistical significance. –: no p-value in the
reference group.
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Consistent with what we have found in Table 4, the most significant genotype was heterozygous
GA genotype in rs10951982 (RAC1), which exhibited an OR of 6.15 (95% CI: 2.98, 13.44, p < 0.001)
after controlling for other risk factors. This minor allele also showed a significant association with
melanoma risk in the dominant model (OR 5.79, 95% CI: 2.84, 12.51, p < 0.001). Similar results were
also found for rs4673 (CYBA) but with only marginal significance. Heterozygous GA genotype was
associated with an increased risk of melanoma (OR 2.17, 95% CI: 1.17, 4.07, p = 0.015), which was
further confirmed in the dominant allele model (OR 1.88, 95% CI: 1.03, 3.47, p = 0.042), although the
p-values did not reach the corrected significance level of 0.00238.

The homozygous minor allele TT genotype in rs8031 (SOD2) was found associated with a
decreased risk of melanoma, with an OR of 0.32 (95% CI: 0.09, 0.94, p = 0.047) in the additive model,
and an OR of 0.26 (95% CI: 0.08, 0.70, p = 0.011) in the recessive allele model, which indicated that
homozygous minor alleles TT reduced the odds of melanoma by 74%, but neither of these results
reached the universal significance level of 0.00238.

3. Discussion

After removal of SNP markers with high error rates during the assessment of genotyping quality,
21 SNP candidates remained to be eligible for the genetic association analysis. Eight SNPs showed
significant association with melanoma but three of them were not in Hardy–Weinberg equilibrium,
which may suggest that there are multiple alleles in the same locus, and we missed genotyping of
other alleles. Therefore, only five SNP candidates showed genotypic significance and were further
analyzed in regression models, including rs10951982 (RAC1), rs1049255 (CYBA), rs4673 (CYBA), rs8031
(SOD2), and rs2536512 (SOD3). We corrected the universal p-value to be compared with at 0.00238
(0.05/21, 21 SNPs being tested) to justify the multiple comparison issue in genetic association studies,
using a Bonferroni approach [48,49]. The rs10951982 (RAC1) and rs4673 (CYBA) exhibited the highest
increased risk of melanoma when presenting one copy of the minor allele in the unadjusted regression
model, but rs4673 did not reach the universal significance level at 0.00238 in the multivariate regression
model with adjustments for melanoma risk factors including age, sex, family history of melanoma,
and lifetime ever-sunburned. Of particular note, a homozygous minor allele TT genotype in rs8031
(SOD2) was found to be associated with reduced risk of melanoma in the bivariate regression, however
significance was lost in the multivariate regression analyses.

SOD2 is known to be a major superoxide detoxifying enzyme of cells, and therefore an altered
function or expression of this enzyme may lead to unbalanced redox homeostasis and thus potentially
increase or decrease the risk of melanoma [40]. Since SOD2 converts superoxide to hydrogen peroxide
(Figure 1), which belongs to a type of ROS, the function of SOD2 is thus double-edged. Our multivariate
analysis indicated that homozygous TT allele in rs8031 reduced the risk of melanoma, but little is
currently known about the molecular function of this variant. We suggest a lab-based functional
molecular biology study to unravel the discrepancy between zygote expression and enzymatic activity
in this particular SNP.

SNPs rs1049255 and rs4673 in CYBA showed genotypic frequency differences between cases and
controls in the unadjusted model (Table 4), with more patients carrying higher copies of minor alleles
in rs1049255. Variant rs4673 changes the amino acid at position 72 from a tyrosine to a histidine (Y72H)
of the CYBA (p22phox) protein, which is frequently referred to a C242T variant in the literature [50].
The T allele exhibited decreased dimerization with NOX and therefore may potentially reduce NOX
activity and cellular ROS level [32]. In fact, the CT and TT genotype showed lower NADPH oxidase
activity in hypertensive patients as compared with CC genotype [51]. However, opposite observation
was also reported, where the CT genotype and T allele are associated with higher risk of coronary
artery disease [52]. In our study, the CT and TT (GA and AA) showed higher risk for melanoma as
compared to CC (GG) allele (the dominant model in Tables 4 and 5). This observation needs further
validation. Variant rs1049255 is located in the 3′ untranslated region (3′ UTR) of the CYBA gene.
Although the molecular function of this SNP is unknown, current understanding of 3′ UTR is an
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important miRNA binding site, and SNPs located in this region might have the potential to regulate
mRNA stability and translation efficiency [53,54].

RAC1-GTPase is an NOX1 activator which promotes binding of NOX1 with its subunits and
forms the complete enzyme complex [55–57]. NOX1 was one of the first cellular molecules found to
be directly regulated by RAC1 in the phagocytic process [58–60]. However, SNP rs10951982 in RAC1
alone has not been reported in any ROS-related activities thus far. Information on the function of
this locus and its association with any malignancy is limited in the current literature. Nevertheless,
this variant has been reported to be associated with over-reactive immune diseases and an increased
risk of hypertension [20,35,36,61]. Considering that CYBA variants have been widely studied in
cardiovascular diseases, including coronary heart disease [34] and hypertension [33], which are
tightly associated with increased levels of ROS, RAC1 rs10951982 may also play a part in inducing
oxidative stress. Since rs10951982 is the most significant variant in our current study, and in lieu of
its function in immune diseases as well as a potential role in NOX1-induced oxidative stress, our
discovery might not only suggest an inflammatory microenvironment created by RAC1 that is in favor
of melanoma progression [62], but also indicate an elevation of ROS level via RAC1 in melanoma
etiology. In addition, RAC1 is also a crucial kinase in the NRAS and PI3K pathway [63], both of which
are key melanoma oncogenic pathways. Therefore, it is possible that RAC1 plays a non-ROS role and
impacts these other oncogenic pathways.

Overall, of the three significant SNPs after adjustment against age, sex, family history and life
time sun burn history, the minor allele of RAC1 rs10951982 (the A allele) showed a consistent role
with an increase ROS and thus increased melanoma risk. The minor allele of rs4673 (the A allele)
was reported controversial role in ROS association [51,64], it may exhibit certain cell-specific effects.
In our study, the minor allele showed higher risk for melanoma in a dominant model. The minor
allele of rs8031 (the T allele) exhibited a protective role against melanoma risk in a recessive model.
It is unclear how this allele modifies ROS levels. Based on our results, the T allele can be associated
with either increased or decreased SOD activities as SOD2 is double-edged and can play dual roles in
ROS metabolism.

Of particular note, in our regression models, we applied the most common ways of disease
transmission, namely additive, recessive, and dominant modes, in our analyses. This was because
we did not want to make any assumptions of the disease transmission modes. According to Sham
and Purcell [49], a test that assumed additive effects would have greater power than a test that also
allowed dominance, if the true effects at the locus were indeed additive and did not show dominance.
Conversely, if the underlying causal variant was recessive, then power would be lost by carrying out
an analysis that assumed additively. If there was uncertainty regarding the true pattern of effects at a
locus, then it might be appropriate to use several statistical tests to ensure adequate statistical power
for all possible scenarios. We therefore included results from these additional models that may provide
more information and maintain statistical power as well. Although the covariates were not presented
as part of the results in our tables, family history of melanoma and lifetime ever-sunburned controlled
in the multivariate models consistently showed statistical significance, whereas sex and age did not.
Family history of melanoma [23], along with fair skin, light hair and eye color are known melanoma
genetic risk factors, whereas the levels of sun exposure including sunburns and moles or freckles are
important environmental risk factors for melanoma [65]. The statistical significance of the covariates
might indicate a mediating role in our primary study interest, from the susceptible familial genetic
makeup of these participants, as well as the behavior or attitude towards sun exposure that resulted in
getting sunburns or freckles.

Our study had a few limitations. First, the small sample size does not always provide sufficient
power [66]. Second, by the experimental design, we could only genotype two alleles. Therefore,
loci with multiple alleles may not show HWE and must be excluded for analysis. Third, our study
participants included only those white individuals from the southern California area, and therefore a
loss of generalizability to the broader white population might be expected. Last, a common limitation
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of case-control studies is that the results provide only an association with risk, but they are not
necessarily connected to causality. Replicating findings from another dataset is a common strategy to
validate the results identified in our current study. However, even with the most stringent statistical
design, SNP findings are usually hard to replicate [48,49]. Multiple reasons are considered, such as
there are still unknown and uncontrolled confounders, multiple comparisons only lead to chance
findings, the gene and environment interaction is not easy to account for, and the target allele is in
linkage disequilibrium with the identified allele but the chance finding failed to locate the target allele
and thus make replication difficult to achieve. Nevertheless, we will still validate our findings in a
separate dataset in our next study, as our ultimate goal is to develop useful markers in prevention.

To conclude, our initial analyses revealed an increased risk of melanoma associated with
rs10951982 (RAC1), and a decreased risk associated with rs8031 (SOD2). Multivariate analyses further
confirmed the association of an increased risk of melanoma with rs10951982 (RAC1). Our results
highlighted the importance of RAC1 enzyme and cellular oxidation-metabolizing efficiency controlled
by SOD2 in association with ROS-mediated risk of melanoma. We suggest that these results shall be
further validated with the goal of designing novel screening targets to identify highly UV-susceptible
individuals, particularly in the RAC1 and SOD2 genes, in order to take the melanoma primary
prevention strategy to a precision level.

4. Materials and Methods

4.1. Ethics Statement

We obtained approval from the Institutional Review Board of the University of California Irvine
Office of Research (protocol number 2011-8238, approved 27 June 2011).

4.2. Study Population

Our study subjects were adopted from a previously designed case-control study (the international
Genes, Environment, and Melanoma study, the GEM study), although we made considerable
modifications. The original GEM case-control study compared white multiple melanomas patients to
primary melanoma patients [67]. In total, 177 patients were recruited between 1998 and 2003 in the
southern California area as part of the GEM study, and consent forms were obtained accordingly [67].
In our study, we used both of these patients as our cases and we recruited additional healthy
participants as controls. Healthy white volunteers from Orange County were recruited through
random-digit-dialing by trained interviewers during 1999 to 2006.

Demographic information regarding age, sex, family history of melanoma, and lifetime sun
exposure were recorded via in-person questionnaires and phone interviews, with written consents
from the patients and their physicians [67–73]. Random-digit-dialing healthy respondents completed
eligibility screening questions over the phone, including being Orange County residents and having no
personal history of melanoma or any other types of cancer. Eligible respondents were asked for their
verbal informed consents for a 20 min standardized phone interview [67], in which they were asked
questions about basic demographics, personal medical history, and family cancer history. In total,
172 participants further agreed to donate a blood sample. A phlebotomist obtained written consents
from these participants while performing the blood draw [67]. Participation rate after phone eligibility
screening was approximately 78%. Population-based controls were frequency-matched to cases with
respect to sex and age (Table 1).

4.3. DNA Extraction

Buccal cells from melanoma patients and whole blood cells from healthy participants were
re-suspended in a phosphate-buffered saline system. Ten microliters of the cell suspension were used
directly as a template for whole genome amplification (WGA). The WGA procedure was conducted
following the manufacturer’s instruction from Sigma. In brief, a cell suspension (10 μL each) was heated
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to 95 ◦C for 5 min in a PCR machine in a strip of PCR tubes and cooled down on ice. One microliter of
10× Fragmentation Buffer was added to each tube. Tubes were then heated again in a PCR machine at
95 ◦C for exactly 4 min. Samples were cooled down on ice immediately and then centrifuged briefly to
consolidate the contents. Out of 70 μL of the amplified sample, 6 μL was mixed with 1 μL of 6× loading
buffer and directly used to load on an agarose DNA gel containing ethidium bromide. DNA was
visualized under a UV lamp and water was used as a non-DNA negative control to compare with
the presence of the visualized DNA product. Participants with little to no whole genome amplified
DNA product were excluded from SNP genotyping (7 patients and 20 healthy controls were excluded,
Figure 2).

4.4. SNP Candidates

Functional SNPs were selected from a publicly available SNP database (dbSNP, NCBI) that have
been found correlated with other diseases, based on the three criteria listed in the introduction (Table 2).
In brief, 6 SNPs in the coding region of NOX1 appeared in dbSNP. We were interested in D360N
(rs34688635) and R315H (rs2071756) variants for the following reasons: (1) D360 is shared in NOX1, -2,
-3, and -4 [25], and conserved in various species including fish, mouse, bird, amphibian, and man [9];
and (2) 315H allele was found associated with diabetic patients, suggesting that this is a functional
allele and may be associated with other disease risks [24]. SNPs rs585197 and rs2164521 in NOX4 have
been linked to a protective effect on Hepatopulmonary Syndrome [27]; and rs11018628 has a possible
effect on plasma homocysteine level [26]. −930A > G in CYBA promoter region (rs9932581) affects
gene transcription activity and has been found to be associated with coronary heart disease due to
ROS involvement in the pathogenesis of atherosclerosis [28]. Similarly, increased or decreased risks
of hypertension [33] and coronary heart disease [34], respectively, have been found in CYBA alleles
rs4673, rs13306296, and rs1049255. CYBA rs3180279 has been related to non-Hodgkin lymphoma
prognosis [13]. Three SNPs, rs10951982, rs4720672, and rs836478 in RAC1, have been associated with
risks in hypertension, inflammatory bowel disease, and end-stage renal disease [20,35,36,61]. Although
these loci in RAC1 have not yet been discussed in ROS-related malignancies, RAC1 is a well-known
melanoma oncogene with constantly activated mutations in some melanoma tumors [74,75].

SNPs in the three subtypes of SOD and CAT genes have been widely studied with various disease
associations. For instance, rs7277748 and rs4998557 variants in SOD1 (Cu-ZnSOD) were found to
cause amyotrophic lateral sclerosis. Ile58Thr (rs1141718) in SOD2 (MnSOD) severally impaired SOD2
enzymatic activity [40], while a variant of rs8031 increased oxidative stress [44]. V16A variant rs4880
in SOD2 impaired mitochondrial importing and was found to be a risk factor for prostate cancer [12],
whereas rs2758330 showed a protective effect on prostate cancer [45]. Variants rs2536512 and rs699473
in SOD3 were associated with brain diseases, including cerebral infarction [14] and brain tumor [15].
The rs1001179 in CAT was also correlated to brain malignancy [15]. Additionally, −262C > T (rs1049982)
variant in CAT showed a decreased interaction with HIF1α upon oxidative stress stimulation [46,47]
(Table 2).

4.5. SNP Genotyping

SNP genotyping polymerase chain reaction (PCR) assay kit was purchased from Life
Technologies™ (Carlsbad, CA, USA). Allele-specific primers and probe sets for each SNP were also
purchased from Life Technologies™, either custom-designed or from the library. DNA sample per
participant was genotyped for every SNP in duplicates to ensure accuracy. About 97% of the SNPs
were replicable. By definition, if one allele was amplified during PCR reaction, the call for that SNP
assay was homozygous alleles (inherited the same alleles from both parents); if both alleles were
amplified, the call for that SNP assay was heterozygous alleles (inherited different alleles from the
parents). However, if no significant PCR amplification for either allele was observed, then the SNP
assay was defined as N/A (genotyping failure) due to no reaction to the designed allele primers and
probe. SNPs with genotyping rate < 75% were excluded from statistical analysis (SNPs rs13306296
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and rs585197 were excluded from further analysis, Table 3). SNPs with inconsistent duplicated results
were validated manually by reading the raw real-time PCR amplification plots, or through additional
genotyping reactions.

4.6. SNP Quality Control

The raw PCR amplification data was analyzed by QuantStudio™ (Thermo Fisher Scientific Inc.,
Huntington Beach, CA, USA) Real-Time PCR software (v1.2). Those duplicated samples presenting
identical calls were automatically determined by the software. However, if the calls were made
differently between duplicates, or, in some rare cases, if the calls were “undetermined” by the software,
then the individual PCR amplification plots were read manually and subjectively. Any amplification
curve appearing after 20 cycles of PCR, and being at least two-fold elevated from the threshold was
determined as presenting a positive PCR amplification curve. Genotyping failure was assigned as
N/A if no clear PCR amplification curve was observed.

4.7. Statistics

Allele frequency was determined by making counts of the participants based on different SNP
conditions: genotypic, allelic, recessive, and dominant models. Chi-square or Fisher’s exact test of
independence was performed to examine the associations between SNP conditions and melanoma
case-control status. Two-sided statistical significance level by default was set to be 0.05 (5%), and,
to justify for multiple comparison among the SNP candidates, universal significance level was
further adjusted to 0.05 divided by the number of final SNP candidates being tested, which was
0.05/21 = 0.00238, applying the most stringent Bonferroni approach [48,49]. Participant numbers varied
among SNPs due to different genotyping rates, and only complete data was used for statistical analysis
(participants with N/A data were excluded per SNP analysis). Bivariate simple logistic regression
models showing the unadjusted associations between the binary response variable (melanoma cases vs.
controls) and primary study variables of interest (SNPs) were conducted separately based on additive,
recessive, and dominant allele models. Dummy variables of the SNPs in the three allele models were
created by default, making genotype with homozygous major alleles as the reference to compare
with. Odds ratios and 95% confidence intervals were calculated accordingly in RStudio (v0.99.893).
Adjusted associations between SNPs and melanoma status were analyzed by fitting multivariate
logistic regression models with the three allele models separately, controlling for known melanoma
risk factors, including gender [76], age at diagnosis [77], family history of melanoma [23], and ever
sunburned [78]. Genotypic Hardy–Weinberg equilibrium exact test, which examines the expected
frequencies of genotypes if mating is non-assortative and there are no mutations from one allele to
another, was carried out by using R package HardyWeinberg. In brief, a two-sided test was performed
on genotype counts, whether an excess or a dearth of heterozygotes counts as evidence (p < 0.05)
against Hardy–Weinberg equilibrium.
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UV Ultraviolet
ROS Reactive oxygen species
SNP Single nucleotide polymorphism
NOX NADPH oxidase
SOD Superoxide dismutase
CAT Catalase
OR Odds ratio
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Abstract: To investigate the toxic mechanism of hexavalent chromium Cr(VI) and search for an
antidote for Cr(VI)-induced cytotoxicity, a study of mitochondrial dysfunction induced by Cr(VI)
and cell survival by recovering mitochondrial function was performed. In the present study, we
found that the gene expression of electron transfer flavoprotein dehydrogenase (ETFDH) was
strongly downregulated by Cr(VI) exposure. The levels of coenzyme 10 (CoQ10) and mitochondrial
biogenesis presented by mitochondrial mass and mitochondrial DNA copy number were also
significantly reduced after Cr(VI) exposure. The subsequent, Cr(VI)-induced mitochondrial damage
and apoptosis were characterized by reactive oxygen species (ROS) accumulation, caspase-3 and
caspase-9 activation, decreased superoxide dismutase (SOD) and ATP production, increased methane
dicarboxylic aldehyde (MDA) content, mitochondrial membrane depolarization and mitochondrial
permeability transition pore (MPTP) opening, increased Ca2+ levels, Cyt c release, decreased Bcl-2
expression, and significantly elevated Bax expression. The Cr(VI)-induced deleterious changes
were attenuated by pretreatment with CoQ10 in L-02 hepatocytes. These data suggest that Cr(VI)
induces CoQ10 deficiency in L-02 hepatocytes, indicating that this deficiency may be a biomarker of
mitochondrial dysfunction in Cr(VI) poisoning and that exogenous administration of CoQ10 may
restore mitochondrial function and protect the liver from Cr(VI) exposure.

Keywords: hexavalent chromium Cr(VI); coenzyme Q10; reactive oxygen species (ROS); mitochondrial
membrane potential (MMP); L-02 hepatocytes; apoptosis

1. Introduction

Chromium (Cr) and its compounds have become a serious public health issue, causing
environmental pollution [1,2] and threatening human health. The health hazards associated with
exposure to Cr are dependent on its oxidation state [3,4], with hexavalent chromium Cr(VI) being
the most toxic component. Throughout the world, human exposure occurs mainly via industrial
uses, such as leather tanning and steel manufacturing, as well as in food additives and tobacco [5,6].
Another source of contact is drinking water contaminated with Cr(VI). In vivo and in vitro studies have
demonstrated that Cr(VI) can cause a wide range of toxic effects, including hepatotoxicity, in animals
and humans [1–4]. It has been reported that the liver shows the highest accumulation following
oral exposure to Cr(VI) [7–9]. The liver is the primary organ involved in xenobiotic metabolism
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and, for this reason, is particularly susceptible to injury. However, the liver as a target organ for
Cr(VI) after oral exposure in humans remains controversial. For instance, Proctor et al. reported that
Cr(VI) is not carcinogenic to humans via the oral route of exposure at permissible drinking water
concentrations [10]. Several other studies have suggested that Cr(VI) could induce liver injury [1,3,11]
and may cause primary cancer or increase the risk of liver cancer [12–14]. The increasing incidence
of Cr(VI)-induced hepatotoxicity has emphasized the importance of elucidating the intoxication
mechanism and identifying useful antidotes for Cr(VI) toxic effects on the liver.

Cr(VI) can easily enter cells through anion channels, and, once inside, it is reduced to its
intermediate metabolites, Cr(IV), Cr(V), and the more stable form Cr(III), by enzymatic and
non-enzymatic reductants [15]. Reactive oxygen species (ROS) are generated in the oxidation–reduction
process and play a critical role in the mechanism of Cr(VI)-induced cytotoxicity. ROS accumulation,
for instance, is known to cause the collapse of mitochondrial membrane potential and the opening of
the mitochondrial permeability transition pore (MPTP) [16]. Cr(VI) induces cell apoptosis through
intrinsic and extrinsic pathways involving the release of cytochrome c (Cyt c) from the mitochondrial
intermembrane space. The release of Cyt c from the mitochondrial intermembrane space is regulated
by B-cell lymphoma-2 (Bcl-2) family proteins, including anti-apoptotic (such as Bcl-2 and Bcl-xl)
and pro-apoptotic proteins (such as Bcl-xs, Bax, and Bid) [17]. It has been postulated that the ratio
of anti- and pro-apoptotic Bcl proteins regulates the function of MPTP within the mitochondria.
Cr(VI)-induced ROS accumulation might cause an imbalance in Bcl-2 family proteins, swelling of the
mitochondrial membrane, opening of the MPTP, release of Cyt c into the cytoplasm, and activation of
caspase-9 and -3 [17,18], which would eventually trigger cell apoptosis.

Coenzyme Q (CoQ10) is an essential endogenous molecule in cell respiration and metabolism.
It functions as a mitochondrial antioxidant, inhibiting lipid peroxidation and scavenging free
radicals, as well as maintaining genome stability [19]. Moreover, CoQ10 possesses an independent
anti-apoptosis function that regulates MPTP [20]. CoQ10 biosynthesis occurs in the mitochondrial
matrix through the mevalonate pathway [21]. Evidence suggests that mutations in the genes involved
in the biosynthesis of CoQ10 could cause primary and secondary CoQ10 deficiencies. They have
also been linked to various clinical mitochondrial diseases [22,23]. CoQ10 deficiency could disturb
mitochondrial bioenergetics and oxidative stress, as demonstrated by decreased ATP generation,
increased ROS production, and cell death [24,25]. In general, secondary CoQ10 deficiency may be
induced by dietary insufficiency or exposure to certain xenobiotics [26,27]. Several studies have shown
that CoQ10 is susceptible to environmental toxins, which cause CoQ10 deficiency at both the cellular
and in vivo levels [28,29]. Considering the pivotal role played by CoQ10 in mitochondrial function,
this study aimed to investigate whether Cr(VI) can induce changes in the level of CoQ10, and whether
CoQ10 treatment is effective against Cr(VI)-induced hepatotoxicity.

2. Results

2.1. Effect of Coenzyme Q10 and Cr(VI) on L-02 Hepatocyte Viability

To assay the changes in cell viability after exposure to Cr(VI), we evaluated the dose effects
of Cr(VI) on cultured L-02 hepatocytes with or without CoQ10 pretreatment. It was observed that
increasing Cr(VI) concentrations of 0.5, 1, 2, 4, and 8 μM significantly decreased cell viability (p < 0.05),
as shown in Figure 1A. Treatment with CoQ10 at 0–5 μM increased cell viability, although not at a
statistically significant level (p > 0.05). In contrast, treatment with concentrations of 5–20 μM CoQ10
significantly decreased cell viability (p < 0.05), as shown in Figure 1B.

2.2. Cr(VI) Decreases CoQ10 Content in L-02 Hepatocytes

The assays of CoQ10 level showed that Cr(VI) decreased the CoQ10 concentration in the
mitochondria of L-02 hepatocytes when compared with the control group (p < 0.05). Pretreatment
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with CoQ10 restored the level of CoQ10 compared with the 2 μM Cr(VI) treatment group (p < 0.05), as
shown in Figure 1C.

Figure 1. (A) Effect of different doses of Cr(VI) exposure on L-02 hepatocyte viability. Cells
were cultured with different concentrations of Cr(VI), and the cell viability was determined by the
3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay as described previously;
(B) Effect of different doses of CoQ10 exposure on L-02 hepatocyte viability; (C) The CoQ10 content
in the mitochondria of L-02 hepatocytes treated with CoQ10 and Cr(VI). The data were presented as
mean ± SD (n = 6). * p < 0.05 compared with the control group; # p < 0.05 compared with the 2 μM
Cr(VI) treatment group.

2.3. Effect of Cr(VI) on the Expression of Genes Involved in the CoQ10 Synthesis Pathway

Because Cr(VI) treatment decreased the level of CoQ10, and to understand the mechanism of
CoQ10 deficiency, we analyzed the expression of genes involved directly or indirectly in the CoQ10
synthesis pathway. As shown in Table 1, electron transfer flavoprotein dehydrogenase (ETFDH) was
the gene most strongly downregulated by Cr(VI) (log2(Ratio) = −1.41). PDSS2, COQ5, and COQ9
were also downregulated by Cr(VI), but the fold changes were less than 2 (log2(Ratio) = −0.92, −0.99,
and −0.94, respectively). Interestingly, aarF domain-containing kinase 3 (ADCK3) was upregulated
after exposure to Cr(VI) (log2(Ratio) = 0.97). No significant changes were observed in the other genes.
These results indicated that Cr(VI) affected the expression of genes directly or indirectly involved in
the CoQ10 synthesis pathway to cause CoQ10 deficiency.
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Table 1. Effect of Cr(VI) on the expression of genes involved in the CoQ10 biosynthesis pathway in
L-02 hepatocytes.

Gene Name Description log2(Ratio) p-Values

PDSS1 prenyl (decaprenyl) diphosphate synthase, subunit 1 0.079217 0.728622
PDSS2 prenyl (decaprenyl) diphosphate synthase, subunit 2 −0.917213 2.86 × 10−5

COQ2 coenzyme Q2 homolog, prenyltransferase −0.136864 0.434046
COQ3 coenzyme Q3 homolog, methyltransferase −0.443767 0.002707
COQ4 coenzyme Q4 homolog −0.646236 0.004524
COQ5 coenzyme Q5 homolog, methyltransferase −0.986167 4.4 × 10−8

COQ6 coenzyme Q6 homolog, monooxygenase −0.185303 0.267227
COQ7 coenzyme Q7 homolog, ubiquinone −0.308896 0.011926
COQ7 coenzyme Q7 homolog, ubiquinone −0.528129 0.115161

ADCK3 aarF domain containing kinase 3 0.970573 6.12 × 10−9

ADCK4 aarF domain containing kinase 4 NA NA
COQ9 coenzyme Q9 homolog −0.936477 3.1 × 10−18

COQ10A coenzyme Q10 homolog A 0.239029 0.045092
COQ10B coenzyme Q10 homolog B 0.59875 0.000958

APTX aprataxin −0.648958 0.003698
ETFDH electron-transferring-flavoprotein dehydrogenase −1.412843 4.43 × 10−7

BRAF B-Raf proto-oncogene, serine/threonine kinase −0.837738 0.008798
PMVK phosphomevalonate kinase −0.146285 0.455768
MVD mevalonate (diphospho) decarboxylase 0.842443 0.01009
MVK mevalonate kinase 0.612375 0.000892

Two-fold change indicates log2(Ratio) ≥1.0 or log2(Ratio) ≤−1; log2(Ratio) = “NA” indicates that the difference in
intensity between the two samples was ≥1000.0, n = 3.

2.4. Oxidative Damage Induced by Cr(VI) Is Reduced by CoQ10

We measured ROS production using dihydroethidine (DHE) and CellROX® Green Reagent,
which detect superoxide and ROS, respectively. Cr(VI) significantly enhanced ROS and O2

− generation
compared with the control group (p < 0.05). Pretreatment with 2.5 μM CoQ10 prevented Cr(VI)-induced
ROS accumulation and excessive O2

−, as shown in Figure 2A,B. The levels of ROS in the CoQ10-treated
group did not significantly change in comparison with those of the normal control group (p > 0.05).
SOD is an enzyme that plays an important role in the protection of the cell membrane against oxidative
stress. It can catalyze the dismutation of O2

− to O2 and to the less reactive species H2O2. Treatment
with Cr(VI) caused a significant decrease in SOD levels when compared to control values. No significant
difference in SOD activity was observed between the Cr(VI) group pretreated with CoQ10 and the
control group (p < 0.05), as shown in Figure 2C. In addition, CoQ10 effectively restored the SOD level to
protect hepatocytes against oxidative damage induced by Cr(VI). MDA was evaluated as an indicator
of hepatocyte lipid peroxidation. Cr(VI) significantly increased MDA levels compared with the control
group (p < 0.05), and pretreatment with CoQ10 markedly reduced the level of Cr(VI)-induced MDA
(p < 0.05) (Figure 2C).

 

Figure 2. Cont.

205



Int. J. Mol. Sci. 2017, 18, 816

 

 

Figure 2. CoQ10 attenuates oxidative damage induced by Cr(VI). (A) Quantification of ROS levels.
Effect of CoQ10 on Cr(VI)-induced ROS accumulation in L-02 hepatocytes and quantitation by
fluorescence spectrophotometry; (B) After L-02 hepatocytes were treated with Cr(VI) (0~4 μM) for
24 h, with or without CoQ10 pretreatment for 2 h, O2

− generation was detected with dihydroethidium;
(C) CoQ10 reduced the oxidative damage induced by Cr(VI). The cells were treated with Cr(VI)
(0~4 μM) for 24 h, with or without CoQ10 pretreatment, and MDA was detected by the MDA detection
kit as the end product of lipid oxidation. SOD was measured using the total superoxide dismutase
activity assay, which involves the inhibition of superoxide-induced chromogen chemiluminescence
by SOD; (D) Effect of CoQ10 on Cr(VI)-induced ROS accumulation. The cells were incubated with
5 μM of CellROX® Green Reagent for 30 min and observed under a confocal microscope using a
40× objective. Brighter green fluorescence indicated greater ROS accumulation. The data are presented
as mean ± SD (n = 6). * p < 0.05 compared with the control group; # p < 0.05 compared with the 2 μM
Cr(VI) treatment group.
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2.5. Induction of Mitochondrial Loss by Cr(VI) Can Be Counteracted by Supplementation with CoQ10

Mitochondrial loss was reflected by a decrease in the mitochondrial mass and mtDNA.
We examined the mitochondrial mass using the 10-N-nonyl acridine orange (NAO) fluorescence
intensity, which was lower in the different Cr(VI) concentration groups than in the control group.
CoQ10 maintained the mitochondrial mass at a normal level against Cr(VI) exposure (Figure 3A). In
addition, Cr(VI) treatment markedly reduced the mtDNA copy number, and CoQ10 preserved the
mtDNA copy number (Figure 3B).

 

Figure 3. Cr(VI) triggers significant mitochondrial biogenesis loss. (A) NAO staining was used to
analyze the mitochondrial mass using a microplate reader; (B) quantitative real-time PCR analysis was
applied to detect the mtDNA copy number. The data are presented as mean ± SD (n = 6). * p < 0.05
compared with the control group; # p < 0.05 compared with the 2 μM Cr(VI) treatment group.

2.6. Cr(VI) Induces Mitochondrial Depolarization, MPTP Opening, Ca2+ Overload, and Decreased ATP Levels,
and These Outcomes Are Attenuated by CoQ10

The effect of Cr(VI) on the mitochondrial membrane potential (MMP) was quantified by the
uptake of JC-1, as illustrated in Figure 4A. The shift in the membrane potential was observed as
the disappearance of fluorescent red/green-stained mitochondria, showing a large negative MMP,
and as the increase in fluorescent green-stained mitochondria, indicating the loss of MMP. With
increasing Cr(VI) concentrations, MMP significantly decreased as compared to the normal controls
(p < 0.05), indicating mitochondrial membrane depolarization. Pretreatment with CoQ10 relieved
Cr(VI)-induced mitochondrial membrane depolarization. To directly assess MPTP opening, the
calcein-AM-cobalt assay was performed in L-02 hepatocytes. The inner mitochondrial membrane
permeability was significantly increased in response to Cr(VI) stimuli in a concentration-dependent
manner. The degree of MPTP opening in cells after co-incubation with 2 μM Cr(VI) and 2.5 μM
CoQ10 was significantly decreased compared with cells incubated with 2 μM Cr(VI) alone (Figure 4B).
MPTP opening is a Ca2+-dependent event; hence, to assess the Ca2+ concentration in L-02 hepatocytes,
as shown in Figure 4C, the cells were incubated with the Flo-3M probe to detect the intercellular
Ca2+ concentration. Cr(VI) caused a statistically significant Ca2+ concentration-dependent increase
(p < 0.05), while pretreatment with CoQ10 significantly attenuated Ca2+ overload when compared
with treatment with 2 μM Cr(VI) alone (p < 0.05). These results suggest that CoQ10 suppressed Ca2+

overload and maintained a suitable degree of MPTP opening. Apoptosis induced by toxicants is an
energy-consuming process and thus is accompanied by a massive decrease in cellular ATP production.
To examine the effects of Cr(VI) on mitochondrial ATP production, L-02 hepatocytes were treated with
1, 2, or 4 μM Cr(VI) for 24 h or pretreated with 2.5 μM CoQ10 for 30 min, followed by the addition of
2 μM Cr(VI). ATP levels were then measured colorimetrically. As shown in Figure 4D, Cr(VI) induced
a statistically significant and concentration-dependent decrease in ATP in L-02 hepatocytes (p < 0.05).
Pretreatment with CoQ10 significantly decreased the Cr(VI)-induced decrease in ATP (p < 0.05).
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Figure 4. Cr(VI) induces mitochondrial depolarization, MPTP opening, Ca2+ overload, and ATP level
decrease, and these outcomes are attenuated by CoQ10. (A) Effect of CoQ10 on Cr(VI)-increased
mitochondrial membrane potential in L-02 hepatocytes. The mitochondrial membrane potential was
examined by JC-1 staining; (B) The activity of MPTP was detected using the calcein-AM-cobalt assay;
(C) the Ca2+ concentration was measured with Flo-3M by fluorescence spectrophotometry; (D) cells
were treated with Cr(VI) (0–4 μM) for 24 h, with or without CoQ10 pretreatment for 2 h, and the ATP
levels in L-02 hepatocytes were assessed. The data are presented as mean ± SD (n = 6). * p < 0.05
compared with the control group; # p < 0.05 compared with the 2 μM Cr(VI) treatment group.
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2.7. Cr(VI) Induces Cyt c Release, Caspase-3 and Caspase-9 Activation, and Unbalanced Bcl-2/Bax Expression
in Response to Apoptotic Stimuli, and CoQ10 Counteracts These Outcomes

Cyt c, caspase-3 and caspase-9 activities were analyzed as indexes of apoptosis execution via the
intrinsic (mitochondrion-dependent) pathway. Figure 5 shows the release of Cyt c into the cytoplasm.
At 24 h after application of Cr(VI), cytoplasmic Cyt c levels were markedly increased but remained
substantially unaffected if treatment was preceded by CoQ10 administration. Similarly, Figure 6A,B
show that caspase-3 and caspase-9 activities were enhanced at 24 h after Cr(VI) exposure. The
enhancement was dramatically lower when Cr(VI) exposure was preceded by CoQ10 administration.
CoQ10 had the ability to prevent Cyt c release, and caspase-3 and caspase-9 activation in response
to Cr(VI) exposure, three events that are triggered by MPTP opening. CoQ10 inhibited apoptosis
by directly maintaining MPTP in the closed conformation. Additionally, the process of apoptosis is
regulated by the Bcl-2 family of proteins, which includes anti-apoptotic and pro-apoptotic proteins.
As shown in Figure 6C,D, 24-h exposure to different concentrations of Cr(VI) induced significant
concentration-dependent inhibition of Bcl-2 and induction of Bax. Pretreatment with 2.5 μM
CoQ10 restored Bcl-2 expression and decreased Bax expression compared with treatment with 2 μM
Cr(VI) alone.

 

 

 

Figure 5. Cr(VI) induces cytochrome c release from the mitochondria to the cytoplasm. (A) Merged
images of the mitochondria (red), Cyt c (green) and nucleus (blue) after exposure to Cr(VI) for 24 h in
L-02 hepatocytes. Cyt c (green) and mitochondria (red) localization (yellow) indicates that Cyt c is still
inside mitochondria. The separation of Cyt c and mitochondria suggests that Cyt c is no longer within
the mitochondria and has been released into the cytoplasm, scale bar: 10 μm; (B) CoQ10 prevents
Cyt c release to the cytoplasm; Cyt c protein expression was measured by Western blotting. COXIV
and β-actin were used as loading controls; (C) The relative protein levels were calculated by Image J
software. Experiments were repeated three times and showed similar results.
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Figure 6. Cr(VI) induces caspase-3 and caspase-9 activation and unbalanced Bcl-2/Bax expression in
response to apoptotic stimuli, and CoQ10 counteracts these outcomes. Cells were treated with Cr(VI)
(0~4 μM) for 24 h, with or without CoQ10 pretreatment for 2 h. Caspase-3 (A) and -9 (B) activities were
detected using a microplate reader; (C) The expression of Bcl-2 and Bax was measured by Western
blotting and the relative protein levels were calculated by Image J software (D). The data are expressed
as mean ± SD (n = 6). * p < 0.05 compared with the control group; # p < 0.05 compared with the 2 μM
Cr(VI) treatment group.

2.8. Cr(VI) Induces L-02 Hepatocyte Apoptosis in a Concentration-Dependent Manner, and CoQ10 Might
Reduce the Rate of Apoptosis

To measure the effects of CoQ10 on programmed cell death after Cr(VI) exposure, we analyzed
cell apoptosis using the Annexin V-FITC and propidium iodide (PI) double staining methods after
incubation for 30 min. As shown in Figure 7A,B, 24 h exposure of Cr(VI) increased the early and
late apoptotic populations in L-02 hepatocytes. Approximately 5.95%–48.46% of the cell population
expressed high FITC and low PI signals, which are indicative of apoptotic cells, following treatment
with up to 4 μM Cr(VI). Pretreatment with CoQ10 attenuated the Cr(VI)-induced increase in Annexin
V-positively stained cells. The protective effect of CoQ10 on Cr(VI)-induced apoptosis was 15.28%
(p < 0.05), indicating that CoQ10 can attenuate Cr(VI)-induced apoptosis.

 

Figure 7. Cont.
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Figure 7. Cr(VI) induces apoptosis in L-02 hepatocytes, and CoQ10 antagonizes apoptosis. (A) Cells
were stained with Annexin V-FITC/PI and analyzed by flow cytometry. Both early apoptotic and late
apoptotic cells were assessed in the cell death determinations. The experiments were repeated three
times; (B) Quantification of apoptotic cells. Data were obtained from flow cytometry assays and were
expressed as mean ± SD (n = 6). * p < 0.05 compared with the control group; # p < 0.05 compared with
the 2 μM Cr(VI) treatment group.

3. Discussion

In the present study, we demonstrated that Cr(VI)decreased the level of endogenous CoQ10 by
disturbing the CoQ10 synthesis pathway, and that the pretreatment with CoQ10 maintained the level
of endogenous CoQ10. These findings led us to investigate the role of CoQ10 in the mechanism of
Cr(VI)-induced hepatotoxicity and its possible role as a hepatoprotective agent against Cr(VI)-induced
hepatocyte damage.

In order to achieve these goals, we examined the genes involved both directly and indirectly in
the CoQ10 biosynthetic pathway. Cr(VI) changed the expression of many genes, including ETFDH,
which exhibited the strongest downregulation. ETFDH is indirectly involved in the biosynthesis
of CoQ10 and encodes a component of the electron-transfer system in mitochondria. Gempel et al.
reported that mutations in the ETFDH gene cause pure myopathy, as evidenced in seven patients
from five different families with severely decreased activities of respiratory chain complexes I and
II + III and CoQ10 deficiency [30]. We also previously demonstrated that Cr(VI) induces mitochondrial
dysfunction by disturbing electron transport and inhibiting the respiratory chain complexes. As a link
to our present study, we tentatively propose that Cr(VI) may cause secondary deficiency of CoQ10 in
L-02 hepatocytes, resulting in mitochondrial dysfunction and cell apoptosis. This result provides a
new perspective on the mechanism of Cr(VI)-induced hepatotoxicity.

In addition, Cr(VI) downregulated the expression of PDSS2, COQ5, and COQ9, which are
directly involved in the CoQ10 biosynthesis pathway. Defects in these genes are a cause of CoQ10
deficiency [31]. COQ5 catalyzes the only C-methylation step in the CoQ10 biosynthesis pathway in
yeast. Chen et al. demonstrated that an uncoupling chemical in CoQ10 dose deficiency downregulates
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the mature form of COQ5. They also showed that knockdown of the COQ5 gene reduces CoQ10
levels, indicating that COQ5 plays a critical role in the biosynthesis of CoQ10 [32]. In the present
study, Cr(VI) suppressed COQ5 gene expression, but not strongly. It is possible that Cr(VI) induced
ETFDH inhibition, causing mitochondrial dysfunction to disturb the expression of genes in CoQ10
biosynthesis. This is supported by Hsiu-Chuan’s study, which reported the suppressive effect of
FCCP on COQ5 levels in association with decreased mitochondrial membrane potential, mitochondrial
ATP production, and CoQ10 levels [33]. Interestingly, ADCK3 was upregulated after exposure to
Cr(VI), although not significantly. ADCK3 is required for the biosynthesis of CoQ10, and mutation
of ADCK3 has been associated with CoQ10 deficiency in humans [34]. ADCK3 also functions in an
electron-transferring membrane protein complex in the respiratory chain. Tumor suppressor p53 can
induce ADCK3 expression, and in response to DNA damage, inhibition of ADCK3 expression partially
suppresses p53-induced apoptosis [35]. We believe that CoQ10 maintains homeostasis only when gene
expression is maintained at normal levels. However, little is currently known about the regulation of
CoQ10 gene expression. Here, we present preliminary data that mitochondrial CoQ10 deficiency may
represent a potential biomarker of Cr(VI) toxicity. However, to better understand the mechanism of
Cr(VI)-induced CoQ10 deficiency, more robust evidence is needed.

Mitochondrial loss has been indicated to play a prominent role in mitochondrial dysfunction. Our
results showed that Cr(VI) exposure led to mitochondrial loss in hepatocytes, as reflected by a decrease
in the mitochondrial mass, mtDNA copy number, and inhibition of expression of components of the
mitochondrial respiratory chain [36]. The observed Cr(VI)-induced decrease in the level of mtDNA
copy number supports a link between CoQ10 deficiency and mtDNA depletion [37,38]. Moreover,
mtDNA is vulnerable to ROS due to the lack of protection from histones and a self-repair mechanism.
Our results also sowed Cr(VI)-induced CoQ10 deficiency and ROS accumulation. It is reported
that CoQ10 deficiency may cause mitochondrial dysfunction, thus triggering ROS generation. The
capability of ROS scavenging is weakened, possibly further aggravating ROS accumulation due to
CoQ10 deficiency [39]. Supplementation with CoQ10 could increase the mitochondrial mass, mtDNA
copy number, and mitochondrial electron transport chain activity, as demonstrated by our study and
Duberley’s research [40]. Previous investigations have also shown that CoQ10 protects against neuron
apoptosis induced by iron by reducing ROS accumulation and inhibiting lipid peroxidation [41].
Consistent with previous studies, we found that pretreatment with CoQ10 eliminated excessive ROS
and O2

−, reduced lipid peroxidation, and maintained SOD content. SOD plays an important role in
the protection of cell membranes against oxidative stress by catalyzing the dismutation of O2

− to O2

and to the less reactive species H2O2 [42], corroborating the findings that CoQ10 plays a critical role in
Cr(VI)-induced mitochondrial dysfunction.

Mitochondria are the factory of ATP production via oxidative phosphorylation [43]. In return, the
primary function of mitochondria and homeostasis are maintained by adequate ATP levels. CoQ10
is an essential cofactor of oxidative phosphorylation to permit ATP biosynthesis [44]. Our data
indicated that Cr(VI) causes CoQ10 deficiency and markedly reduces cellular ATP. ATP production
is also related to Ca2+ and ROS generation. Calcium overload has been proposed to play a
crucial role in ROS generation [45], which could aggravate mitochondrial damage in hepatocytes.
Furthermore, Ca2+ induces Cyt c release from mitochondria by enhancing Cyt c dislocation, competing
for cardiolipin-binding sites in the mitochondrial inner membrane, or activating MPTP opening,
resulting in the disturbance of electron transfer and the Q cycle. As a consequence, there is an
upsurge in ROS accumulation [46]. Therefore, eliminating Ca2+ overload and ROS accumulation are
conducive to promoting ATP synthesis and repairing damaged mitochondria. In this study, we have
demonstrated that CoQ10 could attenuate Cr(VI)-induced adverse effects by preventing Ca2+ overload
and scavenging excessive ROS.

Apoptosis is an energy-consuming process that is regulated by the activation of caspases [47].
Cr(VI) induced the release of Cyt c from mitochondria, accompanied by activation of caspase-3 and
9, which are associated with significantly reduced Bcl-2 expression and enhanced Bax expression.
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Previous studies have confirmed that, after Cyt c is released from the mitochondrial intermembrane
space into the cytosol, it forms a complex with Apaf-1 and pro-caspase, thereby triggering caspase-9
activation and the consequent initiation of the caspase cascade and induction of cell apoptosis [48]. In
addition, cell apoptosis is regulated by the balance of pro- and anti- apoptotic proteins. It is generally
believed that the anti-apoptotic protein Bcl-2 counterbalances oxidative damage and maintains the
structural and functional integrity of the mitochondrial membrane by preventing Cyt c release. The
Bax protein exerts an important effect in cell apoptosis. High Bax expression levels and the formation
of homo- or heterodimers with Bcl-2 lead to cell death [49]. We also saw that pretreatment with CoQ10
could block the release of Cyt c, inhibit the activation of caspase-3 and caspase-9, and regulate the
expression of Bcl-2/Bax to reach equilibrium and prevent subsequent apoptosis in L-02 hepatocytes.
These results are compatible with the findings of other studies using CoQ10 against iron-induced
neuronal toxicity [28], statin toxicity in hepatocytes [50], or ethanol-induced apoptosis in corneal
fibroblasts [51].

As mentioned above, CoQ10 could alleviate Cr(VI)-induced hepatotoxicity. However, the
mechanism of the protective effects of CoQ10 is not fully understood. Possible reasons for the
protective effects of CoQ10 in Cr(VI)-induced toxicity include the fact that Cr(VI) is a water-soluble
compound that can be easily reduced by water-soluble antioxidants [52]. Therefore, Cr(VI) might be
reduced to Cr(III) before entering the cell when co-incubated with CoQ10. However, considering that
Cr(VI) can dissolve in the medium, CoQ10, being a lipid-soluble quinone, may fail to interact with
Cr(VI) outside the cell. On the other hand, since the cells were pretreated with CoQ10 for 2 h prior to
exposure to Cr(VI), it is possible that CoQ10 may have entered the cell, and CoQ10 was distributed on
membranes to block the opening of anion channels to prevent the entrance of Cr(VI) into the cell. This
is supported by several studies showing that quinones modulate MPTP through a common binding site
rather than through redox reactions [53,54]. This study also demonstrated that CoQ10 could decrease
the MPTP opening degree to antagonize the mitochondrial toxicity induced by Cr(VI). Moreover,
considering that exogenous CoQ10 enhanced the level of CoQ10 in mitochondria, we propose that the
protective effect of CoQ10 might be associated with its role as a mobile electron transporter. CoQ10 can
correct the disorder of electron transfer and improve the Q cycle, thus attenuating Ca2+ overload and
Cyt c release. We have shown that CoQ10 can prevent cell apoptosis, but the results did not indicate
how CoQ10 plays a protective role against Cr(VI)-induced hepatotoxicity. The detoxification role of
CoQ10 against Cr(VI)-induced hepatotoxicity should be more comprehensively investigated.

4. Materials and Methods

4.1. Materials

Potassium dichromate (K2Cr2Q7), coenzyme Q10, 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-
tetrazolium bromide (MTT), and dimethyl sulfoxide (DMSO) were purchased from Sigma (St. Louis,
MO, USA). RPMI-1640 culture medium, fetal bovine serum (FBS), trypsin, and penicillin-streptomycin
were provided by Dingguo Changsheng Biotechnology Co. LTD (Beijing, China). All solvents and
chemicals were analytical grade.

4.2. Cell Culture

The normal liver L-02 cell line (Type Culture Collection of the Chinese Academy of Sciences,
Shanghai, China) was derived from adult human normal liver, immortalized by stable transfection
with the hTERT [55], and was reported to be liver-specific [56]. L-02 hepatocytes were maintained in
1640 RPMI medium containing 10% fetal bovine serum and a 1% mixture of penicillin and streptomycin
in a 5% CO2 humidified atmosphere at 37 ◦C. The medium was changed every two days, and the cells
were passaged using trypsin.
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4.3. Treatment of Cells with Cr(VI) and CoQ10

Cells were treated with a final concentration of 1–4 μM K2Cr2Q7 for 24 h in a complete medium.
Cells were pretreated for 2 h prior to K2Cr2Q7 exposure and were co-treated for the 24-h K2Cr2Q7

exposure period at a final concentration of 2.5 μM CoQ10. Control samples were exposed to an
equivalent concentration of DMSO as the solvent control.

4.4. Cell Viability Assay

MTT was used to evaluate cell viability. Cells were seeded in 96-well plates (1 × 104/well) and
cultured in the presence of 0, 0.5, 1, 2, 4, or 8 μM Cr(VI) or 0, 1.25, 2.5, 5, 10, or 20 μM CoQ10 for
24 h. After 24 h of incubation, 10 μL of MTT solution (stock solution of 5 mg/mL in PBS) was added
to each well of the 96-well plates, and the plates were incubated for an additional 4 h at 37 ◦C. The
MTT-reducing activity of the cells was measured by treatment with DMSO prior to reading at 490 nm
with an automatic microplate reader.

4.5. Preparation of Mitochondria

The treated cells were washed with PBS and then centrifuged at 600 g for 5 min. The supernatant
was discarded, and the pellets were suspended in ice-cold lysis buffer (250 mM sucrose, 20 mM
N-(2-hydroxyethy)piperazine-N′-(2-ethanesulfonic acid (HEPES), pH 7.4, 10 mM KCl, 1.5 mM MgCl2,
1 mM each of EGTA, EDTA, DTT, and PMSF, and 10 μg/mL each of leupeptin, aprotinin, and
pepstatin A) and incubated for 20 min. The cells were homogenized up and down 20 times, on
ice, at 1000 r.p.m., transferred to a new tube, and centrifuged at 600× g for 10 min at 4 ◦C The
supernatant was then centrifuged at 12,000× g for 10 min at 4 ◦C. Afterwards, the supernatants were
collected and centrifuged at 12,000× g for 15 min at 4 ◦C for preparation of the cytosolic fraction. The
precipitated pellets were resuspended in the lysis buffer and were used as the mitochondrial fraction
after centrifugation at 12,000× g for 10 min [57].

4.6. Extraction and Quantification of CoQ10

Extraction was performed as described previously. Briefly, 250 μL of samples and 750 μL of
hexane:ethanol (5:2, v/v) were mixed together for 1 min using a vortex mixer. The mixture was
centrifuged for 3 min at 4000× g, and 450 μL of the hexane layer was collected, dried under a stream
of nitrogen, and dissolved in 100 μL of ethanol (1:1, v/v) [58]. Quantification of CoQ10 was performed
by HPLC according to Lass and Sohal [59]. A 10-μL aliquot of the extract was chromatographed on a
reverse-phase C180 HPLC column (150 mm × 4.6 mm, 5 μM; Thermo Hypersil), using a mobile phase
consisting of ethanol: methanol (1:1, v/v) at a flow rate of 0.8 mL/min. The eluent was monitored with
a UV detector at 275 nm.

4.7. Gene Chip ANALYSIS

Total RNA was isolated using Trigo (Sigma), and first-strand cDNA was synthesized using
RevertAid M-MuL V Reverse Transcriptase (Thermo, Waltham, MA, USA). A Genechip 30 IVT Express
Kit was used to synthesize double-stranded cDNA for in vitro transcription (IVT, standard Affymetrix
procedure, Santa Clara, CA, USA). During the synthesis of the amplified RNA (aRNA), a biotinylated
nucleotide analog was incorporated as a label for the message, and the aRNA was purified with
magnetic beads. A 15-μg quantity of aRNA was fragmented with a fragmentation buffer according to
the manufacturer’s instructions. Next, 15 μg of fragmented aRNA were hybridized with Affymetrix
Human Genome U133 plus 2.0 arrays, according to the manufacturer’s instructions. The chips were
heated in a GeneChip Hybridization Oven-645 for 16 h at 60 rpm and 45 ◦C. The chips were washed
and stained using a Genechip Fluidics Station-450 with the Affymetrix HWS kit. Chip scanning was
performed with an Affymetrix Gene-Chip Scanner-3000-7G, and the normalized data were extracted
using Affymetrix GCOS software (1.0, Santa Clara, CA, USA). The normalized spot intensities were
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transformed to gene expression log 2 ratios, and comparisons between control and treated groups
were conducted using a t-test. A p-value ≤ 0.05 and a fold change value ≥2 indicated statistically
significant regulation. A two-fold change was indicated at log2(Ratio) ≥ 1.0 or log2(Ratio) ≤ −1.

4.8. Real-Time PCR

Total RNA was isolated using Trigo (Sigma), and the first-strand cDNA was synthesized using
RevertAid M-MuL V Reverse Transcriptase (Thermo). The cDNA was amplified in 20-μL reactions
using SYBR premix Dye I (TAKARA BIO, Shiga, Japan) in a Thermal Cycler Dice Real-Time System
(TAKARA BIO). The mRNA expression was normalized to the expression of the standard reference
gene GAPDH. The primer sequences are shown in the Table 2.

Table 2. Primer sequences.

Target Forward Primer (5′→3′) Reverse Primer (5′→3′)
mtDNA CAAACCTACGCCAAAATCCA GAAATGAATGAGCCTACAGA
GAPDH TGACAACAGCCTCAAGAT GAGTCCTTCCACGATACC

4.9. Determination of Reactive Oxygen Species (ROS)

Cells were washed three times with a serum-free medium, and thereafter CellROX® Green
Reagent (Thermo Fisher, Waltham, MA, USA) was added to the cells at 5 μM final concentration,
followed by incubation for 30 min at 37 ◦C. The cells were then washed twice with PBS and harvested.
One hundred microliters of resuspended sample were added to 96-well plates, and ROS levels were
assessed by fluorescence spectrophotometry with excitation at 485 nm and emission at 520 nm. Cells
on the coverslip were observed under a confocal microscope.

4.10. Measurement of Superoxide Anion (O2
−)

The treated cells were incubated with the cellular O2
−-sensitive fluorescent indicator

dihydroethidium (DHE) at a final concentration of 5 μM for 30 min at 37 ◦C, and protected from
light. They were washed three times with PBS, collected, resuspended in 2 mL of PBS, and finally
examined by fluorescence spectrophotometry with excitation at 535 nm and emission at 610 nm.

4.11. Evaluation of Methane Dicarboxylic Aldehyde (MDA) and Superoxide Dismutase (SOD) Levels

MDA levels were determined using the trace MDA detection kit and a microplate reader at
530 nm. SOD levels were measured using the total superoxide dismutase activity assay, which
involves the inhibition of superoxide-induced chromogen chemiluminescence by SOD, according to
the manufacturer’s instructions. The absorbance of the wells was read using a microplate reader at a
primary wavelength of 550 nm.

4.12. Measurement of the Mitochondrial Mass

The mitochondrial mass was evaluated using the fluorescent probe 10-N-nonyl acridine orange
(NAO) as previously described [30]. Treated cells were incubated in a medium containing 5 μM NAO
for 30 min at 37 ◦C and protected from light. The NAO fluorescence intensity was determined using a
microplate reader (Gemini EM, Molecular Devices, Sunnyvale, CA, USA). The emission and excitation
wavelengths were 530 and 485 nm, respectively.

4.13. Measurement of the Mitochondrial Transmembrane Potential (MMP, Δψm) in Cells

The cells were loaded with JC-1 for 20 min at 37 ◦C. Depolarization of Δψm was assessed by
measuring the fluorescence intensities at excitation and emission wavelengths of 490 and 539 nm,
respectively, to measure JC-1 monomers. An excitation wavelength of 525 nm and an emission
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wavelength of 590 nm were used to measure JC-1 aggregates using a fluorescence microplate reader.
During the measurements, the cells were maintained at 4 ◦C and protected from light. All fluorescence
measurements were corrected by autofluorescence, which was determined using cells not loaded
with JC-1.

4.14. Measurement of the MPTP Opening Degree

The cells were washed three times with PBS, and calcein-AM was added, followed by incubation
for 20 min at 37 ◦C. Next, the cells were washed twice with GENMED cleaning liquid, harvested,
resuspended in a cleaning liquid, and finally examined by fluorescence spectrophotometry with
excitation at 488 nm and emission at 505 nm.

4.15. Measurement of Intracellular ATP Levels

The level of ATP was examined using the ATP assay kit (S0026, Beyotime, Shanghai, China),
which utilized the catalysis of firefly luciferase to generate fluorescence requiring ATP to develop an
ATP quantified method. The measurement was performed following the manufacturer’s instructions.
The absorbance was detected using a Luminometer.

4.16. Measurement of the Cellular Calcium Concentration (Ca2+)

Cultured cells were incubated with the cellular Ca2+-sensitive fluorescence indicator Fluo-3AM at
a final concentration of 2.5 μM for 30 min at 37 ◦C and protected from light. The cells were subsequently
washed three times with PBS, collected, and resuspended in 2 mL of PBS for posterior examination by
fluorescence spectrophotometry with excitation at 488 nm and emission at 525 nm.

4.17. Caspase Activity Assay

Caspase levels were measured with caspase-3 and caspase-9 activity assay kits according to the
manufacturer’s instructions (Beyotime). The absorbance was measured on a microplate reader at
405 nm, and the caspase activities were subsequently calculated based on the absorbance.

4.18. Western Blot Analysis

For Western blot analysis, cytosolic and mitochondrial fractions were prepared as reported
previously. Samples containing an equal amount of concentrated proteins were separated on 10%
gradient SDS-polyacrylamide gel and transferred to a polyvinylidene difluoride membrane by
electroblotting for 90 min at 100 V and 4 ◦C. Non-specific membrane binding sites were blocked
with blocking solution (PBS, 0.5% Tween-20, pH 7.4), containing 5% non-fat dry milk for 1 h at
4 ◦C. The membrane was incubated with primary mouse anti-Cyt c monoclonal antibody (Abcam,
Cambridge, UK) diluted 1:1500 or goat anti-rabbit Bcl-2 (1:500, Santa Cruz, Santa Cruz, CA, USA) and
Bax antibody (1:500, Santa Cruz) in blocking solution overnight at 4 ◦C. The membrane was washed
thoroughly with PBS-T and then incubated for 1 h with horseradish peroxidase-conjugated anti-mouse
(1:4000; Santa Cruz) or anti-rabbit IgG antibody (1:6000; Santa Cruz) in blocking solution, detected by
chemiluminescence reagent plus, and exposed to film.

4.19. Immunofluorescence

Cyt c translocation from mitochondria to cytoplasm was analyzed by immunofluorescence.
Treated cells were incubated with Mito-Tracker Red (Thermo Fisher) at 500 nM for 45 min, washed
twice with PBS, and with 2% paraformaldehyde for 20 min at room temperature. The cells were
blocked with blocking solution (1% BSA, 0.15% saponin and 10% goat serum in PBS) for 30 min at
room temperature, incubated with primary antibody specific for Cyt c (1:200) overnight at 4 ◦C, and
then incubated with secondary antibody for 1 h at room temperature. The cells were washed three
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times with PBS, and then the nuclei were stained with Hoechst for 5 min. Images were captured with a
confocal microscope.

4.20. FITC Annexin V/propidium Iodide (PI) Staining for Apoptotic Cells

Cells were washed three times with PBS before suspension in binding buffer, and 10 μL of Annexin
V-FITC were mixed with 200 μL of cell suspension containing 106 cells. The cells were incubated at
room temperature for 30 min and shielded from light. Then, 10 μL of PI solution were added to the
cells and they were incubated for 10 min on ice. The scatter parameters of the cells were analyzed
using a flow cytometer. Usually, four cell populations are identified by the flow cytometer. The viable
population is displayed in the lower-left quadrant; the early apoptotic population and late apoptotic
population are presented in the lower-right quadrant and in the upper-right quadrant, respectively.
Signals in the upper-left quadrant present a necrotic population.

4.21. Protein Assay

All protein assays in this study were measured using a Q5000 UV-Vis spectrophotometer (Quawell,
Sunnyvale, CA, USA).

4.22. Statistical Analysis

All data were expressed as the group mean ± SD. Comparisons between control and treated
groups were conducted using one-way ANOVA, as appropriate, followed by LSD. A value of p < 0.05
was considered to indicate statistical significance. Statistical analysis of the data was performed using
SPSS18.0. All experiments were performed three times.

5. Conclusions

In conclusion, we have demonstrated that Cr(VI) may induce mitochondrial CoQ10 deficiency by
inhibiting the expression of genes involved in the CoQ10 biosynthesis pathway, and by subsequently
causing oxidative stress, altering the mitochondrial network, and reducing mitochondrial biogenesis.
CoQ10 exerts a potent protective effect against Cr(VI)-induced apoptosis, reduces intracellular
oxidative stress, inhibits mitochondrial depolarization, increases mitochondrial mass and the mtDNA
copy number, decreases the degree of MPTP opening, ameliorates caspase activity, equilibrates
Bcl-2/Bax expression, and antagonizes subsequent apoptosis. We conclude that Cr(VI)-induced
CoQ10 deficiency might be corrected by supplementation with CoQ10, which appears to stimulate
mitochondrial biogenesis and prevent apoptosis. Thus, new perspectives on mitochondrial toxicity
related to Cr(VI) exposure are suggested, and we provide new insights into therapeutic potentials and
strategies for protecting hepatocytes against Cr(VI)-induced oxidative stress and apoptosis.
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Abbreviations

Cr(VI) hexavalent chromium
CoQ10 coenzyme Q10
ROS reactive oxygen species
MMP mitochondrial membrane potential
Cyt c cytochrome c
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MPTP mitochondrial permeability transition pore
MDA methane dicarboxylic aldehyde
SOD superoxide dismutase
PDSS1 prenyl(decaprenyl) diphosphate synthase, subunit 1
PDSS2 prenyl (decaprenyl) diphosphate synthase, subunit 2
COQ2 4-hydroxybenzoate polyprenyltransferase
COQ3 coenzyme Q3 methyltransferase
COQ4 coenzyme Q4
COQ5 coenzyme Q5 methyltransferase
COQ6 coenzyme Q6 monooxygenase
COQ7 coenzyme Q7 homolog
ADCK3 aarF domain-containing kinase 3
ADCK4 aarF domain-containing kinase 4
COQ9 coenzyme Q9
COQ10A coenzyme Q10A
COA10B coenzyme Q10B
APTX aprataxin
ETFDH electron transfer flavoprotein dehydrogenase
BRAF B-Raf proto-oncogene, serine/threonine kinase
PMVK phosphomevalonate kinase
MVD mevalonate diphosphate decarboxylase
MVK mevalonate kinase
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Abstract: This study explored whether valproic acid (VPA, a histone deacetylase inhibitor) could
radiosensitize osteosarcoma and primary-culture tumor cells, and determined the mechanism of
VPA-induced radiosensitization. The working system included osteosarcoma cells (U2OS) and
primary-culture cells from chemical carcinogen (DMBA)-induced breast cancer in rats; and clonogenic
survival, immunofluorescence, fluorescent in situ hybridization (FISH) for chromosome aberrations,
and comet assays were used in this study. It was found that VPA at the safe or critical safe
concentration of 0.5 or 1.0 mM VPA could result in the accumulation of more ionizing radiation
(IR)-induced DNA double strand breaks, and increase the cell radiosensitivity. VPA-induced
radiosensitivity was associated with the inhibition of DNA repair activity in the working systems.
In addition, the chromosome aberrations including chromosome breaks, chromatid breaks, and
radial structures significantly increased after the combination treatment of VPA and IR. Importantly,
the results obtained by primary-culture cells from the tissue of chemical carcinogen-induced breast
cancer in rats further confirmed our findings. The data in this study demonstrated that VPA at a safe
dose was a radiosensitizer for osteosarcoma and primary-culture tumor cells through suppressing
DNA-double strand breaks repair function.

Keywords: VPA; DNA double-strand breaks; radiosensitivity; DNA repair; U2OS; chemical
carcinogen (DMBA)-induced tumor

1. Introduction

Among other methods, chemotherapy and radiotherapy are generally prescribed for the treatment
of cancers, and such DNA-damaging cytotoxic therapies remain the main treatment of cancers
such as osteosarcoma and breast cancer. However, with time, tumor cells develop mechanisms
of resistance to such treatments. Recently, considerable attention has been on researching effective
strategies to understand and develop means of decreasing tumor cellular sensitization and resistance
to DNA-damaging agents. Histone deacetylase (HDAC) was identified as a promising therapeutic
target for cancer treatment as it plays a central role in chromosome structural remodeling and
gene-transcriptional regulation, with altered expression and mutation of HDAC linked to tumor
development and occurrence [1]. Eighteen mammalian HDACs have been identified so far [2], and
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have been subdivided into four different classes based on their homology with yeast HDACs. HDAC
inhibitors (HDACi), such as the anticonvulsant drug valproic acid (VPA), have been identified as
neoadjuvant to chemotherapy and radiotherapy [3]. The VPA-induced sensitization of tumor cells
has been attributed to its effect on HDAC-dependent transcriptional repression and hyperacetylation
of histones, which resulted in the differentiation of tumor cells and increased both apoptotic and
non-apoptotic cell death [4,5]. Previous studies have demonstrated that VPA downregulated key
proteins such as BRAC1, RAD51, Ku70, Ku80, and prolonged radiation-induced repair protein
foci such as γH2AX and 53BP1 in tumor cells [1,6–9]. This is important as DNA-damaging
cytotoxic therapies are intended to induce DNA-double strand breaks (DSBs). We have previously
demonstrated that VPA increased the radiosensitivity of breast cancer cells through the disruption
of both BRAC1-Rad51-mediated homologous recombination and Ku80-mediated non-homologous
end-jointing [7]. However, some results indicated that radiotherapy was largely ineffective in
osteosarcoma [10,11], so it would be very interesting to investigate whether VPA could enhance
the radiosensitivity of osteosarcoma cells, which may be helpful for osteosarcoma treatment in
medical clinics.

The safe blood concentration of VPA for the treatment of epilepsy in clinic is 50–100 μg/mL,
which is equal to 0.3–0.8 mM. Based on this information, our study selected 0.5 mM and 1.0 mM
as a safe dose and a critical safe dose, respectively, for the treatment of epilepsy in clinic to explore
the effect of VPA on radiosensitivity and its mechanism in osteosarcoma cells (U2OS cell line) and
primary-culture cells from the tissue of chemical carcinogen (DMBA)-induced breast cancer in rats.
Our results clearly suggest that a safe dose of VPA could induce more DSBs in both working systems
in response to DNA damage induced by IR, and increase radiosensitivity and genetic instability in the
cells by disrupting DNA repair function.

2. Results

2.1. Effects of VPA on DNA-Double Strand Breaks (DSB) in Osteosarcoma Cells

To quantify the effects of VPA on the DSB using neutral comet assay, a U2OS cell line was
pretreated with 0.5 mM VPA and subjected to 4 Gy ionizing radiotherapy (IR). With and without IR,
there was no statistically significant difference between the DNA-tail of VPA versus untreated-control;
however, visually it does appear that cell-lines pretreated with VPA exhibited a longer DNA tail
(Figure 1A upper). VPA + IR had statistically more relative DSB compared to post-IR at both 30- and
120-min (Figure 1A lower right, p < 0.05). The findings inferred that VPA caused the accumulation of
more IR-induced DSB in osteosarcoma cells, and a slower recovery of DSB in a time-dependent manner.

Figure 1. Cont.
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Figure 1. VPA can cause the accumulation of more IR-induced DNA DSBs in U2OS cells. (A) 0.5 mM
VPA-treated and untreated cells before and after 8 Gy treatment are presented in the images from
comet assay (upper), and the olive moment was further analyzed (lower left); after correcting the data,
the relative olive moment at 0, 30, and 120 min post-IR was exhibited in the cells (lower right); (B) The
images represent the γH2AX foci formation in the cells treated with 0.5 or 1.0 mM VPA before and
after IR (8 Gy) treatment (left), and the percentage of cells with γH2AX foci formation in each group
was calculated (right upper panel, the cell with >10 foci was called positive and counted), also the
percentage of cells with different patterns divided by the number of foci per nucleus in each group
estimated (right lower panel); (C) The images represent 53BP1 foci formation in the cells treated with
0.5 or 1.0 mM VPA before and after IR (8 Gy) treatment (left), and the percentage of cells with 53BP1 foci
formation in each group was calculated (right upper panel, the cell with >10 foci was called positive
and counted), the percentage of cells with different patterns divided by the number of 53BP1 foci per
nucleus in each group estimated (right lower panel). 4′,6-diamidino-2-phenylindole (DAPI) was used
for nuclear staining. 2.5 × 104 U2OS cells were seeded on the chamber in immunofluorescence assays.
Each data point in the graphs was from three independent experiments (mean ± SD). p-Values were
calculated by Student’s t-test (* p < 0.05).

To triangulate the above-mentioned findings, DSB-induced histone H2AX phosphorylation on
serine 139 (γH2AX) formation [12–14], and p53 binding protein 1 (53BP1)—the markers for DSB [15–18]
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—were analyzed. The U2O2 cell line was pretreated with 0.5 mM and 1 mM VPA for 24 h before being
subjected to 8 Gy radiation. At 6 h post-IR, the immunofluorescence staining showed that safe doses of
VPA at 0.5 and 1.0 mM induced an increased γH2AX foci formation when compared to the control
group (Figure 1B). The foci’s size and density in the VPA-pretreated group appeared larger and brighter
than the IR-alone group (Figure 1B left). The relative percentage of cells with γH2AX foci increased
by 1.6 and 2.1-fold, respectively (Figure 1B right upper, p < 0.05). We further analyzed the above
data in another way by categorizing the cells containing γH2AX foci into three patterns according
to the number of foci in each cell: <10, 10–20, and >20 (Figure 1B right lower). There was a positive
association between the number of γH2AX foci and VPA-treatment (p < 0.05). Likewise, the relative
ratio of U2O2 cells with 53BP1 foci pretreated with 0.5 mM and 1.0 mM VPA increased by 2.1 and
3.2-fold, respectively (Figure 1C left and right upper, p < 0.05). Similarly, we observed appositive
association between number of 53BP1 foci and VPA-treatment (Figure 1C right lower, p < 0.05).

To confirm the radiosensitization effect of VPA on the tumor cells, a model of chemical carcinogen
(DMBA)-induced breast cancer in SD rats was established to obtain primary-culture tumor cells. Rats
at 50 days old were gavaged DMBA to induce tumor formation around the rats’ nipples, which was
detached from skin around 90 days after DMBA administration (Figure 2(A1–A3)). The morphological
structure of the tissue was observed by hematoxylin-eosin (HE) staining. Figure 2(A4) shows that
the structure of breast tissue in normal rats in contrast with a large number of hyperplasia cells
in the DMBA-induced breast cancer tissue (Figure 2(A5)), indicating that breast cancer in rats was
successfully induced by this chemical carcinogen. Primary-culture tumor cells were then obtained
from this breast cancer tissue (Figure 2(A6)). Two methods of neutral comet assay and γH2AX foci
were used to test the radiosensitivity effect of VPA on the cells. At 0 min post-IR, the combination of
0.5 mM VPA and 8 Gy significantly increased the olive moments in the cells when compared with
IR alone (Figure 2B, p < 0.05), suggesting that VPA could induce more IR-caused DSBs. Additionally,
similar results were found via the γH2AX foci formation assay. For the combined treatment group,
at 6 h post-IR treatment, the percentage of primary-culture tumor cells containing γH2AX foci was
obviously higher than that of the IR alone group (Figure 2C, p < 0.05), confirming that VPA can lead to
more DSBs damage in response to IR treatment. The above-mentioned results clearly revealed that
VPA was a radiosensitizer not only for the tumor cell line, but also for the primary-culture tumor cells.

Figure 2. Cont.
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Figure 2. The effect of the combination of VPA and IR on primary-culture cells of breast cancer tissue in
rats. (A) Normal breast (1), and DMBA-induced breast cancer (2 and 3) of rats under gross observation;
HE staining for the morphology of normal tissue (4) and DMBA-induced breast cancer (5); the primary
cell culture of breast cancer tissue (6); (B) The untreated and 0.5 mM VPA-treated cells are presented in
the images from comet assay before and after 8 Gy treatment (left), and the olive moment was further
analyzed (right); (C) The images represent the γH2AX foci formation in the cells treated with 0.5 mM
VPA at 6 h post-IR, “+” and “−” indicated whether VPA was added in the groups (left); the percentage
of cells with γH2AX foci formation in each group was calculated (right, the cell with >10 foci were
called positive and counted). DAPI was used for nuclear staining. Each data point in the graphs
was from three independent experiments (mean ± SD). p-Values were calculated by Student’s t-test
(* p < 0.05).

2.2. Effects of VPA on Radiosensitivity of Tumor Cells

To understand whether the above-observed VPA effects on DSB may be associated with cellular
radiosensitivity, a clonogenic survival assay was employed. The U2O2 cell line was pretreated with
0.5 mM VPA and then exposed to 0, 2, 4, and 6 Gy radiation, respectively. The cells were cultured
for a further 14 days, and the clonogenic colonies were stained and counted (Figure 3 upper). The
VPA-treated group showed a decreased survival fraction when compared to the control group (Figure 3
lower left, p < 0.05). After the survival fraction of IR and the combination of VPA with IR was corrected
by the corresponding control group, the data showed that there was a significant decrease in all
combinations of VPA and IR groups when compared with relative IR groups (Figure 3, bottom right,
p < 0.05). Additionally, the size of the colonies in all groups of the combination of VPA and IR were
smaller in appearance than those of IR alone (Figure 3, top). The findings suggest that VPA increased
the radio-sensitivity of tumor cells and suppressed tumor cell growth in response to DNA damage.
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Figure 3. VPA can increase the radiosensitivity in U2OS cells. Plating Efficiency (PE) was presented in
untreated and VPA-treated cells (lower left) A clonogenic survival assay was used to detect survival
in the cells treated with different doses of IR (0, 2, 4, or 6 Gy) and the combination of 0.5 mM VPA
with different doses of IR (lower right). Each data point in the graphs was from three independent
experiments (mean ± SD). p-Values were calculated by Student’s t-test (* p < 0.05).

2.3. VPA at Safe Dose Can Arise the Dysfunction of DNA Repair

There is a biphasic DNA repair mechanism post-IR: the early (0–6 h post-IR), and late (6–24 h
post-IR) phases. Congruent with previous study [7], immunofluorescence staining of γH2AX and
53BP1 foci was utilized to study the mechanisms of VPA-induced radio-sensitivity in U2O2 cells 24 h
post-6 Gy IR treatment. There was a statistically significant increase in the percentage of cells with
γH2AX (0.5 mM: 1.27-fold, p < 0.05; 1 mM: 1.62-fold, p < 0.05) and 53BP1 (0.5 mM: 2.24-fold, p < 0.05;
1 mM: 3.43-fold, p < 0.05) foci with VPA-treatment (Figure 4A). These findings indicated that VPA may
impact the repair ability of DNA in the late phase.

Next, primary-culture tumor cells from breast cancer tissue were used to test DNA repair activity.
After the data was corrected with the corresponding control group at 120 min post-IR, the olive
moments in the cells treated with a combination of VPA and 8 Gy were significantly higher when
compared with IR alone (Figure 4B upper, p < 0.05). Similar results were also found via a γH2AX
foci formation assay, at both 6 h and 24 h post-IR treatment, the percentage of primary-culture tumor
cells containing γ-H2AX foci in the combined treatment group was obviously higher than that of the
IR alone group (Figure 4B lower, p < 0.05). Thus, the results suggested that DNA repair activity was
suppressed by VPA as a late response to IR treatment.
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Synthetic lethality (SL) was first defined as a genetic combination of mutations in two or more
genes that leads to cell death, whereas a mutation in any one of the genes does not [19,20]. The theory
of SL in the DNA damage repair field has recently grown in popularity with the finding that poly
(adenosine diphosphate (ADP)-ribose) polymerase inhibitors (PARPi) are specifically toxic to BRCA1
or BRCA2-associated homologues recombination (HR)-defective cells [21,22]. We speculated that
the combination of VPA with PARPi would cause cell death if the VPA could inhibit HR function;
thus, a clonogenic survival assay was used to study the effect of VPA and a typical poly ADP-ribose
polymerase inhibitor, ABT888, on cell survival. Figure 4C demonstrates that 10 μM ABT888 alone,
VPA alone, and VPA + ABT888 significantly reduced the relative survival fraction. The combination of
1 mM VPA and ABT888 had the lowest relative survival fraction (33.51%). The results indicated that the
actions of VPA on suppressing tumor cell growth may be through its effect on DNA repair functions.

Figure 4. Cont.
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Figure 4. VPA at a safe dose can lead to the dysfunction of DNA repair function. (A) The images
represent γH2AX and 53BP1 foci formation in U2OS cells treated with 0.5 or 1.0 mM VPA at 24 h
post-IR treatment (left panel), and the percentage of cells with γH2AX foci or 53BP1 foci formation in
each group was calculated (right panel, the cell with >10 foci was called positive and counted). DAPI
was used for nuclear staining; (B) The relative DNA damage in primary-culture tumor cells at 120 min
post-IR was analyzed by comet assay (upper), and γH2AX foci formation in primary-culture tumor
cells at 24 h post-IR was presented, “+” and “−” indicated whether VPA was added in the groups
(lower left) and calculated (lower right); (C) The clonogenic survival assay was used to detect survival
in the U2OS cells treated with the combination of 0.5 or 1.0 mM VPA with 10 μM ABT888 (PARPi).
Each data point in the graphs was from three independent experiments (mean ± SD). p-Values were
calculated by Student’s t-test (* p < 0.05).

2.4. Effects of VPA on Chromosome Aberrations

To test the effects of VPA on genomic stability, Q-FISH was utilized for the analysis of
chromosome aberrations. Figure 5 showed no statistical difference in the number of chromatid
and chromosome breaks between control and IR-treatment groups, whilst IR increased the number of
radical structure from 1.59 per 1000 chromosomes to 7.34 (p < 0.05). The pre-treatment with 0.5 mM
VPA significantly increased the number of chromatid breaks (4.57 per 1000 chromosomes to 17.24,
p < 0.01), chromosome breaks (18.27 per 1000 chromosomes to 43.10, p < 0.01), and radical structure
(4.57 per 1000 chromosomes to 12.93, p < 0.01). The findings demonstrated that VPA could lead to
genomic instability through its effects on chromosome aberrations in response to IR.
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Figure 5. The effect of VPA on chromosome aberrations in U2OS cells. The untreated or VPA-treated
cells were irradiated by 2 Gy, and the frequencies of IR-induced chromosome aberrations were analyzed.
Fluorescence in situ hybridization using a telomeric probe is indicated in pink, and chromosomes
were stained with DAPI in blue. Fifty metaphases for each sample were scored. Chromatid break (A),
chromosome break (B), or radial structure (C) were presented and pointed by the arrow. “#”in each
graph was indicated the number of the break. Each data point in the graphs was from three independent
experiments (mean ± SD). p-Values were calculated by Student’s t-test (* p < 0.05).

3. Discussion

It has been increasingly proposed that the effect of HDAC inhibitors in the radiosensitization
of tumor cells occurred via their effects on the DNA repair pathway [7,23]. Our previous results
demonstrated that safe doses of VPA can radiosensitize the breast cancer cells by affecting both DNA
DSB repair pathways, as well as decrease the frequency of homologous and non-homologous end
joining [7,24,25]. In this study, we investigated whether safe concentrations of VPA could induce more
IR-induced DSBs and inhibit cell survival in vivo using osteosarcoma cells and chemical-induced
breast cancer cells. The use of primary tissue culture was important as this model mimicked
the development of human primary tumors in situ. Our findings demonstrated that VPA did
induce the radiosensitization of tumor cells and the effects of this HDAC inhibitor operates through
suppressed DNA repair and associated genomic instability. Together with previous reports of
VPA augmented radiation-induced apoptosis through targeted activity on BRCA1, Rad51 and Ku80
proteins [7,26,27], this study advanced the proposal for the use of VPA as a neoadjuvant to radiotherapy
for cancer treatment.

As DNA repair functions, such as HR and Non-Homologous End Joining (NHEJ), are an important
mechanism for HDACi-radiosensitization in tumor cells, some results indicated that the effect of
HDACi on them was inconsistent, which may be relative to the HDACi used as in the study as our
data demonstrated that VPA could decrease the frequency of HR and NHEJ in breast cancer cells [7,24].
Other reports also found that both NHEJ and HR rates decreased in the presence of butyrate, it was
estimated that NHEJ decreased by 40% and HR decreased by 60% [28]. However, it was observed
that 5 mM or 10 mM VPA could enhance HR after treatment for 24 h in Chinese hamster ovary
(CHO) 3–6 cells [25], and Suberoylanilide hydroxamic acid (SAHA) and Trichostatin A (TSA) could
only increase NHEJ activity but did not change the HR frequency in HeLa cells [7,28]. HDACi can
affect several key proteins in DSBs repair such as p53, BRCA1, RAD51, and Ku80. Our previous
report pointed out that VPA could disrupt HR and NHEJ through targeting the activity of BRCA1,
Rad51, and Ku80 [7], may enhance radiation-induced apoptosis and serve as a radiosensitizer in a
p53-dependent manner in colorectal cancer cells [26], and downregulate both protein expression and
foci accumulation of BRCA1 and RAD51 in LNCaP and DU-145 cells [27,29]. Vorinostat and TSA
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could also attenuate upregulation of Ku80 and DNA-PKcs in prostate and colon cancer cells [29].
SAHA attenuated radiation-induced Rad51 and Ku80 protein expression in two sarcoma cell lines
(KHOS-24OS, SAOS2) [30].

In this study, we also used primary-culture cells of chemical-induced breast cancer model to detect
VPA-induced radiosensitivity. This model successfully mimicked the development of human primary
tumor by a chemical carcinogen, DMBA. The results indicated that VPA can radiosensitize tumor cells
through inhibiting DNA repair function, which provides strong evidence in support of the effects
of VPA on radiosensitivity and exhibited a worthy implication for the study of its clinical trial and
preclinical study. However, we still need to further explore how VPA influences tumor radiosensitivity
in vivo in this primary tumor model.

Therefore, sensitization of tumor cells via inhibition of the DNA damage repair response
may contribute a broader and more meaningful strategy to improve radio-therapy efficacy for
tumor patients.

4. Materials and Methods

4.1. Materials

VPA was purchased from Sigma (St. Louis, MO, USA). The concentration of 0.5 mM and 1.0 mM
were chosen as a safe and critical dose, respectively, as informed by previous work [7].

4.2. Cell Line

The U2OS osteosarcoma cell line was obtained from Maria Jesin’s Lab in Developmental Biology
Program, Memorial Sloan-Kettering Cancer Centre, New York, NY, USA. The U2OS cell line was
cultured in DMEM medium (Gibco, Carlsbad, CA, USA) with 10% fetal bovine serum (Gibco, Carlsbad,
CA, USA), 100 μg/mL streptomycin and 100 units/mL penicillin (Sigma). The cell line was grown at
37 ◦C with a humidified environment of 5% carbon dioxide. The cell line was treated with VPA and
10 μM ABT888 (poly ADP-ribose polymerase inhibitor, Active Biochemicals, Hong Kong, China) for
in vitro clonogenic assay.

4.3. Tissue Culture and Animal Husbandry

Female Sprague-Dawley (SD) rats were purchased from Pengyue Laboratory Animal Co. Ltd.
Jinan, China. The studies of animal tissue were performed in accordance with the requirements of the
Shandong University Human and Animal Ethics Research Committee (The project identification code
is 81472800, the date of approval was 3 March 2014 issued by the ethics committee review board of
prevention medicine in Shandong University of China). All rats were housed in a specific-pathogen-free
environment, at a temperature of 23 ± 1 ◦C. The lights were at a daily rhythm of 12 h and the SD rats
were fed fresh food and water ad libitum throughout the experiment. The care of the animals was
in accordance with the relevant Chinese laws and guidelines used for experimentation and scientific
purposes. Breast tumors were induced in 50 day old female SD rats (weighted 150 ± 15 g; n = x) by
a single administration of 20 mg/mL DMBA (7,12-dimethylbenzanthracene, Sigma, St. Louis, MO,
USA) dissolved in sesame oil by oral gavage. The rats were palpated twice weekly for tumors. The
rats where tumor burden was approximately 10% of total body weight were killed on day 90. All other
rats were euthanized 20 weeks after the administration of DMBA.

Rats were injected intraperitoneal with 1 mL chloral hydrate (Sigma, St. Louis, MO, USA) for
anesthesia, then sodium sulfide (Sigma, St. Louis, MO, USA) was used for unhairing. Breast tumor
induced by DMBA in rats was sterilely isolated and mechanically dissociated into approximately
2 mm3 of tissue was utilized. The tumor specimens were put onto P60 dishes and incubated with
20% fetal bovine serum and cultured at 37 ◦C with a humidified environment of 5% carbon dioxide
for primary cell culture. Around 10 days, the cells grew from tissue and the cells were used for
relative study.

231



Int. J. Mol. Sci. 2017, 18, 1027

The morphological structure of the tissue was observed by HE staining. Figure 2(A4) showed that
the structure of breast tissue in normal rats had a few duct and acinus; In contrast, a large number
of hyperplasia cells were found in the breast cancer tissue and the cell arrangement in the tumor
tissue was also part of the disorder (Figure 2(A5)), indicating that the breast cancer in these rats was
successfully induced by this chemical carcinogen. The primary culture tumor cells were obtained from
the breast cancer tissue (Figure 2(A6)).

4.4. Clonogenic Survival Assay

The clonogenic survival assay was described in our previous publications [7,31]. In brief, the
U2OS cells and primary culture cells from breast cancer tissue in rats were treated with 2, 4, or 6 Gy of
IR using a Siemens Stabilipan 2 X-ray generator (Qilu Hospital, Jinan, China) operating at 250 kVp
12 mA at a dose rate of 2.08 Gy/min. For the combination group, the cells were pretreated with
0.5 mM for 24 h, then further irradiated with different doses. The number of cell colonies (≥50 cells
per clone) was counted and cell survival was presented by the survival fraction (SF): SF = (the number
of clones/seeded cells)/plating efficiency (PE).

For clonogenic survival assay in the cells treated with both VPA and ABT888, the cells were
pretreated with 0.5 or 1.0 mM VPA for 24 h, and then 10 μM ABT888 was added for a further 24 h
incubation. The SF in each group was also analyzed.

4.5. Quantitative Fluorescence In Situ Hybridization (Q-FISH) for Chromosomal Aberration Analysis

As described in Reference [31–33], the 2 Gy treated cells with the pretreatment by VPA for 24 h
and culture were incubated for 20 h before 0.05 g/mL colcemid (Gibco, Carlsbad, CA, USA) was added
for a further 4 h incubation to obtain metaphase cells.

4.6. Comet Assay for DNA DSBs

The neutral comet assay was performed using the Trevigen Comet Assay kit and was described
in our recent publication [7]. Simply speaking, the comet tail in VPA-treated, or untreated cells at 0, 60,
and 120 min post-8 Gy were analyzed. For the comet assay used to examine comet tail in the cells at
0 min post-IR, VPA-treated or untreated cells were on ice during the whole irradiation process to allow
the cell have minimum chance to repair damaged DNA. At this time point, whole DNA DSBs in the
cells were presented. However, for the comet assay of cells at 60 and 120 min post-IR, VPA-treated or
untreated cells did not require ice. Other steps of the comet assay were done in accordance with the
standard procedures provided by the manufacturer (Trevigen Company, Gaithersburg, Montgomery
County, MD, USA).

4.7. Immunofluorescence Assay of γH2AX and 53BP1

The cells were pretreated by VPA for 24 h and further irradiated. Then treated and untreated cells
were rinsed with phosphate buffer saline (PBS) and fixed with paraformaldehyde. Cells were washed
with PBST buffer (PBS + 0.2% Triton X-100), then blocked with 10% serum for 1 h and incubated
with a primary antibody of γH2AX (Ser139, clone JBW301, Millipore, Darmstadt, Germany), or 53BP1
(NB100-304, NOVUS) overnight at 4 ◦C. The cells were further incubated with a secondary antibody of
AlexaFluor 594-labeled goat anti-mouse I gG, or AlexaFluor 488-labeled chicken anti-rabbit (Thermo
Fisher, Waltham, MA, USA) at a 1:300 dilution for 1 h in the dark after washing with PBST buffer, then
stained with DAPI for nucleus [7,31].

4.8. Statistical Analysis

Results are expressed as means ± standard deviation for the groups. Data were analyzed by
independent sample t-test. p < 0.05 indicated a statistically significant difference.
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Abstract: The clinical impact of the expression of NOTCH1 signaling components in squamous
cell carcinoma of the pharynx and larynx has only been evaluated in subgroups. The aim of
this study was therefore to evaluate NOTCH1 expression in head and neck squamous cell cancer
(HNSCC) patient tissue and cell lines. We analyzed tissue from 195 HNSCCs and tissue from
30 normal patients for mRNA expression of NOTCH1, NOTCH3, HES1, HEY1, and JAG1 using
quantitative real-time PCR. Association of expression results and clinical orpathological factors was
examined with multivariate Cox regression. NOTCH1 expression was determined in three Human
Papilloma Virus (HPV)-positive and nine HPV-negative HNSCC cell lines. High expression of
NOTCH1 was associated with better overall survival (p = 0.013) and disease-free survival (p = 0.040).
Multivariate Cox regression confirmed the significant influence of NOTCH1 expression on overall
survival (p = 0.033) and disease-free survival (p = 0.029). A significant correlation was found between
p16 staining and NOTCH1 mRNA expression (correlation coefficient 0.28; p = 0.01). NOTCH1 was
expressed at higher levels in HPV-positive HNSCC cell lines compared with HPV-negative cell lines,
which was not statistically significant (p = 0.068). We conclude that NOTCH1 expression is associated
with overall survival, and that inhibition of NOTCH1 therefore seems less promising.

Keywords: NOTCH signaling; HNSCC; overall survival

1. Introduction

Head and neck cancer is ranked as the seventh most frequent cause of cancer death in the world
and squamous cell carcinoma comprises the most common subgroup [1]. Despite ongoing advances
in surgery and in radio- and chemotherapy, five-year survival rates for head and neck squamous
cell carcinoma (HNSCC) remain still in the order of 50% to 60% [1,2]. Besides Human Papilloma
Virus (HPV) status, prediction of clinical outcome and therapy are still based on histopathological
and clinical parameters [3,4]. Novel therapeutic targets and markers to stratify patients are therefore
urgently needed.

The NOTCH signaling pathway is becoming increasingly relevant in diverse tumor entities
including HNSCC [5,6]. NOTCH signaling plays an integral part in cell fate and development by
controlling proliferation, differentiation, angiogenesis, and apoptosis [7]. Initiation of signaling is
mediated through binding of the ligands Jagged or Delta-like resulting in the cleavage and release of
NOTCH intracellular fragments (NOTCH-IC) [5,7–9]. Subsequently, NOTCH-IC are translocated to
the nucleus and interact with RBPJ, a DNA-binding protein [5,7]. This leads to transcription of targets
such as the MYC transcription factor and HES and HEY family proteins [5,7].
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Alterations in NOTCH signaling have been described in several cancers and result in tumor
promotion or suppression depending on the cancer entity and context [5]. The predominant function
of NOTCH signaling remains controversial—it may act as an oncogene, tumor suppressor, or even
have a bimodal role [10]. Frequent mutations of the NOTCH receptor family were detected in HNSCC
and most likely result in loss of function of the receptors [10–12]. A high incidence of nonsynonymous
mutations was identified in 43% of Chinese patients with oral squamous cell carcinoma (OSCC) and
the occurrence of mutations was associated with poor overall survival [13,14]. The expression of
NOTCH1 pathway genes, however, has only been studied in small patient cohorts or in subgroups of
HNSCC with contradictory results.

Currently, the clinical relevance of transcriptional alterations in the NOTCH signaling pathway in
HNSCC is not well understood. The aim of this study was therefore to evaluate the expression of key
components of the NOTCH pathway with quantitative real-time PCR in a larger HNSCC collective and
in normal tissue. Secondly, the association of the expression with clinical and pathological parameters
was investigated. Moreover, NOTCH1 expression was also analyzed in HPV-positive and -negative
HNSCC cell lines.

2. Results

The clinical and pathological characteristics of this cohort are depicted in Table 1. Significant
associations between high NOTCH1 expression and nodal stage and p16 status were found.

Table 1. Depiction of the clinical and pathological characteristics of the 195 head and neck squamous
cell carcinoma (HNSCC) patients included in this study and association with NOTCH1 expression.

Clinical Characteristics Overall
NOTCH1 Expression

p Value (Fisher Exact)
Intermediate–Low High

Overall 195 175 (89.7%) 20 (10.3%)

Primary site 1
Oral cavity 32 (16.4%) 30 (17.1%) 2 (10.0%)

Oropharynx 83 (42.6%) 70 (40.0%) 13 (65.0%)
Larynx 42 (21.5%) 40 (22.9%) 2 (10%)

Hypopharynx 38 (19.5%) 35 (20.0%) 3 (15.0%)

Alcohol consumption 0.128
Daily 153 (78.5%) 142 (85.5%) 11 (61.1%)

Rare/never 31 (15.9%) 24 (14.5%) 7 (38.9%)
Unknown 11 (5.6%)

Tobacco exposure 0.072
Smoker 166 (85.1%) 154 (90.6%) 12 (66.7%)

Nonsmoker 22 (11.3%) 16 (9.4%) 6 (33.3%)
Unknown 7 (3.6%)

Staging and Grading

Tumor stage (pathological) 0.096
T1 46 (23.6%) 38 (21.7%) 8 (40.0%)
T2 53 (27.2%) 44 (25.1%) 9 (45.0%)
T3 50 (25.6%) 48 (27.4%) 2 (10.0%)
T4 46 (23.6%) 45 (25.7%) 1 (5%)

Nodal stage (pathological) 0.032
N0 65 (33.3%) 64 (36.6%) 1 (5.3%)

N1–3 129 (66.2%) 111 63.4%) 18 (94.7%)
NX 1 (0.5%)

Metastasis (initial stage) 1
M0 172 (88.2%) 155 (88.6%) 17 (85%)
M1 8 (4.1%) 8 (4.6%) 0
MX 15 (7.7%) 12 (6.9%) 3 (15.0%)
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Table 1. Cont.

Clinical Characteristics Overall
NOTCH1 Expression

p Value (Fisher Exact)
Intermediate–Low High

Overall 195 175 (89.7%) 20 (10.3%)

Grading 1
G1/G2 104 (53.5%) 95 (54.3%) 9 (45%)
G3/G4 91 (46.7%) 80 (45.7%) 11 (55%)

p16 Status 0.048
p16 positive 50 (25.6%) 41 (26.6%) 9 (64.3%)
p16 negative 118 (60.5%) 113 (73.4%) 5 (35.7%)

p16 unknown 27 (13.8%)

2.1. NOTCH1 and 3 and HES1 Significantly Lower in Tumor

Relative mRNA expression of NOTCH1 and 3 and HES1 mRNA was significantly lower in tumor
compared with in normal tissue (Table 2 and Figure 1). HEY1 mRNA was increased in HNSCC, but this
was not significant (p = 0.254, Table 2). No significant difference between tumor tissue and normal
tissue was detected for JAG1 mRNA expression (p = 0.270, Table 2).

Table 2. Depiction of relative mRNA expression in tumor tissue vs. in normal tissue. Relative
expression was compared with the ΔΔCt method and p-value calculated by Mann–Whitney Test.

Target
Normal Tissue HNSCC p Value

Min Max Median Min Max Median

NOTCH1 0.29 2.48 1.15 0.10 5.94 0.69 0.003
NOTCH3 0.41 5.52 0.89 0.11 2.80 0.57 <0.001

HES1 0.33 9.97 0.85 0.16 3.21 0.69 0.049
HEY1 0.26 3.99 0.85 0.01 15.57 1.24 0.254
JAG1 0.18 3.13 1.10 0.19 3.63 0.92 0.270

Figure 1. Depiction of median of relative mRNA expression in tumor tissue and normal tissue. Data
were normalized to GAPDH per sample.
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2.2. High NOTCH1 Expression with Significant Longer Overall Survival

In HNSCC patients, high mRNA expression of NOTCH1 was associated with better overall
survival (OS, p = 0.013) and better disease-free survival (DFS, p = 0.040), as illustrated in Figure 2 and
Table 3. Multivariate Cox regression confirmed the significant influence of high NOTCH1 expression
on OS (p = 0.033) and DFS (p = 0.029) (Table 4).

(a) (b) 

Figure 2. Association of relative NOTCH1 mRNA expression with overall (OS) and disease-free (DFS)
survival was analyzed using the Kaplan-Meier method as well as the log-rank test. Patients were
stratified into a relative high expression (mean mRNA expression + 1 standard deviation (SD)) group
and an intermediate–low mRNA expression group (remainder). Significantly longer overall survival (a)
and disease-free survival (b) were found for patients with relatively high mRNA expression of NOTCH1
compared with those with intermediate or low expression (p = 0.013 (OS) and p = 0.040 (DFS)).

Table 3. Depiction of results of survival analysis with Kaplan–Meier method and log-rank test.
Association of relative mRNA expression and overall and disease-free survival. For each target, two
comparisons were made: (1) high mRNA expression (mean + 1 standard deviation) vs. intermediate
and low expression (remainder); (2) relative low mRNA expression (mean – 1 standard deviation) vs.
intermediate and high expression (remainder).

Comparison of Relative mRNA Expression OS (p Value) DFS (p Value)

Comparison of high vs. intermediate—low expression

NOTCH1 0.013 0.040
NOTCH3 0.568 0.896

HEY1 0.419 0.077
HES1 0.268 0.240
JAG1 0.461 0.481

Comparison of low vs. intermediate—high expression

NOTCH1 0.611 0.673
NOTCH3 0.633 0.082

HEY1 0.755 0.040
HES1 0.590 0.065
JAG1 0.322 0.529

Patients with low HEY1 mRNA expression demonstrated a significantly shortened disease-free
survival (p = 0.040); this was also confirmed by multivariate Cox regression (p = 0.027, HR 1.69,
Cox regression performed with clinical and pathological factors listed in Table 4 and low expression of
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NOTCH1 and HEY1). Prolonged DFS was seen in patients with high mRNA expression of downstream
HEY1 (p = 0.077). Patients with low expression of NOTCH3 and downstream HES1 also showed a
shortened DFS (p = 0.082 and p = 0.065). No significant alteration was observed for OS or DFS by JAG1
mRNA expression.

Table 4. Forward stepwise Cox regression with age; sex; T, N, and M status; grading; p16 staining; and high
NOTCH1 and high HEY1 expression (mean + 1 SD) as criteria was performed for OS (a) and DFS (b).

(a) Overall Survival

Factor p Value HR 95% CI
T status <0.01 1.95 (1.33–2.87)
N status <0.01 3.29 (2.09–5.18)

Age 0.01 1.03 (1.01–1.05)
p16 positive <0.01 0.42 (0.26–0.69)

High expression of NOTCH1 (mean + 1 SD) 0.03 0.38 (0.16–0.93)

(b) Disease-Free Survival—High NOTCH1 and HEY1

Factor p Value HR 95% CI
N status <0.01 2.60 (1.55–4.35)
M status 0.01 2.38 (1.29–4.38)

p16 positive <0.01 0.39 (0.21–0.71)
High expression of HEY1 (mean + 1 SD) 0.06 0.41 (0.16–1.02)

High expression of NOTCH1 (mean + 1 SD) 0.03 0.31 (0.11–0.89)

2.3. NOTCH1 Expression and p16 Staining

Overall, 26% of the patients were p16 positive with most frequent staining in the oropharynx
(43%) and least frequent staining in the hypopharynx (8%). Expression of p16 was associated with
significantly prolonged overall and disease-free survival (p = 0.018 and p = 0.008), which was also
confirmed in the Cox regression analysis (p = 0.001 and p = 0.002). The median NOTCH1 mRNA
expression was significantly higher in p16-positive patients (median 0.91 vs. median 0.61, p < 0.001,
Figure 3). A significant correlation was found between p16 staining and NOTCH1 mRNA expression
(correlation coefficient: 0.280; p = 0.01). Patients with p16-positive tumors with high NOTCH1
expression had longer overall survival (n = 50, p = 0.139, Figure 4). No noticeable effect was seen in
p16-negative patients (n = 118, p = 0.967, Figure 4).

Figure 3. Depiction of median of relative mRNA expression of NOTCH1 in p16-positive and
p16-negative tumor tissue. Expression of NOTCH1 was significantly higher in p16-positive tumor
tissue (p ≤ 0.001, Mann–Whitney U Test). * represents extreme outliers.
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(a) 

 
(b) 

Figure 4. Association of relative NOTCH1 mRNA expression and overall survival in p16-positive (a)
and -negative patients (b) was analyzed by the Kaplan-Meier method followed by log-rank test.
A longer overall survival was found for p16-positive patients with relative high mRNA expression of
NOTCH1 (a) (n = 50, p = 0.139) but not for p16-negative patients (b) (n = 118, p = 0.967).

2.4. NOTCH1 Expression in HNSCC Cell Lines

HPV16 status of cell lines was confirmed by measuring viral oncogenes E6 and E7 with RT-PCR
(Figure S1). NOTCH1 signaling was characterized in three HPV-positive (UD-SCC-2, UP-SCC-154,
93VU) and nine HPV-negative (UD-SCC-3, -4, -5, -6, -7, UP-SCC-111, HN, Cal27, and SAS) HNSCC
cell lines with Western blotting (Figure 5). All cell lines except for HN expressed NOTCH1. NOTCH1
(NTM) protein expression was higher in the HPV-positive cell lines compared with in the HPV-negative
cell lines, but this was not statistically significant (p = 0.068). The NOTCH1, HES1, and HEY1 expression
varied considerably in the HPV-negative cell lines.

 
Figure 5. In Western blot analyses, NOTCH1 (NTM) could be detected in all cell lines except for HN
(top). Quantification revealed higher NOTCH1 protein expression in HPV-positive cell lines compared
with in HPV-negative cell lines (p = 0.068) (bottom). Error bars represent one standard deviation.
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3. Discussion

3.1. Expression Analysis

A significant downregulation of NOTCH1, 3, and HES1 was found in comparison with normal
tissue. Other researchers have found dissimilar results: in a cohort study of 44 patients with HNSCC,
researchers found an upregulation of NOTCH3, HES1, HEY1, JAG1, and JAG2 on the mRNA level in
comparison with noncancerous soft palate tissue [10]. The differing results could be due to the different
location of normal tissue collected and also due to the smaller sample size analyzed. We analyzed
normal mucosa from the oral cavity, oropharynx, hypopharynx, and larynx, which were excised during
panendoscopy in proportion to the HNSCC tumor location in our cohort.

3.2. Overall Survival Analysis

Subsequently, the association of the differential mRNA expression with clinical outcome was
examined. Patients were grouped into high and low expression cohorts (cut-off one standard deviation
above or below mean). The subgroup with high NOTCH1 expression had significantly longer overall
survival and disease-free survival. Corresponding to this result, patients with high expression
of downstream effector HEY1 showed significantly longer DFS. Both results were confirmed in a
multivariate Cox regression. As of yet, the role of the expression of key signaling components in
HNSCC has only been examined in small patient cohorts or subgroups and differing results have
been reported. Consistent with these results, in oropharyngeal squamous cell carcinoma patients,
NOTCH1 staining correlated with improved survival [15]. Furthermore, negative staining for NOTCH1
intracellular domain in HNSCC tumors was associated with less differentiation [16]. However, in two
reports, HNSCC patients with high NOTCH1 protein expression in immunohistochemistry showed
poor prognosis [17,18]. Zhang et al. described higher expression of NOTCH1 and JAG1 in lymph node
metastasis-positive tongue cancer [19]. Varying mutation rates and forms of NOTCH1 could explain
the discrepancy between immunohistochemistry and quantitative real-time PCR. Mutation rates
between 9% to 15% in Western cohorts and of 43% in a Chinese cohort were detected [6,11–13].
Predominantly inactivating mutations were reported in Western cohorts whereas a substantial
proportion of probable oncogenic mutations were detected in the Chinese cohort [6,11–13]. Mutant
receptors could, for example, be less degraded and therefore induce higher protein level measurements
or truncated receptors to not be expressed at all, so that no protein can be detected. Moreover, NOTCH1
receptor mutation can alter downstream activation significantly, and downstream alterations can also
change the effect of NOTCH signaling. Sun et al. reported that patients with mutant NOTCH1 receptor
expressed downstream HES1/HEY1 similar to normal epithelium but a large subset of NOTCH1
wildtype patients showed an overexpression of HES1/HEY1 [10]. The proposed bimodal pattern
of activation and suppression of NOTCH signaling in HNSCC could also contribute to seemingly
contradictory results.

3.3. Association of NOTCH1 Expression, p16 Status, and Survival

Significantly higher NOTCH1 mRNA expression was found in p16-positive tumor probes.
Additionally, a significant correlation between NOTCH1 mRNA expression and p16 staining was
detected. Both high NOTCH1 expression and p16 staining were independent significant factors in
the multiple stepwise Cox regression analysis for overall survival. A nonsignificant association was
found between patients with high NOTCH1 expression and longer overall survival in the p16-positive
patient group (n = 50, p = 0.139), but not in the p16-negative group (n = 118, p = 0.967). Unfortunately,
p16 immunohistochemistry was only possible in 168 of 195 patient probes due to the consumption
of formalin-fixed and paraffin-embedded (FFPE) material in the RNA isolation. The p16-positive
group was therefore possibly too small to reach significance. High NOTCH1 expression is therefore
probably an independent positive prognostic factor in p16-positive patients only. The differing
expression and clinical relevance in p16-positive and -negative tumors could explain part of the
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above-described discrepancies on the role of NOTCH1 as a tumor suppressor or inhibitor. Since patients
with p16-positive tumors are on average younger and healthier, long-term treatment side effects are
increasingly becoming relevant. After validation in a bigger p16-positive patient cohort, high NOTCH1
expression could be further analyzed for use as a predictive marker and potentially used, e.g., in future
de-escalation studies in p16-positive patients. In line with our results, the immunohistochemical
examination of cleaved NOTCH1 expression revealed that negative staining HNSCC tumors were
less likely to be HPV-positive [16]. Conversely, Troy et al. detected no correlation between NOTCH1
staining and HPV status in a small cohort of 27 HPV-positive and 40 HPV-negative HNSCCs [20].
This may be due to the small cohort size, disallowing the detection of a correlation. Additionally,
protein staining could differ from RNA expression due to receptor degradation.

3.4. NOTCH1 Expression In Vitro

Since different NOTCH1 expression levels were detected in p16-positive and -negative HNSCC
patients and high NOTCH1 expression was only a positive prognostic factor in p16-positive patients,
NOTCH1 signaling was analyzed in three HPV-positive and nine HPV-negative HNSCC cell lines.
Corresponding to the higher NOTCH1 expression in p16-positive patient tissues, we also found a
trend for higher NOTCH1 expression in the HPV-positive cell lines. NOTCH1 expression greatly
varied in the HPV-negative cell lines. There are only limited published data available on NOTCH1
expression in the examined HNSCC cells. Pickering also analyzed NOTCH1 expression in different
HNSCC cell lines and detected an association between NOTCH1 mutational status and NOTCH1
expression [6]. Interestingly, NOTCH1 mutations were predominantly found in HPV-negative patient
tissue in another investigation [12]. Higher NOTCH1 expression in HPV-positive patients could
therefore be due to NOTCH1 wildtype expression. Moreover, it has been reported that cutaneous
HPV E6 proteins inactivate NOTCH1 signaling downstream via interaction with mastermind-like
(MAML) [21] and thus promotes dedifferentiation. HPV may also inactivate NOTCH1 signaling
downstream in HNSCC, explaining the higher expression in p16-positive tumors.

In summary, this is to our knowledge the largest analysis towards determining the clinical
relevance of the expression of NOTCH1 signaling components in HNSCC patients. Large alterations in
the expression of NOTCH1, 3, and HES1 were detected in comparison with normal tissue. Patients with
high expression of NOTCH1 showed significantly better prognosis. The favorable prognostic relevance
of high NOTCH1 expression was only seen in p16-positive patients. High NOTCH1 expression
should therefore be further evaluated as a prognostic marker in a larger cohort of p16-positive
patients. There was also a trend seen for higher NOTCH1 expression in HPV-positive cell lines
as compared to HPV-negative cells. Inhibitors of NOTCH signaling are already in clinical testing in
other malignancies such as pancreatic and small-cell lung cancers [22,23]. However, NOTCH inhibition
seems less promising in HNSCC, since patients with high NOTCH1 expression demonstrated better
survival in our study. The findings in this study are therefore highly relevant for the development of
NOTCH-targeting therapies in HNSCC.

4. Materials and Methods

4.1. Patient Tissue Samples

We obtained tissue samples from 195 HNSCC Patients (163 males, 32 females; median age 59 years,
range 35 to 89 years) diagnosed between January 2002 and December 2005. As a control group we
used mucosa obtained through panendoscopy or tonsillectomy (n = 30, 18 males, 12 females; median
age 51 years, range 25 to 87 years) from oropharynx (n = 7), hypopharynx (n = 17), and larynx
(n = 6). All patients were treated in the Department of Otorhinolaryngology at Klinikum rechts der
Isar, Technical University of Munich. Sixty-five patients of the cohort have been used for a previous
study [9]. All tissue samples were formalin fixed and paraffin embedded (FFPE). Only one patient
received neoadjuvant therapy; all remaining specimens were retrieved before adjuvant or primary
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radiochemotherapy. The independent ethics committee of the Technical University of Munich approved
the study, under project number 1420/05 (13 June 2014) and 107/15 (12 March 2015).

4.2.Clinical Data

Clinical data provided by the Munich Cancer Registry were verified with data gathered from
filed and electronical medical records. Thirty-nine patients (20.0%) were treated solely with surgery;
95 patients (48.7%) underwent surgical resection combined with radio(-chemo)therapy. Primary
radiation or radio-chemotherapy was used in 48 patients (24.6%); 5 patients (2.6%) received palliative
radio- and/or chemotherapy. In 8 cases (4.1%), no treatment was applied or treatment could not be
reproduced. The median survival calculated by Kaplan-Meier analysis was 4.24 years (min–max follow
up period 0.09–14.14 years); the overall five-year survival rate was 46.6%.

4.2. RNA Isolation and cDNA Synthesis

FFPE tissue samples were deparaffinized and digested using 40 μL Proteinase K (Roche
Diagnostics GmbH, Unterhaching, Germany) in 100 μL PK buffer (50 mM Tris, 1 mM EDTA, and 25%
Tween 20 diluted in water) added to 16 μL 10% SDS (10 g Sodiumdodecylsulfat diluted in 100 mL
water) at 55 ◦C. After 24 h, 10 μL Proteinase K was added again and samples were incubated for
another day. Further processing was performed using an InviTrap® RNA Mini Kit (Stratec, Birkenfeld,
Germany) according to the manufacturer’s protocol. RNA from HNSCC cells was isolated with the
RNeasy-Mini-Kit (Qiagen, Hilden, Germany). After isolation the RNA concentration was quantified
using the NanoDrop 1000 system (PEQLAB, Erlangen, Germany). We used only probes with a
minimal RNA concentration of 10 ng/μL. Afterwards, probes were diluted to a concentration of 10 or
25 ng/μL depending on the initial concentration of RNA and stored at −20 ◦C. cDNA synthesis was
performed using Maxima® reverse transcriptase (Fermentas, Waltham, MA, USA) according to the
manufacturer’s protocol.

4.3. Quantitative Real-Time PCR

Quantitative real-time PCR (qPCR) was performed to quantify mRNA expression of NOTCH1,
NOTCH3, HES1, HEY1, JAG1, HPV16 E6, and HPV16 E7. For normalization of expression levels,
GAPDH was used per sample. For qPCR mix, 50 ng cDNA template was added to 12.5 μL KAPA-SYBR
Fast Universal (PeqLab, Erlangen, Germany) and 0.5 μL of 20 pmol of each primer. Water was added to
a final volume of 25 μL. Primer sequences and specific annealing temperatures are depicted in Table 5.
NOTCH1, NOTCH3, HES1, and HEY1 primers were newly designed and GAPDH, JAG1, E6, and E7
primers were used as previously described [7,24–26]. After normalization, the ΔΔCt method was used
to compare relative expression for NOTCH1 pathway components and gel electrophoresis for HPV E6
and E7.
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Table 5. Primer sequences and specific annealing temperatures used for quantitative real-time PCR.

Primer Sequence Annealing Temperature

NOTCH1 forward TGAATGGCGGGAAGTGTGAAG 62.0 ◦CNOTCH1 reverse GGTTGGGGTCCTGGCATCG

NOTCH3 forward ATGGTATCTGCACCAACCTGG 63.0 ◦CNOTCH3 reverse GATGTCCTGATCGCAGGAAGG

HES1 forward AAGAAAGATAGCTCGCGGCA 57.0 ◦CHES1 reverse CGGAGGTGCTTCACTGTCAT

HEY1 forward CCGACGAGACCGGATCAATA 64.0 ◦CHEY1 reverse GCTTAGCAGATCCCTGCTTCT

JAG1 forward ATCGTGCTGCCTTTCAGTTT 56.3 ◦CJAG1 reverse TCAGGTTGAACGGTGTCATT

HPV16 E6 forward CAAACCGTTGTGTGATTTGTTAATTA 61.0 ◦CHPV16 E6 reverse GCTTTTTGTCCAGATGTCTTTGC

HPV16 E7 forward TTTGCAACCAGAGACAACTGA 58.0 ◦CHPV16 E7 reverse GCCCATTAACAGGTCTTCCA

GAPDH forward AGCCACATCGCTCAGACA 56.0 ◦CGAPDH reverse GCCCAATACGACCAAATCC

4.4. Immunohistochemical Study

To identify carcinomas associated with HPV infection, p16 expression was analyzed in tumor
tissue. From previously identified FFPE blocks, 1.5 μm sections (cut with Microm HM 355 S
(International GmbH, Walldorf, Germany)) were placed on glass slides, dewaxed, and rehydrated.
Microwave oven heating in citrate-buffered saline was used for antigen retrieval, as recommended by
the manufacturer. After cooling, the slides were incubated with the antibody. A CINtec® Histology
Kit (Roche Diagnostics GmbH, Mannheim, Germany) containing mouse monoclonal anti-p16INK4a
(E6H4) at concentration 1 μg/ml was used according to the manufacturer’s protocol. Tissue with
known expression of p16 was used as a positive control.

P16 expression level was described using a scoring system including staining intensity and
percentage of stained tumor cells (Table 6). HPV positivity was considered at 3 or more points.

Table 6. Scoring system used for immunohistochemical identification of HPV-positive carcinomas.
Points for staining intensity and staining proportion of tumor cells were summated; HPV positivity
was considered at 3 or more points.

Staining Intensity Points Staining Proportion Points

No staining 0 0% 0
Low 1 <10% 1

Moderate 2 10–29% 2
High 3 30–59% 3

60–100% 4

4.5. Cell Culture

The Cal27, HN, and UP-SCC-154 cell lines were obtained from DSMZ (Braunschweig, Germany),
the UD-SCC-2-7 cell lines were obtained from the University of Düsseldorf (Department of
Otorhinolaryngology, Düsseldorf, Germany), the 93VU cell line from VU University Medical Center
Amsterdam (Department of Clinical Genetics, Amsterdam, Netherlands), and SAS from JCRB cell
bank (Osaka, Japan). All cell lines have been STR profiled and were routinely prophylactically
treated against mycoplasma infection. The cells were cultured in Dulbecco’s Modified Eagle Medium
(DMEM) (Invitrogen, Darmstadt, Germany) containing 10% fetal bovine serum (FBS) (Biochrom,
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Berlin, Germany), 2 mM glutamine, 100 μg/mL streptomycin, and 100 U/mL penicillin (Biochrom),
maintained at 37 ◦C in an atmosphere of 5% CO2, and grown to 70–90% confluence.

4.6. Western Blot Analysis

For protein analysis, cells were grown to 70% confluence in 10 cm tissue culture dishes. Cells
were washed with ice-cold 1× DPBS and lysed with 500 μL of cell lysis buffer. The buffer contained
1× Cell Lysis Buffer (Cell Signaling, Danvers, MA, USA), 1 mM PMSF (Carl Roth, Karlsruhe, Germany),
and 1× Protease Inhibitory Cocktail (Cell Signaling). The lysis buffer (10×) (Cell Signaling) included
20 mM Tris-HCl (pH 7.5), 150 mM NaCl, 1 mM Na2EDTA, 1 mM EGTA, 1% Triton, 2.5 mM sodium
pyrophosphate, 1 mM β-glycerophosphate, 1 mM Na3VO4, and 1 μg/mL leupeptin. Next, the cells
were scraped off the culture dishes, pipetted into 1.5 mL microtubes, incubated on ice, and centrifuged
at 4 ◦C and 10,000 rpm for 15 min to isolate the soluble protein fraction. The clarified lysate was frozen
at −20 ◦C until use in the Bradford assay. The Bradford assay was used to verify that equal amounts
were loaded per lane on an SDS-PAGE.

Equal protein concentrations (15 μg) were separated for 3 h at 120 V using an SDS-PAGE (Blotting
System Mini-PROTEAN® Tetra System and PowerPacTM HC from Bio-Rad Laboratories, Munich,
Germany) in a Tris-glycine running buffer. The densities of the running gels ranged from 7.5% to 12.5%,
and the stacking gels possessed a density of 5%. The proteins were then transferred to a polyvinylidene
fluoride (PVDF) membrane (Merck Millipore, Darmstadt, Germany) using a Trans-Blot® SD Semi Dry
Transfer Cell (Bio-Rad Laboratories, Munich, Germany) at 225 mA for 80 min. A solution containing
5% nonfat dry milk in 1× TBS and 0.1% Tween-20 was used to block unspecific binding sites. The
membranes were then incubated with the primary antibodies against NOTCH1 (NTM), HES1, HEY1,
and Tubulin (all from Cell Signaling Technologies, Danvers, MA, USA) in 1× TBS + 0.1% Tween-20
for 12 h at 4 ◦C, washed, and incubated with an HRP-linked secondary antibody (Cell Signaling
technologies) in 5% nonfat dry milk in 1× TBS and 0.1% Tween-20 for 1 h at room temperature. Next,
the membranes were washed and incubated in Thermo Scientific™ Pierce™ ECL Western Blotting
Substrate (Fisher Scientific, Waltham, MA, USA) for 1 minute. Immunoreactivity was visualized by
ChemiDoc XRS+ with Image LabTM Software (Bio-Rad Laboratories, Munich, Germany). Protein
expression was quantified with scanning densitometry and values normalized to a tubulin control.

4.7. Statistical Analysis

All statistical tests were two-sided and significance was determined at a level of 5%.
For comparison of mRNA expression in normal tissue versus tumor tissue and p16-positive and
p16-negative tissue, Mann–Whitney U Test or Kruskal–Wallis Test was used. Correlation was calculated
according to Spearman Rho. Expression in Western blots was compared with t-test.

To examine the impact of mRNA expression on clinical parameters we categorized patients into
high and low expression groups and compared these to the remaining patients. High and low mRNA
expression was defined as mean relative mRNA expression plus or minus one standard deviation.

Association of clinical parameters and high NOTCH1 expression was compared with Fisher’s
exact test with Bonferroni correction applied. The impact of expression levels on survival was analyzed
with Kaplan–Meier curves, and significance was calculated using log-rank testing. To examine the
association of expression levels with clinical data, multivariate forward stepwise Cox regression
was performed. Statistical calculations were done in SPSS version 23 (IBM, Ehningen, Germany) or
GraphPad Prism 6.0 (GraphPad Software, La Jolla, CA, USA).

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/19/3/830/s1.
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HNSCC Head and neck squamous cell carcinoma
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PCR Polymerase chain reaction
RBPJ Recombining binding protein suppressor of hairless

References

1. Jemal, A.; Siegel, R.; Xu, J.; Ward, E. Cancer Statistics, 2010. CA Cancer J. Clin. 2010, 60, 277–300. [CrossRef]
2. Hoellein, A.; Pickhard, A.; von Keitz, F.; Schoeffmann, S.; Piontek, G.; Rudelius, M.; Baumgart, A.;

Wagenpfeil, S.; Peschel, C.; Dechow, T.; et al. Aurora kinase inhibition overcomes cetuximab resistance in
squamous cell cancer of the head and neck. Oncotarget 2011, 2, 599–609. [CrossRef]

3. Reiter, R.; Gais, P.; Jutting, U.; Steuer-Vogt, M.K.; Pickhard, A.; Bink, K.; Rauser, S.; Lassmann, S.; Hofler, H.;
Werner, M.; et al. Aurora kinase A messenger RNA overexpression is correlated with tumor progression
and shortened survival in head and neck squamous cell carcinoma. Clin. Cancer Res. 2006, 12, 5136–5141.
[CrossRef]

4. Fakhry, C.; Westra, W.H.; Li, S.; Cmelak, A.; Ridge, J.A.; Pinto, H.; Forastiere, A.; Gillison, M.L. Improved
Survival of Patients with Human Papillomavirus–Positive Head and Neck Squamous Cell Carcinoma in a
Prospective Clinical Trial. J. Natl. Cancer Inst. 2008, 100, 261–269. [CrossRef]

5. Ntziachristos, P.; Lim, J.S.; Sage, J.; Aifantis, I. From Fly Wings to Targeted Cancer Therapies: A Centennial
for Notch Signaling. Cancer Cell 2014, 25, 318–334. [CrossRef]

6. Pickering, C.R.; Zhang, J.; Yoo, S.Y.; Bengtsson, L.; Moorthy, S.; Neskey, D.M.; Zhao, M.; Ortega Alves, M.V.;
Chang, K.; Drummond, J.; et al. Integrative Genomic Characterization of Oral Squamous Cell Carcinoma
Identifies Frequent Somatic Drivers. Cancer Discov. 2013, 3, 770–781. [CrossRef]

7. Man, C.-H.; Wei-Man Lun, S.; Wai-Ying Hui, J.; To, K.-F.; Choy, K.-W.; Wing-Hung Chan, A.; Chow, C.;
Tin-Yun Chung, G.; Tsao, S.-W.; Tak-Chun Yip, T.; et al. Inhibition of NOTCH3 signalling significantly
enhances sensitivity to cisplatin in EBV-associated nasopharyngeal carcinoma. J. Pathol. 2012, 226, 471–481.
[CrossRef]

8. Chillakuri, C.R.; Sheppard, D.; Lea, S.M.; Handford, P.A. Notch receptor–ligand binding and activation:
Insights from molecular studies. Semin. Cell Dev. Biol. 2012, 23, 421–428. [CrossRef]

9. Wirth, M.; Doescher, J.; Jira, D.; Meier, M.A.; Piontek, G.; Reiter, R.; Schlegel, J.; Pickhard, A. HES1 mRNA
expression is associated with survival in sinonasal squamous cell carcinoma. Oral Surg. Oral Med. Oral
Pathol. Oral Radiol. 2016, 122, 491–499. [CrossRef]

10. Sun, W.; Gaykalova, D.A.; Ochs, M.F.; Mambo, E.; Arnaoutakis, D.; Liu, Y.; Loyo, M.; Agrawal, N.; Howard, J.;
Li, R.; et al. Activation of the NOTCH Pathway in Head and Neck Cancer. Cancer Res. 2014, 74, 1091–1104.
[CrossRef]

11. Agrawal, N.; Frederick, M.J.; Pickering, C.R.; Bettegowda, C.; Chang, K.; Li, R.J.; Fakhry, C.; Xie, T.X.;
Zhang, J.; Wang, J.; et al. Exome sequencing of head and neck squamous cell carcinoma reveals inactivating
mutations in NOTCH1. Science 2011, 333, 1154–1157. [CrossRef] [PubMed]

12. Stransky, N.; Egloff, A.M.; Tward, A.D.; Kostic, A.D.; Cibulskis, K.; Sivachenko, A.; Kryukov, G.V.;
Lawrence, M.S.; Sougnez, C.; McKenna, A.; et al. The Mutational Landscape of Head and Neck Squamous
Cell Carcinoma. Science 2011, 333, 1157–1160. [CrossRef] [PubMed]

13. Song, X.; Xia, R.; Li, J.; Long, Z.; Ren, H.; Chen, W.; Mao, L. Common and Complex Notch1 Mutations in
Chinese Oral Squamous Cell Carcinoma. Clin. Cancer Res. 2014, 20, 701–710. [CrossRef] [PubMed]

14. Yap, L.F.; Lee, D.; Khairuddin, A.N.M.; Pairan, M.F.; Puspita, B.; Siar, C.H.; Paterson, I.C. The opposing
roles of NOTCH signalling in head and neck cancer: A mini review. Oral Dis. 2015, 21, 850–857. [CrossRef]
[PubMed]

246



Int. J. Mol. Sci. 2018, 19, 830

15. Kaka, A.S.; Nowacki, N.B.; Kumar, B.; Zhao, S.; Old, M.O.; Agrawal, A.; Ozer, E.; Carrau, R.L.; Schuller, D.E.;
Kumar, P.; et al. Notch1 Overexpression Correlates to Improved Survival in Cancer of the Oropharynx.
Otolaryngol. Head Neck Surg. 2017, 156, 652–659. [CrossRef] [PubMed]

16. Rettig, E.M.; Chung, C.H.; Bishop, J.A.; Howard, J.D.; Sharma, R.; Li, R.J.; Douville, C.; Karchin, R.;
Izumchenko, E.; Sidransky, D.; et al. Cleaved NOTCH1 expression pattern in head and neck squamous cell
carcinoma is associated with NOTCH1 mutation, HPV status and high-risk features. Cancer Prev. Res. 2015,
8, 287–295. [CrossRef] [PubMed]

17. Lee, S.H.; Do, S.I.; Lee, H.J.; Kang, H.J.; Koo, B.S.; Lim, Y.C. Notch1 signaling contributes to stemness in head
and neck squamous cell carcinoma. Lab. Investig. 2016, 96, 508–516. [CrossRef] [PubMed]

18. Lin, J.-T.; Chen, M.-K.; Yeh, K.-T.; Chang, C.-S.; Chang, T.-H.; Lin, C.-Y.; Wu, Y.-C.; Su, B.-W.; Lee, K.-D.;
Chang, P.-J. Association of High Levels of Jagged-1 and Notch-1 Expression with Poor Prognosis in Head
and Neck Cancer. Ann. Surg. Oncol. 2010, 17, 2976–2983. [CrossRef] [PubMed]

19. Zhang, T.-H.; Liu, H.-C.; Zhu, L.-J.; Chu, M.; Liang, Y.-J.; Liang, L.-Z.; Liao, G.-Q. Activation of Notch
signaling in human tongue carcinoma. J. Oral Pathol. Med. 2011, 40, 37–45. [CrossRef] [PubMed]

20. Troy, J.D.; Weissfeld, J.L.; Youk, A.O.; Thomas, S.; Wang, L.; Grandis, J.R. Expression of EGFR, VEGF, and
NOTCH1 suggest differences in tumor angiogenesis in HPV-positive and HPV-negative head and neck
squamous cell carcinoma. Head Neck Pathol. 2013, 7, 344–355. [CrossRef] [PubMed]

21. Brimer, N.; Lyons, C.; Wallberg, A.E.; Vande Pol, S.B. Cutaneous Papillomavirus E6 oncoproteins associate
with MAML1 to repress transactivation and NOTCH signaling. Oncogene 2012, 31, 4639–4646. [PubMed]

22. Yen, W.-C.; Fischer, M.M.; Axelrod, F.; Bond, C.; Cain, J.; Cancilla, B.; Henner, W.R.; Meisner, R.; Sato, A.;
Shah, J.; et al. Targeting Notch Signaling with a Notch2/Notch3 Antagonist (Tarextumab) Inhibits Tumor
Growth and Decreases Tumor-Initiating Cell Frequency. Clin. Cancer Res. 2015, 21, 2084–2095. [PubMed]

23. Takebe, N.; Miele, L.; Harris, P.J.; Jeong, W.; Bando, H.; Kahn, M.; Yang, S.X.; Ivy, S.P. Targeting Notch,
Hedgehog, and Wnt pathways in cancer stem cells: Clinical update. Nat. Rev. Clin. Oncol. 2015, 12, 445–464.
[PubMed]

24. Kwon, M.J.; Oh, E.; Lee, S.; Roh, M.R.; Kim, S.E.; Lee, Y.; Choi, Y.-L.; In, Y.-H.; Park, T.; Koh, S.S.; et al.
Identification of Novel Reference Genes Using Multiplatform Expression Data and Their Validation for
Quantitative Gene Expression Analysis. PLoS ONE 2009, 4, e6162. [CrossRef]

25. Caicedo-Granados, E.; Lin, R.; Clements-Green, C.; Yueh, B.; Sangwan, V.; Saluja, A. Wild-type p53
reactivation by small-molecule Minnelide™ in human papillomavirus (HPV)-positive head and neck
squamous cell carcinoma. Oral Oncol. 2014, 50, 1149–1156. [PubMed]

26. Taguchi, A.; Kawana, K.; Tomio, K.; Yamashita, A.; Isobe, Y.; Nagasaka, K.; Koga, K.; Inoue, T.; Nishida, H.;
Kojima, S.; et al. Matrix Metalloproteinase (MMP)-9 in Cancer-Associated Fibroblasts (CAFs) Is Suppressed
by Omega-3 Polyunsaturated Fatty Acids In Vitro and In Vivo. PLoS ONE 2014, 9, e89605. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

247



 International Journal of 

Molecular Sciences

Review

Dynamic Reorganization of the Cytoskeleton during
Apoptosis: The Two Coffins Hypothesis

Suleva Povea-Cabello 1, Manuel Oropesa-Ávila 1, Patricia de la Cruz-Ojeda 1,

Marina Villanueva-Paz 1, Mario de la Mata 1, Juan Miguel Suárez-Rivero 1 ID ,

Mónica Álvarez-Córdoba 1, Irene Villalón-García 1, David Cotán 1, Patricia Ybot-González 2 and

José A. Sánchez-Alcázar 1,* ID

1 Centro Andaluz de Biología del Desarrollo (CABD), and Centro de Investigación Biomédica en Red:
Enfermedades Raras, Instituto de Salud Carlos III, Consejo Superior de Investigaciones Científicas,
Universidad Pablo de, Carretera de Utrera Km 1, 41013 Sevilla, Spain; sulevapovea@gmail.com (S.P.-C.);
manueloropesa@hotmail.com (M.O.-Á.); patricia_dlcruz_ojeda@hotmail.com (P.d.l.C.-O.);
marvp75@gmail.com (M.V.-P.); mrdelamata@gmail.com (M.d.l.M.); juasuariv@gmail.com (J.M.S.-R.);
monikalvarez11@hotmail.com (M.Á.-C.); villalon.irene@gmail.com (I.V.-G.); lobolivares@hotmail.com (D.C.)

2 Grupo de Neurodesarrollo, Unidad de Gestión de Pediatría, Instituto de Biomedicina de Sevilla (IBIS),
Hospital Universitario Virgen del Rocío, 41013 Sevilla, Spain; pachybot@yahoo.co.uk

* Correspondence: jasanalc@upo.es; Tel.: +34-954-978071; Fax: +34-954-349376

Received: 14 October 2017; Accepted: 9 November 2017; Published: 11 November 2017

Abstract: During apoptosis, cells undergo characteristic morphological changes in which the
cytoskeleton plays an active role. The cytoskeleton rearrangements have been mainly attributed to
actinomyosin ring contraction, while microtubule and intermediate filaments are depolymerized at
early stages of apoptosis. However, recent results have shown that microtubules are reorganized
during the execution phase of apoptosis forming an apoptotic microtubule network (AMN). Evidence
suggests that AMN is required to maintain plasma membrane integrity and cell morphology during
the execution phase of apoptosis. The new “two coffins” hypothesis proposes that both AMN and
apoptotic cells can adopt two morphological patterns, round or irregular, which result from different
cytoskeleton kinetic reorganization during the execution phase of apoptosis induced by genotoxic
agents. In addition, round and irregular-shaped apoptosis showed different biological properties with
respect to AMN maintenance, plasma membrane integrity and phagocyte responses. These findings
suggest that knowing the type of apoptosis may be important to predict how fast apoptotic cells
undergo secondary necrosis and the subsequent immune response. From a pathological point of
view, round-shaped apoptosis can be seen as a physiological and controlled type of apoptosis, while
irregular-shaped apoptosis can be considered as a pathological type of cell death closer to necrosis.

Keywords: apoptosis; apoptotic microtubule network; microtubules; actin filaments; genotoxic drugs

1. Introduction: An Overview of Apoptosis

The term “apoptosis” was coined by Kerr et al. in the early 1970s to describe the ultrastructural
features of dying cells seen during development of hepatocytes [1]. This has given rise to the concept
that these cells have an intrinsic suicide program that predetermines their fate. Nowadays, apoptosis is
conceived as the major type of programmed cell death (PCD) in multicellular organisms, being distinct
but connected to other types of PCD like autophagy or programmed necrosis [2]. It is characterized
by several morphological and biochemical features which take place while membrane integrity is
maintained [3]. The typical hallmarks of apoptosis include cell shrinkage, convolution of the nuclear
and cellular outlines, cell membrane blebbing, formation of apoptotic bodies, chromatin condensation,
caspase activation and DNA fragmentation [4].
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Animal development and tissue homeostasis depend on the appropriate regulation of apoptosis.
It is involved in sculpting and deleting structures, morphogenesis, regulation of cell number and
elimination of aberrant cells [5]. Paradoxically, cell death turns out to be essential in the proliferative
environment of development through the release of factors that influence cell division and survival
of adjacent tissues. It has been shown to be necessary during different stages of embryonic growth,
including the mammalian blastocyst stage, when both the inner cell mass and the trophectoderm
undergo apoptosis. However, apoptosis levels must be strictly programmed in order to maintain
embryonic homeostasis [6]. Apoptosis also contributes to the formation of vesicles and tubes
(e.g., neural tube) when epithelial sheets invaginate and tissue inside has to be eliminated [7].
Neurons and oligodendrocytes which are overproduced during the development of the nervous
system are also eliminated by apoptosis [8]. One example of the role of apoptosis can be seen during
palate fusion. Here, unbalanced apoptosis has been shown to be a cause for cleft palate, one of the
most common oral malformations [9].

However, most of the knowledge that we have today about the regulation of PCD comes from three
model organisms: Caenorhabditis elegans, Drosophila melanogaster and the mouse. In C. elegans, 131 of
the 1090 final somatic cells undergo programmed cell death during embryogenesis [10]. Programmed
cell death is an intrinsic characteristic of somatic cells, strictly controlled by cell lineage. Ablation of
cell death genes ced-3 and ced-4 prevents apoptosis in cells that normally die. Instead, these cells
survive and differentiate. The concept of apoptosis extends in Drosophila, as it is controlled by both
environmental and genetic factors. During the developmental stage of Drosophila, PCD is present from
the embryo stage until oogenesis [11]. The regulation of apoptosis in vertebrates appears considerably
more complex and vast numbers of cells undergo apoptosis throughout development and tissue
homeostasis in adulthood [6]. In humans, perturbations of the signalling cascades regulating apoptosis
can result in a wide variety of human diseases such as cancers, infectious diseases including AIDS
(Acquired Immune Deficiency Syndrome), autoimmune diseases and neurodegenerative diseases [12].

Apoptotic cell death develops in three distinct phases: induction, execution and clearance of the
dying cell. The fate of apoptotic cells in multicellular organisms is their immediate elimination by
phagocytes. However, cells that perform apoptosis in in vitro cultures progress to secondary necrosis,
a process which entails the loss of membrane integrity and the release of cellular content into the
surrounding interstitial tissue [13]. In vivo, secondary necrosis is also likely to happen in case of
extensive cell death or impaired phagocytosis and it has been hypothesized to participate in the genesis
of many human diseases [14].

The phase of induction encompasses all the intrinsic or extrinsic environmental changes that
lead to the activation of the apoptotic signalling. Following induction, the execution phase takes
place thanks to the activation of a caspase-dependent proteolytic cascade [15]. Caspases are aspartic
acid-specific proteases responsible for cellular component degradation. Some of them, like caspase-8
and -9, act as initiators of the apoptotic signalling pathway, while other caspases like caspases-3, -6 and
-7, operate as executor caspases which actively participate in the degradation of cell substrates [16].
Caspase activation can be initiated by two main apoptotic pathways, the extrinsic or death receptor
pathway and the intrinsic or mitochondrial pathway. However, there is evidence that the two pathways
are interconnected and that molecules in one pathway can influence the other [17]. Eventually, the
dying cell is engulfed by professional phagocytes or by neighbouring cells. Efficient apoptotic cell
removal is driven by the interaction with phagocytes through the expression of “eat-me” signals and
the release of “find-me” signals, which facilitate the engulfment of the dying cell and its eventual
digestion in their phagolysosomes. This process of apoptotic cell clearance is essential for tissue
turnover and homeostasis [18]. In fact, this interaction prevents undesired immune reactions by
contributing to the development of an immunomodulatory environment [19].
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2. Genotoxic Cell Response and Cytoskeleton

In the context of human disease, cancer is one of the most outstanding pathologies, in which
apoptosis plays a major role. Evading apoptosis has been shown to be a hallmark of cancer as tumour
progression is linked, not only to cell proliferation, but also to death insensitivity [20]. Despite being
one of its main causes, apoptosis has been traditionally used as a target for cancer treatment [21].
Typical therapies involve genotoxic drugs (chemotherapy or ionising radiation) with the aim of
targeting cell proliferation [22]. Many of the cytotoxic agents commonly used to treat cancer patients
such as alkylating agents, platinum drugs, antimetabolites, topoisomerase poisons and ionising
radiation cause high levels of DNA damage [23]. However, to prevent the transmission of damaged
DNA during cell division, cells activate the DNA damage response (DDR) which depends on DNA
damage repair pathways as well as cell cycle checkpoint activation to arrest the cell cycle [24]. If DNA
damage is irreparable cells may signal for senescence (growth arrest), apoptosis or other pathways
leading to cell death [25]. The DDR enables cells to detect damage, recruit multi-protein complexes at
these foci and activate downstream signalling [26]. Depending on the extent of DNA damage, the DDR
distinguishes between repairable and non-repairable DNA damage, and controls different cellular
responses such as transient cell cycle arrest and DNA repair, senescence or cell death [27].

Central components of the DDR machinery are the phosphoinositide 3-kinase related kinases
ATM (Ataxia-telangiectasia-mutated) and ATR (ataxia telangiectasia and Rad3-related). ATM responds
mainly to double-strand break (DSBs), whereas ATR is activated by single-strand break (ssDNA) and
stalled replication forks [28]. When ATM and ATR are recruited to sites of damage, they target many
substrates, including downstream kinases such as checkpoint kinases Chk2 and Chk1, regulatory
proteins such as p53, and scaffolding proteins such as BRCA1 and BRCA2 (breast cancer 1 and
2). Once these proteins are activated, they regulate the function of downstream effector proteins
such as p21, Cdc25A and cyclin-dependent kinases (CDKs). Phosphorylation of p53 at serine
46 serves as a pro-apoptotic mark that induces the transcription of apoptotic genes such as BAX (BCL2
Associated X), PUMA (p53 upregulated modulator of apoptosis), NOXA and p53AIP1 (p53-regulated
apoptosis-inducing protein 1) that finally activate the cell death pathway via the mitochondrial,
intrinsic pathway [29]. However, p53 can also act in a transcription-independent mode targeting
mitochondria and inducing BAX activation and mitochondrial outer membrane permeabilization
(MOMP) [30].

The DDR response also includes cytoskeleton reorganizations. Thus, following DNA damage
RhoA (Ras homolog gene family, member A) specific guanine nucleotide exchange factor (GEFs) such as
neuroepithelioma transforming gene 1 (Net1) get activated [31], leading to a Fen1 dependent activation
of the RhoA/ROCK (Rho-associated protein kinase) axis [32], which controls the organization of the
actin cytoskeleton [33]. Net1 is a RhoA specific GEF that is frequently overexpressed in human
cancer [34]. It has been reported that DNA damage activates Net1 to control RhoA- and p38
MAPK-mediated cell survival pathways in response to DNA damage [35]. In adherent cells, the cellular
response to DNA damage involves Net1 dephosphorylation and translocation from the nucleus to
the cytosol where it activates RhoA GTPase [36]. In turn, Rho A activation controls actin filaments
reorganization through the activation of ROCK and MLC (myosin light chain) phosphorylation and
actinomyosin contractility [37]. Knock down of Net1 by RNAi prevents RhoA activation, inhibits the
formation of stress fibres and enhances cell death [36]. This indicates that Net1 activation is required
for RhoA mediated response to genotoxic stress and that cytoskeleton reorganization may play an
important role in DDR. The Net1 and the RhoA dependent signals also converge in the activation of
mitogen-activated protein kinase p38 (p38 MAPK) and its downstream target MAPK-activated protein
kinase 2 (MK2) [36].

The importance of cytoskeleton reorganization during DDR and its role in genotoxic resistance or
apoptosis induction is not completely understood and needs further research.
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3. Cytoskeleton Rearrangements during the Execution Phase of Apoptosis

The execution phase of apoptosis is denoted by cell contraction, plasma membrane blebbing,
chromatin condensation and DNA fragmentation [38]. To achieve such dramatic morphological
changes, apoptotic cells make profound cytoskeleton reorganizations, and caspase-mediated digestion
of cytoskeleton proteins ensures the proper dismantlement of the dying cell during this process [39].

The eukaryotic cytoskeleton is mainly composed of actin filaments, microtubules and intermediate
filaments. These three constituents act coordinately to increase tensile strength, allow cell motility,
maintain plasma integrity, participate in cell division, contribute to cell morphology and provide a
network for cellular transport [40]. Classically, it has been accepted that microtubules and intermediate
filaments are disorganized at the onset of the execution phase [38], while the actin cytoskeleton is
responsible for cell remodelling during this phase [41]. At later stages, it has been observed that
microtubules are reorganized [42,43], giving rise to the apoptotic microtubule network (AMN), a
structure that sustains apoptotic cell morphology and maintains plasma membrane integrity [44,45]
and participates in the dispersion of cellular and nuclear fragments [41,46]. However, this model has
recently been expanded by new evidence that supports the hypothesis that genotoxic drugs induce
two dose-dependent types of apoptosis characterized by different cytoskeleton rearrangement kinetics
depending on caspase activation timing (Figure 1) [47]. Thus, “slow” or round-shaped apoptosis
is characterized by late caspase activation, slow actinomyosin ring contraction, plasma membrane
blebbing, cell detachment, microtubules remodelling, and formation of a round-shaped AMN and
apoptotic cell morphology. In contrast, “fast” or irregular–shaped apoptosis is characterized by early
caspase activation, initial microtubules depolymerisation, fast actinomyosin ring contraction without
cell detachment, and formation of an irregular-shaped AMN and apoptotic cell morphology which
frequently shows apoptotic membrane protrusions or microtubule spikes. Both round and irregular
AMN have been observed during apoptosis induced by a variety of genotoxic agents (camptothecin,
doxorubicin, teniposide and cisplatin) in several cell lines (H460, HeLa, MCF7 and LLCPK-1α) [47].

How do cells undergo round or irregular-shaped apoptosis after the exposition to apoptosis
inducers such as chemotherapeutic compounds? In part, genotoxic agent concentration and cell
cycle phase determine the cell response [47]. First, round and irregular AMNs are dependent on the
concentration of the apoptotic stimulus. At low concentrations of genotoxic agent, cells undergo slow
apoptosis and display a rounded AMN, whereas at higher concentrations, cells undergo fast apoptosis
and show an irregular AMN. It is reasonable to infer that treatment with low doses of chemotherapeutic
agents induces a slower cell death than that produced by high doses which can rapidly activate
caspases by the intrinsic pathway. Second, apoptotic and AMN morphology are also dependent on
the cell cycle phase. Thus, cells in G1 undergo round-shaped apoptosis while cells in G2/M undergo
irregular-shaped apoptosis, irrespective of the concentration of the genotoxic agent [47]. Induction of
tumour cell death by chemotherapeutic modalities often occurs in a cell cycle-dependent manner.
Thus, it has been observed that several regulatory proteins involved in tumour chemosensitivity
and apoptosis are expressed periodically during cell cycle progression [48–50]. Experimental studies
have previously shown that apoptotic cell death can occur either fast (~min) or very slow (~h) [51].
Results from the Monte Carlo study also showed two types of apoptosis that can switch from slow (~h)
to fast (~min), as the strength of an apoptotic stimulus increases [52]. Traditionally, slow apoptosis
can be initially considered as a caspase-independent cell death in which caspases may be activated
at late stages [53]. However, more research is needed to clarify the mechanisms behind the cell cycle
dependency of cytoskeleton reorganization during apoptosis.
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Figure 1. Schematic representation of the reorganization of actin filaments and microtubules during
round (A) and irregular (B) -shaped apoptosis. Brown = plasma membrane; Blue = nucleus;
Green = microtubules; Red = actin filaments; Pink = active caspases. Representative sequential
images of round and irregular-shaped apoptosis in LLCPK-1α cells expressing GFP-αtubulin and
pdsRed-monomer-actin are also included. Apoptosis was induced by camptothecin treatment.
Right panels, immunofluorescence microscopy of round and irregular H460 apoptotic cells.
Green = anti-α-tubulin: Red = anti-actin; Blue = Hoechst staining for nuclei. Scale bar= 15 μm.

3.1. Reorganization of Microtubules during Apoptosis

Microtubules are polar protofilaments made up of α and β tubulin which are involved in
supporting and maintaining the shape of cells, cell polarity and migration, intracellular transport of
vesicles and organelles and segregation of chromosomes in mitosis [54].

The recent hypothesis of two types of apoptosis proposes that microtubules undergo two
kinetically different processes (Figure 1) [47]. In round-shaped apoptosis, microtubules are not
depolymerized at early stages of apoptosis. Instead, they are remodelled and acquire a concentric
organization forced by the actinomyosin ring contraction. In round-shaped apoptosis, microtubule
nucleation depends on the γ-tubulin ring complexes (γTuRC) which are not disorganized by
caspases that are activated at later stages. In contrast, when caspases are activated at early stages
during irregular-shaped apoptosis, γTuRC are degraded and interphase microtubules are soon
disorganized [55–57]. This disassembly of microtubules is followed by a fast and full actinomyosin
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ring contraction. Next, actin filaments are depolymerised. In this situation, apoptotic cells are devoid
of the main cytoskeletal elements. Soon after, microtubules are repolymerized adopting an irregular
disposition beneath the plasma membrane [58].

The molecular mechanisms involved in microtubule depolymerisation during the initial stages of
irregular-shaped apoptosis are still unknown (Figure 2). One possibility is that early caspase activation
can directly cleave γ-TURC provoking microtubule disassembly [47]. Alternatively, pericentriolar
proteins could be targeted by caspases. Thus, GRASP65 (Golgi reassembly-stacking protein of 65 kDa),
a pericentriolar protein related to the Golgi apparatus, has been described as a caspase target [59,60].
Another possible explanation relies on dynein, a microtubule motor protein, which is essential for
the centrosomal localization of pericentrin and γ-tubulin in living cells [61]. Caspase cleavage of the
dynein intermediate chain stops its motility and reduces the content of pericentrin and γ-tubulin at
the centrosome, thereby impairing its capacity to nucleate microtubules [62]. Another hypothesis
relies in the concept that microtubule dynamics are governed by several effectors such as motor
proteins, gradients Ran-GTP, + ends proteins and microtubule-associated proteins (MAPs), which in
turn are under the control of phosphatases and kinases [63–65]. One of the main kinases involved
in phosphorylation is the cyclin-dependent kinase 1 (Cdk1), which associates with cyclin B as a
key regulatory kinase that controls the entry into mitosis and regulates microtubule dynamics [66].
Cdk1 regulates some microtubule effectors by phosphorylation. For instance, MAP4 reduces its
ability to stabilize microtubules after this modification [67]. In addition, Cdk1 is able to block
protofilament growth during mitosis by phosphorylating β-tubulin [68]. Although Cdk1 activity
is not apoptosis-specific, it has been observed during cell death. Therefore, it has been suggested
that it may act as an essential regulator of microtubule reorganizations [57]. On the other hand, other
authors have shown that microtubule depolymerisation at the onset of apoptosis is associated with
activation of the PP2A-like phosphatase, dephosphorylation of the microtubule regulator Tau (τ)
protein and tubulin deacetylation [69]. Both mechanisms can coexist in apoptosis as PP2A-mediated
dephosphorylation of cdc25, a CdK1 regulator, precludes mitotic entry [70].

 

Figure 2. Molecular mechanisms involved in microtubules depolymerisation during the initial stages
of irregular-shaped apoptosis: Cleavage of γ-TURC (A); cleavage of pericentriolar proteins such as
GRASP65 (B); cleavage of dynein, a microtubule motor protein (C); activation of Cdk1, a kinase which
regulates several microtubule effectors (D); and PP2A-like phosphatase activation which induces
dephosphorylation of the microtubule regulator τ protein and tubulin deacetylation (E).
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Once interphase microtubules are depolymerized and the actinomyosin ring contracts, apoptotic
microtubules are reassembled during irregular-shaped apoptosis. The complete sequence of events
that guide this repolymerisation are still undiscovered. However, it is known that irregular AMN
is organized independently of γ-TURC, indicating that AMN formation is regulated by other
mechanisms [47]. It has been hypothesized that active caspases may cleave the C-terminal regulatory
region of tubulin during the execution phase, thereby increasing its ability to polymerize and thus
facilitating the formation of apoptotic microtubules [60,71]. Another possible candidate for AMN
nucleation could be core centrioles, which are not degraded during the execution phase. However,
apoptotic microtubules are not displayed in the typical radial pattern of interphase microtubules,
suggesting that centrioles are unlikely to guide the formation of AMN in irregular apoptosis.

Even though the mechanisms governing AMN arrangement in irregular apoptosis are unknown,
this process seems to be tightly regulated. It has been proposed that the Ras-like small GTPase
Ran could be responsible for this. Ran-GTP’s best known role focuses on regulating microtubule
nucleation and dynamics during mitosis and meiosis [72]. Interestingly, Ran-GTP controls microtubule
dynamics and motor activity [64]. It has been described that active Ran-GTP is necessary for apoptotic
microtubule polymerization, and that its release into the apoptotic cytoplasm triggers microtubule
nucleation [73]. Furthermore, RanGTP-activated spindle-assembly factor, TPX2 (targeting protein for
Xklp2), escapes from the nucleus during the execution phase and associates with apoptotic microtubule
and promotes their assembly [74]. Therefore, it has been hypothesized that apoptotic microtubule
polymerization shares several mutual features with mitotic and meiotic spindle assembly, with a
particular dependence on Ran-GTP and TPX2 [75].

After AMN reorganization, there is another level of regulation since apoptotic microtubules
remain dynamic as it has been demonstrated by time-lapse imaging of the EB1 protein, a plus-end
tracking protein [56,76].

3.2. Reorganization of Actin Cytoskeleton during Apoptosis

Unlike microtubules, actin cytoskeleton has been traditionally considered as a highly dynamic
cytoskeletal element at the onset of apoptosis [58]. According to recent findings, actin cytoskeleton
also suffers two kinetically different reorganizations during apoptosis (Figure 1). While round-shaped
apoptosis depends on a slow contraction of the actinomyosin ring, irregular-shaped apoptosis is the
result of a faster and full contraction.

Slow or round-shaped apoptosis coincides with traditional cytoskeletal reorganizations described
in apoptosis [39]. After apoptosis induction, adherent cells lose their focal adhesion sites and partially
detach from their substrates. Then, actin filaments are reorganized beneath the plasma membrane
into an actinomyosin cortical ring with contractile force (Figure 1). Characteristically, actinomyosin
contraction produces plasma membrane blebbing which could travel away from the apoptotic cell and
alert surrounding and immune cells before secondary necrotic membrane breakdown [77,78] .

Actinomyosin contraction is activated via the RhoA/ROCK signalling pathway (Figure 3) [79].
RhoA GTPases are activated by interchanging GDP for GTP. This activation is controlled by Rho
guanine-nucleotide-exchange factors (Rho GEFs), such as Net1, when cells are exposed to DNA
damaging agents [31,75]. Net1 has been shown to localize preferentially within the nucleus at steady
state [80]. Nuclear import of Net1 is mediated by two nuclear localization signals present in the
N-terminus of the protein, and forced cytoplasmic localization of Net1 is sufficient to activate Rho.
Net1 can move in and out of the nucleus, and the activation of RhoA by Net1 is controlled by changes
in its subcellular localization. A logical prediction of this hypothesis is that in order for Net1 to be
functionally active, it must be transported out of the nucleus into the cytosol, where it can activate
RhoA. However, DNA damage signals such as ionizing radiation (IR), which has been previously
shown to stimulate RhoA, specifically promoted the activation of the nuclear pool of RhoA in a
Net1-dependent manner while the cytoplasmic activity was not affected [81].
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Figure 3. Schematic representation of signalling pathways involved in cytoskeleton reorganizations
in round and irregular apoptosis. T arrow=inhibition; dashed arrow= translocation from nucleus to
cytosol; solid arrow=activation; shaded area= disruption by caspases.

Irrespective of the localization of RhoA activation by Net1, it activates its downstream effector,
the Rho-associated coiled-coil protein kinase 1 (ROCK-1). Next, ROCK phosphorylates myosin light
chain phosphatase (MLCP), which in turns increases the phosphorylation levels of myosin light chain
II (MLC). As a consequence, contraction of the actinomyosin ring is induced [82]. This sequence of
events can be considered as “slow” (hours) in comparison to irregular-shaped apoptosis (minutes).
In summary, when caspases are not activated at early stages of apoptosis, actinomyosin ring contracts
via the NET1/RhoA/ROCK/MLC phosphorylation pathway, causing a slow round-shaped apoptosis.
As microtubules are not depolymerized, they are adjusted to the actinomyosin ring acquiring a circular
organization. Later, when caspases are activated, the actinomyosin ring disappears and a round AMN
remains in apoptotic cells. The reasons of why in this situation active caspases do not cleave γ-TURC
and induce AMN depolymerisation are not known, although we can speculate that the concentric
remodelling of microtubules during round-shaped apoptosis can make the access of caspases to
γ-TURC difficult.

In contrast, early caspase activation in irregular apoptosis completely changes the kinetics of
actin reorganization during apoptosis. First, as mentioned above, microtubules are depolymerized
presumably by degradation of γ-TURC. Second, caspase degradation of NET 1 interferes with
NET1/RhoA/ROCK/MLC phosphorylation/actinomyosin ring contraction pathway. Furthermore,
caspase activation generates a constitutively active fragment of ROCK1 [83] that causes a rapid and full
contraction of the actinomyosin ring and, as a result, the whole cell became a “big bleb” that remained
attached to the substrate. Once actinomyosin contraction is finished, apoptotic cells are devoid of the
main cytoskeletal elements and an irregular AMN is formed independently of γ-TURC.
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3.3. Reorganization of Intermediate Filaments during Apoptosis

Intermediate filaments that help maintain the integrity of tissues and cells are disrupted early at the
onset of apoptosis by the action of caspases. The intermediate filament cleavage cause fragmentation
and aggregation, and the breaking of the nuclear lamins facilitates nuclear disintegration [84–86].

The influence of intermediate filaments (IF) proteins on the cytoskeleton reorganization kinetics
that lead to round of irregular-shaped apoptosis has not been investigated yet, so this review will only
focus on the current knowledge of the role of microtubules and actin filaments during apoptosis.

4. Modulation of Round and Irregular-Shaped Apoptosis

As irregular-shaped apoptosis is dependent on early caspase activation, inhibition of caspases by
z-VAD (benzyloxycarbonyl-valine-alanine-aspartate-fluoromethylketone) prevents both microtubules
depolymerisation and ROCK1 and NET1 cleavage, allowing a slow actinomyosin ring contraction and,
consequently, apoptotic cells adopt a round-shaped morphology [47].

On the other hand, inhibition of actinomyosin ring contraction by C3-transferase, a RhoA inhibitor,
or Y27632, a ROCK inhibitor, induce early caspase activation and apoptotic cells adopt an irregular
morphology [47]. On the contrary, activation of actinomyosin ring contraction by lysophosphatidic acid
(LPA), a RhoA activator, induces apoptotic cells with round-shaped AMN [47]. These findings indicate
that round- and irregular-shaped apoptosis can be modulated by specific inhibitors or activators of the
NET1-RhoA-ROCK-MLC pathway.

5. Biological Implications of the “Two Coffins” Model in Apoptosis

In a metaphorical sense, AMN can be considered as an intracellular “coffin” that protects the
plasma membrane and confines the degradative processes of apoptotic cells. According to the proposed
hypothesis, cells undergoing apoptosis can actually exhibit two types of “coffins” with kinetically
different cytoskeleton reorganizations and distinctive properties with respect to resistance of apoptotic
cells to undergo secondary necrosis and the ability of being phagocytosed.

The evaluation of the resistance of apoptotic cells to undergo secondary necrosis revealed that
round-shaped apoptotic cells were more resistant to secondary necrosis than irregular apoptotic cells,
consistent with a more homogeneous organization of apoptotic microtubules in apoptotic cells with
round-shaped AMN [47]. This property of round-shaped apoptosis can be interesting for design
therapies with low inflammatory responses. On the contrary, irregular-shaped apoptotic cells undergo
secondary necrosis more easily, and consequently, they are more prone to induce inflammation.

The last stage of apoptosis comprises the elimination of apoptotic cells by macrophages or
neighbouring cells. In the former case, clearance of apoptotic cells by phagocytes during efferocytosis
can be divided into four distinct processes: recruitment of phagocytes near apoptotic cells; recognition
of dying cells thanks to surface bridge molecules or receptors; engulfment of apoptotic cells; and
degradation [87]. Efficient phagocytosis of apoptotic cells by macrophages depends on the presence
of apoptotic microtubules [88]. Indeed, it has been shown that apoptotic cells with AMN show
high expression of phosphatidylserine on the cell surface and increased phagocytosis rate. However,
both processes were markedly reduced when AMN was depolymerized by colchicine treatment
and cells undergo secondary necrosis. The ability of apoptotic cells to stimulate their phagocytosis
by macrophages before cell lysis is crucial to prevent adverse effects, such as tissue damage and
inflammation, associated with secondary necrosis [13]. As a consequence, phagocytosis reduces
the probability of inflammation by ensuring that apoptotic cells are eliminated before the release of
intracellular contents into the extracellular medium.

The intensity of externalization of phosphatidylserine is similar in both round- and
irregular-shaped apoptosis [47]. Despite this, round apoptotic cells are more efficiently engulfed
by professional phagocytes rather than irregular apoptotic cells [47]. These differences could be due to
the different pattern of cytoskeleton organization and final apoptotic cell morphology. In addition,
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the process of blebbing, which takes place during round-shaped apoptosis, can be also important for
efficient phagocytosis of apoptotic cells [78]. Accordingly, less blebbing capacity correlates with less
engulfment efficiency. Hence, the inability of irregular-shaped apoptotic cells to undergo blebbing
would explain why these cells show less phagocytosis potential.

To evaluate whether rounded or irregular-shaped apoptosis became more pro-inflammatory,
the levels of IL-1β in the medium from the phagocytosis assays were analysed [47]. IL-1β levels
were significantly increased when macrophages were incubated with apoptotic cells with irregular
morphology. However, IL-1β levels were not significantly increased in co-cultures with rounded
apoptotic cells (which are more resistant to undergo secondary necrosis and more efficiently
phagocytosed). These data suggest that irregular-shaped apoptosis may promote a higher production
of pro-inflammatory cytokines by macrophages.

6. Conclusions and Future Perspectives

During the execution phase of apoptosis, the apoptotic microtubule network (AMN) adopts
two different morphological patterns, round and irregular. Irrespective of different cytoskeletal
rearrangements kinetics, AMN is required to maintain plasma membrane integrity and cell morphology
during the execution phase of apoptosis.

The NET1/RhoA/ROCK1/MLC phosphorylation/actinomyosin contraction signalling pathway
operates when apoptosis is induced by low concentrations of genotoxic drugs, promoting
round-shaped apoptosis. In contrast, early caspase activation in response to high concentrations
of genotoxic drugs (that induces NET 1 and ROCK1 cleavage) disrupts this signalling pathway and
promotes irregular-shaped apoptosis.

Round- and irregular-shaped apoptosis are also dependent on cell cycle phase. Thus, cells in G1
undergo round-shaped apoptosis while cells in G2/M undergo irregular-shaped apoptosis, irrespective
of the concentration of the genotoxic agent.

Round- and irregular-shaped apoptosis present different biological significance. Thus,
round-shaped AMN makes apoptotic cells more resistant to secondary necrosis and less
pro-inflammatory than irregular-shaped AMN.

It would be interesting to explore whether these two types of apoptotic cells are present in
different physiological or pathological situations, and whether they have distinct signalling roles or
produce different types of signalling molecules. Furthermore, the knowledge and modulation of round
and irregular apoptosis may be important for deciding better therapeutic options and predicting the
subsequent immune response.
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