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Abstract: Bilingualism has been linked with improved function regarding certain aspects of linguistic
processing, e.g., novel word acquisition and learning unfamiliar sound patterns. Two non mutually-
exclusive approaches might explain these results. One is related to executive function, speculating that
more effective learning is achieved through actively choosing relevant information while inhibiting
potentially interfering information. While still controversial, executive function enhancements
attributed to bilingual experience have been reported for decades. The other approach, understudied
to date, emphasizes the role of sensory mechanisms, specifically auditory sensory memory. Bilinguals
outperformed monolinguals in tasks involving auditory processing and episodic memory recall,
but the questions whether (1) bilinguals” auditory sensory memory skills are also enhanced, and
(2) phonetic skill and auditory sensory memory are correlated, remain open, however. Our study
is innovative in investigating phonetic learning skills and auditory sensory memory in the same
speakers from two groups: monolinguals and early bilinguals. The participants were trained and
tested on an artificial accent of English and their auditory sensory memory was assessed based
on a digit span task. The results demonstrated that, compared to monolinguals, bilinguals exhibit
enhanced auditory sensory memory and phonetic and phonological learning skill, and a correlation
exists between them.

Keywords: bilingualism; auditory sensory memory; phonetic and phonological learning

1. Introduction

For decades, the psycholinguistic literature has reported the existence of a bilingual
cognitive advantage [1,2] whereby bilingual language experience is thought to enhance
cognitive functions and ultimately contribute to cognitive reserve. However, the bilingual
advantage has polarized academics as a controversial, difficult to replicate phenomenon,
earning the nickname of “Loch Ness monster” [3,4]. In a different meta-analysis based
on 46 original research studies, Van den Noort et al. [5] report that a majority of the
articles on the topic (54.3%) found beneficial effects of bilingualism on cognitive control
tasks; however, 28.3% found mixed results and 17.4% found evidence against its existence.
Following DeLuca et al. [6], we take the position that bilingual effects on cognition exist,
but they are conditional. It is no coincidence that the 2021 meeting of the world’s largest
conference on bilingualism, the International Symposium on Bilingualism, hosted two
theme sessions entitled Biases in research: Who counts as ‘authentic” bilingual speaker—and
how can we tell? and Language proficiency measures—what exactly are we measuring? Several
reasons, both methodological and conceptual in nature, have been invoked as potentially
underlying the conflicting bilingual advantage findings [7,8]. These include individual
differences such as talent [9], language-pair factors [10], the fact that the bilingual advantage
may be most prominent during early and late stages of life, but less noticeable during
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adulthood [11], and experimental task complexity across studies [2]. Among these factors,
the fact that all speakers have access to non-linguistic ways of improving cognitive function,
the lack of a well-defined operational description of bilingualism, and the omission of
lower-level, sensorimotor functions in considering the relationship between language and
cognition have received heightened attention in recent literature. It is the third aspect we
address in more detail in the current paper.

As mentioned above, numerous studies on bilingual cognition have explored the poten-
tial advantages associated with bilingualism on executive function. As Poarch and Krott [12]
explain, the view that bilingualism has cognitive benefits is based on the theoretical as-
sumption that bilingual individuals experience constant cross-linguistic activation and
interaction during language processing [13,14]. To enable the use of the correct language in
a given context, the need arises for a cognitive control mechanism permitting speakers to
resolve the conflict between languages that are actively competing with each other. Such
a cognitive control mechanism already exists for non-verbal processing, specifically execu-
tive function(s) [7,15]—also referred to generically as cognitive control. Executive function
refers to a set of processes considered necessary for the cognitive control of behavior, includ-
ing (in most models) attentional control, inhibitory control, working memory, and cognitive
flexibility or shifting. Because frequent switching between languages is speculated to
employ this mechanism, the expectation arises that the more this happens, the greater the
enhancement of cognitive function [16]. Miyake et al. (2000) investigated the separability
of shifting, updating, and inhibition, reporting that these three executive functions have
differential contributions to performance on complex frontal lobe tasks [17]. Given that
the frontal lobes are involved in language processing [18,19] and brain adaptations have
been observed in the frontal regions in bilinguals [20], executive functions are likely to be
involved in multiple aspects of language learning [6], though other mechanisms are likely
to be involved as well.

Over a decade ago, Simmonds et al. posed the question why previous bilingualism
research had largely ignored sensorimotor aspects of learning [21]. Indeed, an understudied
area of research pertaining to bi- and multilingualism is their connection with cognitive
aspects outside of the frequently explored set of executive functions. Because, as shown in
Figure 1, language experience involves extensive use of sensorimotor mechanisms [21,22],
such as motor (articulatory) control, somatic memory, and auditory sensory memory (iconic
memory in the case of signed languages), the question arises whether these lower-level
functions are also enhanced by bilingual experience outside of one’s native language.
Furthermore, if that is the case, the contribution of sensorimotor functions to cognitive
function and whether a connection exists between sensorimotor and executive functions
also needs to be clarified. Lindenberger (1994) and Lindenberger et al. (2000) posited
a connection between the two in the cognitive permeation hypothesis [23,24], noting that
sensorimotor aspects of behavior are more attention-demanding in older adults than in
young adults, which leads to increased competition between sensorimotor and cognitive
tasks for scarce attentional resources. Reviewing the research on the coupling between
sensorimotor and cognitive aging, Schéfer et al. (2006) conclude that they are causally
related and functionally interdependent and that age-associated increments in cognitive
resource demands of sensorimotor functioning are malleable by experience [25]. Their
recommendation is for future studies to attempt to shed further light on functional and
etiological links between sensorimotor and cognitive aging and their interaction.

Exploring the connection between sensorimotor and cognitive functions also has the
potential to shed more light on a phenomenon that has received heightened attention
recently, specifically phonetic and phonological learning. Experimental research has shown
that bilingual individuals (of various backgrounds) tend to outperform monolinguals in
tasks requiring them to produce or perceive novel sounds or accents of a known language.
For instance, ref. [2] trained monolinguals and bilinguals on vocabularies differentiating
words that contained foreign phonetic contrasts. Their findings suggested a bilingual
advantage in phonetic learning, which is influenced by the level of difficulty of the specific
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phonetic contrast being learned and by the similarity between the learners’ native language
and the target language (a similar conclusion was drawn by [26] in their study that investi-
gated the acquisition of rhotics longitudinally). In a study focusing on non-native contrasts,
ref. [27] report enhanced speech perception abilities in multilinguals and bilinguals com-
pared to monolinguals, whose ability to discriminate a non-native contrast did not differ
from that of the bilingual and multilingual group before training).

\ / y / Motor
\\ I AE Commands

> Somatosensory /'| Movement of
AN Monitoring articulators

N

Figure 1. Sensorimotor systems involved in speech (adapted here from [21]).

Using a more naturalistic approach focusing on the global learning of a different accent
and thus expanding on the production or perceptual discrimination studies employing
sounds in isolation, ref. [28] compared Canadian monolinguals and bilinguals in an experi-
ment that involved two tasks: imitating and spontaneously reproducing a novel foreign
accent spoken in Sussex, England. The target sound (i.e., the glottal stop), which was
already present in the speakers’ production, was mapped differently to surface forms in the
novel accent (i.e., as the only allophonic realization of word-final coronal stops). The results
suggest more effective learning in bilinguals. Although the two groups performed very
similarly during the training when they were asked to imitate what they heard immediately,
bilinguals produced their glottal stop significantly more frequently than monolinguals
during the post-training session. A follow-up study [29] employed a novel accent that was
artificially created to have four phonetic features that differed from standard American
English. The decision to use an artificially constructed accent instead of a natural one was
made to allow better control over the measurements of the input and the output in the
experiment. Early bilinguals of various language backgrounds consistently outperformed
monolinguals . These findings are in line with a bilingual advantage found in phonetic and
phonological learning that is robust enough to override the various issues speculated to
cause conflicting results in the executive function studies discussed previously. Departing
from the more widespread executive function work, we address the question whether
a link exists between phonetic and phonological learning and auditory sensory memory.
Given the complexity of phonetic and phonological learning, we expect it to be underlain
by multiple mechanisms, including executive function, but in the current paper we narrow
down the investigation to auditory sensory memory precisely because this connection has
been understudied to date.

Turning to the work on auditory sensory memory, the digit span task (with a suffix)
is a paradigm commonly employed to investigate this type of memory in behavioral
studies. The sulffix effect, as described by previous studies [30,31], refers to the difficulty in
recalling a spoken sequence caused by the addition of an irrelevant speech item at the end.
Typically, participants are presented with sequences of digits or letters that are arranged in
a random order, followed by either a silent interval [32] or a suffix of equivalent duration
(e.g., the word “go”). When compared to the items followed by a silence, the items closest
to the suffix display an increase in errors, with the final item showing the largest increase in
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errors. This is in contrast with near-perfect performance in the control condition. Replicated
consistently in a variety of studies, the suffix effect is thought to reflect an automatic type
of processing that is characteristic of the functioning of auditory sensory memory [33-35].

It should be added that other types of memory, such as working memory, are likely
active in digit span recall [36]. It is believed that information about the stimulus heard most
recently can be accessed simultaneously by both auditory sensory memory and working
memory. As a result, it can be challenging to differentiate the effects of auditory sensory
memory and those of working memory processes, such as rehearsal, long-term retrieval,
or chunking [37]. However, empirical studies have been able to distinguish the separate
effects of working memory rehearsal and auditory sensory memory to digit span recall,
along with their accompanying theoretical interpretations [38,39]. The general view has
been that auditory serial recall tasks enable the separation of performance effects resulting
from working memory rehearsal, which affects the first items in a longer list (i.e., primacy
effects), from performance effects resulting from auditory recency, which applies to the
last items in a list (i.e., recency effects). Based on this, we consider performance on the
terminal items of a list mainly to reflect the working of auditory sensory memory, while not
excluding the possibility of interference from additional mechanisms interacting with it,
such as working memory where they need to hold incoming L2 information while decoding
it. One should note, however, that recent work by Sofologi et al. [40] showed no differences
in working memory between monolingual and bilingual students of the same age, while
at the same time finding a bilingual advantage in inhibitory control and cognitive change.
The authors conclude that when learning a (first or second) language, working memory
does not correlate to all executive functions but forms a separate cognitive function. These
findings are supported by Yang’s 2017 study [41], which concluded that knowing two
languages does not guarantee bilingual working memory advantages over monolinguals,
but the advantage might be linked to bilinguals” unique L2 use environment. On the
other hand, the relationship remains unclear: Morales et al. [42] found an advantage for
bilingual children in working memory that was especially evident when the task contained
additional executive function demands.

While research has shown a bilingual advantage in tasks involving auditory
processing [43] and episodic memory recall [44], very few studies have investigated audi-
tory sensory memory in the context of bilingualism. Philipp-Muller et al. [45] administered
a digit recall task and used an algorithm to analyze the digit recall data and examine
the mechanism underpinning the differences in memory performance in bilingual and
monolingual participants. The Rational Transpositional Error Algorithm (RTEAlgorithm)
showed that bilinguals made significantly fewer transpositional errors than monolinguals
in the recall task. This study, however, did not specifically investigate performance on the
terminal items of digit sequences and therefore its findings are not conclusive with respect
to auditory sensory memory. More recently, ref. [46] administered a suffixed adaptive
digit span task to bilinguals and monolinguals from the undergraduate population of the
University of Toronto, and compared them in overall accuracy, accuracy by serial position,
maximum number of digits recalled, and the percentage of participants who reached the
longest digit span. The results showed that bilinguals have longer digit spans and higher
accuracy than monolinguals across all serial positions within every list length. This suggests
an advantage for bilinguals not only in terms of recently heard items, which are attributable
to auditory sensory mechanisms (known as recency effect), but also for the items heard
at the beginning of longer list lengths, which are owed to working memory (known as
primacy effect). While [46] concluded that bilingual experience results in enhanced audi-
tory sensory memory, further studies are needed to consolidate this finding and to explore
the connection between this type of memory and phonetic and phonological learning,
especially as the former has been suggested to have a significant role in the latter [18].

In sum, based on the research on phonetic and phonological learning and auditory sen-
sory memory, which were both found to be enhanced in bilinguals, it is plausible to assume
a link between the two, and further speculate that the mechanism supporting phonetic
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and phonological learning is partially supported by the work of auditory sensory memory.
The experiment described in the following sections addresses the possible existence of
a correlation between phonetic and phonological learning and auditory sensory memory.

2. Experiment: Materials and Methods

The aim of the current study was to address the prediction put forth in the previ-
ous section, which postulates a link between phonetic and phonological learning and
auditory sensory memory, an experiment was designed to include a novel accent learn-
ing task, following [28,29] and a digit span task with a suffix [46]. The experiment was
conducted with monolingual and bilingual speakers in person in a quiet room, inside
a sound-attenuated booth, on the CUNY Kingsborough Community College campus and
comprised the following parts: a language background questionnaire, a translation task for
bilingual participants (from English into their other language)—not discussed here, a novel
accent learning task that included three blocks (i.e., baseline, training, and testing), and
a digit span task with a suffix. Preliminary findings of this study (covering a subset of the
participants and only the results obtained for the phonetic and phonological learning task)
were reported in [29].

2.1. Hypotheses

Our predictions are primarily based on previous findings suggesting that there is
an advantage for bilinguals in phonetic and phonological learning [2,27-29] and in serial
memory tasks [45], including those specifically focusing on auditory sensory memory [46].

Hypothesis 1. Bilinguals will outperform monolinguals on the phonetic and phonological
learning tasks.

Hypothesis 2. Bilinguals will display enhanced auditory sensory memory compared to monolinguals.

Hypothesis 3. A significant correlation exists between auditory sensory memory and phonetic
and phonological learning.

2.2. Language Background Questionnaire

Participants were individually administered an abbreviated version of the LEAP-
Q questionnaire [47]. Following [46], participants who were included in the bilingual
group met two primary criteria: (1) self-reported native or near-native proficiency level
in both languages, and (2) exposure to both languages prior to school age (i.e., 6-7 years).
Monolinguals were defined as individuals who reported speaking English natively and,
in some cases, a second language at a level of conversational or beginner proficiency.

2.3. Testing Phonetic and Phonological Learning: The Novel Accent Learning Task
2.3.1. Stimuli

An artificial accent of English (henceforth Model Speech), was created such that it
differed in four distinct ways from standard North American English (Figure 2):
1. Tapping: intervocalic /1/ — [c] e.g., ‘color” —[kare]
2. Diphthongization: the vowel /¢/ — [je] after an onset consonant, e.g., ‘bed” — [bjed]
3. Vowel epenthesis: voiceless clusters of the form sC — soC e.g., ‘spy’ — [sop"aj]
4. Intonation change: tag questions were realized with a novel Mid-Low-High (MLH)
pattern. Tag questions (e.g., isn't it?) are typically produced with either rising or
falling intonation in standard American English.

The stimuli consisted of short sentences containing either one single feature e.g., You
make a good spy, where spy was realized as [sop"aj] (epenthesis), two features combined
e.g., She put a spell on him, where [spel] was realized as[sophjel] (epenthesis and diphthon-
gization), or all four of them (e.g., You set the speed alone, didn’t you? where the vowel in the
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word set was diphthongized, epenthesis occured in the word speed, tapping affected the [1]
in alone, and the tag question didn’t you? was realized with a MLH contour).

The features were distributed as follows: 20 tapped /1/, 20 diphthongized vowels,
20 epenthesized vowels and 10 tag questions. The reason we included a lower number of tag
questions compared to the other novel features was that they were found impressionistically
to be highly salient and their presence in higher numbers was deemed to have a distracting
effect on the listeners.

The total list of stimuli comprised 40 sentences (of which 20 contained single features,
15 contained combinations of two features, and 5 contained all four features). A highly
trained monolingual female phonetician recorded the full list of stimuli using the Model
Speech and also in her natural Northeastern US accent (for comparison). The consistent
presence of all novel features in the artificial accent was verified acoustically (see Figure 2).

chilly_natural chilly_Model_Speech

g
i

5000 5000

A

Frequency (Hz)
Frequency (Hz)

o

o v A
0 0.2306 0 02374
Time (s) Time (s)

Tapping: [1li] (baseline) and [iri] (Model Speech)

en_natural Ben_Model_Speech

4000 4000

y (Hz)

Z 3000 P R 2 3000

2000 e s

Formant frequen;
Formant frequency (Hz)

2000 gy A S

1000 1000

0 0.1832 0 0.1734
Time () Time (s)

Diphthongization: [e] (baseline) and [je] (Model Speech)

5000 5000

Frequency (Hz)
Frequency (Hz)

0.4509 0 0.575
Time (s) Time (5)

Epenthesis: [spm] (baseline) and [sop"m] (Model Speech)

wasnt_he_natural wasnt_he_Model_ Speech

0636 041
Time (5) Time (5)

Tag question: LMH (baseline) and MLH (Model Speech)

Figure 2. Examples of the 4 features in baseline (left) and Model Speech (right). The VCV sequence
for tapping was extracted from the word ‘chilly’. The tracks of formants 1-4 are obtained from the
vowel in the word ‘Ben’. The spectrograms for epenthesis are obtained from the word ‘spinning’.
Pitch tracks for the sequence ‘wasn’t he?” illustrate the intonation change feature.
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2.3.2. Procedure

The experimental procedure for this task started with the recording of 40 baseline
sentences containing all structures of interest, followed by a two-part training phase. In the
first part, participants listened to 40 sentences spoken in the Model Accent continuously,
in the absence of orthographic input. In the second part, they listened to each of the same
40 sentences and were asked to immediately imitate it in the novel accent (see [48] for
the role of imitation in phonetic and phonological learning), while also being able to see
its orthographic transcription on a computer screen. In the testing phase, they read the
baseline sentences again, this time aiming to reproduce the novel accent without any audio
prompts. This task was administered using PsychoPy [49].

2.3.3. Data Processing and Analysis

Data processing consisted of categorical judgments provided by the same trained
monolingual phonetician who recorded the Model Speech sentences (Note: the rater is not
an author and had obtained her PhD prior to her collaboration on this study). The absence
or presence of each target feature was scored with a 0 or 1, respectively, resulting in a mean
accent score for each participant and for each block, as well as an overall score per partic-
ipant averaging over the three blocks (baseline, training/imitation, and testing). While
the scoring process was not blind, with the rater having access to language background
information for the participants, the judgments were based on spectrographic evidence
(as shown in Figure 2) and not on impressionistic data. While we anticipate conducting
a number of acoustic analyses to be reported in a future study, including measurements
of continuous parameters such as duration, pitch and formant values, as well as other
pertinent measures for each of the four features employed, the current study is based on
the categorical ratings only. The statistical analyses we conducted for the current study
include a series of ANOVAs that compared various aspects of the two groups’ performance
across the different features, blocks, and sentence types (that is, containing 1, 2, or 4 features
together), detailed in the following sections. See Appendix A for a detailed description of
the variables employed.

2.4. Testing Auditory Sensory Memory: The Digit Span Task with Suffix
2.4.1. Stimuli

The stimuli consisted of sequences of digits varying in length (from a minimum of
2 digits to a maximum of 9). After each digit sequence, the word “recall” was presented,
which served as a suffix. Both the digits (1 through 9) and the suffix (i.e., “recall”) were
generated using a natural-sounding synthetic male voice. The task was adaptive, presenting
digit sequences of a specific length in blocks of five trials each. For example, a listener was
first presented with 5 trials of 2-digit sequences, then 5 trials of 3-digit sequences, and so
on and so forth, until they were no longer able to correctly recall at least 3 out of the 5 trials
within a block. At that point, the task was terminated. Thus, the task could end earlier for
some listeners compared to others, depending on their performance.

2.4.2. Procedure

The default template of PsyScope [50] digit span was modified to construct this task.
The task was designed to be adaptive, beginning with a practice block of two digits and
progressing to longer sequences if the participant accurately recalled at least three of the
five trials at each sequence length. As a result of the adaptive nature of the task, the highest
sequence length achieved varied among participants, resulting in a different number of
blocks presented depending on their individual memory capacity.

2.4.3. Data Processing and Analysis

The software (PsyScope) automatically generated scores for each sequence, including
the number of correct and incorrect responses and the maximum digit sequence length
reached by each participant. Overall accuracy for each serial position for the longer digit
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sequences was subsequently obtained. A MATLAB script [51], specifically developed
to compare the digits presented at each serial position with the participants” response
and determine accuracy based on whether a match was found was also used. The algo-
rithm searched for insertions or deletions by aligning a participant response string and
the input string presented and counting the number of digits in each string to see if there
was a discrepancy. If the number of digits in the response string was equal to the num-
ber of digits in the input string, then the answer was included in the analysis, but if the
number of digits was not equal between the response and input strings, the answer was
excluded. The algorithm evaluated the responses that were included digit-by-digit, em-
ploying a graded scoring method that assigned weighted scores based on transpositional
distance. The goal of this graded scoring system was to award a higher score to transposed
response digits that were closer to their original position in the participant response.

The z-scores were used to compare the proportion of participants from each group
who were able to reach the longest digit sequence (i.e., nine digits). In a series of ANOVAs,
group (monolingual/bilingual) and sequence length (2 through 9) were included as the
independent factors and digit span (i.e., a single score per subject consisting of the highest
list length reached), accuracy, and the algorithm score as the dependent variables.

Lastly, correlation analyses were performed to identify any potential relationships
between the accent scores obtained (both on separate blocks—training and testing—and
overall) and digit accuracy, maximum digit length reached, and both the raw and algorithm-
based scores. All variables of interest are described in Appendix A.

2.5. Participants

The participants were 62 undergraduate students, 31 monolingual (mean age = 23.6,
SD = 6.08, 8 male, 23 female) and 31 early bilingual (mean age = 22.33, SD = 4.6, 9 male,
22 female). As previously described in Section 2.2, early bilingual participants were charac-
terized by a native or near-native level of proficiency in both languages and early exposure
to them, defined as prior to school age (i.e., 6-7 years). Bilinguals’ other languages included
Arabic, Cantonese, Hebrew, Russian, Spanish, Urdu, Thai, and (Haitian/Jamaican/St. Lu-
cian) Creole. Both age of acquisition and proficiency level were self-reported. Monolinguals
were defined as individuals who reported speaking English natively and, in some cases,
an additional language at a conversational or beginner level. Two of the participants (one
from each group) were excluded from the analyses related to phonetic and phonological
learning (and consequently the correlation analyses) due to technical issues leading to the
loss of their voice recordings for the novel accent learning task, but their data were included
in the analyses associated with auditory sensory memory.

2.6. Results

The results of the study are presented in three separate subsections, the first two
reporting the findings for each of the two experimental tasks, and the third presenting the
correlations between phonetic and phonological learning and auditory sensory memory.

2.6.1. Phonetic and Phonological Learning: The Novel Accent Learning Task

Figure 3 shows the average scores for monolinguals and bilinguals grouped by the
number of novel accent features (1, 2, or 4) in the three different conditions (i.e., Baseline,
Training, Testing). Bilinguals outperformed monolinguals across the board, in both the
Training (imitation) and Testing conditions, with a more pronounced decrease in perfor-
mance for monolinguals in Testing as the number of features present per sentence increased.

Figure 4 shows the average scores for monolinguals and bilinguals for all four novel
features in the three different conditions (i.e., Baseline, Training, Testing). Bilinguals outper-
formed monolinguals across the board, in both the Training (imitation) condition (except for
the diphthongization feature) and the Testing condition, but the differences in Training were
more pronounced with tapping and tag questions. In Testing, monolinguals performed
best with tag questions, followed by epenthesis, and performed most poorly on the tapping
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feature. An ANOVA with Accent Score as the dependent variable and Group (monolin-
qual/bilingual), Block (baseline/training/testing), Feature (dipthongization/tapping/epenthesis/tag
question) and Number of features per sentence (1/2/4) as independent variables revealed sig-
nificant main effects of all independent variables (Group: F(1, 12587) = 148.98, p < 0.001,
Block: F(2,12587) = 1768.32, p < 0.001, Feature: F(3, 12587) = 50.12, p < 0.001, and Number
of features per sentence F(2, 12587) = 89.81, p < 0.001), and also of the interactions between
Group x Block, Group X Feature, Block x Feature, Block x Number of features per sen-
tence, Feature x Number of features per sentence, Group x Block x Feature and Block x
Feature x Number of features per sentence. Post hoc tests using the Bonferroni correction
revealed that each block differed significantly from the other two, and tapping differed
significantly from all other features. The three configurations for number of features per
sentence (1, 2, or 4) also differed significantly from each other.

Total Number of Features per Sentence GROUP
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Figure 3. Mean of accent scores grouped by the number of novel accent features (1, 2, or 4) per
sentence obtained by monolinguals and bilinguals in Baseline, Training and Testing.
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Figure 4. Mean of accent scores for each novel accent feature obtained by monolinguals and bilinguals

in Baseline, Training and Testing.
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2.6.2. Auditory Sensory Memory: The Digit Span Task with Suffix

Figure 5 presents the proportion of participants (monolingual or bilingual) who were
able to advance to each sequence length. Participants from both groups began to “drop
out” at sequence length = 6, but those from the monolingual group dropped out in greater
proportions than the bilinguals—a slight difference at first, with 93.5% of bilinguals and
90.3% of monolinguals reaching sequence length = 6, which becomes larger as the sequence
length increases, with 54.8% of bilinguals and 48.4% of monolinguals reaching sequence
length = 7. Only 25.8% of bilinguals and 9.7% of monolinguals were able to complete
successfully the 7-digit block and move to the 8-digit block. Only participants from the
bilingual group moved on to the 9-digit block. However, none of these consistently recalled
these sequences, which means that the 8-digit sequence was the longest sequence recalled
reliably by participants in this experiment. Based on the use of a z-score to evaluate the
proportions of the two populations still present at the 8-digit sequence (z = 1.6622, one-
tailed), we conclude that significantly more bilinguals reached this list length compared to
monolinguals (p < 0.05).

B MONOLINGUAL BILINGUAL

1
0.75
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0.25 I
0 |
4 5 6 7 8

Figure 5. Digit span task: proportion of group who reached each list length.

9

The two groups did not differ significantly with respect to the average maximum digit
length reached, which was 6.8 for bilinguals and 6.5 for monolinguals. For a finer-grained
perspective, Figure 6 displays the two groups’ accuracy broken down by sequence length.
As previously described, there were five trials in each block for a given list length, and
a participant needed to answer at least 3 (out of the 5 trials) correctly in order to advance
to the next (higher) sequence length. This means that even when a sequence length has
been successfully completed by all of the participants, overall accuracy for that sequence
length is not necessarily 100% (for example, sequence length = 4). From sequence length = 4
onwards, bilinguals had higher accuracy than monolinguals across the board (except for
sequence length = 5, for which the accuracy of both groups was 85%). As the sequence
length and consequently difficulty level of a block increased, the group differences became
larger. The mean accuracy for monolinguals for the 6-, 7-, and 8- digit sequences was 52.8%,
31%, and 6%. For the same sequence lengths (in increasing order), the bilingual group’s
overall accuracy was 62.7%, 49.4%, and 42.1%. A one-way analysis of variance showed that
Accuracy was significantly affected by Group, F(1, 1731) = 23.67, p < 0.01 and Sequence
Length, F(7,1731) = 121.94, p < 0.01, and by these two factors’ interaction, F(6, 1731) = 4.15,
p < 0.01. In a series of post hoc comparisons (with the Bonferroni correction) accuracy
for list lengths 5 and 6 was significantly different from all of the other sequence lengths,
while no significant differences were found in overall accuracy for sequence lengths 2,
3, and 4, and accuracy for sequence lengths 7 and 8 were significantly different from all
other list lengths except for each other. A series of one-way ANOVAs performed separately
for each list length showed significant effects of Group on Accuracy at sequence length 7,
F(1, 157) =5.62, p = 0.019 and sequence length 8, F(1, 51) = 6.75, p = 0.012. The results for
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Accuracy are very similar with those we obtained for the algorithm-based scores, so in the
interest of space we will not be discussing the latter here, but only in the following section
focusing on the correlations between variables.
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Figure 6. Memory task: mean accuracy for monolinguals and bilinguals for each sequence length.

Figure 7 takes a closer look at the 7- and 8-digit sequences by showing the two groups’
mean accuracy at each serial position. A small number of the participants’ responses had to
be excluded in order to create these plots in cases where the length of the response differed
from the length of the input (for example, shorter responses such as “46,382” when the
input had been “95,164,832").
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Figure 7. Digit span task: mean accuracy at each serial position for 7-digit (right) and 8-digit
sequences (left). The terminal item is labeled with a 0, and each item preceding it is labeled in terms
of its distance from the terminal item (e.g., —1 for the penultimate item, —2 for the antepenultimate
item, etc.).

For both sequence lengths, we observe small primacy as well as recency effects, as for
both of the groups the accuracy for initial and final items tended to be higher than that of
items from the middle of the sequence, except for the initial items in the 8-digit sequence
for the bilinguals. For the sequences containing 7 digits, bilinguals display higher accuracy
than monolinguals at all serial positions, a difference that is smaller for the initial items
but gradually becomes larger for each position that follows them through the preterminal
position. In final position, probably because of a recency effect, the two groups perform
more similarly than in the penultimate position.

Moving on to the sequences comprising 8 digits, we observe a similar pattern to that
described above for 7-digit sequences. Bilinguals have higher accuracy than monolinguals
at all serial positions and recency effects are noted for both groups, while only monolinguals
display a slight primacy effect. Other patterns that can be observed include the overall
lower accuracy for both groups (as might be expected due to the increased difficulty of
having to recall the longer sequence), and the larger difference in group performance at all
serial positions. Monolinguals show a spike in accuracy for the antepenultimate position,
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not noted with the 7-digit sequence length. This may have to do with individual factors,
considering that only about 10% of the monolingual participants were able to reach this
sequence length.

2.6.3. Correlations between Phonetic and Phonological Learning and Auditory
Sensory Memory

Lastly, we consider the potential link between phonetic and phonological learning
performance and auditory sensory memory. Correlation analyses were performed using
the following variables:

*  Phonetic and phonological learning: Accent Score (both Overall, collapsing perfor-
mance on the Training and Testing blocks, and separately for each of these two blocks)

* Auditory sensory memory: Maximum Sequence Length reached, Overall Digit Accu-
racy obtained in the memory task, and Algorithm-based Score, that is, the digit recall
score obtained by taking into account permutation errors, with bigger penalties for
items displaced at longer distances.

Table 1 shows the Pearson correlations that were significant in a two-tailed analysis
when monolinguals and bilinguals (n = 60) were considered together, while Tables 2 and 3
show the Pearson correlations that were significant in a one-tailed analysis when monolin-
guals and bilinguals were considered separately (n = 30 for each group).

Table 1. Significant correlations between variables associated with phonetic and phonological
learning (arranged vertically) and variables associated with auditory sensory memory (arranged
horizontally) when all participants were considered together. Gray shading indicates the strength of
the correlation (light gray = weak correlation, medium gray = moderate correlation, dark gray = strong
correlation); n.s. = not significant.

Max Sequence Length Overall Accuracy Algorithm-Based Score

Accent Score r(58) = 0.497 r(58) = 0.504
(Overall) p <0.001 s p <0.001
Accent Score r(58) = 0.479 r(58) = 0.297 r(58) = 0.469
(Testing) p < 0.001 p <0.05 p < 0.001
Accent Score r(58) = 0.445 r(58) = 0.312 r(58) = 0.459
(Training) p <0.001 p <0.05 p <0.001

Table 2. Significant correlations between variables associated with phonetic and phonological
learning (arranged vertically) and variables associated with auditory sensory memory (arranged
horizontally) for the MONOLINGUAL group. Gray shading indicates the strength of the correlation
(light gray = weak correlation, medium gray = moderate correlation, dark gray = strong correlation);
n.s. = not significant.

Max Sequence Length Overall Accuracy Algorithm-Based Score
Accent Score r(28) = 0.379

(Overall) p <0.05 s s
Accent Score r(28) = 0.370 s s
(Testing) p <0.05 ~

Accent Score r(28) = 0.336

(Training) p <0.05 s s

To summarize the above, several significant correlations were found between variables
associated with phonetic and phonological learning and auditory sensory memory (and
more generally serial memory, given the difficulty of excluding the effects of working
memory). Specifically, the accent scores obtained by participants in both the training
(imitation) condition and in testing, as well as (in some cases) the compounded overall
scores, correlated with the maximum digit span, overall digit accuracy, and corrected
algorithm scores obtained by the same participants. These correlations, however, were
stronger and more numerous in the bilingual group. When considered separately, only
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three positive correlations were significant for the monolingual group, all of which were
weak correlations. For comparison, 9 correlations were significant based on the data from
bilingual speakers, of which 7 were strong correlations and 2 were of moderate strength.
Figure 8 provides visual representations for some of these correlations.

Table 3. Significant correlations between variables associated with phonetic and phonological
learning (arranged vertically) and variables associated with auditory sensory memory (arranged
horizontally) for the BILINGUAL group. Gray shading indicates the strength of the correlation
(light gray = weak correlation, medium gray = moderate correlation, dark gray = strong correlation);
n.s. = not significant.

Max Sequence Length Overall Accuracy Algorithm-Based Score

Accent Score

(Overall)
Accent Score
(Testing)
Accent Score r(28) = 0.499 r(28) = 0.451
(Training) p<0.05 p<0.05
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Figure 8. Regression plots for pairs of variables reflecting phonetic and phonological learning
(Testing AS, Overall AS) and variables associated with auditory sensory memory (Max Digit,
Digit Accuracy, and Score Algo). AS = accent score. Max Digit = maximum sequence length
reached. Digit Accuracy = overall accuracy obtained in the digit span task, Score Algo = the corrected
algorithm-based score obtained by taking into account permutation errors, with bigger penalties for
items displaced at longer distances.

3. Discussion

Our study supports the hypotheses we formulated, replicating earlier results (Hypoth-
esis 1, [2,27-29] and Hypothesis 2, [46]) and also reporting a novel finding (Hypothesis 3).
Specifically, bilinguals obtained higher performance scores on the novel accent learning
task for all four features tested (Hypothesis 1). This was most apparent in the testing phase,
but bilinguals also outperformed monolinguals in the training (imitation) block for three of
the four features. More generally, bilinguals also obtained higher scores than monolinguals
on sentences containing 1, 2, or 4 different features, with monolinguals showing a return to
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baseline in the more complex case of sentences requiring all four features to be expressed,
reflecting an inability to manifest the newly learned patterns even though they were able
to produce them in isolation. Both bilinguals and monolinguals performed better on the
novel intonation pattern in tag questions than on the other three patterns, possibly due to
the fact that it was a more global (suprasegmental) phenomenon of longer duration and
higher salience compared to the other features.

Hypothesis 2 was supported by the finding that there is a bilingual advantage in
auditory sensory memory (manifested as better performance on the items that preceded
the suffix, see Figure 7), which became more pronounced as the task’s complexity (i.e., the
length of the sequence to be recalled) increased. This suggests bilinguals have a longer
auditory sensory memory span than monolinguals. This assumption is also supported by
the percentage of participants in each group who reached the longest digit sequences (that
is, 8 and 9 digits), and the two groups’ performance in terms of accuracy both when we
considered the sequences as a whole and when we broke them down by serial position.
Notably, the increase from 7- to 8-digit sequences caused a substantial drop in accuracy
in the monolingual group (from 31% to 6%), while the decrease in accuracy was more
gradual in bilinguals (from 49.4% to 42.1%). Additionally, the higher accuracy exhibited
by bilinguals with the items positioned at the start of longer sequences suggests potential
enhancement of their working memory as well, in line with earlier behavioral [45,52-54],
and electrophysiological findings [55], but in contrast with studies which found no differ-
ences in working memory between bilinguals and monolinguals [56,57]. Lastly, Hypothesis
3 was also supported, as significant positive correlations were found between variables
reflecting phonetic and phonological learning and variables associated with auditory sen-
sory memory. We found this relationship to be much stronger in bilinguals compared
to monolinguals.

One of the immediately arising questions in light of our results is whether the fact
that the link between phonetic and phonological learning and auditory sensory memory
was much stronger in bilinguals supports the idea that auditory sensory memory plays
a crucial part in this type of learning. While we believe this to be the case, based on
arguments we discuss in what follows, we would like to clarify that our study has not
investigated the existence of a causal relationship between the two, but simply established
that a relationship exists. The possibility remains that bilingual experience leads to the
independent enhancement of both phonetic and phonological learning on the one hand
and auditory sensory memory on the other hand, without the former being supported by
the latter. Future studies are needed to elucidate this question.

In support of the involvement of auditory sensory memory in phonetic and phonolog-
ical learning, Calabrese [18] discusses a mechanism involving two distinct modes of speech
perception, the phonemic and the phonetic mode [58]. Listeners are posited to engage
in the top-down, “phonemic” mode of perception when they perceive stimuli containing
native-language phonological categories. This mode enables rapid unfolding of speech
perception because it is able to ignore non-contrastive aspects of perceptual representa-
tions. But if perception were exclusively phonemic, that would mean that listeners are
unable to to perceive allophonic variation, which would make languages unlearnable.
It is the “phonetic” (or bottom-up) perception that enables access to allophonic details.
“Phonetically-relevant perception” is thus crucial in order to learn allophonic variation and
access sound contrasts in both native and non-native languages, as well as for acquiring
foreign sounds. To achieve this, the perceptual system is assumed to contain a memory
component for preserving acoustically accurate representations of the received signal mak-
ing it possible for novel representations to be stored in order to (eventually) construct a new
phonological system. While Calabrese uses the term echoic memory for this specific type of
memory, it has more recently been referred to as auditory sensory memory [36]. A part of
the bottom-up perceptual component, auditory sensory memory is posited to play a part in
language learning (and more specifically in phonetic and phonological learning). From this
perspective, the concept of phonological “deafening” for adults (to non-native sounds)
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does not describe an inability to hear or access the acoustic signal. Instead, it refers to
their inability to translate the new cue pattern characterizing the non-native sound into
a permissible phonological representation. Crucially, auditory sensory memory makes it
possible for these novel acoustic patterns to be heard and preserved. Following sufficient
articulatory training, acoustic patterns captured by auditory sensory memory can eventu-
ally be adapted into admissible phonological representations, at which point a learner has
become able to acquire the non-native sound.

Other studies have acknowledged the role played by sensorimotor systems in language
learning. Earlier findings [59,60] point to the existence of a specific left lateralized auditory
mirror neuron system engaged in auditorily triggered speech imitation which [19] found be
more active in “poor” speech imitators.Simmonds et al. (2011) also discuss how learning to
speak a second language also has effects on auditory and somatosensory feedback systems,
and emphasize the motor and sensory complexities involved in learning to speak a second
language as an adult [21]. Their suggestion is that adult second language learners might
benefit from a mute period of intense auditory exposure to a second language before
attempting to produce the sounds. This mute period could prove to be “beneficial in
enabling the learner to hear (and thus produce) subtly different phonetic features, new
phoneme distinctions and unfamiliar sequences of stress patterns”. Future neurolinguistic
findings may shed more light in this respect, also taking into account the involvement of
the insula region, which was identified as a key component of accent processing, possibly
playing a role in sensory-perceptual processing [61], and supporting conscious awareness
and regulation of accent features [62]. This may help in understanding the observed
differences between monolinguals and bilinguals in phonetic and phonological learning
because these differences may partially also be due to the two groups’ recruiting different
cognitive resources to achieve learning, with more conscious and effortful processing in the
case of monolinguals.

Other than the relatively reduced number of participants, our study is subject to the
methodological limitations we have pointed out in the introduction, such as not being able
to obtain homogenous groups of bilingual speakers with respect to their experience with
each of the languages they speak [6]. Given the lack of a unitary definition of “bilingual”,
two people with very similar linguistic backgrounds and abilities might readily place
themselves in different groups [63]. Among many possible scenarios, speakers might
not feel confident enough to report bilingual knowledge if the second language is mostly
practiced passively (e.g., their parents speak it at home but they only speak it occasionally),
if they do not have the same competencies as their native-speaking relatives (e.g., a heritage
speaker of Chinese or Arabic in the United States might not consider themselves bilingual
because they cannot read or write in this language), or if the second language they speak is
in some ways similar to another one, to the point where they feel they speak a somehow
inferior version of that language (e.g., Haitian Creole speakers reporting they speak “broken
French”). Other problems with self-reports include the fact that speakers may not accurately
record the age of first exposure to a given language or how often and in what ways they
were exposed to it (e.g., they may not be aware of extended trips abroad in their early
childhood) and thus under-report their experience. While all of our bilingual participants
reported (near-) native competence in both languages, high variability emerged in their
performance on the short translation task administered at the beginning of the experiment
(the analysis of which we have not yet completed). This inability to control for bilingual
experience has been acknowledged as a major challenge in the study of bilingual cognition,
thus future studies may benefit from the use of standardized language tests in order to
evaluate a speaker’s proficiency. If such tests enabling finer-grained assessment of bilingual
abilities are incorporated to experimental procedures, this may result in higher replicability,
rendering more comparable the results of different studies [64]). Very recent work in
neurolinguistics also supports this position as it indicates that proficiency (even more
than age of acquisition)—is a critical factor differentiating the functional organization of
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bilingual language processing, a finding which has also been “underlined by structural
neuroimaging investigations” [65].

Despite the mean group differences, in the current study we saw a number of mono-
linguals performing as well as the top bilinguals, for instance the top 10 performers on the
novel accent learning task included 3 monolinguals, as did the top 10 participants with the
highest digit span reached. In terms of overall accuracy on the digit span, 4 monolinguals
were among the top 10 performers. This highlights another methodological complication:
other than the use of multiple languages, several factors have been found to modulate
the development of cognitive functioning, including socio-economic status [66], physical
activity [67], circadian rhythm and sleep [68], dietary intake [69], and musical expertise [70].
Language learning constitutes one out of several possible ways of engaging in cognitive
training, and cognitive training itself is only one of the lifestyle factors also known to
affect cognitive function [8]. Studying any one of these aspects in isolation might obscure
other meaningful relationships or be subject to confounds preventing us from observing
significant effects, and contributing to replication failure. According to [71], we may expect
future work to uncover that distinct effects of language on cognitive operations arise from
interdependent functions. In consequence, research studies exploring directly how multiple
levels of processing interact with one another have the potential to offer a more far-reaching
view of how exactly language shapes our mind.

4. Conclusions

Our study focused on the sensorimotor bases of language—and more specifically
phonetic and phonological—learning in bilinguals. We replicated the bilingual advantage
previously observed in phonetic and phonological learning [2,27-29] and auditory sensory
memory [46], though the differential roles of working memory and auditory sensory
memory have yet to be determined more precisely. Our study also showed a significant
correlation between phonetic and phonological learning and auditory sensory memory,
which was stronger in bilinguals in comparison to monolinguals. Whereas higher-level
cognitive functions are likely to be at play in the execution of complex tasks such as
phonetic and phonological learning, it is important not to underestimate the role played by
lower-level, sensorimotor functions as well, so a full picture of the mechanism supporting
this type of learning may be obtained. These findings thus raise questions about the
role of sensorimotor mechanisms in language learning and suggest that incorporating
a sensorimotor perspective in future studies on bilingual cognition may be a fruitful
research direction.
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Appendix A
VARIABLES MEASURING PHONETIC AND PHONOLOGICAL LEARNING

Accent Score (Overall) The absence or presence of the four novel features associated with
the Model Speech (in the appropriate environment) was scored with a 0 or 1, re-
spectively. This was achieved for all three blocks completed by the participants
(Baseline, Training, and Testing). Subsequently, an overall score was obtained for
each participant, indicating the percentage of novel features produced (out of their
total utterances). Note that the features were not expected to appear in the Baseline
block which reflected participants’ natural accents.

Accent Score (Training) The absence or presence of the four novel features associated
with the Model Speech (in the appropriate environment) was scored with a 0 or 1,
respectively. This was achieved separately for the Training block, which consisted of
participants’” imitation of sentences uttered in the Model Speech accent immediately
after hearing each one of them. Subsequently, an overall score was obtained for each
participant, indicating the percentage of novel features produced during Training
(out of their total utterances).

Accent Score (Testing) The absence or presence of the four novel features associated with
the Model Speech (in the appropriate environment) was scored with a 0 or 1, re-
spectively. This was achieved separately for the Testing block, which consisted of
participants’ re-reading of the sentences presented during the Baseline block, being
prompted to now utter them in the Model Speech accent they had received training
on, to the best of their ability. Subsequently, an overall score was obtained for each
participant, indicating the percentage of novel features produced during Testing (out
of their total utterances).

VARIABLES MEASURING AUDITORY SENSORY MEMORY

Max Sequence Length This variable measures the longest digit sequence reached by
a participant. The first digit sequence presented contained two digits only (and
also served as a practice block) following which, if a participant correctly recalled at
least 3 out of a total of 5 trials per block, the next digit sequence would be presented
(one digit longer than the one that had just been completed). The task was adaptive
therefore this part of the experiment would end whenever a participant failed to
successfully recall at least 3 trials for a given sequence.

Overall Digit Accuracy A participant’s overall accuracy in the digit span task. Since each
sequence length included 5 trials, errors were possible even when participants were
able to advance successfully to the next sequence length. Participants from both
groups started making errors from sequence length = 4 and higher.

Algorithm-based Accuracy Score A ’‘corrected’ score that took into account the similarity
between a digit sequence input and a participant’s response. Thus, a response string
that was very similar to the input (for instance by the transposition of 2 digits) received
a higher score than a response in none of the digits matched the input (the Overall
Digit Accuracy would have assigned both such sequences an identical score of 0).
The algorithm searched for insertions or deletions by aligning a participant response
string and the input string presented and counting the number of digits in each string
to see if there was a discrepancy. If the number of digits in the response string was
equal to the number of digits in the input string, then the answer was included in the
analysis, but if the number of digits was not equal between the response and input
strings, the answer was excluded. The algorithm evaluated the responses that were
included digit-by-digit, employing a graded scoring method that assigned weighted
scores based on transpositional distance. The goal of this graded scoring system was
to award a higher score to transposed response digits that were closer to their original
position in the participant response.
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Abstract: Prosodic phrasing is the segmentation of utterances into prosodic words, phonological
phrases (smaller units) and intonational phrases (larger units) based on acoustic cues—pauses, pitch
changes and pre-boundary lengthening. The perception of prosodic boundaries is characterized by a
positive event-related potential (ERP) component, temporally aligned with phrase boundaries—the
Closure Positive Shift (CPS). The role of pre-boundary lengthening in boundary perception is still
a matter of debate: while studies on phonological phrase boundaries indicate that all three cues
contribute equally, approaches to intonational phrase boundaries highlight the pause as the most
powerful cue. Moreover, all studies used explicit boundary recognition tasks, and it is unknown
how pre-boundary lengthening works in implicit prosodic processing tasks, characteristic of real-life
contexts. In this study, we examined the effects of pre-boundary lengthening (original, short, and
long) on the EEG responses to intonational phrase boundaries (CPS effect) in European Portuguese,
using an implicit task. Both original and short versions showed equivalent CPS effects, while the
long set did not elicit the effect. This suggests that pre-boundary lengthening does not contribute to
improved perception of boundaries in intonational phrases (longer units), possibly due to memory
and attention-related constraints.

Keywords: prosodic phrasing; prosodic boundaries; closure positive shift; boundary perception;
pre-boundary lengthening; implicit boundary recognition task

1. Introduction

Prosody refers to the melodic (pitch movements), timbral (voice quality) and rhythmic
events (pauses, changes in the velocity of speech like pre-boundary lengthening) that coexist
with speech sounds (vowels and consonants) in natural speech [1]. Prosodic processing
has been long since acknowledged as an important component of speech perception [2].
Prosody may convey affective (i.e., expression of emotions) and/or linguistic information.
Prosody-related linguistic information enables the segmentation of utterances into speech
units with acoustically defined boundaries [3-7], which is commonly referred to as prosodic
phrasing. Prosodic words, phonological phrases (relatable to clause components like
noun or verb phrases) and intonational phrases (relatable to clauses) form a hierarchy
of prosodically defined speech units [1,4,8]. The role of prosodic phrasing in speech
processing is twofold: it allows the segmentation of larger speech units into smaller ones for
chunking purposes, and it provides a context to solve syntactic or semantic ambiguities in
speech, as in garden-path sentences [1,9-12]. Prosody is not the sole contributor to speech
segmentation—syntax and discourse context also play a role—but it is a fundamental
one [13].
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The perception of prosodic units has been a topic of interest to linguistics, psy-
cholinguistics and, more recently, to cognitive neuroscience. In 1999, Steinhauer and
colleagues [12] found a neural correlate of phrase boundary perception in Event-Related Po-
tential (ERP), opening a new strand of research on speech processing. In this first study [12],
the authors found that sentences with two intonational phrase boundaries (B versions)
elicited two positive deflections, while sentences with one boundary (A versions of the same
sentences) elicited only one. Since these positive deflections were temporally aligned with
intonational phrase boundaries, the ERP component was taken to reflect a phrase closure
mechanism and was termed Closure Positive Shift (CPS). The discovery was replicated in
other languages such as English (e.g., [14]), German (e.g., [15]) and Dutch (e.g., [16]).
CPS was also observed in silent reading, i.e., without acoustic input [17]. Critically,
Pannekamp et al. [18] showed that CPS is also elicited in the absence of syntactic, se-
mantic, and lexical content in the sentences, a finding that directly links CPS with the
prosodic aspects of phrase boundary processing.

The literature on the perception of Intonational Phrase (IPH) boundaries emphasizes
three prosodic boundary cues: pause (silent interval after the last word in the phrase
boundary), pitch change, and pre-boundary lengthening (extension of the final word or
syllable in the phrase) [5,14,19]. Phrase boundaries containing these cues are more easily
identified and considered more salient when compared to sentences lacking prosodic
boundary markers [7]. However, the extent to which each acoustic cue or cue combinations
contribute to IPH boundary perception remains unclear.

Available findings regarding pre-boundary lengthening cues suggest that these mod-
ulate phrase boundary perception, at least when coupled with boundary-related pitch
information. Most studies have focused on phrasal units at the phonological phrase
level (clause constituents), and all point to a relevant contribution from pre-boundary
lengthening, equivalent to that of other cues (pitch, pause). Scott [20] manipulated pre-
boundary lengthening in natural speech phonological phrases containing pitch information
(e.g., (Kate) or Pat and Tony will come vs. (Kate or Pat) and Tony will come) and found
that it modulates boundary recognition. Aasland and Baum [8], found that increasing pre-
boundary lengthening in natural speech modulates behavioral recognition of phonological
phrases (e.g., (Pink and black) and green vs. (Pink) and black and green) in neurotypical
participants as efficiently as pauses and pitch markers. Holzgrefe-Lang et al. [19] used a
combination of ERP and behavioral measures to investigate cue weighting in the recog-
nition of phonological phrases (e.g., (Mona) or Lena and Lola vs. (Mona or Lena) and
Lola). They manipulated pitch and pre-boundary lengthening independently and asked
participants to perform an explicit boundary recognition task while the EEG was recorded.
They found that a combination of pitch change and pre-boundary lengthening is neces-
sary to elicit CPS. In contrast, at least one study using larger units—intonational phrases
(e.g., (If you want to keep ahead,) it is very necessary to take time to do exercises)—found
that the pause was a more powerful perceptual cue than both final lengthening and pitch
cues, with the latter two cues showing up as perceptually equivalent [7].

Available findings suggest, thus, that the role of pre-boundary lengthening may
differ across phonological phrases and intonational phrases, being weaker in the latter.
This would be in line with findings of slightly different EEG responses to phonological
phrases vs. intonational phrases [4], suggesting that these two units may not be equivalent
when it comes to boundary recognition mechanisms. On the other hand, research on
acoustic cues has consistently used explicit tasks (recognize boundary structure), but not
implicit ones—as in the original CPS studies [12,18], where listeners were asked to perform
a prosody-unrelated task while listening to sentences. Therefore, it is yet unknown if
pre-boundary lengthening remains a relevant cue for prosodic phrasing in intonational
phrase units and implicit (inattentive) prosodic processing, which is likely the most realistic
context of speech perception, since listeners in natural settings tend to focus on lexico-
syntactic information.
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In the present study, we investigated the role of pre-boundary lengthening in the
implicit detection of intonational phrase boundaries as measured by the CPS component.
To that end, we used the original CPS paradigm [12,18], in which natural speech sentence
pairs with one (version A) vs. two IPH boundaries (version B), reflecting clause-like
constituents, that are presented to participants while they perform a lexical recognition
task. The principle embedded in this paradigm is that responses to A vs. B versions
should not differ in the first IPH boundary (IPH1, common to both), but only in the
second IPH boundary (IPH2, available in B but not in A). From this viewpoint, a CPS
effect means that the B-A difference is positive at the IPH2 boundary and larger than
the B-A difference in the IPH1 boundary. As a first necessary step to proceed with our
ultimate goal, we investigated whether the CPS effect was present in our original set of
natural speech stimuli. Consequently, in order to determine the effect of pre-boundary
lengthening (ultimate goal), we manipulated the original set of sentence pairs twice: first,
by reducing the amount of pre-boundary lengthening (short set), secondly, by increasing it
(long set). In both manipulations, we kept the pitch- and pause-related cue values of the
original set. According to our hypothesis, if increased pre-boundary lengthening enhances
boundary detection, we should see increased CPS effects in long compared to original, and
in original compared to short. If the opposite holds true (longer prosodic units like IPHs
and/or implicit tasks diminish the impact of pre-boundary lengthening) other patterns may
be expected.

2. Materials and Methods
2.1. Participants

According to a priori power analysis, we would need at least 28 participants to capture
a medium effect size with 80% power and a critical alpha of 0.05. Fifty-four native speakers
of European Portuguese enrolled in this study. Thirteen were excluded due to excessive
EEG artifacts (more than 30% of contaminated trials, n = 6) or outlier voltage values (n = 7).
The final sample consisted of 41 participants (31 female, 10 male), aged 18-45 (M = 21.8;
SD = 5.88), with a mean of 13.7 years of formal education (SD = 2.27; range 11-20). None
reported hearing problems or epilepsy. All participants gave informed consent according to
the declaration of Helsinki. The project was approved by the ethics committee of the Faculty
of Psychology and Educational Sciences of the University of Porto (Ref. 2022/01-10).

2.2. Stimulus Materials

Following the CPS paradigm, we created a set of 48 European Portuguese sentence
pairs, which either had the potential to generate one phrase boundary (two clauses, A ver-
sion) or two (three clauses, B version). These were syntactically simple declarative sentences
composed of high-frequency words (frequency data taken from the Porlex database [21]),
verbs, and other syntactic constituents such as “and” or “but”. The two sentences in each
pair had similar lexical content, and they were matched for the number of words and
syllables (for A versions, mean number of syllables = 25.0; SD = 2.4; for B versions, mean
number of syllables = 25.3; SD = 2.1). In the A versions, sentences contained one potential
phrase boundary at an early position in the sentence, and in the B version an additional one
at a later position. These sentence pairs were read by a native Portuguese speaker (female)
in a sound booth and digitally recorded at 24 bit a sampling rate of 48 kHz. All files were
normalized to +70 dB rms. An example of each version (A vs. B) is provided below ((1); #
denotes phrase boundaries and IPH1/2 the identity of the preceding IPH; the complete list
of sentences is presented in Appendix A).

1):

A: (O Joao comprou carne) #IPH1 (o Jorge e a Luisa trouxeram saladas e bebidas). Joao
bought meat # Jorge and Luisa brought salads and drinks.

B: (O Joao comprou carne) #IPH1 (O Jorge trouxe saladas) #IPH2 (e a Luisa trouxe
bebidas). Joao bought meat # Jorge brought salads # and Luisa brought drinks.
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Since a one-to-one mapping of syntactic units onto prosodic ones is not mandatory [22],
we made perceptual and acoustic validations of prosodic structure. Prior to running the
experiment, the initial pool of 48 pairs (AB) of spoken sentences was rated for the clarity
in number of IPHs by four independent annotators (judges), among whom there was a
foreign listener (naive to the Portuguese language). Annotators were asked to state whether
A versions had clearly two IPHs, and whether B versions had three by answering Yes, No
or Not sure (Appendix B). In cases where more than one annotator answered No or Not
sure to one or both versions of a sentence, the pair was rejected. The final selection of 30
AB pairs was made. The set was acoustically validated for differences between the IPH
boundaries of A vs. B versions regarding pause length and pitch change (expected to be
equivalent at IPH1 but not IPH2). Pauses at IPH2 (version B) had an average length of
361 ms (SD = 118 ms), while in version A they were undetectable at the corresponding
locations. Pause length at the end of IPH1 was similar across the two versions (A: M = 364;
SD = 110; B: 384 ms, SD = 124 ms). Pitch cues were measured by computing the change
in fundamental frequency in the last 200 ms of the IPH. As expected, the analysis showed
rising pitch trends for stimuli at IPH2 in B versions (M = 78.81 Hz) that were not seen in
the A version at the same position (M = 1.24 Hz).

The critical validation concerned pre-boundary lengthening at the end of IPH1 (version
A and B) and IPH2 (version B only, Figure 1). Pre-boundary lengthening was defined as a
larger-than-one ratio between the last stressed syllable of the IPH (in which pre-boundary
lengthening is expected to begin) and the first stressed syllable of the sentence. Note that,
in line with Oyedeji et al. [23], we assume that boundary cues (pitch and lengthening) start
to appear in the last stressed syllable of the IPH (Figure 1), at least in European Portuguese
(EP). In EP, the last stressed syllable of IPHs is not always the last syllable of the word.
Instead, stress tends to occur at the penultimate syllable (trochaic pattern, though other
situations exist). Since EP has, at least, partly, a stress-based rhythm, post tonic syllables
(i.e., the last syllable, or the two final syllables) are usually marked by vowel reduction
(conversion to schwa, e.g., salada becomes salade) or deletion (elimination of vowel, e.g.,
carn for carne), except in highly specific statements such as greeting calls [24]. Therefore,
applying length changes in the last syllable would make the word sound unnatural, as if
only the consonant had been lengthened.

Example (2) indicates the position of the first syllable of the sentence (upper case) and
that of the last stressed syllable in the IPH (underlined)

(2):

A: (OJoAO comprou carne) # (o Jorge e a Luisa trouxeram saladas e bebidas). Joao
bought meat # Jorge and Luisa brought salads and drinks.

B: (O JoAO comprou carne) # (O Jorge trouxe saladas) # (e a Luisa trouxe bebidas).
Joao bought meat # Jorge brought salads # and Luisa brought drinks.

The original set was edited twice, generating two additional sets: short and long. In
the short set, pre-boundary lengthening in both A and B versions was set to half (in most
cases eliminating pre-boundary lengthening). In the long set, pre-boundary lengthening
was doubled. As a result of the transformations made in IPH1, IPH2 boundaries (B
versions) were time-shifted in short (earlier) and long sentences (later, Figure 2). These
manipulations were made using the software Praat (https:/ /www.fon.hum.uva.nl/praat/
Amsterdam, The Netherlands; Version 6.51.52, accessed on 10 October 2021), specifically
by creating a duration tier wherein we marked the time limits of the last stressed syllable
and multiplied (long) or divided (short) the original duration by a factor of 2. Stimuli were,
then, resynthesized, generating additional audio files with the desired transformations.
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Figure 1. Properties of stimulus materials: (A) Length of first syllable (up), length of last stressed
syllable and pre-final lengthening (length of last stressed /length of first) for IPH1 (down, left) and IPH
2 (down, right); (B) Onset time of last stressed syllable in IPH1 and IPH2. Note: IPH = intonational
phrase; though IPH2 was present only in B versions, EEG analyses used B versions onset times in A
for comparison between absent (A) and present boundary (B).
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Figure 2. IPH boundaries (rectangles represent last stressed syllable of each IPH) at A and B versions,
for short vs. original vs. long stimulus sets. For EEG analysis, IPH2 boundaries in A versions were
copied from B versions.

2.3. Procedure

Participants were instructed to listen to the sentences while performing a vigilance
task, which was unrelated to the experimental manipulation, i.e., they did not perform
explicit judgments about prosodic phrase boundaries. Participants listened to several
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sentences heard from the speakers connected to the stimulation computer. At the end of
each sentence, a word appeared on the screen. Participants were then asked to judge if
each of the words was part of the previously heard sentence or not, pressing two different
keys on the computer keyboard (YES or NO). After receiving the instructions, participants
performed practice trials and possible doubts were clarified. Counterbalancing across
participants was performed by switching the label of the key numbers on the computer
keyboard, creating two versions of the task, 1 (YES/NO) and 2 (NO/YES). For each of
these two versions, we created two variants by pseudo randomizing the order of trials. The
goal was to avoid consecutive presentations of the A and B versions of the same nuclear
sentence or two length-related conditions of the same sentence.

Each trial was structured as follows: a fixation cross signaled the onset of the auditory
presentation of the sentence; after the offset of the sentence, a blank screen was presented
for 200 ms; the probe word appeared on the screen until a response was provided; and the
response was followed by an interstimulus interval of 2000 ms, during which the screen
was blank.

The experiment was run in an acoustically shielded room and lasted around 40 min,
head preparation included.

2.4. EEG Recording and Preprocessing

Participants were seated in a comfortable chair in front of the stimulation computer.
We then placed on their scalp an electrode cap with 64 active channels positioned according
to the 10-20 system (FP1, FPz, FP2, AF7, AF3, AFz, AF4, AF8, ¥7, F5, F3, F1, Fz, F2, F4, Fé,
F8, FT7, FC5, FC3, FC1, FCz, FC2, FC4, FC6, FT8, T7, C5, C3, C1, Cz, C2, C4, C6, T8, TP7,
CP5, CP3, CP1, CPz, CP2, CP4, CP6, TPS, P9, P7, P5, P3, P1, Pz, P2, P4, P6, P8, P10, PO?,
PO3, POz, PO4, POS, O1, Oz, O2, Iz). Two external electrodes placed at the mastoids were
added to allow re-referencing during preprocessing. An additional electrode was placed
below the left eye to record vertical eye movements (VEOG).

EEG data was collected using a Biosemi ActiveTwo system (https:/ /www.biosemi.
com/ Amsterdam, The Netherlands; Accessed on 1 July 2021) with 512 Hz sampling rate.
Before the experiment started, signal quality was checked and kept under the system-
recommended thresholds. Participants were asked to move as little as possible and try to
blink only between trials.

We preprocessed EEG data with the Fieldtrip toolbox [25] for MATLAB (https://www.
mathworks.com/ Massachusetts, United States of America; Accessed on 15 August 2022).
After trial definition based on sentence-onset triggers, trials with vertical and horizontal
eye movement artifacts were marked based on visual analysis. Trials with other types of
artifacts detectable by variance inspection were also marked, as well as defective channels.
Contaminated trials were rejected, and bad channels were interpolated using nearest
neighbor averaging. Clean trials were baseline corrected (200 ms pre-trigger), detrended,
re-referenced to the mastoid electrodes, and band-pass filtered between 0.01 and 30 Hz.
Finally, trials of each condition were averaged per subject, and then grand averaged.

Triggers were placed at the onset of each sentence, in line with previous approaches
to CPS [14]. However, since we noted early divergences between A and B versions in this
scenario, we adopted new, IPH-related baselines, by applying baseline correction to each
trial at the 200 ms period preceding the two relevant events (see Results: the minimum
boundary onset time for IPH1 (common to short, original and long), and the same for
IPH2 (different time points across length conditions). We then extracted the time window
between 150 ms and 650 ms post-boundary onset for both IPH1 and IPH2 and ran the
statistical analysis. The IPH?2 trigger point was based on B versions, where the boundary
was present (Figure 2), and it was applied to the A versions. Thus, at this point, we were
comparing presence (B) vs. absence (A) of a boundary.
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2.5. Statistical Analysis

Time-averaged voltage values per subject and region of interest (nine regions: anterior,
central, posterior x left, mid right) were extracted for the time windows between 150 and
650 ms post boundary onset (post onset of last stressed syllable).

First, we analyzed the CPS effect per length and topography, considering the B-A
difference at IPH2 (expected to be higher than the one at IPH1 in case of significant effect)
minus the B-A difference at IPH1 as dependent variable. The expected CPS effect (the
previous value, expressing the interaction IPH x length) would, thus, consist of a positive
value. Once observing length effects, we compared the length conditions two at a time to
locate significant length-related differences. Finally, we moved into the analysis of IPH
(1 vs. 2) x version (A x B) interactions in each length condition (short vs. original vs. long)
to verify whether and where values were significant.

In all analyses, the critical alpha value was set to 0.05. Greenhouse Geiser correc-
tions were made for sphericity violations. Complementary Bayesian analyses were run
in case of marginal results. We calculated Bayes Factors (BF) with default priors to fur-
ther investigate the alternative hypothesis over the null one (BFyy), using the JASP soft-
ware (https:/ /jasp-stats.org/ Amsterdam, The Netherlands; Version 0.16.0, Accessed on
15 September 2022) [26]. Unlike traditional null-hypothesis-significance-testing, which
relies on dichotomous information (significant vs. non-significant results), Bayes factors
quantify the relative predictive performance of two alternative hypotheses (alternative vs.
null, or null vs. alternative), measuring the strength of evidence in favor of one over the
other [27,28]. Bayes factors are particularly relevant to strengthen claims of null effects and
clarify marginal results, and this was how we have mostly used them in the present study.
Following the heuristics provided in van Doorn et al. [28], we considered BFs between 1
and 3, 3 and 10, 10 and 30 and above 30 as weak, moderate, strong and very strong evidence
in favor of the alternative hypothesis. While BFs above 1 support the alternative hypothesis,
BFs below 1 indicate evidence in favor of the null hypothesis, and evidence here becomes
stronger as values decrease: BFs between 1 and 0.33 provided weak evidence, between 0.33
and 0.10 moderate, between 0.10 and 0.03 strong, and below 0.03 very strong.

3. Results
3.1. CPS Effect

The repeated measures ANOVA with length, caudality and laterality as factors, and
the CPS effect ((B-A at IPH2)—(B-A at IPH1)) as dependent variable (Figure 3) showed
a significant main effect of length, F(1,40) = 3.40, p < 0.038, 17p2 = 0.078, without further
interactions with topographical factors. Positive values for short and original indicated the
expected effect (B—A at IPH2 greater than B-A at IPH1), while the negative values for long
suggest that the effect is, at least, absent.

6_

CPS EFFECT

| ( |
short  original  long

LENGTH

Figure 3. CPS effect across the three length (pre-boundary lengthening) conditions. Vertical bars
represent 95% confidence intervals; The CPS effect refers to whole-scalp-averaged voltage values
resulting from B-A at IPH 2 minus B-A at IPH 1 and is expected to be positive.
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3.2. Pairwise Comparisons across Length Conditions

Comparisons between short and original showed no significant differences F(1,40) = 0.041,
p = 0.84, 17,2 = 0.001. Long differed significantly from original F(1,40) = 4.66, p = 0.037,
11p* = 0.10 and marginally from short F(1,40) = 4.66, p = 0.052, 17, = 0.091, both comparisons
showing medium effect sizes. Bayes factors revealed strong evidence of differences between
short and long (BF;¢ > 30) and no evidence for the comparison short-original (BF;y = 0.098),
suggesting that both short and original elicit relevant differences from long.

3.3. Interaction IPH x Version Per Length

For the original stimulus set, the interaction was significant, F(1,40) = 5.87, p = 0.020,
11p* = 0.13, and we found the expected CPS effect: B showed higher voltages than A at IPH2,
while the reverse happened at IPH1 (Figure 4).
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Figure 4. ERPs to IPH1 and IPH2 boundaries (onset of last stressed syllable in the IPH) across
the three levels of pre-boundary lengthening. Baseline corrections were applied to the time points
marking the onset of the last stressed syllable of both IPH1 and IPH2. The waveforms represent
average voltage for the right-central region. Asterisks and ns (non-significant) refer to the significance
of the IPH x version interaction (CPS effect). Rectangles indicate the 500 ms time window used for
analysis: red rectangles indicate B > A and blue ones A > B.
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For the short stimulus set, we found a similar scenario, though the interaction was
marginal, F(1,40) = 3.65, p = 0.064, 77p2 = 0.083. BFs, however, provided strong evidence for
interaction (BFqy > 30).

For the long stimulus set, a different pattern emerged, with the interaction IPH x
version losing significance, F(1,40) = 1.59, p = 0.22, 17,> = 0.038. Note that, despite the lack
of significance, the expected direction of the CPS effect was even reversed, with A showing
higher voltages than B at IPH2, while the reverse happened at IPH1 (Figure 4).

In summary, while longer-than-original pre-boundary length values appear to attenu-
ate the CPS effect, shorter-than-original values do not seem to make a difference.

4. Discussion

In the current study, we wanted to determine whether increased pre-boundary length-
ening leads to enhanced implicit intonational phrase boundary detection as measured with
the CPS ERP component in European Portuguese (EP). To that end, we manipulated a
set of natural speech sentence pairs both by reducing pre-boundary lengthening (short
set) and enlarging it (long set). We found that pre-boundary lengthening seems to affect
phrase boundary processing, but not in the expected way: while both short and original
elicited similar CPS responses, responses to long did not show the CPS effect, differing
from both short and original. Therefore, variations in pre-boundary lengthening did not
have the expected effect on phrase boundary perception, and this may be accounted for by
several reasons.

One reason (1) could be that, since other prosodic-boundary cues were available
(at least pitch and pauses), listeners simply ignored the variations in lengthening when
processing boundaries. This would explain the lack of difference between short and
original. To explain the difference between original (CPS effect) and long (no CPS effect),
we would have to hypothesize an additional mechanism wherein the enlarged lengthening
that was applied to long versions was excessively unnatural, and these sounded like
speech aberrations.

Besides the fact that listeners had other cues, why would listeners ignore pre-boundary
lengthening in particular? Based on the literature (see introduction), our hypothesis was
that dealing with large units (IPHs instead of phonological phrases, as in previous research)
and/or deviating listeners’ attention to non-prosodic information (implicit instead of
explicit task) could diminish the weight of pre-boundary lengthening in IPH boundary
perception when compared to phonological phrases (increased weight), in line with [7]
vs. [8,19,20]. Why would these differences matter? Concerning the use of IPHs (clause-
like) instead of phonological phrases (clause-component-like), we may hypothesize that
longer units (IPHs) make it harder to maintain a reference syllable length in memory for
comparison with the last stressed syllable, where pre-boundary lengthening takes place: if
we admit that the first syllable is indeed a reference, then IPHs would require a much larger
time window for memory maintenance than simple phonological phrases. As a result,
listeners would focus more on short-time-window cues (pitch change) or even absolute
cues (pause) for boundary processing. The reason for implicit tasks having a hypothetical
negative effect on the use of pre-boundary lengthening may be related to the previous
reasoning: faced with larger and more complex amounts of information to process (IPHs),
listeners would be more available for short-term or absolute (less memory-demanding)
cues in an implicit task than in an explicit one—where they were prompted to focus on
prosodic patterns and, thus, have more chances to rely on all available cues. One way to
test this possibility would be to carry out the experiment with synthetic speech, such that
all boundary cues except lengthening were removed.

Regarding the failure in obtaining a CPS effect in long sentences (unlike what hap-
pened in short and original), it may have occurred because artificial lengthening, made
without any pitch-related compensation, made the pitch contour unnatural, and this caused
the atypical response we saw. A way to test this could be comparing long sets with vs.
without pitch corrections for length. Moreover, even though we followed the procedures
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described in a previous study on EP, we agree that the possibility of extreme manipulations
cannot be ruled out. For example, the ratios obtained for lengthening may have been
bloated due to the frequent sentence-initial speed-up, and thus the manipulations based
on those ratios were too extreme. A counter argument for this possibility is that, if manip-
ulations were too extreme, they would affect the difference in short-original too (besides
original-long), in the sense that the difference would be either shocking or noticeable. For
instance, with a lengthening of 2, the difference between original and short would be 2-1, 1
point of difference for lengthening ratios; if lengthening was 1.5 for original, it would be
0.75 for short —0.75 difference). We saw no differences in the ERPs for short vs. original
sets, suggesting that listeners did not feel unnatural length reduction in short versions
and, furthermore, they did not discriminate between short from original. Future studies
should address this question and consider other ways of calculating the degree of length-
ening, for example, by using average syllable durations as a reference point instead of
IP-initial syllables.

Another reason (2) for the lack of differences between short and original sets may be
that listeners—instead of ignoring the length cue—tolerated the difference between short
and long, something that makes sense in light of sociolinguistic explanations. In European
Portuguese, clear differences are found between north and south dialects concerning
pre-boundary lengthening, with northern variants showing increased values [29]. Since
Portugal’s capital (and most urban) city is in the center-south, upper-class dialects in the
north tend to adapt to south features, including shorter pre-boundary lengthening. On
the other hand, our experiment was run in the north, where most participants were, thus,
exposed to both north (due to location) and south (due to dialect adaptation) variants.
This may have placed short and original sentences at similar levels of familiarity, thus
preventing listeners from perceiving the short sentences as unnatural. One way of testing
this hypothesis would be running the experiment with southern participants, listening
to our northern speaker. In case the short stimuli showed advantage over the original
(northern) one, this would indicate that familiarity plays a role in how pre-boundary
lengthening is used in phrasing.

Besides the suggestions for future studies presented above, other ideas arise from the
limitations of this study. Perhaps the biggest limitation is that we did not compare phono-
logical phrases with intonational phrases, nor implicit with explicit tasks. This precludes us
proposing more solid interpretations of our findings and make such comparisons a priority
for the near future. As also mentioned in the methods, we saw early divergences in the
responses to A and B versions, but we should only see these divergences at the boundary
of IPH2. The most likely cause for this is the fact that we used natural speech in both
versions and, hence, it was difficult to achieve perfect acoustic equivalence between the
two versions, especially when speech units were relatively long. Perhaps future studies can
apply post-recording prosodic manipulations to make versions A and B identical up to the
onset of the IPH2 boundary. Moreover, looking at the ERP waveforms, one may question
whether the time windows used for analysis were too short. It is indeed possible that CPS
responses were prolonged beyond this time window of interest. However, the waveforms
also clearly indicate that the pattern found in the time window analysis remains till the
end of the sentence. Finally, regarding our motivated choice to manipulate the last stressed
syllable of the IPH, future studies could investigate what happens when the last syllable is
manipulated instead.

Despite its limitations, this study is, to our knowledge, the first to determine the role
of pre-boundary lengthening in the implicit recognition of intonational phrase boundaries,
raising new questions to address in the future. Our findings suggest that prosodic units at
different scales may recruit different types of acoustic cues when it comes to perceptual
segmentation, namely that pre-boundary lengthening is not recruited in the perception of
IPHs when other cues are available. Finally, it is also possible that sociolinguistic factors
have a strong influence in the process of prosodic boundary recognition.
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Appendix A

Sentence pairs

ID

A Version B Version

O Joao comprou carne, o Jorge e a Luisa
trouxeram saladas e bebidas.

O Joao comprou carnes, o Jorge trouxe salada, e a
Luisa trouxe bebidas.

A carne esta estragada, o0 marisco e a fruta
aguentaram-se bastante bem.

A carne esta estragada, o marisco ficou bem, e a
fruta aguentou-se firme.

O meu vestido era preto, o da Ana e o da Luisa
tinham tons de azul e laranja.

O meu vestido era preto, o da Ana era todo azul, e o
da Luisa tinha laranja.

O Manuel apresentou, o Daniel e o Alexandre dangaram
rumba e cha-cha-cha.

O Manuel apresentou, o Daniel dangou rumba, e o
Alexandre cha-cha-cha.

Eu fiquei por la sentada, a Claudia e a Inés sairam logo
para a sala de jantar.

Eu fiquei por la sentada, a Claudia foi para atrio, e a Inés
saiu para a cozinha.

O aviao é as trés horas, o comboio da noite ou o barco ja
nao interessam.

O aviao € as trés horas, o comboio sai as dez, e o barco ja
nao interessa.

Perdi todo o subsidio, reclamei logo e contactei os
servicos de finangas.

Perdi todo o subsidio, reclamei nas finangas, contactei a
seguranga social.

Eu saio de casa cedo, observo bem os ramos nus e os
passaros tao leves.

Eu saio de casa cedo, observo os ramos nus, e 0s passaros
tao leves.

Nos limpamos a casa, os pais e vocé tratam da roupa e de
abrir a porta.

Noés limpamos a casa, os pais tratam da roupa, e vocés
abrem a porta.

Tu contas-me tudo ja, eu e o juiz fazemos o relatério
completo do caso.

Tu contas-me tudo ja, eu fago o relatério, e depois o juiz
vai expor o caso.
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ID A Version B Version
13 Os caes dormem fora, os gatos e os peixes ficam onde Os caes dormem fora, os gatos ficam em casa, e os peixes
estao dentro de casa. estao no aquario.
16 Ele até ensina bem, mas os testes e os trabalhos sao dificeis Ele até ensina bem, mas os testes sao longos, e os
€ NuUMerosos. trabalhos muito dificeis.
19 Eu gosto bastante dela, mas a paciéncia e a compreensao Eu gosto bastante dela, mas a paciéncia falha, e
por vezes falham. compreensao é bem dificil.
1 Tornou-se conhecido, e deixou de se interessar como antes Tornou-se conhecido, mas ao ficar célebre, descurou o
pelo rigor. trabalho e o rigor.
23 Aspirei bem os quartos, mas mesmo assim o p6 continuou  Aspirei bem os quartos, mas o pé nao saiu todo, nem o ar
no ar abafado. ficou fresco.
o7 A mesa ja é velha, mas a madeira e a cor sdao muito bonitas A mesa ja é velha, mas a madeira é boa, e a cor parece-me
e requintadas. requintada.
29 Embora esteja frio, ja se sente um calorzinho do sole um  Embora esteja frio, o sol ja esta brilhante, e sente-se um ar
ar leve de verao. leve de verao.
30 Quando forem horas, tu e o secretario tratam desses Quando forem horas, tu tratas desses papéis, e o secretario
papéis e dos telefonemas. faz os telefonemas.
31 Segundo o que dizem, mae e filha percebem muito de Segundo o que tém dito, a mae percebe de festas, e a filha
festas e rececdes. sabe receber.
3 Se nos fores 14 buscar, a Isabel e eu levamos as duas Se nos fores 1a buscar, levo as duas colunas, e a Isabel traz
colunas e o amplificador. o amplificador.
35 Desde que ali entrou, deixou de se ouvir o barulho e a Desde que ali entrou, nao se ouve barulho, nem houve
confusao de antes. mais confusao.
36 Quando logo saires, nao te esquegas de levar a chavee os  Quando logo saires, fecha bem a chave, e leva embora os
teus postais. teus postais.
38 Quando vocés chegarem, o Jodao e eu vamos buscar-vos Quando vocés chegarem, eu vou buscar-vos, e o Joao
com a bagagem também. ajuda com a bagagem.
40 Contando que haja sol, a Helena e o Carlos trazem a Contando que haja sol, a Helena traz a prancha, e o Carlos
prancha e a mota de agua. a mota de agua.
1 Concordei com tudo, desde que pudesse ver e também Concordei com tudo, desde que pudesse ver, e depois
experimentar por um dia. experimentar por um dia.
43 Trabalhamos nesta sala, s6 se a Eva e o Pedro a pintarem e  Trabalhamos nesta sala, se a Eva a pintar, e também se o
decorarem. Pedro a decorar.
m Se for mesmo preciso, posso acabar ainda hoje as Se for mesmo preciso, posso acabar isto hoje, e deixo para
reportagens e as entrevistas. amanha a entrevista.
45 Em situacOes destas, é melhor manter siléncio e também Em situacoes destas, é melhor criar siléncio, e manter
muita discricao. muita discricao.
46 Trabalhamos nesta sala, s6 se a Eva e o Pedro a pintarem e~ Trabalhamos nesta sala, se a Eva a pintar, e também se o
decorarem. Pedro a decorar.
48 Em situagdes destas, € melhor manter siléncio e também Em situagoes destas, € melhor criar siléncio, e manter

muita discrigdo.

muita discrigdo.
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Appendix B
Perceptual validation of number of IPHs in versions A (two IPHs) vs. B (three IPHs)
Sentences Annotator 1—Foreigner Annotator 2 Annotator 3 Annotator 4 Decision
la No Yes Yes Yes Accept
1b No Yes Yes Yes Accept
2a Yes Yes Yes Yes Accept
2b No Yes Yes Yes Accept
3a Yes Not sure Yes Not sure Reject
3b No Not sure Yes Not sure Reject
4a No Yes No No Reject
4b No Yes Not sure Not sure Reject
5a Yes Not sure Yes Yes Accept
5b Yes Not sure Yes Yes Accept
6a Yes Not sure Yes Not sure Reject
6b No Not sure No Yes Reject
7a No Yes No No Reject
7b No Yes Yes No Reject
8a Yes Yes No Yes Accept
8b Yes Yes No Yes Accept
9a Yes Not sure Not sure Yes Reject
9b No No Yes Yes Reject
10a Yes No Yes Yes Accept
10b Not sure Yes Yes Yes Accept
11a Yes Not sure Yes Yes Accept
11b Yes Not sure Yes Yes Accept
12a Yes Yes Yes Yes Accept
12b Yes Yes Yes Yes Accept
13a Yes Yes Yes Yes Accept
13b Not sure Yes Yes Yes Accept
14a Yes Yes Yes Not sure Reject
14b No Yes No Not sure Reject
15a Not sure Yes Yes Yes Accept
15b Yes Yes Yes Yes Accept
16a Yes Yes No Not sure Reject
16b Yes Yes No Not sure Reject
17a Yes Yes Yes Yes Accept
17b Not sure Yes Yes Yes Accept
18a Yes Yes Yes Yes Reject
18b No Not sure Not sure No Reject
19a Yes Yes Yes Yes Accept
19b Not sure Yes Yes Yes Accept
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Sentences Annotator 1—Foreigner Annotator 2 Annotator 3 Annotator 4 Decision
20a Yes Yes Yes Yes Accept
20b Yes Yes Yes Yes Accept
21a Yes Not sure Yes Yes Accept
21b Yes Not sure Yes Yes Accept
22a Yes Not sure Yes Yes Accept
22b Yes Yes Yes Yes Accept
23a No Yes Not sure Not sure Reject
23b Yes Yes Yes No Reject
24a Yes Yes Yes Yes Accept
24b Yes Yes Yes Yes Accept
25a Yes No Not sure Yes Reject
25b No No Not sure Yes Reject
26a Yes Yes Not sure Yes Accept
26b Yes Yes Not sure Yes Accept
27a Yes Yes Yes Yes Accept
27b Yes Yes Yes Yes Accept
28a Yes Yes Not sure Yes Accept
28b Yes Yes Not sure Yes Accept
29a No No No No Reject
29b Yes Yes Yes Not sure Reject
30a Yes Yes Yes Yes Accept
30b Yes Yes Yes Yes Accept
3la Yes Yes Yes No Accept
31b Yes Yes Yes No Accept
32a Yes No Yes Yes Accept
32b Yes No Yes Yes Accept
33a No No No No Reject
33b No No No No Reject
34a No Not sure Not sure Yes Reject
34b Yes Not sure Yes No Reject
35a Yes Yes Yes No Accept
35b Yes Yes Yes Yes Accept
36a Yes Yes Yes Yes Accept
36b Yes Yes Not sure Yes Accept
37a No No Not sure Yes Reject
37b Yes No Not sure Yes Reject
38a Yes Not sure Not sure Not sure Reject
38b No Yes Not sure Not sure Reject
39a Yes Yes Yes Yes Accept
39b Yes Yes Yes Yes Accept
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Sentences Annotator 1—Foreigner Annotator 2 Annotator 3 Annotator 4 Decision
40a Yes Not sure Yes No Reject
40b Not sure Not sure Yes No Reject
41a Yes No Yes Yes Accept
41b Yes Yes Yes Yes Accept
42a Yes Yes Yes Yes Accept
42b Yes Yes No Yes Accept
43a Yes Yes Yes Yes Accept
43b Yes Yes No Yes Accept
44a Yes Yes No No Reject
44b No Yes No No Reject
45a Not sure Yes Yes Yes Reject
45b Not sure No Not sure No Reject
46a Yes No Yes Yes Accept
46b Yes No Yes Yes Accept
47a Yes Yes Yes Yes Accept
47b Yes Yes Yes Yes Accept
48a Yes Yes Yes Yes Accept
48b Yes Yes Yes Yes Accept
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Abstract: Adults commonly struggle with perceiving and recognizing the sounds and words of a
second language (L2), especially when the L2 sounds do not have a counterpart in the learner’s
first language (L1). We examined how L1 Mandarin L2 English speakers learned pseudo English
words within a cross-situational word learning (CSWL) task previously presented to monolingual
English and bilingual Mandarin-English speakers. CSWL is ambiguous because participants are not
provided with direct mappings of words and object referents. Rather, learners discern word-object
correspondences through tracking multiple co-occurrences across learning trials. The monolinguals
and bilinguals tested in previous studies showed lower performance for pseudo words that formed
vowel minimal pairs (e.g., /dit/-/dit/) than pseudo word which formed consonant minimal pairs
(e.g., /bon/-/pon/) or non-minimal pairs which differed in all segments (e.g., /bon/-/dit/). In
contrast, L1 Mandarin L2 English listeners struggled to learn all word pairs. We explain this seemingly
contradicting finding by considering the multiplicity of acoustic cues in the stimuli presented to
all participant groups. Stimuli were produced in infant-directed-speech (IDS) in order to compare
performance by children and adults and because previous research had shown that IDS enhances L1
and L2 acquisition. We propose that the suprasegmental pitch variation in the vowels typical of IDS
stimuli might be perceived as lexical tone distinctions for tonal language speakers who cannot fully
inhibit their L1 activation, resulting in high lexical competition and diminished learning during an
ambiguous word learning task. Our results are in line with the Second Language Linguistic Perception
(L2LP) model which proposes that fine-grained acoustic information from multiple sources and the
ability to switch between language modes affects non-native phonetic and lexical development.

Keywords: cross-situational word learning; L1 mandarin L2 english; minimal and non-minimal word
pairs; acoustic cues; language modes; L2LP model

1. Introduction

Learning a second language (L2) in adulthood is difficult. Adults typically require
additional time and exposure to their target L2 compared to younger learners to reach
native-like proficiency (e.g., [1,2]), and commonly exhibit prolonged difficulty with pro-
nunciation [3-6], and lexical access [7,8]. Most researchers agree that these difficulties
stem in part from differences between learners’ L1 and L2 systems. In the realm of speech
learning, whether an L2 phoneme contrast is easy or difficult for a learner to perceive highly
depends on how L1 speech sounds compare to those in the target L2, as advocated by most
cross-language and L2 speech learning models (e.g., [9-12]). For instance, the Second Lan-
guage Linguistic Perception model (L2LP; [11-14]) describes possible L2 learning scenarios
depending on the acoustic proximity and overlap between L1 and L2 phoneme categories.

37



Brain Sci. 2022, 12,1618

Within the L2LP model, when two phonemes of an L2 contrast are acoustically closest
to a single L1 category, learners face a NEW scenario, and have difficulty perceiving the
difference between the “new” L2 contrast (e.g., English /i/-/1/ for L1 Catalan, Japanese,
Mandarin, Polish, Portuguese, or Russian speakers, cf. (for a review see [13]). Learners
face a SIMILAR scenario when two L2 categories are close matches of an acoustically
similar L1 contrast (e.g., English /a/-/¢/ for L1 Spanish speakers or English /i/-/1/ for L1
Japanese speakers, cf. [14]). In this case, learners can replicate their existing L1 categories
in the L2 but adjust their boundary as needed so that they match the L2 contrast. The
SIMILAR scenario is suggested to be less problematic for the L2 learner since, unlike the
NEW scenario, it does not require creating new phonological categories [12,14,15].

Non-native vowel perception studies support the claim that differences in the acous-
tic realization of L1 and L2 phonemes influence L2 speech perception (e.g., [16,17]). For
instance, Alispahic and colleagues [17] tested Australian English (AusE) and Peruvian Span-
ish native speakers’ discrimination of Dutch vowel contrasts. They made predictions about
which Dutch contrasts would be easy and difficult for AusE monolinguals to discriminate
and which would be easy and difficult for Peruvian Spanish monolinguals based on the
unique acoustic relationships between L1 and L2 categories for each language. Indeed, they
found that performance matched these predictions for both groups of speakers, supporting
the idea that acoustic properties impact listeners” perception of non-native sounds (see [18])
and that listeners use perceptual cues from their L1 when categorizing non-native contrasts.

L2LP additionally proposes that the difficulties and relative ease in perceiving certain
L2 contrasts based on the L1-L2 acoustic relationship extend to word learning and recogni-
tion [11-13,19-23]. Specifically, L2 learning of word pairs differing in a single phonological
category—also known as minimal pairs—is predicted and explained by L2 learners’ percep-
tual difficulty, which in turn is based on the acoustic comparisons of L1 and L2 categories
(e.g., [15,20,21]. For instance, [20] tested learning of Dutch minimal and non-minimal pairs
in L1 Spanish speakers learning Dutch. Word pairs were separated into easy and difficult
categories based on whether these contrasts exist in Spanish and are thus NEW for learners
and predicted to be difficult, such as /i-1/—Spanish only has /i/—or whether the L2
contrasts are similar to Spanish and predicted to be easy, such as /1-a/. In contrast with
Dutch native speakers who performed equally well for all minimal word pairs, the L1
Spanish speakers performed worse for the difficult minimal pairs compared to the easy
minimal pairs, confirming the L2LP proposal that L2 perceptual difficulty influences L2
lexical representations and L2 word learning.

In the present study, we examined L1 Mandarin L2 English learners’ ability to learn
English words in an ambiguous cross-situational word learning paradigm (CSWL) contain-
ing English sounds that do not exist in their L1 and compared their performance to English
monolinguals. Specifically, we tested whether these L2 learners (a) perform equally or
worse than English monolinguals in ambiguous word learning situations and if so, whether
(b) their performance on minimal pairs may be explained by the relationship between L1
and L2 vowels and consonants, as proposed by most L2 speech learning models, including
the L2LP. CSWL paradigms resemble a common real-world word learning situation in
which word-objects pairings are presented ambiguously, in the context of other candidate
pairings. Across multiple encounters with the words and items, learners can derive the
correct word-object pairing through bottom-up statistical tracking mechanisms (e.g., [24])
or top-down hypothesis testing mechanisms (e.g., [25]).

Previous studies have demonstrated that both simultaneous bilinguals and L2 learners
(also known as sequential bilinguals) can learn the pseudo words we present in a statistical
word learning task. We define simultaneous bilinguals as learners who were exposed to
two languages from birth and sequential bilinguals as L2 learners with exposure to the L2
after acquiring a first language, with onset of L2 acquisition during childhood, adolescence
or adulthood. In the case of our study, all learners were exposed to English as a foreign
language at school and therefore are referred to as L2 learners or sequential bilinguals.
While most simultaneous bilinguals acquire proficiency comparable to monolingual speak-
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ers of their two languages, L2 learning can yield different levels of proficiency, in the case
of the present group and those tested in [26]. The participants in both groups tested here
followed university education in English, thus their L2 proficiency was advanced enough to
understand English at a tertiary education level. When learning English words in a CSWL
task Singaporean English-Mandarin simultaneous bilinguals had higher word-learning
accuracy than monolingual English speakers [27]. In contrast, no difference in CSWL
between highly proficient L2 English speakers with heterogeneous L1 backgrounds and
monolingual English listeners was found in [26]. In both CSWL studies, participants were
tested on their ability to learn eight words, four of which differed from one another on
their initial consonant, forming consonant minimal pairs (cMP; e.g., BON-TON), and four
of which formed vowel minimal pairs (vMP; e.g., DIT-DUT). Pairing a word from one set
with one from the other set formed a non-minimal pair (nonMP; e.g., BON-DIT). Even
though the simultaneous bilinguals in [27] outperformed monolinguals in accuracy, their
reaction time for vMPs was slower to that of monolinguals. This may have been due to
difficulties distinguishing the words DIT (/dit/) and DEET /dit/, as the vowel /1/ is not
found in the Mandarin vowel inventory. Alternatively, a vowel bias in Mandarin could have
impacted reaction time, as vowels appear to provide stronger lexical identity in Mandarin
compared to consonants [28], unlike in English. This may result in delayed processing of
words differing in a single vowel by English-Mandarin bilinguals. The contrasting findings
between learner groups, namely bilinguals in [27] versus L2 learners in [26], may be due
to their specific linguistic background or to the English variety of the stimuli (American
versus Australian English).

We presented L1 Mandarin L2 English learners with the same CSWL task as in [26,27]
including the same eight words (i.e., /dit/, /dit/, /dvt/, /dut/, /bon/, /pon/, /ton/
and /don/, and pairings (i.e., nonMPs, vMPs and ¢cMPs), compared their performance
to that of AusE monolinguals, and assessed whether the relationship between Mandarin
and English vowels and consonants can explain L2 word learning. First, we expected our
AusE monolinguals to perform similarly to those tested in [27], with higher performance
for nonMPs and cMPs compared to vMPs. In contrast, we expected our L1 Mandarin L2
English learners to have more L1 interference and have less optimal L2 representations
than simultaneous bilinguals and therefore predicted they would find vMPs more difficult
than cMPs or nonMPs, with their high L2 proficiency leading to similar performance to
AusE monolinguals in cMPs and nonMPs. This prediction is in line with the L2LP model
and with many other cross-language and L2 speech learning models. Specifically, if L1
Mandarin L2 English learners continue to have L2 representations that are L1-like (as
shown in [12]), English words containing the vowels /1/, /a/, /u/ should be particularly
difficult to master [29], as these vowels are not found in Mandarin and are acoustically
very similar to Mandarin /i/, /a/, /u/, leading to a NEW scenario that has not been
resolved despite advanced L2 proficiency. Although many previous studies have shown
plasticity for L2 learners in the phonetic/phonology domain, L2 proficiency does not seem
to have a clear correlation with mastering new contrasts [13]. Conversely, previous studies
have shown English consonants appear to be easier to perceive for Mandarin speakers,
suggesting that they constitute a SIMILAR scenario, leading to better L2 performance from
the start [30,31].

Finally, we tested a developmental tenet of L2ZLP which poses that transition from
naive listening to high L2 proficiency results in L2 perceptual and lexical development, such
as creating or shifting of phonological categories to better represent the L2 [11,12]. Previous
results have been mixed, as no difference between naive Spanish-speaking listeners and
those who had been learning Dutch in an immersive environment has been found [13,20],
while some L2 perception studies report a positive effect of L2 experience [32,33] and
others find no effect [13,34,35]. L2 immersion in a city where the L2 is spoken is a further
opportunity to learn and be surrounded by the L2 in daily life, as opposed to only in a
classroom. Within the L2LP framework, language immersion is seen as richer and more
impactful language exposure, which should lead to further learning and in turn to higher
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L2 proficiency. Thus, if immersive experience with the specific target L2, namely AusE,
influences performance, L2 word learning accuracy will be higher for L1 Mandarin L2
English learners who are immersed in the target L2 in Sydney, Australia than those who
live in their home country (Shanghai, China). Our study therefore differs from previous
studies in examining a homogeneous group of L2 learners who have Mandarin as their L1.

2. Materials and Methods
2.1. Participants

Sixty participants took part in the experiment. Thirty-one were AusE monolinguals
from Sydney (Mage = 26, 21 females, 10 males), and 29 were L1 Mandarin L2 English
participants who were divided in two groups according to their place of residence during
testing: 11 lived in Sydney, Australia (MandSyd, Mage = 27.34, 9 females, 2 males) and
18 in Shanghai, China (MandShanghai, M,ge =22, 10 females, 8 males). Participants tested
in Sydney were undergraduate psychology students or people from the local community re-
cruited through word-of-mouth, advertisements or the university’s participant recruitment
system. Mandarin speakers in Sydney were native in Mandarin and indicated to speak and
understand (Australian) English at advanced to native level. Participants tested in Shanghai
were recruited through word-of-mouth and were all native Mandarin speakers at East
China Normal University. They had studied English for an average of 14 years. They used
Mandarin-Chinese daily, and English occasionally at university. Specific data regarding the
precise number of years of English experience per participant was not collected or is no
longer available. Participants received course credit or $10 travel compensation for their
participation. Written informed consent was obtained from all participants prior to the
start of the experiment, and the study was approved by the Western Sydney University
Human Research Ethics Committee.

2.2. Stimuli
2.2.1. Pseudo Spoken Words

Stimuli consisted of eight monosyllabic pseudo words recorded by a female speaker of
AusE using infant-directed speech (IDS). The words originate from a prior CSWL study [36]
and have been used in other word learning and CSWL studies [26,27,37-40] with no effect
of item on word learning accuracy. For the present study, we chose to use the same IDS
stimuli in order to directly compare our results to previous studies, which were aimed at
testing word learning in infants versus adults. We also chose IDS stimuli because many
previous studies have shown that IDS facilitates word learning in infants learning their
native language [41,42] and adult second language learners [43—46].

Words followed a CVC structure following English phonotactics. Per word, two tokens
were selected to match prosodic contours across all words, with one token having a rising
prosodic contour whereas the second has a descending prosodic contour. Four words
differing from one another on their initial consonant formed consonant minimal pairs and
followed a /Con/ structure (cMP; e.g., BON-TON). The other four words followed a /dVt/
structure, forming vowel minimal pairs (vMP) with one another (e.g., DIT-DUT). Pairing
a word from one set with one from the other set formed a non-minimal pair (nonMP;
e.g., BON-DIT).

2.2.2. Pseudo Visual Referents

Each word was paired with a visual referent, which consisted of colour pictures
of pseudo items (see Figure 1). These pictures have been used in prior CSWL studies
(e.g., [23,26,27,36,40,47]. Pictures were 210 x 206 pixels.
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DEET
/dit/

Figure 1. The eight pseudo words and their visual referents. The four words in the top row are
minimally different in their initial consonant, whereas the words on the bottom are minimally
different in their vowel. The vowel used for the consonant minimal pairs is /o/ as in POT. Vowels
used for the vowel minimal pairs are /i/ as in BEAT, /1/ as in BIT, /u/ as in BOOT, and /v/ as in
PUT. Figure 1 originates from [27].

2.3. Procedure

After obtaining written consent, participants filled out a language background ques-
tionnaire. They then completed the CSWL task, comprising a learning phase followed by a
test phase. For this, participants were seated in front of a laptop computer with a 17-inch
monitor and were asked to wear headphones throughout the experiment. The experiment
was run using the software package E-prime (version 2.0, Psychology Software Tools Inc.,
Sharpsburg, PA, USA).

The learning phase consisted of 36 trials (as in [26]), with each word-referent pairing
presented nine times. As in the previous CSWL studies, participants were instructed to
look at the images and listen to the sounds but were not informed that this was a word
learning experiment. During each trial, two visual referents were presented on the screen
on a white background, centered vertically. After the images had been on the screen for
500 ms (to keep the experimental design consistent with prior CSWL studies [26,27,38,40]),
the auditory labels corresponding to each referent were played such that the referents were
named left-to-right or right-to-left with 500 ms between tokens, without indication of which
label belonged to which referent. Trials were randomized for each participant and were
controlled to ensure that each image was presented simultaneously with every other image
at least once and at most twice (for more specific details regarding the counterbalancing of
the trials, see [26]). In total, there were 24 nonMPs pairs, 6 cMP pairs, and 6 vMPs. Trials
lasted for 3.5 s leading to a total learning phase of approximately 3 min. Participants did
not complete a familiarization test before the testing phase as this would defeat the purpose
of the statistical learning paradigm.

Participants were tested directly after the learning phase and were told that they
would view two images on the screen and would hear one word. They were instructed
to press the left or right ALT key on the keyboard to indicate whether they thought the
word corresponded to the left or right image, respectively. Trials in the testing phase used
the same visual referent pairs as the learning phase, but the left and right designations of
the images were randomized once (similar to [26]). In each trial participants heard four
repetitions of the label corresponding to one image (the target word). The first token began
500 ms after presentation of the images, with 500 ms between tokens. Every word appeared
as target word four or five times. As in the training phase, there were 36 trials in total with
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24 nonMP trials, 6 cMP trials and 6 vMP trials. Trials were separated into three blocks of
12 trials, with block order counterbalanced between participants, and trial order within
blocks randomized for each participant. Every trial lasted 6.5 s leading to a total test phase
of approximately 4 min. An example of a learning and test trial is presented in Figure 2.
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Figure 2. Example of a learning (left) and test (right) trial (figure from [27]).

2.4. Statistical Analysis

The data were analyzed using the statistical program R [48] with the brms package (us-
ing Stan; [48-50]). We used a multilevel Bayesian regression model to analyze participants’
accuracy. We chose to use a Bayesian approach for the statistical analysis due to the advan-
tage and flexibility of using probabilistic statistics with small sample sizes [51], as in the
case of our L1 Mandarin L2 English group based in Sydney (N = 11). We have successfully
used Bayesian modelling in previous studies where we provide further information and
details of two other cases where probabilistic statistics are particularly useful [38,52-54].

For the multilevel Bayesian regression model reported below, we used dummy coding
(the default in brms) for the factors of Language group and Pair type, with AusE and
nonMP as reference levels. Approximate leave-one-out (LOO) cross-validation was used to
find the best fitting models, which resulted in a model fitted with Language group and Pair
type as fixed effects and Pair type and Trial number as random effects within-participants.
We used weakly informative priors [55,56] with a Student-t’s distribution with 3 degrees of
freedom, a mean of 0 and a standard deviation of 2.5. We used a Bernoulli distribution to
model accuracy responses (which consist of either 0’s and 1's).

After fitting the model, we proceeded with hypothesis testing. Based on the predictions
from the L2LP model, we hypothesized that the L1 Mandarin L2 English groups would
perform less accurately than the AusE group for vMPs and cMPs but not for nonMPs. If
experience with living in a country were English is spoken and in particular the English
variety of the stimuli influences performance, we also expected the L2 group based in
Sydney to perform better than the group based in Shanghai. We quantified the evidence for
the tested hypotheses by using evidence ratios (ER), which are used to assess the likelihood
of the test hypothesis against its alternative. To test our hypotheses, we only consider ERs
above 30 (or of 1/30 or beyond) which qualify as “very strong evidence” and ERs of 10-30
(or of 1/10-1/30) which qualify as “strong” evidence (see [57] as cited by [58]). For readers
unfamiliar with Bayesian statistics, an ER of >19 is approximately equivalent to an alpha of
0.05 in frequentist null-hypothesis testing [59]. In addition to the ERs, we also report the
hypotheses’ posterior probabilities (PP).

3. Results
Accuracy

Figure 3 shows the mean accuracy responses per language group and pair type. We
first analyzed participants” accuracy (correct and incorrect responses) and tested whether
participants were able to learn the word-object pairings for each pair type. Bayesian linear
models on the Intercept, which are equivalent to frequentist one sample t-tests, revealed
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very strong evidence of above chance performance for all pair types in the AusE and in
the L2 group from Shanghai, as indicated by posterior probabilities (PP) of > 0.98 and
ERs of >3999. However, for the L2 group from Sydney we found very strong evidence of
above chance performance only for the nonMPs (PP = > 0.999; ER = 3999), while evidence
to support above chance performance was weaker for cMPs and vMPs (PPs = 0.92, 0.86;
ERs =11.82, 6.09, respectively). This is likely due to the higher response variability in this
group (see Figure 3), which might be related to its smaller sample size (N = 11).

1.00 1

0.75 1

Language group

. AusEnglish

I L1 Eng L2 Mand - Shanghai
L1 Eng L2 Mand - Sydney

0.50 1=

Proportion of correct responses

0.251
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Figure 3. Mean accuracy in percentage per language group and pair type. Error bars indicate the
standard error of the mean.

We then used a multilevel Bayesian regression model to estimate the interaction
between Language group and Pair type on accuracy scores (see Table 1). We first tested
whether there were differences in performance across the three pair types in each of the
three language groups. For AusE, we found strong evidence that nonMPs and cMPs were
more accurate than vMPs (PPs > 0.95; ERs of > 10), while no evidence for a difference
between nonMPs and cMPs was found. These results replicate those reported in [26,27])
using frequentist statistics. Interestingly, no such difference between pair types was found
for any of the L2 groups (PPs < 0.65 ERs < 10), suggesting their performance was similar
across all three pair types.
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Table 1. Hypothesis test results for the evidence ratios of the accuracy models’ interaction between
pair type and language group.

Hypothesis Mean 90% CI ER PP
AusE
nonMP > cMP 0.10 [—0.24, 0.45] 2.17 0.68
nonMP > vMP 0.35 [0.01, 0.68] 22.05 0.96
cMP > vMP 0.45 [0.01, 0.89] 21.06 0.95
L1 Mand L2 Eng—-Shanghai
nonMP > cMP 0.21 [—0.19, 0.60] 4.32 0.81
nonMP > vMP 0.06 [—0.34, 0.45] 1.48 0.60
cMP > vMP —-0.15 [—0.66, 0.36] 0.45 0.31
L1 Mand L2 Eng—Sydney
nonMP > cMP 0.05 [—0.45, 0.54] 1.30 0.57
nonMP > vMP 0.18 [-0.32,0.67] 2.65 0.73
cMP > vMP 0.13 [—0.50, 0.77] 1.72 0.63
Note: Mean = mean of the effect’s posterior distribution. 90% CI = one-sided 90% credibility intervals.
ER = evidence ratio = the odds that the effect is in the direction specified by the hypothesis. PP = the pos-
terior probability of the tested hypothesis.
The results in Table 1 indicate no performance differences between the two L2 groups
(residing in Sydney or Shanghai), which was confirmed by further hypothesis testing where
we found no evidence of a between group difference for nonMPs (PP = 0.40; ER = 0.68),
cMPs (PP = 0.40; ER = 1.23) or vMPs (PP = 0.32; ER = 0.47). We thus combined the data
from the two L2 groups into one L1 Mandarin L2 English group to test our hypothesis that
the L1 Mandarin L2 English learners should have lower performance on vMPs than on
c¢MPs or nonMPs because the vowels in the vMPs are not contrastive in their L1 Mandarin.
A second multilevel Bayesian regression model was run to estimate whether monolin-
gual AusE learners (N = 26) indeed performed better than L1 Mandarin L2 English learners
(N =29). As shown in Table 2, we found very strong evidence (for nonMPs and cMPs) and
strong evidence (for vMPs) that the AusE group had higher accuracy than the L2 group for
all three pair types, which runs contrary to the hypotheses that these L2 learners will have
lower performance for vMPs than the other two pair types and that they would only differ
from monolingual English speakers in the vMP trials.
Table 2. Hypothesis test results for the evidence ratios of the second accuracy models’ interaction
between pair type and language group.
Hypothesis o
AusEnglish > Mandarin Mean 90% CI ER PP
nonMPs 0.78 [0.33,1.22] 412.79 1.00
cMPs 1.03 [0.46, 1.60] 799.00 1.00
vMPs 0.51 [—0.03,1.05] 15.20 0.94

Note: Mean = mean of the effect’s posterior distribution. 90% CI = one-sided 90% credibility intervals.
ER = evidence ratio = the odds that the effect is in the direction specified by the hypothesis. PP = the pos-
terior probability of the tested hypothesis.

4. Discussion

This paper is the first to show that the mechanism of CSWL can be blocked by certain
properties of the learner’s L1, which go beyond segmental differences between L1 and L2
vowels and consonants. Overall, participants learned the w