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Advanced manufacturing technology and systems (AMTSs) combine the principles
of mechanical engineering with design innovation to create products and processes that
are better, faster and more precise [1]. The core of AMTS is the design, fabrication and
application of original and effective solutions related to manufacturing machines, process
integration and systems to keep up with the dynamic needs of today’s ever-evolving
industries [2].

Advanced manufacturing technology and systems cover a broad scope, involving
manufacturing processes, machine tool design, system optimization, smart and flexible
manufacturing, theoretical study and metrology [3,4]. From a fabrication point of view,
AMTSs include physical, chemical, micro-/nanofabrication, machining and forming tech-
nology, additive manufacturing, non-traditional manufacturing processes, etc. From a
system point of view, AMTSs include intelligent control, energy conversion for systems,
optimization algorithms, smart sensors, etc. To improve the yield for mass productions,
some effective testing and optimization methods are widely used.

This Special Issue comprises 19 original papers concerning recent advances in the
research and development of AMTSs. Specifically, many research fields are covered as
follows: machining processes (six papers), micro-/nano precision fabrication (four papers),
system optimization (eight papers) and a review (one paper). These typical studies reveal
the recent advances in advanced manufacturing, which are briefly summarized as follows.

Zhang et al. [5] studied the laser machining of SiC ceramics by ablation and polish-
ing through the use of an infrared femtosecond laser, the laser ablation threshold of SiC
ceramics was calculated, and the influence of pulse energy and the defocus amount of the
femtosecond laser polishing of SiC ceramics were investigated. The optimal machining
process parameters were obtained. Cheng et al. [6] analyzed the interfacial interaction
mechanisms between a 4H-SiC wafer surface and diamond indenter during nanoscale
scratching using distilled water without using an acid–base etching solution. They re-
ported that the reaction between water and SiC on the wafer surface could be controlled.
Microcracks can be avoided, and damage-free thinning of SiC wafers can be achieved by
controlling the SiC–water reaction. In order to reduce the grinding force and enhance the
removal rate when grinding zirconia ceramics, a nanosecond laser is used to ablate and
grind the surface of a zirconia ceramic in a study conducted by Pang et al. [7]. Compared to
the grinding surface without a laser-structure, a damage-free grinding surface was obtained
through laser assistance. Wang et al. [8] established an ultrasonic elliptical vibration cutting
(UEVC) finite element simulation model and UEVC cutting trajectory. A mechanism for the
micro removal of materials in the UEVC process was obtained. Wang et al. [9] developed
a water-dissolution polishing method to obtain near-damage-free KDP surfaces. They
proved that the wetting characteristics of the polishing fluid should be improved during
the optimization process of polishing fluid composition when using oil-based polishing
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fluids. Gao et al. [10] reviewed the current state of research that characterizes, estimated
the effects of the process parameters on the mechanical properties, and summarized ex-
isting works on Fused Deposition Modeling (FDM). Zhang et al. [11] used atomic layer
deposition (ALD) to regulate the line width of the one-dimensional grating standards with
a pitch of 1000 nm, fabricated by electron beam lithography (EBL). They proved that the
width of a single grating line in the standard could be regulated with great uniformity
by precisely utilizing ALD. Meng et al. [12] proposed a side ohmic contact mode for the
double-channel GaN/AlGaN epitaxial layer. Rectangle transmission line model (TLM) elec-
trodes are prepared, and the specific contact resistance is tested at annealing temperatures
ranging from 700 ◦C to 850 ◦C. Two sandwiched ZnO/Metal/ZnO transparent conductive
thin films were deposited using magnetron sputtering technology by Lin et al. [13]. They
revealed that the introduction of the Ti layer is beneficial to the overall properties of a ZnO
(Ti/Cu) thin film compared to a ZnO (Cu) thin film with the same metal layer thickness,
and annealing can improve the performance of the film systems. Xu et al. [14] proposed
a novel chemically enhanced shear dilatancy polishing method (C-SDP). They revealed
that C-SDP technology was a novel ultra-precision machining method that could achieve
great surface qualities and polishing efficiency for tungsten. Du et al. [15] proposed two
methods for predicting milling stability based on the composite Cotes and Simpson’s
3/8 formulas. Yu et al. [16] proposed an efficient algorithm using Field Programmable Gate
Array (FPGA)-accelerated You Only Look Once (YOLO) v3 based on an attention mech-
anism. Xie et al. [17] proposed a prognostic method based on a back-propagation neural
network for corroded pipeline systems. The rationality and effectiveness of the proposed
prediction models were verified. Zhou et al. [18] introduced a methodology to model,
design, fabricate and optimize an air-coupled ultrasonic transducers matching system.
They indicated that the self-developed air-coupled ultrasonic transducer has a 20% higher
amplitude than the product available on the market. Liu et al. [19] presented an integrated
piezoresistive normal force sensor. The surface micromachined normal force sensor was
transferred to the readout circuit chip with a temporary stiction effect handling process. Li
et al. [20] established a Multiphysics-field-coupled simulation model of electric, flow and
temperature fields during the electrochemical machining (ECM) of the miniature bearing
outer ring based on the gas–liquid two-phase turbulent flow model, which was important
in improving the machining accuracy of the outer ring of the ECM miniature bearing.
Zhao et al. [21] proposed and manufactured an all-optical fiber sensor system based on
the parallel structure of gold-plated Fiber Bragg grating (FBG) and quartz FBG, which
could simultaneously measure temperature and pressure. Additionally, they designed
and fabricated a high-sensitivity optical fiber Mach–Zehnder refractive index sensor and
an all-fiber temperature and refractive dual-parameter-sensing Michelson interferometer
based on a waist-enlarged bitaper [22,23].
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Influence of Pulse Energy and Defocus Amount on the
Mechanism and Surface Characteristics of Femtosecond Laser
Polishing of SiC Ceramics
Xuanhua Zhang 1,2, Xiaoxiao Chen 2,3,*, Tao Chen 1,2, Guiying Ma 2,4, Wenwu Zhang 2,3 and Lirong Huang 1,*
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2 Ningbo Institute of Materials Technology and Engineering, Chinese Academy of Sciences, Zhejiang Provincial
Key Laboratory of Aero Engine Extreme Manufacturing Technology, Ningbo 315201, China;
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3 University of Chinese Academy of Sciences, Beijing 100049, China
4 School of Mechanical Engineering and Mechanics, Ningbo University, Ningbo 315211, China
* Correspondence: chenxiaoxiao@nimte.ac.cn (X.C.); huanglirong@jxust.edu.cn (L.H.)

Abstract: SiC ceramics have excellent comprehensive properties and are typical hard and brittle
materials that are difficult to process and are widely used in many fields. Laser polishing technology
has developed into a new surface processing technology, and femtosecond laser polishing has
become an important method for the precision machining of hard and brittle materials. In this
paper, SiC ceramics were ablated and polished by infrared femtosecond laser, the laser ablation
threshold of SiC ceramics was calculated and the influence of pulse energy and defocus amount on the
surface morphology, surface roughness, polishing depth and oxidation degree of femtosecond laser
polishing of SiC ceramics were investigated. The results show that when the laser repetition frequency
f = 175 kHz, wavelength λ = 1064 nm and ablation time t = 9 s, the laser ablation threshold of SiC
ceramics is 0.355 J/cm2. With the increase in pulse energy, the surface roughness first decreased and
then increased, and the polishing depth showed an overall upward trend. The change of defocus
amount will lead to the change of the laser spot diameter. With the increase of the defocus amount, the
laser spot irradiated on the workpiece surface becomes larger, and the laser energy density decreases,
which results in the decrease of the laser ablation ability and polishing depth and the increase of the
polished surface roughness. Periodic nano-ripple structures appeared on the laser-induced surface.
Through Energy Dispersive Spectrometer (EDS) elemental analysis, it was found that there was an
oxidation phenomenon in SiC ceramics polished by femtosecond laser in an air environment, and the
change of pulse energy and defocus amount had insignificant effects on the degree of oxidation.

Keywords: femtosecond laser polishing; SiC ceramics; laser ablation; surface quality

1. Introduction

SiC ceramics can adapt to extreme working environments due to their excellent thermal
shock resistance, high strength at high temperature, low thermal expansion coefficient, excel-
lent corrosion resistance and low density, which have huge application prospects in the fields
of aerospace, space optics, semiconductors and high-temperature components [1–3]. With the
gradual development of SiC ceramic–related products in the direction of high-precision
and high-quality, higher requirements for the surface quality of SiC ceramics have been put
forward. Due to the poor surface quality of SiC ceramics prepared by sintering technology
and SiC ceramics being hard and brittle materials with high hardness and brittleness, it
is very difficult to obtain high-precision SiC ceramic surfaces by traditional processing
methods, which limits the application of SiC ceramics in the precision manufacturing field.

The traditional surface precision machining technologies of SiC ceramics include
mechanical polishing [4], ELID grinding [5], plasma polishing [6], chemical mechanical
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polishing [7], magnetorheological polishing [8], etc. These processing methods have defects
such as low processing quality, low processing efficiency, high cost and environmental
pollution, which make it difficult to meet actual needs [9]. Laser polishing technology is non-
contact polishing, which can not only effectively avoid the above defects but also has the
advantages of high flexibility, easy combination with CNC technology to realize automation,
a wide processing range and suitability for the surface polishing of complex parts such as
planar, spherical and free-form surfaces, making it a surface precision machining method
for hard and brittle materials with application prospects and development potential [10].
Considering the complex interaction mechanism between laser and materials involving
complex physical and chemical processes, the laser polishing mechanism can be divided
into thermal effect and photochemical decomposition (such as thermal polishing and cold
polishing) [11]. Thermal polishing generally uses continuous wave lasers or medium-
and long-pulse lasers. When the laser beam is radiated to the surface of material, the
material absorbs laser energy, causing the local area temperature to rise rapidly. When
the energy density of the laser spot reaches a certain level, the material in the irradiated
area melts or evaporates, and the surface roughness is reduced by material remelting
distribution or removal of the material. Domestic and foreign scientific researchers have
conducted more research on laser thermal polishing, which is more suitable for polishing
metal materials. Miller et al. [12] used the continuous wave laser to polish H13 die steel
and found when the optimal transient combination of laser power and scanning speed
was used, surface quality improvement of 83% was obtained. Ma et al. [13] used the fiber
laser to polish additive-manufactured Ti-based alloy surfaces. The results showed that the
surface roughness, wear resistance and microhardness after laser polishing were better than
those of the original surface. Xu et al. [14] used a continuous wave laser and a nanosecond
pulsed laser to polish the surface of TiAl alloy fabricated by laser deposition and studied
the differences in surface morphology, microstructure, microhardness, corrosion resistance
and wear resistance between the two polishing processes. Gao et al. [15] used a nanosecond
laser to ablate SiC ceramics and found that when the laser energy is low, the material is
removed by evaporation. When the incident laser energy is high, the material removal
mechanism is liquid phase explosion, producing a splash of liquid around the ablation
area. Some studies have shown that when a continuous wave laser or a medium- and
long-pulse laser was used to polish hard and brittle materials, due to the large heat-affected
zone, defects such as debris deposition, microcracks and oxidation were prone to occur [16].
Therefore, it is difficult for laser thermal polishing to meet the surface precision machining
requirements of hard and brittle materials.

Compared with continuous wave lasers and medium- and long-pulse lasers, ultrashort-
pulse lasers have the advantages of small heat-affected zone, fewer thermal defects and
high machining accuracy and can more easily meet the requirements of surface polishing
accuracy of SiC ceramics. Ultrashort-pulse lasers mainly include picosecond, femtosecond
and attosecond lasers. Zhang et al. [17] used the overlapping parallel line scanning mode
to achieve high-efficiency, large-area and high-precision polishing of alumina ceramics
by picosecond laser and determined the ablation law and ablation threshold during the
polishing process. Ihleman et al. [18] conducted polishing experiments on different oxide
ceramics using nanosecond and femtosecond lasers. It was found that when using nanosec-
ond pulsed laser polishing, the material removal mechanism was mainly plasma-induced
ablation. When using femtosecond laser polishing, photochemical decomposition domi-
nated. Since the pulse width of the femtosecond laser is extremely narrow, the interaction
time of the femtosecond laser with the material is very short, and it hardly brings thermal
effect to the surrounding materials. Therefore, femtosecond laser polishing is also called
cold polishing. The action mechanism of cold polishing is that a single photon or multiple
photons interact with the lattice or chemical bond of the material, and as a result, some com-
ponents in the material are directly peeled off, that is, photochemically decomposed [19].
Kurita et al. [20] found that the number and size of deposited debris on the surface of
SiC ceramics processed by femtosecond laser were much smaller than nanosecond laser
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processing. Taylor et al. [21] used femtosecond laser to polish SiC ceramics, by optimizing
the polishing process parameters, and the problem of thermal oxidation on the surface
of the material due to the high laser frequency was avoided. Chen et al. [22] reported a
femtosecond laser polishing method for SiC ceramics and studied the influence of laser
wavelength and pulse number on the surface morphology and composition formation
mechanism. By fine-tuning the processing parameters, the subsurface defects were elimi-
nated. After polishing, the subsurface structure was uniform and the friction coefficient
was stable, and a high-quality polished surface was obtained. On the basis of single-laser
polishing technology, researchers have carried out research on the composite polishing
technology of laser and other energy fields. Wang et al. [23] used femtosecond laser-assisted
chemical mechanical polishing of SiC crystals, and the corresponding composite polishing
mechanism was explored. It was found that the surface quality and polishing efficiency of
chemical mechanical polishing SiC crystals could be significantly improved when the laser
process parameters were properly selected. Zheng et al. [24] proposed a new method of
underwater femtosecond laser polishing for SiC ceramics, studied the influence of scanning
trajectory and laser pulse energy on the surface morphology and polishing depth during
underwater polishing and, finally, obtained a smooth polished surface.

In summary, researchers from different countries have carried out some investigations
on laser polishing for die steel, alloy, SiC ceramics and other materials. At present, the
related research on the ultrashort-pulse laser polishing mechanism and process for hard
and brittle materials is still limited and needs to be further carried out. Femtosecond laser
polishing has certain technical advantages for the surface precision machining of hard
and brittle materials. However, there are many factors that affect the polished surface
quality, among which the regulation of laser energy density has a significant impact on the
polishing effect. This work studies the influence of laser energy density on femtosecond
laser polishing of SiC ceramics under different working conditions in order to further
promote the process improvement and technological progress of the laser polishing of
hard and brittle materials. In this paper, the ablation and polishing experiments with SiC
ceramics were carried out by infrared femtosecond laser, and the laser ablation threshold
of SiC ceramics was calculated, and the influence of pulse energy and defocus amount
on the surface morphology, surface roughness, polishing depth and oxidation degree of
femtosecond laser polishing SiC ceramics were studied. The research results can guide
the selection and optimization of process parameters for femtosecond laser polishing of
SiC ceramics.

2. Materials and Methods
2.1. Original Materials

The experimental samples were SiC ceramic blocks with the size of 20 mm × 20 mm ×
5 mm, and which were prepared by sintering technology. The basic performance parameters
of SiC ceramics are shown in Table 1. Before the experiments, the samples were put into
a beaker with pure alcohol solution, and then the ultrasonic cleaning machine was used
(F-020SD, FUYANG, Shenzhen, China) to clean them for 10 min. The purpose was to
remove the impurities attached to the surface of the samples and avoid the impurities
affecting the experimental results. The average initial surface roughness Ra = 1.1 µm of the
samples was measured by the laser scanning confocal microscope (VK-X200K, KEYENCE,
Osaka, Japan) at a magnification of 1000×. Then, the initial surface morphology of the
experimental samples was observed by the scanning electron microscope (QUANTA FEG
250, FEI, Hillsboro, OR, USA), and the element types and contents of the initial surface
were detected by EDS (FEI, Hillsboro, OR, USA), as shown in Figure 1. There was a certain
porosity on the initial surface in which the content of C and Si elements were the highest.
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Table 1. The performance parameters of SiC ceramic materials.

Density Flexural
Strength

Elastic
Modulus

Thermal Expansion
Coefficient

Thermal
Conductivity Microhardness

3200 kg/m3 500 MPa 420 GPa 4.2 (1 × 10−6/K) 60 W/(m·K) 2500 HV
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2.2. Experimental Settings

In this work, experimental studies on ablation and polishing of SiC ceramics were
carried out by using an infrared femtosecond laser processing system. The schematic
diagrams of the infrared femtosecond laser processing system and polishing scanning
trajectory are shown in Figure 2. The laser processing system is mainly composed of a
femtosecond laser (HUARAY, Wuhan, China), a high-speed scanning galvanometer system,
a five-axis precision motion system, an optical path system and a control system. The laser
is a pulsed femtosecond laser with laser wavelength of 1064 nm, repetition frequency of
0~175 kHz, pulse width of 10~15 fs, maximum output power of 30.16 W, focusing spot
diameter of 50 µm and focal length of the focusing lens of 233 mm. The cooling mode of the
laser is internal circulation water cooling. In the experiments, the laser scanning confocal
microscope and scanning electron microscope were used to observe the surface morphology
of SiC ceramics before and after processing, the surface roughness and polishing depth were
measured by VK analysis software (KEYENCE, Osaka, Japan), and elemental distribution
in the machined area was detected by using EDS elemental analysis.

First, we used the laser power energy meter (OPHIR, Jerusalem, Israel) to measure
the laser power, which consisted of the universal thermal power probe (50 (150) A-BB-26,
OPHIR, Jerusalem, Israel) and the power meter head (VEGA, OPHIR, Jerusalem, Israel). The
femtosecond laser ablation experiments were carried out on SiC ceramics under different
laser powers, and the laser ablation threshold of SiC ceramics was calculated. The design
of the parameters of the ablation experiments is shown in Table 2.

Table 2. The femtosecond laser ablation experimental parameters of SiC ceramics.

Number Laser Frequency f /kHz Ablation Time t/s Laser Power P/mW

1 175 9 3920
2 175 9 4860
3 175 9 5840
4 175 9 6920
5 175 9 8060
6 175 9 9220
7 175 9 9900
8 175 9 11,180
9 175 9 11,890
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Then, keeping other parameters unchanged, by changing the pulse energy and de-
focus amount, several groups of experiments were designed. The designs of polishing
experimental parameters are shown in Tables 3 and 4. After the polishing experiments, the
samples were ultrasonically cleaned with pure alcohol solution for 10 min, and then the
polished surfaces were observed and detected with relevant testing instruments.

Table 3. Experimental parameters of femtosecond laser polishing of SiC ceramics with variable
pulse energy.

Parameter Value

Laser frequency, f /kHz 175
Defocus amount, h/mm 0

Scanning spacing, ∆x/µm 2.5
Spot overlap ratio in the x-direction, ψx/(%) 95

Scanning speed, v/(mm/s) 4812.5
Spot overlap ratio in the y-direction, ψy/(%) 45

Number of scanning, n 4
Laser power, P/W 2.625 3.5 4.375 5.25 6.125 7 7.875

Pulse energy, EP/µJ 15 20 25 30 35 40 45
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Table 4. Experimental parameters of femtosecond laser polishing of SiC ceramics with variable
defocus amount.

Parameter Value

Laser frequency, f /kHz 175
Laser power, P/W 5.25

Pulse energy, EP/µJ 30
Scanning spacing, ∆x/µm 2.5

Spot overlap ratio in the x-direction, ψx/(%) 95
Scanning speed, v/(mm/s) 4812.5

Spot overlap ratio in the y-direction, ψy/(%) 45
Number of scanning, n 4
Defocus amount, h/mm −2 −1 0 1 2 3

The abovementioned x-direction spot overlap ratio and y-direction spot overlap ratio
can be obtained by the following formulas [25]:

ψx =
d − ∆x

d
(1)

∆y =
v
f

(2)

ψy= 1−∆y
d

(3)

where d is the spot diameter (µm), ∆x is the distance between adjacent scanning tracks (µm)
and ∆y is the distance between adjacent spots along the laser scanning direction (µm).

3. Results and Discussion
3.1. Calculation and Analysis of Femtosecond Laser Ablation Threshold of SiC Ceramics

Femtosecond laser-induced material removal is the result of the combined effect
of various phenomena such as multiphoton absorption, thermal conduction, avalanche
ionization, plasma expansion and liquid-phase blasting. In the case of a single pulse, the
action time of the femtosecond laser is much shorter than the lattice relaxation time, and
the heat energy converted by SiC ceramics after absorbing photon energy can only be
conducted inside the lattice, which has almost no thermal effect on surrounding materials.
In the case of multiple pulses, femtosecond laser processing also thermally affects the
surrounding materials due to the thermal accumulation effect, but the thermal effect is
lower than continuous wave lasers and long-pulse lasers. Figure 3 is the diagram of the
action mechanism of different lasers and SiC ceramics. Observing Figure 3, it can be seen
that there was recast layer on the inner wall and bottom of the ablation hole. This was
because the molten material could not be discharged in time during the ablation process.
After cooling and solidification, the recast layer was formed on the inner wall and bottom of
the ablation hole. Related studies have shown that the recast layer formed by laser ablation
of SiC ceramics is mainly composed of SiC, Si and SiO2, and this is because SiC ceramics
undergo thermal decomposition and oxidation reactions during the laser ablation process.
The relevant chemical reaction equations are as follows [26,27]:

SiC(l) = Si(l) + C(s) (4)

Si(l) + O2(g) = SiO2(s) (5)

C(s) + O2(g) = CO2(g) (6)
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Figure 3. (a) The schematic diagram of nanosecond laser ablation of SiC ceramics and (b) the
schematic diagram of femtosecond laser ablation of SiC ceramics.

The laser ablation threshold is the minimum laser energy density required to achieve
material ablation removal. The calculation of the ablation threshold of SiC ceramics can
guide the selection of relevant parameters in the subsequent polishing experiments, which
can also avoid the phenomena of surface cracks caused by excessive laser energy or low
polishing efficiency caused by too little laser energy. The equivalent diameter method was
used to calculate the laser ablation threshold of SiC ceramics, which was based on the linear
relationship between the square of the equivalent ablation diameter and the logarithm of
the incident laser power [28,29]. Since the ablation hole was approximately circular, the
width of the ablation hole was measured from the four directions of 0◦, 45◦, 90◦ and 135◦

along the center of the ablation hole, and then the average value of the above four width
values was taken as the equivalent ablation diameter of the ablation hole.

The infrared femtosecond laser was detected by using the beam quality analyzer
(SP620U, OPHIR-SPIRICON, Jerusalem, Israel), as shown in Figure 4. The femtosecond
pulsed laser beam belongs to the Gaussian beams, and its laser energy density distribution
obeys Gaussian distribution, which has the characteristics of high central energy density
and low surrounding energy density.
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For the Gaussian beam, its energy density distribution satisfies the following
relation [30]:

φ(r) =φ0exp(
−2r2

w2
0

) (7)
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φ0 =
2EP

π w2
0

(8)

where φ0 represents the peak energy density of the beam center (J/cm2), w0 is the beam
waist radius (µm), r is the distance from a point in the beam to the beam center (µm) and
EP is the laser pulse energy (µJ).

It can be seen from Equation (8) that the peak energy density of the beam center is
proportional to the pulse energy. The laser pulse energy can be calculated by Equation (9):

EP =
P
f

(9)

where P is the average laser power (W), f is the laser repetition frequency (kHz). Substitut-
ing Equation (9) into Equation (8), we can obtain:

φ0 =
2P

f π w2
0

(10)

Set D as the equivalent ablation diameter of the ablation hole (µm), Pth as the corre-
sponding average laser power (W) when the equivalent ablation diameter is 0 µm and φth
as the corresponding incident laser energy density (J/cm2) when the equivalent ablation
diameter is 0 µm, which is the laser ablation threshold. According to Equations (7) and (10),
we can obtain:

φth = φ0exp(
−D2

2w2
0
) (11)

D2= 2w2
0(ln φ0− lnφth

)
(12)

φth =
2Pth

f π w2
0

(13)

Substituting Equations (10) and (13) into Equation (12), we can obtain:

D2= 2w2
0(ln P + ln

2
π f w2

0 φth
) (14)

After the ablation experiments, the equivalent ablation diameter of the ablation hole
was observed and measured by using the laser scanning confocal microscope combined
with VK analysis software. The experimental data processing results are shown in Figure 5.

It can be seen from Figure 5 that the regression equation of the fitted straight line is:

D2= 1074 ln P − 6725.2 (15)

According to the above theoretical calculation formulas, it can be obtained that when
the laser repetition frequency f = 175 kHz, wavelength λ = 1064 nm and ablation time
t = 9 s, the ablation threshold of the infrared femtosecond laser ablation of SiC ceramics
was 0.355 J/cm2.

3.2. The Polished Surface Quality of SiC Ceramics by Femtosecond Laser

Femtosecond laser polishing is a process in which the interaction between the laser and
the material is used to remove the surface material to obtain a smoother and flatter surface.
There are many factors that affect the effect of laser polishing, including the properties of
the material itself, the initial surface topography, laser pulse energy, repetition frequency,
scanning speed, scanning path, spot overlap rate, incident angle, defocus amount and
number of scanning. In this paper, the influence of pulse energy and defocus amount on
the surface characteristics of femtosecond laser polishing SiC ceramics were mainly studied.
Figure 6 is the schematic diagram of the femtosecond laser polishing of SiC ceramics; due

12
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to the high energy of the femtosecond laser, the surface material is directly removed by sub-
limation, and the heat-affected zone is small. The laser polishing experiments were carried
out in the air, and SiC ceramics chemically reacted with O2 in the air during polishing.
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Figure 5. (a) The ablation hole distribution map and (b) the fitting line graph of the square of the
equivalent ablation diameter and the logarithm of the incident laser power.
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3.2.1. Influence of Pulse Energy on Surface Morphology and Polishing Depth of
SiC Ceramics

Controlling the repetition frequency to remain unchanged, by changing the laser
power, the laser pulse energy and laser energy density were changed. According to the
femtosecond laser ablation threshold of SiC ceramics calculated previously, seven different
pulse energies of 15 µJ, 20 µJ, 25 µJ, 30 µJ, 35 µJ, 40 µJ and 45 µJ were selected as the
experimental variable values. Femtosecond laser polishing experiments of SiC ceramics
were carried out under the conditions of laser repetition frequency of 175 kHz, scanning
speed of 4812.5 mm/s, scanning spacing of 2.5 µm, defocus amount of 0 mm and the
number of scanning as four times. The three-dimensional morphology of the polished
surface was observed by using the laser scanning confocal microscope, as shown in Figure 7.
By comparing the three-dimensional morphologies of the polished surfaces under different
pulse energies, the changing trend of the surface quality could be qualitatively reflected.
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Figure 7. The three-dimensional morphologies of initial surface and the surface after polishing with
different pulse energies (magnification 1000). (a) The initial surface, (b) 15 µJ, (c) 20 µJ, (d) 25 µJ,
(e) 30 µJ, (f) 35 µJ, (g) 40 µJ, (h) 45 µJ.

In order to quantitatively analyze the surface characteristics, the surface roughness
and polishing depth after different laser pulse energy polishing were measured by the
laser scanning confocal microscope and VK analysis software, and the experimental
data were fitted and analyzed, as shown in Figure 8. It can be seen from Figure 8a
that the roughness of the polished surface first decreased with the increase of the laser
pulse energy. When the pulse energy was 35 µJ, the lowest average surface roughness
Ra = 0.664 µm was obtained, which was 39.64% lower than the initial average surface
roughness Ra = 1.1 µm. With continued increase in the pulse energy, the surface roughness
value showed an upward trend. The reasons for the above variation laws were that when
the laser pulse energy was small, the corresponding laser energy density was low, which
was not enough to completely remove the convex peaks on the surface of the material and
so the surface was rough. When the pulse energy was increased to an appropriate value, the
laser energy acted on the surface of the material uniformly, so a flatter polished surface can
be obtained. When the pulse energy continued to increase, the laser energy was too large,
the ablation was more serious, and the surface quality became poor. It can be seen from
Figure 8b that the polishing depth showed an upward trend with the increase of the pulse
energy, and when the pulse energy exceeded 40 µJ, the increased magnitude of polishing
depth rose. This was because the greater the pulse energy, the greater the laser energy
density, and the more energy absorbed by the material per unit area, the more intense the
ablation between the laser and the material, and with greater amounts of material removed,
the polishing depth thus gradually increased.
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Figure 8. (a) The variation of surface roughness with pulse energy and (b) the variation of polishing
depth with pulse energy.

For the purpose of further study, the influence of pulse energy on the surface morphol-
ogy and oxidation degree of femtosecond laser polished SiC ceramics in air environment,
scanning electron microscopy was used to observe the microscopic morphology of the
polished surface, and EDS was used to detect the content of elements on the polished
surface, as shown in Figures 9–11.

By observing Figures 1 and 9, it can be found that the surface quality after polishing
was improved, and the initial surface wrinkle-like morphology was basically eliminated.
However, at low pulse energy, defects such as initial voids, pits and cracks were still
preserved, as shown in Figure 9a, and this was because the low pulse energy was not
enough to completely ablate the material. With the increase of the pulse energy, the
voids on the surface became smaller and less numerous. When the pulse energy was
35 µJ, the surface quality was the best, and defects such as voids and pits were basically
eliminated, as shown in Figure 9c. With continued increase in the pulse energy to 45 µJ,
spalling and cracks appeared on the surface, and the surface quality deteriorated. This
was because the larger pulse energy improved the ablation ability of the laser, and the
interaction between the laser and the material became more intense, which led to thermal
stress produced on the machined surface, resulting in brittle fracture of the material,
and then the phenomena of spalling and cracks appeared. At the same time, there was
a small amount of microparticles on the polished surface under the action of different
pulse energies, and the periodic nano-ripple structure appeared. The periodic nano-ripple
structure was induced by the laser, which was related to the laser wavelength, polarization
and initial surface morphology [31,32]. The EDS point scan elemental analysis of the
polished surface microparticles was performed at the pulse energy of 45 µJ, as shown
in Figure 10c. Compared with the initial surface element content, it can be seen that the
polished surface microparticles might be splash products during the processing, and some
oxidation had occurred. Observing Figures 1c and 11, it can be found that compared with
the initial surface, the content of O element on the polished surface increased, indicating that
there was an oxidation phenomenon in SiC ceramics polished by femtosecond laser in the air
environment, and the relevant reaction equations were shown in Equations (4)–(6). Therefore,
in order to eliminate the oxidation phenomenon during processing, the processing can be
carried out in the environment of protective gas. It was also found that the content of each
element on the polished surface under the action of different pulse energies was not much
different, and the increase of pulse energy had no significant effect on the oxidation of SiC
ceramics polished by femtosecond laser.
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Figure 9. Polished surface morphologies and local magnifications under different pulse energies.
(a) 20 µJ, (b) 25 µJ, (c) 35 µJ, (d) 45 µJ. The insets (a1), (b1), (c1) and (d1) were the partial enlarged
details of the insets (a–d), respectively. The insets (a2), (b2), (c2) and (d2) were the partial enlarged
details of the insets (a1), (b1), (c1) and (d1), respectively.
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Figure 10. (a) The SEM image of polished surface corresponding to pulse energy of 45 µJ, (b) the
partial enlarged details of the inset (a,c) the EDS elemental analysis of microparticles.
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Figure 11. The elemental content of polished surfaces under different pulse energies. (a) 20 µJ,
(b) 25 µJ, (c) 35 µJ, (d) 45 µJ. (Figures (a), (b), (c) and (d) in Figure 11 are the surface spectrum of
figures (a1), (b1), (c1) and (d1) in Figure 9, respectively).

3.2.2. Influence of Defocus Amount on Surface Morphology and Polishing Depth of
SiC Ceramics

Defocus amount refers to the distance between the focal point of the laser beam and
the surface to be machined of the workpiece, also known as the focus offset distance. The
change in the defocus amount directly affects the size of the laser spot, which in turn
affects the laser energy density in the radiation area. According to the distance between
the focus of the laser beam and the surface to be machined of the workpiece, it can be
divided into three cases: positive defocus, zero defocus and negative defocus. Figure 12
showed the schematic diagram of the laser beam with positive defocus, zero defocus and
negative defocus.
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Figure 12. The schematic diagrams of three defocus situations of laser beam. (a) Positive defocus,
(b) zero defocus and (c) negative defocus.

Six different defocus amounts of −2 mm, −1 mm, 0 mm, 1 mm, 2 mm and 3 mm were
selected as the experimental variable values. Femtosecond laser polishing experiments
of SiC ceramics were carried out under the conditions of laser pulse energy of 30 µJ,
repetition frequency of 175 kHz, scanning speed of 4812.5 mm/s, scanning spacing of
2.5 µm and the number of scanning as four times. The three-dimensional morphology of
the polished surface was observed by using the laser scanning confocal microscope, as
shown in Figure 13. By comparing the three-dimensional morphologies of the polished
surfaces under different defocus amounts, the changing trend of the surface quality could
be qualitatively reflected.
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that when other parameters remain unchanged, and the laser energy density is inversely 

Figure 13. The three-dimensional topographies of the surface after polishing with different defocus
amounts (magnification 1000). (a) −2 mm, (b) −1 mm, (c) 0 mm, (d) 1 mm, (e) 2 mm, (f) 3 mm.

In order to quantitatively analyze the surface characteristics, the surface roughness
and polishing depth after different defocus amounts polishing were measured by the laser
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scanning confocal microscope and VK analysis software, and the experimental data were
fitted and analyzed, as shown in Figure 14.
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Figure 14. (a) The variation of surface roughness with defocus amount and (b) the variation of
polishing depth with defocus amount.

It can be seen from Figure 14a that the polished surface roughness increased with the
increase in the defocus amount whether it was positive defocus or negative defocus, and
in the case of positive defocus, with the increase in the defocus amount, the increase in
the surface roughness gradually slowed down. When the defocus amount was 0 mm, the
lowest average surface roughness Ra = 0.652 µm was obtained, which was 40.73% lower
than the initial average surface roughness Ra = 1.1 µm. The increase in the defocus amount
leads to a larger laser spot irradiated on the workpiece surface, a decrease in the laser
energy density and a weakening of the material removal ability. It is well-known that when
other parameters remain unchanged, and the laser energy density is inversely proportional
to the diameter of the laser spot, so the energy density in the laser spot irradiated on the
workpiece surface gradually decreases with the increase in the defocus amount. The lower
laser energy density is not enough to completely remove the convex peaks on the surface
of the material, and the surface roughness is larger. It can be seen from Figure 14b that
when the defocus amount was 0 mm, the maximum average polishing depth of 4.874 µm
was obtained. In the positive defocus state, the polishing depth decreased with the increase
in the defocus amount. This was because the larger defocus amount, the larger diameter
of the laser spot, resulting in smaller laser energy density resulting in less laser energy
absorbed by the material per unit area, which resulted in continuous weakening of the
laser ablation processing capability, so the polishing depth gradually decreased. It can also
be found in Figure 14 that when the defocus amounts were −1 mm and 1 mm, both the
average roughness value of the polished surface and polishing depth were basically the
same. This was because positive and negative defocus of equal magnitude had similar laser
energy density and processing capacity, so the polishing results were similar for both.

In order to further study the influence of defocus amount on the surface morphology
and oxidation degree of femtosecond laser polished SiC ceramics in an air environment,
scanning electron microscopy was used to observe the microscopic morphology of the
polished surface, and EDS was used to detect the content of elements on the polished
surface, as shown in Figures 15 and 16.
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Figure 15. Polished surface morphologies and local magnifications under different defocus amounts.
(a) −1 mm, (b) 0 mm, (c) 2 mm, (d) 3 mm. The insets (a1), (b1), (c1) and (d1) were the partial enlarged
details of the insets (a), (b), (c) and (d), respectively. The insets (a2), (b2), (c2) and (d2) were the partial
enlarged details of the insets (a1), (b1), (c1) and (d1), respectively.

It can be seen from Figure 15 that the surface defects were the least and the surface
quality was the best under the zero defocus condition. Compared with the initial surface,
the polished surface roughness of the abovementioned positive and negative defocus states
was reduced. However, the polished surface retained the defects of the initial surface,
e.g., voids, cracks and pits. With the increase of the absolute value of defocus amount,
the surface defects became more obvious and the surface quality was poor. The larger the
defocus amount is, the larger the spot diameter is. The smaller the laser energy density is,
the more the removal of the surface material is weakened by the low energy density. At
the same time, microparticles and periodic nano-ripple structures were generated on the
polished surface. When the defocus amount was 3 mm, the periodic nano-ripples generated
on the polished surface were significantly finer, as shown in Figure 15(d2). Observing
Figures 1c and 16, it can be found that oxidation occurred during the polishing process,
and the element contents of the polished surfaces with different defocus amounts were
not much different. However, the content of the O element on the polished surface in the
defocus states was slightly higher than that in the focus state.
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Figure 16. The elemental content of polished surfaces under different defocus amounts. (a) −1 mm,
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figures (a1), (b1), (c1) and (d1) in Figure 15, respectively).

4. Conclusions

In this paper, in order to further promote the process improvement and technolog-
ical progress of femtosecond laser polishing of SiC ceramics, the interaction mechanism
between femtosecond laser and SiC ceramics and the influence of laser energy density
on femtosecond laser polishing of SiC ceramics under different working conditions were
studied. The infrared femtosecond laser was used to ablate and polish SiC ceramics. Then,
the equivalent diameter method was used to calculate the laser ablation threshold of SiC
ceramics, and the influence of pulse energy and defocus amount on the surface morphology,
surface roughness, polishing depth and oxidation degree of femtosecond laser polishing
SiC ceramics were investigated. The main conclusions are as follows:

(1) Based on the linear relationship between the square of the equivalent ablation diameter
and the logarithm of the incident laser power, the ablation threshold of SiC ceramics
was deduced and calculated by the equivalent diameter method. It was obtained
that when the laser repetition frequency f = 175 kHz, wavelength λ = 1064 nm and
ablation time t = 9 s, the laser ablation threshold of SiC ceramic is 0.355 J/cm2. The
beam quality analyzer was used to verify that the laser energy density distribution of
the femtosecond laser beam obeyed the Gaussian distribution, with the characteristics
of high central energy density and low peripheral energy density.

(2) Compared with the initial surface, the surface quality of polished surface was im-
proved. In the case of low pulse energy, the laser energy was not enough to completely
remove the surface material, and the polished surface still retained initial surface
defects such as voids, pits and cracks, so the surface roughness was high. With the
increase in pulse energy, the surface roughness decreased first. When the pulse energy
was 35 µJ, the polished surface quality was the best, and the lowest average surface
roughness, Ra = 0.664 µm, was obtained. With continued increase in the pulse energy,
spalling and cracks appeared on the polished surface, the surface quality deterio-
rated, and the surface roughness value showed an upward trend. The phenomena of
spalling and cracks were caused by the intense ablation of the laser and the material
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under the high pulse energy, and the thermal stress on the surface caused the brittle
fracture of the material. The greater the pulse energy, the more energy absorbed by
the material per unit area and the more the material removal, the overall increase
in the trend of the polishing depth correlated with the increase in the pulse energy.
There were periodic nano-ripple structures that appeared on the polished surface, and
oxidation phenomenon occurred. The change of pulse energy had no significant effect
on the oxidation phenomenon of the SiC ceramics polished by femtosecond laser.

(3) Under the condition of constant laser pulse energy, repetition frequency, scanning
speed, scanning spacing and the number of scanning, the surface roughness increased
with the increase in the absolute value of the defocus amount, and the polishing depth
decreased with the increase in the absolute value of the defocus amount. With the
increase in the absolute value of the defocus amount, the laser spot irradiated on
the surface of the workpiece became larger, which would further reduce the laser
energy density. The low laser energy density could not completely remove the surface
material, the material removal amount was small, and the initial surface defects
were retained, so the surface quality gradually deteriorated, and the polishing depth
gradually decreased. In the case of zero defocus, the lowest average surface roughness,
Ra = 0.652 µm, and the maximum average polishing depth of 4.874 µm were obtained.
At the same time, the periodic nano-ripple structures were generated on the polished
surface, and when the defocus amount was 3 mm, the size of the periodic nano-
ripple structures generated on the polished surface was significantly smaller. A small
amount of oxidation also occurred during the polishing process with variable defocus
amounts, and the change of defocus amount had no significant effect on the oxidation
phenomenon of the SiC ceramics polished by femtosecond laser polishing.
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Abstract: A nano-grating standard with accurate linewidth can not only calibrate the magnification
of nano-measurement instruments, but can also enable comparison of linewidths. Unfortunately, it is
still a challenging task to control the linewidth of nano-grating standards. Accordingly, in this paper,
atomic layer deposition (ALD) was used to regulate the linewidth of the one-dimensional grating
standards with a pitch of 1000 nm, fabricated by electron beam lithography (EBL). The standards
were measured using an atomic force microscope (AFM) before and after ALD, and the linewidth
and pitch of the grating were calculated through the gravity center method. The obtained results
prove that the width of a single grating line in the standard can be regulated with great uniformity
by precisely utilizing ALD. Meanwhile, the proposed method does not affect the pitch of grating,
and the measurement uncertainty of standards is less than 0.16% of the pitch, thereby demonstrating
a high surface quality and calibration reliability of the standards, and realizing the integration of
linewidth and pitch calibration functions. Moreover, the precise and controllable fabrication method
of the micro-nano periodic structure based on ALD technology has many potential applications in
the fields of optoelectronic devices and biosensors.

Keywords: atomic layer deposition (ALD); linewidth regulation; micro- and nano-metrology;
one-dimensional nano-grating standard

1. Introduction

With the rapid advances in nanofabrication technology, the minimum gate length
scales of transistors have been reduced to sub-10 nm [1–5], so they require precise geometric
measurements, which in turn induces high demands on the accuracy of nano-measurement
instruments. Therefore, it is necessary to develop nano-standards with traceability to
calibrate the nano-measurement instruments to ensure the accuracy of characterization
in nanofabrication, and accordingly, improve the performance of integrated circuits. In
this regard, one-dimensional nano-grating standards, as one type of the important nano-
metric standards, are mainly used to calibrate the magnification of nano-measurement
instruments. Correspondingly, a large number of research institutions and companies
have developed a series of one-dimensional (1D) micro- and nano-grating standards [6–13].
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Nevertheless, most nano-grating standards have a single function which provides reliable
pitch calibration values. With such standards, the controllability and uniformity of the
linewidth cannot be guaranteed, hence the linewidth cannot be calibrated. In addition, a
grating with a constant duty cycle cannot simultaneously match the different requirements
of measurement instruments with different calibration principles, for the optimal duty
cycle. That is to say, the efficiency and accuracy of the calibration can be improved by
making the linewidth or duty cycle of the nano-grating standard controllable.

Micro- and nano-fabrication processes such as electron beam lithography (EBL), fo-
cused ion beam (FIB) and extreme ultra-violet (EUV) are commonly used for manufacturing
micro- and nano-structures. Most of the grating standards with pitch ranging between 100
and 4000 nm and fabricated using EBL have good periodicity. However, the linewidths
fabricated by the EBL process have certain randomness due to the inevitable proximity
effect and the instability of the current [14–16]. Therefore, despite using the same parame-
ters, producing the same linewidth each time cannot be guaranteed. The FIB technology
is a direct patterning process without a photoresist and includes several basic principles
such as milling and deposition [17]. The edge and surface roughness of grating structures
obtained by milling is large due to material redeposition [18]. While the structures obtained
by FIB deposition have more uniform surface topography, the thickness of the deposited
metal will change the designed linewidths at the same time [19]. EUV requires a mask,
so the graphic size cannot be flexibly adjusted in time according to the experimental re-
sults [20]. Furthermore, none of the above processes can repatch the linewidth again after
fabrication. In summary, it is not easy to precisely regulate the linewidth or duty cycle of
each grating line, and likewise, it is more challenging to ensure the linewidth accuracy of
nano-grating standards.

Atomic layer deposition (ALD) can precisely grow thin films of controlled thickness
(from a few to tens of nanometers) on the underlying three-dimensional (3D) structures,
with high accuracy, uniformity and consistency. The technique of depositing 3D con-
formal films on periodic structures using ALD has also been demonstrated in several
papers [21–25]. To develop multifunctional grating standards with controllable linewidth
and pitch, 1D nano-grating standards with a theoretical pitch of 1000 nm were fabricated in
this paper using EBL, and the linewidth of shaped nano-grating was regulated by ALD. In
addition, the linewidth and pitch of the 1D grating structure were measured and evaluated
by an atomic force microscope (AFM) and a scanning electron microscope (SEM), which
validated the feasibility and excellent performance of precise linewidth regulation via
ALD, and demonstrated the high surface quality, calibration reliability, and measurement
consistency of the standards.

2. Design and Fabrication
2.1. Structural Design

The 1D grating standard presented in this study is a 1.5 cm × 1.5 cm chip, whose
surface structure mainly includes the calibration area and the guidance area, as shown in
Figure 1a,b. The calibration area is a 1000 nm pitch 1D grating structure with an overall size
of 30 µm × 60 µm (Figure 1b). Notably, the size of the 1D grating structure is very small,
only 0.4% of the size of whole sample. It is difficult for the users to position the grating
correctly when calibrating; therefore, a guidance area is designed at the periphery of the
calibration area (Figure 1a). This area consists of a multi-level marker pattern pointing
towards the center of the sample, which helps the users to identify the placement orien-
tation of the sample and locate the calibration area rapidly, hence improving calibration
efficiency greatly.
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Figure 1. (a) Schematic of the guidance area of 1D grating standard. (b) Schematic of the calibration
area of 1D grating standard. (c) Schematic of the linewidth regulation by ALD. (d) Schematic of the
fabrication process of 1D grating standard.

2.2. Materials and Fabrication

The substrate material of the standard is Si(100) wafer, while the grating material
is Cr and Au. The Au with well wear resistance, stability and conductivity can be used
to calibrate the measurement instruments that require the conductivity of the material,
such as SEM, and will have an excellent contrast with the substrate. The material for the
linewidth regulation is an amorphous Al2O3 film deposited by ALD. The film growth
mode corresponds to a self-limiting chemical reaction between the chemical vapor-phase
precursors and the substrate surface, in the ALD process. It is worthwhile to note that the
number of reacting precursors on the surface does not increase further, when the surface
chemisorption reaches the saturation. As a result, ALD controls the film growth accurately
by adding single atomic layers one by one until the film thickness reaches a preset value,
thereby ensuring 100% uniformity and conformity of the film. Therefore, a 1D nano-grating
standard with controlled linewidth can be produced by depositing an Al2O3 film on the
surface of the grating structure with a thickness that is half the deviation of the linewidth
(Figure 1c).

All the experiments were performed in a class 1000 clean room with a constant temper-
ature of (25 ± 1) ◦C. The patterns of sizes 10–200 µm in the guidance area were fabricated
by conventional micro-fabrication processes including ultraviolet lithography and lift-off
process [26]. The specific fabrication and regulation process of the 1D grating structure is
demonstrated in Figure 1d. The sample was cleaned sequentially in acetone, isopropanol
(IPA) and deionized water. After that, a layer of polymethyl methacrylate (PMMA) pho-
toresist AR-P 679 with a thickness of 100 nm was spin-coated on the substrate at 2000 rpm
and baked for 2 min at 150 ◦C on a hot plate. Then, the one-dimensional grating structure
pattern was exposed on the photoresist layer using EBL (CABL-9000C, Crestec, Hama-
matsu, Japan). After the EBL process, the sample was developed in a mixture of methyl
isobutyl ketone (MIBK) and IPA (1:3) for 1 min at 25 ◦C. Progressively, 5 nm Cr and 25 nm
Au films were evaporated (TF500, Hind High Vacuum, Crawley, United Kingdom) on the
sample, followed by the removal of remaining photoresist in dioxolane solution for 10 min
at 25 ◦C. The sample was then cleaned with acetone, IPA and deionized water for 5 min
each. Next, the grating structure was measured by AFM (INNOVA, Bruker, Karlsruhe,
Germany) and the deviation between the designed dimension of linewidth and the actual
fabricated dimension was calculated. Finally, the three-dimensional amorphous Al2O3 thin
film was grown on the grating surface by ALD (R-200, Picosun, Masala, Finland). All the
specific parameters of the ALD process have been described in our previous works [26].

To study the controllability of the modulated linewidth by ALD, three 1D grating
standards with a pitch of 1000 nm, named A, B and C, were fabricated in the experiment.
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By depositing Al2O3 films of 5, 10, and 15 nm thickness on the surfaces of samples A, B,
and C, respectively, each side of the grating lines is expected to widen by 5, 10, and 15 nm,
consequently increasing the width of grating lines by 10, 20, and 30 nm.

2.3. Measuremnt

The 1D nano-grating standards were measured by the AFM in the tapping mode. The
scanning range was selected at the center of the grating with a size of 10 µm × 10 µm, and
the number of sampling points was selected to be 256. The data measured by AFM are
inevitably interspersed with some low-frequency noise signals coupled with the profile
data, which can lead to bowing distortion of the measured image. Further, there exists a
certain cosine error between the sample and the measurement instrument, when the sample
is placed on the measurement bench. To better extract the linewidth and pitch data of
the standard, linear interpolation, filtering and cosine error correction were applied to the
original measurement data, to effectively reduce the tilt, bowing and other low-frequency
noise, while preserving the real surface topography of the standard.

3. Results and Discussion
3.1. Results of Regulation

Firstly, in order to evaluate the linewidth uniformity of each grating line, ten grating
lines in the standard were selected and their linewidths were calculated and analyzed. A
length of L = 2000 nm was intercepted from each grating line, where 20 positions were
chosen uniformly from top to bottom. The linewidth at each position of the grating line
was the difference between the threshold line calculated by the gravity center method [27]
and the two intersection points generated by left and right edges of grating line. The results
of the linewidth of 10 grating lines for the three samples after ALD are shown in Figure 2a,
while the position deviation curves of the linewidths are shown in Figure 2b. The inset
in Figure 2a shows the AFM image of sample B after ALD. As evident from the figure,
the 1D grating standard possesses well-distributed grating lines and excellent parallelism.
However, there are a few particles or defects introduced by the tensile stress on Au with
high ductility, during the lift-off process. It is shown in Figure 2a that the linewidths of the
ten grating lines of each sample are close to each other with a slight degree of fluctuation.
The deviation between the linewidths of 10 grating lines of sample A is the largest, but the
maximum deviation is still only 2.1 nm (Figure 2b), which accounts for only 0.3% of the
linewidth, thereby indicating the uniformity of linewidths of multiple grating lines in this
structure. Hence, the user can select any grating line for the linewidth calibration, which
certainly improves the repeatability of the calibration results.
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The average value of the linewidths of 10 grating lines was taken as the linewidth
calibration value of each sample. The AFM images and comparison of the linewidths of the
three samples before and after ALD are shown in Figure 3. It is shown in Figure 3a,b that
the height of the grating was not changed and only the grating lines were widened since
ALD was growing the film simultaneously in the 3D direction. Here, the actual increase in
the linewidths of three samples was 13.4, 19.6, and 29.7 nm, respectively. Evidently, the
actual increase in the linewidths of samples B and C was close to the estimated value, while
the actual increase in the linewidth of sample A deviated from the expected increment by
3.4 nm. This is because the linewidth uniformity of sample A is worse than the other two
samples, as shown in Figure 2b. Further, the line edge roughness (LER) of the three samples
was calculated according to Equation (1) [28] as LERA = 18.9 nm, LERB = 16.4 nm, and
LERC = 15.9 nm, respectively. Thus, the final evaluation results are likely to be disturbed
by many parameters such as the selection of linewidth evaluation position, quality of
grating line edge, and linewidth evaluation algorithm when measuring and calculating the
linewidth of this standard.





x =
(∑N

i=1 xi)
N

LER = 3σ = 3

√
∑N

i=1(xi−x)2

N−1

(1)

where x is the average edge of grating line, xi is the intersection of threshold line and grating
profile, N is the number of intersections, and σ is the standard deviation of line edge.

The results here reveal that the linewidth of the standard can be regulated by the
ALD process, nevertheless there are some certain requirements for the standard fabrication
and measurement process: (1) The regulation scheme is unidirectional since ALD can only
increase the linewidth of the convex structures or decrease the linewidth of the concave
structures. Thus, it is necessary to confirm the desired range of linewidths when processing
the grating structure with EBL, according to the type of grating structure (convex or
concave). (2) The effect of regulation is related to the linewidth uniformity and the edge
straightness of grating line. The better the linewidth uniformity and edge straightness of
grating line, the better the regulation performance. (3) The linewidth evaluation algorithm
can be further optimized by filtering out various noises as well as the disturbances of
particles at the edge of the line. The actual increase in the calculated linewidth in this
case will be more reliable and can be fed back to the ALD process, to further improve the
experimental parameters and form a closed-loop control.

While aiming to compare the changes in the pitch before and after the regulation,
all raw data of 10 scanning lines were obtained uniformly from top to bottom along the
y-direction within the scanning range of the sample, and the average pitch of each sample
was calculated by the gravity center method. Meanwhile, the measurement uncertainty of
each sample was evaluated according to the International Bureau of Weights and Measures
(BIPM), the International Electrotechnical Commission (IEC), the International Federation
of Clinical Chemistry and Laboratory Medicine (IFCC), the International Organization for
Standardization (ISO), the International Union of Pure and Applied Chemistry (IUPAC),
the International Union of Pure and Applied Physics (IUPAP), and the International Or-
ganization of Legal Metrology (OIML)-1993 Guide to the Expression of Uncertainty in
Measurement [29], and the corresponding results are provided in Figures 3 and 4, and
Table 1. The average pitch of three samples A, B and C changed by 1.8, 5.5 and 4.9 nm,
respectively, before and after ALD. Theoretically, ALD should not change the pitch of the
grating, and a small variation in the actual results may be caused by the fact that the quality
of ALD depends on the quality of the substrate surface [30]. Hence, when there are large
raised particles of several nanometers in size at the edge of grating lines, the surface of
such raised particles is uniformly covered with a layer of Al2O3 film after ALD due to the
three-dimensional conformal property of ALD. The shape of the particles is still retained,
which would change the line width of the grating and affect the accuracy of the calculated
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data in turn. Here, the change in the pitch is small, where the maximum variation is only
about 0.5% of the average pitch, which still indicates that the Al2O3 films deposited by ALD
have a great uniformity in terms of film thickness and almost do not change the average
pitch of the grating standards. As shown in Table 1, the measurement uncertainty of the
standards after ALD is less than 0.16% of the average pitch, thus the calibration reliability
is quite satisfactory. Certainly, the uncertainties introduced by the surface uniformity and
measurement repeatability of the standards are largely minimized here compared with
those before ALD, which validates that the surface quality of standard can be optimized
and the measurement uncertainties can be reduced by utilizing ALD.
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Table 1. The evaluation results of the one-dimensional grating standards.

Sample
A B C

Before ALD After ALD Before ALD After ALD Before ALD After ALD

Average pitch (nm) 995.6 993.8 984.6 990.1 998.7 993.8
Expanded uncertainty (k 1 = 2) (nm) 3.70 1.14 4.35 1.54 6.06 1.18

1 k is the coverage factor.

3.2. Application

To verify the calibration applicability of the sample obtained from this method in
different measurement instruments, the AFM and SEM were used to measure sample
B. The data obtained from the two measurement instruments were analyzed to provide
a reference for the nano-geometry measurements between different instruments. The
linewidth and pitch of sample B were measured by SEM system (SU8010, Hitachi, Tokyo,
Japan), calculated by the gravity center method, and then evaluated for the uncertainties.
The comparison of the SEM and AFM images, along with the evaluation results, is shown
in Figure 5. The linewidth of the standard measured by AFM was evaluated as (589.4 ± 2.8)
nm (k = 2) while the pitch was evaluated as (990.1 ± 1.5) nm (k = 2). On the other hand, the
linewidth of the standard measured by SEM was evaluated to be (585.7 ± 3.1) nm (k = 2),
whereas the pitch was (990.5 ± 1.8) nm (k = 2). Clearly, the pitch measured by the both
instruments is very close. However, the difference in the linewidths is more obvious.

In this work, the En [31] was used to assess the level of agreement between the two
measurements, which can be defined using Equation (2). When |En| ≤ 1, the consistency
of the results is good and acceptable; whereas |En| > 1 indicates a poor consistency of
the results, which is unacceptable. Based on this criterion, the |En|pitch = 0.17 and the
|En|linewidth = 0.79 were calculated for the considered sample, illustrating high agreement
between the pitch and linewidth values obtained using two measurement instruments.

En =
xAFM − xSEM√
U2

AFM + U2
SEM

(2)

where xAFM is the value measured by AFM; xSEM is the value measured by SEM; UAFM is the
expanded uncertainty of the result measured by AFM; USEM is the expanded uncertainty
of the result measured by SEM.
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SEM. (c) Comparison of the calculation results of linewidth and pitch.

Compared with SEM, AFM can measure the 3D surface morphology of the sample
more accurately, and the resolution of AFM in the horizontal and vertical directions is close
to the atomic scale, hence the measurement uncertainty by AFM is lower. Meanwhile, the
measurement uncertainty for SEM is higher, which is mainly introduced by the errors in
the image resolution and the variation of electron beam spot diameter. However, the width
of AFM probe cannot be neglected while measuring the linewidth, which can induce a
spreading effect in the scanning image. As a result, the shape of AFM probe has a significant
impact on the linewidth measurement, thereby resulting in a larger linewidth measured by
AFM compared to SEM.

On the basis of measurement results, the sample satisfies a cross-comparison of the
measurement capabilities of two measurement instruments. Excellent 3D morphology
measurements were realized in the AFM, and clear edges of grating lines along with a
sharp contrast with the substrate were demonstrated in the SEM. In conclusion, it can be
assessed that the consistency level of results obtained by both instruments is superior in
this work, based on the En. Accordingly, this experiment demonstrates that the samples
obtained via precise linewidth regulation based on ALD can be applied to many different
types of measurement instruments, where simultaneous calibration of nanoscale pitch and
linewidth can be achieved, thereby enhancing calibration efficiency substantially.

4. Conclusions

In this work, we have studied the controllable regulation of the linewidth of a 1D
grating standard with a pitch of 1000 nm, using ALD. The results reported herein show
that the linewidth of the standard can be regulated precisely by utilizing a thin film with
controllable thickness and 3D conformal structure, based on the self-limiting layer-by-layer
deposition mechanism of ALD. Moreover, the better the edge straightness and linewidth
uniformity of the grating line, the better the regulation performance. Evidently, the ALD
process can improve the surface uniformity as well as the measurement repeatability of
the standard, and restrict the measurement uncertainty of the grating standard below
0.16% of the average pitch, thus potentially guaranteeing the calibration reliability of the
standard. Since the thickness of thin film grown by ALD generally does not exceed 100
nm, and the film and substrate bonding will be worse when the film is thicker. That is, the
regulation value of this method for linewidth is typically less than 100 nm (film thickness is
50 nm), which requires that the deviation between the designed dimension and the actual
fabricated dimension during the patterning process must not be larger than 100 nm. As a
result, it is more appropriate for linewidth regulation of the grating standard with a pitch
of 100 nm–10 µm.

The results acquired here from the comparisons of linewidth and pitch of the same
sample by AFM and SEM are consistent; therefore, the 1D nano-grating standard with
controllable pitch and linewidth can be integrated with the calibration function of grating

32



Micromachines 2022, 13, 995

and linewidth. It can be used not only to calibrate the magnification of the measuring
instruments, but also to achieve the measurement of critical dimensions of micro- and nano-
devices, thereby avoiding the repetitive errors introduced by frequent standard replacement
and improving calibration efficiency significantly. Furthermore, it can also be adapted to
the measurement requirements of different measurement instruments regarding the duty
cycle of standard, easily and efficiently, by simply adjusting the duty cycle of the formed
1D nano-grating standard, which essentially expands the application range of the standard,
and economizes the manufacturing expense.

The follow-up work will focus on further reducing the deviation between the actual
and estimated regulation values of the linewidth by optimizing the parameters of the ALD
process based on the molecular microscopic properties of thin film materials, and realizing
precise regulation of the linewidth of 1D grating standards at the sub-nanometer scale.

Author Contributions: Conceptualization, Y.Z. (Yaxin Zhang) and C.W.; methodology, Y.Z. (Yaxin
Zhang), S.W. and L.Z.; validation, Y.Z. (Yujing Zhang) and Y.W.; formal analysis, W.J. and N.Z.; inves-
tigation, Y.Z. (Yaxin Zhang); data curation, Y.Z. (Yijun Zhang); writing—original draft preparation,
Y.Z. (Yaxin Zhang); writing—review and editing, C.W. and Q.L.; visualization, S.W.; supervision, W.J.
and Y.Z. (Yifan Zhao); project administration, Z.J.; funding acquisition, C.W., Y.Z. (Yifan Zhao) and
Z.J. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (Grant Nos.
52175434, 62001366), 111 Program (No. B12016).

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Xu, L.; Yang, J.; Qiu, C.; Liu, S.; Zhou, W.; Li, Q.; Shi, B.; Ma, J.; Yang, C.; Lu, J.; et al. Can Carbon Nanotube Transistors Be Scaled

Down to the Sub-5 nm Gate Length? ACS Appl. Mater. Interfaces 2021, 13, 31957–31967. [CrossRef] [PubMed]
2. Loubet, N.; Hook, T.; Montanini, P.; Yeung, C.W.; Kanakasabapathy, S.; Guillom, M.; Yamashita, T.; Zhang, J.; Miao, X.;

Wang, J.; et al. Stacked nanosheet gate-all-around transistor to enable scaling beyond FinFET. In Proceedings of the 2017
Symposium on VLSI Technology, Kyoto, Japan, 5–8 June 2017; IEEE: Piscataway, NJ, USA, 2017; pp. T230–T231.

3. Wu, F.; Tian, H.; Shen, Y.; Hou, Z.; Ren, J.; Gou, G.; Sun, Y.; Yang, Y.; Ren, T.L. Vertical MoS2 transistors with sub-1-nm gate
lengths. Nature 2022, 603, 259–264. [CrossRef] [PubMed]

4. Hills, G.; Lau, C.; Wright, A.; Fuller, S.; Bishop, M.D.; Srimani, T.; Kanhaiya, P.; Ho, R.; Amer, A.; Stein, Y.; et al. Modern
microprocessor built from complementary carbon nanotube transistors. Nature 2019, 572, 595–602. [CrossRef] [PubMed]

5. Qiu, C.; Zhang, Z.; Xiao, M.; Yang, Y.; Zhong, D.; Peng, L.M. Scaling carbon nanotube complementary transistors to 5-nm gate
lengths. Science 2017, 355, 271–276. [CrossRef]

6. Dixson, R.G.; Chernoff, D.A.; Wang, S.; Vorburger, T.V.; Tan, S.L.; Orji, N.G.; Fu, J. Multilaboratory comparison of traceable atomic
force microscope measurements of a 70-nm grating pitch standard. J. Micro-Nanolithogr. MEMS MOEMS 2011, 10, 013015.

7. Vladár, A.E.; Postek, M.T. Reference Material (RM) 8820: A New Scanning Electron Microscope Scale Calibration Artifact. Microsc.
Microanal. 2009, 15, 668–669. [CrossRef]

8. Raid, I.; Eifler, M.; Kusnezowa, T.; Seewig, J. Calibration of Ellipso-Height-Topometry with Nanoscale Gratings of Varying
Materials. Opt.-Int. J. Light Electron. Opt. 2015, 126, 4591–4596. [CrossRef]

9. Misumi, I.; Kitta, J.I.; Fujimoto, H.; Gonda, S.; Azuma, Y.; Maeda, K.; Kurosawa, T.; Ito, Y.; Omote, K.; Nakayama, Y.; et al. 25 nm
pitch comparison between a traceable x-ray diffractometer and a metrological atomic force microscope. Meas. Sci. Technol. 2012,
23, 136. [CrossRef]

10. Nakayama, Y.; Yamamoto, J.; Kawada, H. Critical dimension-scanning electron microscope magnification calibration with 25-nm
pitch grating reference. J. Micro/Nanolithogr. MEMS MOEMS 2011, 10, 013021. [CrossRef]

11. Deng, X.; Dai, G.; Liu, J.; Hu, X.; Bergmann, D.; Zhao, J.; Tai, R.; Cai, X.; Li, Y.; Li, T.; et al. A new type of nanoscale reference
grating manufactured by combined laser-focused atomic deposition and X-ray interference lithography and its use for calibrating
a scanning electron microscope. Ultramicroscopy 2021, 226, 113293. [CrossRef]

12. Deng, X.; Liu, J.; Zhu, L.; He, P.; Cheng, X.; Li, T. Natural square ruler at nanoscale. Appl. Phys. Express 2018, 11, 075201. [CrossRef]
13. VLSI Standards Incorporated, Nanolattice Pitch Standard (NLSM). Available online: https://www.vlsistandards.com/products/

dimensional/lattice_info.asp?SID=78,2022 (accessed on 27 April 2022).
14. Feng, B.; Chen, Y.; Sun, D.; Yang, Z.; Yang, B.; Li, X.; Li, T. Precision integration of grating-based polarizers onto focal plane

arrays of near-infrared photovoltaic detectors for enhanced contrast polarimetric imaging. Int. J. Extrem. Manuf. 2021, 3, 035201.
[CrossRef]

15. Dai, G.; Zhu, F.; Heidelmann, M.; Fritz, G.; Bayer, T.; Kalt, S.; Fluegge, J. Development and characterisation of a new linewidth
reference material. Meas. Sci. Technol. 2015, 26, 115006. [CrossRef]

33



Micromachines 2022, 13, 995

16. Huebner, U.; Morgenroth, W.; Boucher, R.; Meyer, M.; Mirandé, W.; Buhr, E.; Ehret, G.; Dai, G.; Dziomba, T.; Hild, R.; et al. A
nanoscale linewidth/pitch standard for high-resolution optical microscopy and other microscopic techniques. Meas. Sci. Technol.
2007, 18, 422. [CrossRef]

17. Sloyan, K.; Melkonyan, H.; Apostoleris, H.; Dahlem, M.; Chiesa, M.; Al Ghaferi, A. A review of focused ion beam applications in
optical fibers. Nanotechnology 2021, 32, 472004. [CrossRef] [PubMed]

18. Diddens, C.; Linz, S.J. Continuum modeling of particle redeposition during ion-beam erosion. Eur. Phys. J. B 2015, 88, 397.
[CrossRef]

19. Mirmohammad, H.; Kingstedt, O.T. Theoretical considerations for transitioning the grid method technique to the microscale. Exp.
Mech. 2021, 61, 753–770. [CrossRef]

20. Philipsen, V.; Luong, K.V.; Opsomer, K.; Detavernier, C.; Hendrickx, E.; Erdmann, A.; Evanschitzky, P.; Van De Kruijs, R.W.;
Heidarnia-Fathabad, Z.; Scholze, F.; et al. Novel EUV mask absorber evaluation in support of next-generation EUV imaging. In
Photomask Technology 2018; SPIE: Bellingham, WA, USA, 2018; Volume 10810, pp. 53–65.

21. Geng, G.; Zhu, W.; Pan, R.; Zhang, Z.; Gu, C.; Li, J. Precise tailoring of multiple nanostructures based on atomic layer assembly
via versatile soft-templates. Nano Today 2021, 38, 101145. [CrossRef]

22. Franklin, D.; George, M.; Fraser, J.; Chanda, D. Atomic layer deposition tuning of subwavelength aluminum grating for
angle-insensitive plasmonic color. ACS Appl. Nano Mater. 2018, 1, 5210–5216. [CrossRef]

23. Meng, X.; Comstock, D.J.; Fister, T.T.; Elam, J.W. Vapor-phase atomic-controllable growth of amorphous Li2S for high-performance
lithium–sulfur batteries. ACS Nano 2014, 8, 10963–10972. [CrossRef]

24. Lee, K.; Kim, H.; Kim, J.H.; Choi, D. Structural color and near-infrared tunability of ruthenium-coated anodic aluminum oxide by
atomic layer deposition. Scr. Mater. 2020, 187, 125–129. [CrossRef]

25. Tamm, A.; Tarre, A.; Kozlova, J.; Rähn, M.; Jõgiaas, T.; Kahro, T.; Link, J.; Stern, R. Atomic layer deposition of superparamagnetic
ruthenium-doped iron oxide thin film. RSC Adv. 2021, 11, 7521–7526. [CrossRef] [PubMed]

26. Wang, C.; Yang, S.; Jing, W.; Ren, W.; Lin, Q.; Zhang, Y.; Jiang, Z. Fabrication of nanoscale step height structure using atomic layer
deposition combined with wet etching. Chin. J. Mech. Eng. 2016, 29, 91–97. [CrossRef]

27. Dai, G.; Koenders, L.; Pohlenz, F.; Dziomba, T.; Danzebrink, H.U. Accurate and traceable calibration of one-dimensional gratings.
Meas. Sci. Technol. 2005, 16, 1241–1249. [CrossRef]

28. Tortonese, M.; Prochazka, J.; Konicek, P.; Schneir, J.; Smith, I.R. 100-nm-pitch standard characterization for metrology applications.
In Metrology, Inspection, and Process Control for Microlithography XVI; SPIE: Bellingham, WA, USA, 2002; Volume 4689, pp. 558–564.

29. BIPM; EC; IFCC; ISO; IUPAC; IUPAP; OIML. Guide to the Expression of Uncertainty in Measurement; International Organization for
Standardization: Geneva, Switzerland, 1995.

30. Wang, C.; Pu, J.; Li, L.; Jing, W.; Zhang, Y.; Zhang, Y.; Han, F.; Liu, M.; Ren, W.; Jiang, Z. Effect of the Different Substrates and the
Film Thickness on the Surface Roughness of Step Structure. In Proceedings of the 2021 IEEE 16th International Conference on
Nano/Micro Engineered and Molecular Systems (NEMS), Xiamen, China, 25–29 April 2021; IEEE: Piscataway, NJ, USA, 2021;
pp. 47–50.

31. Misumi, I.; Dai, G.; Lu, M.; Sato, O.; Sugawara, K.; Gonda, S.; Takatsuji, T.; Danzebrink, H.U.; Koenders, L. Bilateral comparison of
25 nm pitch nanometric lateral scales for metrological scanning probe microscopes. Meas. Sci. Technol. 2010, 21, 035105. [CrossRef]

34



Citation: Pang, J.; Ji, X.; Niu, Y.; Chen,

S. Experimental Investigation of

Grinding Force and Material

Removal Mechanism of

Laser-Structured Zirconia Ceramics.

Micromachines 2022, 13, 710. https://

doi.org/10.3390/mi13050710

Academic Editors: Youqiang Xing,

Xiuqing Hao and Duanzhi Duan

Received: 23 March 2022

Accepted: 28 April 2022

Published: 30 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

Experimental Investigation of Grinding Force and Material
Removal Mechanism of Laser-Structured Zirconia Ceramics
Jingzhu Pang 1,* , Xia Ji 1,2 , Yan Niu 1 and Shaojun Chen 3

1 College of Mechanical Engineering, Donghua University, Shanghai 201620, China; jixia@dhu.edu.cn (X.J.);
2211008@mail.dhu.edu.cn (Y.N.)

2 Shanghai Collaborative Innovation Center of High Performance Fibers and Composites, Donghua University,
Shanghai 201620, China

3 YoanTion Industrial Inc., Ltd., Shaoxing 312599, China; junshaochen@163.com
* Correspondence: pangjz@dhu.edu.cn

Abstract: Zirconia is a high demanded structural ceramic with desirable mechanical, thermal, and
chemical properties. Poor surface integrity and limited material removal rate caused by high cutting
force and wheel wear are the main problems in ceramic grinding. In order to reduce the grinding
force and enhance the removal rate in grinding, zirconia ceramics are firstly ablated by laser and then
be grinded. A nanosecond laser is used to ablate the surface of zirconia ceramic, the laser-ablated
structures with micro pits and thermal microcracks are generated. With the input of subsequent
grinding, the machinability of zirconia ceramic workpiece with laser-ablated structures changes.
Grinding experiments are conducted to study the grinding force and the material remove of laser-
structured zirconia ceramic. Results show that the grinding forces in tangential and normal direction
are significantly reduced. Compared to the grinding surface without laser-structured, a damage-free
grinding surface is obtained by laser assistance.

Keywords: laser-assisted grinding; grinding force; material removal mechanism; microcracks

1. Introduction

Owing to the superior combination of physical and mechanical properties, advanced
ceramic materials such as zirconia, silicon nitride, and alumina are widely used in precision
bearing of high-grade machines, such as wind turbines, high-grade CNC machine tools,
and heat settings. Laser assisted machining (LAM) mainly aims at improving the machining
efficiency and cutting performance of difficult-to-machining materials, such as Al2O3 [1],
Si3N4 [2] and ZrO2 [3]. Based on the local softening mechanism, most LAM use laser to
instantly heat and soften the local area of ceramic surface, and then carry out tool cutting,
to obtain continuous chips and reduce the cutting force [4].

If the temperature or thermal stress of the material caused by the laser reaches the
threshold, irreversible thermal damage, including cleavage, melting and vaporization
will be generated [5]. The microcracks induced by thermal stress on the surface and
inside will result in the reduction in material strength. Sun et al. [6] pointed out that by
preheating the material before cutting, the yield strength of the material can be reduced,
so that the ceramic machining mechanism can be transformed from brittle to ductile.
Marinescu et al. [7] conducted laser preheating grinding on four ceramic materials, and
found that laser preheating grinding can not only reduce the hardness of ceramics and
improve the remove rate, but also avoid grinding cracks.

Tsai et al. [8] used laser thermal stress to realize laser assisted milling of pits on the
surface of ceramic samples, pointed out that the tensile stress perpendicular to the laser
scanning path is the largest, and controlled the growth of cracks. Wang et al. [9] used heat to
improve the mechanical properties of quartz glass in the grinding and realized the efficient
ductile grinding of quartz glass. Azarhoushang et al. [10] identified that the reduced specific
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grinding energy through laser structuring of workpiece is mainly due to the induced lateral
cracks. Xu et al. [11] also showed that laser irradiation on zirconia ceramics prior to the
grinding process led to development of thermal damages on the surface of the workpiece,
which contributed to the decrease in the specific grinding energy. Ma et al. [12] built a
grinding force predictive model for the LAG process that reveals the mechanism for the
reduction in grinding force during LAG on zirconia ceramics. Li et al. [13] revealed the
structural changes and hardness decrease enhanced the probability of plastic removal in
LAG and obtained better surface integrity. Zhang et al. [3] presented a theoretical grinding
force model by taking into account the three grinding stages in laser macro-micro-structured
grinding (LMMSG). The model may be available to predict the grinding force of zirconia
ceramics under the LMMSG condition.

Kumar et al. [14], Zhang et al. [15] proposed that laser irradiations should be carried
out before processing silicon nitride ceramics to induce cracks and microcracks on the
surface, reduce the strength of the material and improve the machinability. Pratap et al. [16]
investigated the material removal mechanism and analyzed the damage occurrence for
parallel as well as intersecting micro grinding. Rao et al. [17] revealed that adhesion and
pullout of diamond grits in laser-assisted grinding were remarkable difference from those
in conventional grinding due to the thermal softening of both RB-SiC specimen and bond
material of the grinding wheel. Kadivar et al. [18] showed that the laser-cut depth could
be predicted and choosing optimal laser parameters is possible to achieve a certain laser-
cut depth. Yang et al. [19] proposed a heat flux theoretical model based on the dynamic
grinding force of hard-brittle bone ductile micro-grinding to solve this bottleneck problem.

In laser-assisted grinding (LAG) process, laser thermal effect and grinding effect are
successively loaded on workpiece surface, the grinding force and material removal mecha-
nism will be different from that of grinding. However, few research has been conducted
on the benefits of applying LAG on zirconia. In this paper, a LAG process is studied for
applying a nanosecond laser ablation before grinding of zirconia. Zirconia workpieces will
be laser-structured as the first step, then grinding experiments are carried out to study the
effects of laser-generated microstructures and their corresponding parameters on grinding
forces and material removal mechanism.

2. Experimental Setup and Procedures
2.1. Laser Pretreatment

The laser conditioning setup is shown in Figure 1. A nanosecond laser (poplar-355-20)
is used to ablate the surface of zirconia workpiece. The maximum laser power is 20 W with
a wavelength of 355 nm. Zirconia is selected as the workpiece material, of which the size is
15 mm × 15 mm × 15 mm. The main parameters of the laser are shown in Table 1. Four
parameters are mainly considered in laser ablation process, such as laser frequency, laser
line span, laser scan speed, and irradiation times.

The laser moves vertically and focuses the beam on the workpiece surface. The
workbench is equipped with a cross slide so that the laser can follow a specified path on
the workpiece surface. Direction A is the scanning direction of the laser, and direction B is
the laser line span. Span S1 and S2 directly affect the overlap of two adjacent laser spots
and have a direct effect on the laser processing efficiency and quality. The parameters of
Poplar-355-20 are shown in Table 1.
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Figure 1. Experimental setup of laser pretreatment.

Table 1. Parameters of Nanosecond UV Laser system.

Characteristics Symbol Unit Values

Average power Pap [W] 0.02–20.61
Wavelength λ nm 355

Maximum pulse power Lp kW 8
Pulse energy Je mJ 0.4

Pulse duration TD ns 50
Pulse frequency f [kHz] 20~50

Scan speed V [mm/s] 1~5000

2.2. Grinding Force Monitoring

Grinding force experiments on the zirconia samples were carried out on a CNC machin-
ing center (ecoMill 635 V, DMG MORI, Shanghai, China) equipped with a dynamometer
Kistler 9256 C, as shown in Figure 2. Normal and tangential grinding force components
were measured during the grinding process by this dynamometer. The dynamometer is
equipped with an amplifier Kistler 5080 A. DAQ system (LMS) was used for data acquisition
(sampling frequency 6400 Hz). The diameter of electroplated diamond wheel (HS-JGPC10)
is Φ10 mm, and the size of abrasive grain is about 120 µm. Grinding parameters are shown
in Table 2.

Table 2. Grinding parameters on DMG 635 V.

Wheel Speed vs [m/s] Workpiece Speed vw [m/s] Cutting Depth ap [µm]

1.57 0.0017 15

In up grinding process, the grinding wheel rotates in clockwise and the workpiece
moves in directions X and Y. The workpiece moves from the left side of the grinding wheel
to its right side, and the grinding force is recorded. When the material is removed by the
layer thickness of 15 µm, the workpiece will return to the left, and the grinding for the
second layer with the depth of 15 µm will be carried out with the same grinding parameters.
In order to carry out grinding experiments with identical conditions, the grinding wheel is
replaced in time to retain the same micromorphology.
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2.3. High-Speed Grinding

High-speed grinding of zirconia ceramics with laser ablation was conducted on a high-
speed grinding machine (MGKS1332/H, SMTW, Shanghai, China) as shown in Figure 3. A
vitrified bond diamond wheel (D91 V + 2046J1SC C150E, Φ400 × 22 × 203.5) was employed.
The size of the diamond grit was approximately 91 µm. The diameter of the wheel was
400 mm, and the width was 22 mm. Before up grinding, the wheel was balanced using a
dynamic balancing instrument (SB-4500, SMIT, Portland, OR, USA). Zirconia workpiece is
slightly inclined and installed on the fixture (the tilted angle is shown in Figure 3). Wheel
speed vs = 60 m/s, workpiece speed vw = 0.1 m/s, and depth of cut ap = 15 µm are used
for grinding in order to obtain surfaces with different grinding removal depths under the
same process conditions.
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3. Results and Discussion
3.1. Laser Ablated Surface

The laser pretreatment parameters for zirconia ceramic workpieces are listed in Table 3.
Laser spot diameter is about 0.05 mm. The laser line span S1 is variable, which is 40 µm,
60 µm, 80 µm and 100 µm, respectively. The scan speed can be determined by the distance
S2 and the pulse frequency. If the laser pulse frequency is 49 Hz, S2 is about 40 µm, the scan
speed is about 1960 mm/min. The laser power is changed by adjusting the pulse frequency,
and when the pulse frequency is 50 Hz, the laser power equals to 20 W. Three samples are
processed for each laser parameters.
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Table 3. Laser processing parameters.

Characteristics Symbol Unit Values

Pulse frequency f [kHz] 20, 49
Scanning speed V mm/min Determined by f and S2

Number of scans N / 1, 20, 40
Laser line span S1 µm 40, 60, 80, 100

The surface microtopography was examined by an environment scanning electron
microscope (QUANTA 250, FEI, Brno, Czech Republic). Two laser-structured workpieces
with different laser parameters are illustrated in Figure 4. From Figure 4a, it is found that
when the laser scanning speed is 4900 mm/min, the lasered structure of group pits are
difficult to see after one scan. However, when the laser ablates 40 times at the same position
of the workpiece surface, the lasered structure of group pits is clear to see, as shown in
Figure 4b.
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S1 = 100 µm). (a) N = 1; (b) N = 40.

Figure 5 shows the SEM microtopography of the zirconia workpiece. From Figure 5a,
we can see that the diameter of the laser spot is about 50 microns. The surface is melted by
the laser, which generates heat-affected zone and thermal microcracks. The material around
the pit is melted and raised with microcracks at the protrusion. As the temperature of the
material increases rapidly, the material expands and compressive stress is generated. When
the heat source leaves, the temperature drops quickly and the material shrinks, resulting in
the tensile stress which would lead to crack initiation, material fracture and rapid reduction
in stress.

From Figure 5b, it is seen that the bottom is relatively flat with lateral cracks on it. The
top diameter is about 50 µm, and the depth is about 10 µm. There are no median cracks on
subsurface below this pit. In Figure 5b, it is found that the propagation of intergranular
microcracks leads to the microcrack network in the laser ablated area. These microcracks
caused by laser is initiated by the defects on the ceramic surface and expanded by the
thermal stress.
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Figure 5. SEM microtopography of a laser pit on zirconia workpiece (f = 49 kHz, V = 100 mm/min,
S1 = 100 µm, N = 1). (a) Top View, (b) Section view.

As the laser moves slowly, the laser spots gradually overlapped. The total laser energy
on the zirconia surface with scan speed of 100 mm/min by once (as shown in Figure 6) and
with scan speed of 3920 mm/min by 40 times (as shown in Figure 5) are approximately
equal, while the surface morphology is completely different. The diameter of the laminated
arc formed by the laser on the workpiece surface is much larger than the spot diameter.
The latter laser reprocesses some areas of the surface affected by the previous laser. The
width of a single microcrack on the workpiece surface in Figure 6a,b is greater than that
in Figure 5, which also shows that the depth of the microcracks will be relatively deeper.
By comparing Figure 6 with Figure 5, it can be noticed that not only lateral cracks, but
also median cracks are generated in slow speed scanning. In Figure 6c,d, there are median
cracks, which extends to the subsurface of the material by 20~30 µm. The existence of
microcracks will reduce the material strength, which is helpful for subsequent grinding.
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Figure 6. SEM microtopography of cracks on lasered zirconia workpiece (f = 49 kHz, V = 100 mm/min,
S1 = 100 µm, N = 1). (a) Lateral cracks. (b) Lateral cracks (Enlarged). (c) Median crack (Position 1).
(d) Median crack (Position 2).

3.2. Grinding Force

Figure 7a,b show the grinding force of the workpiece without laser irradiation. The
grinding wheel rotates at 3000 rpm, the workpiece approaches the wheel at a speed of
0.1 m/s, and the grinding depth is 15 µm. As the workpiece contacts with the wheel, the
amplitude of the signal increases rapidly. As the workpiece leaves the grinding wheel, the
amplitude of the grinding force quickly returns to zero.

The original signal is low-pass filtered, and the low-pass frequency is 10 Hz. The
tangential grinding force and normal grinding force are shown in Figure 7c,d, respec-
tively. Intercept the signals in the stable stage of grinding, which are shown in the box in
Figure 7c,d. Remove the gross errors, and take their mean values as the results of grinding
force. The average value of filtered normal grinding force is about 2.5 N, as the dotted line
in Figure 7c,d.
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Figure 7. Grinding force (No irradiation, vs = 3000 RPM, vw = 0.1 m/min, ap =15 µm). (a) Original
signal of Tangential force. (b) Original signal of normal force. (c) Filtered signal tangential force.
(d) Filtered signal of normal force.

The normal grinding force signals of the layer with 0–15 µm and 75–90 µm are illus-
trated in Figure 8. From Figure 8a,b, it is found that for the 0–15 µm layer, the filtered
signals of normal grinding force fluctuate greatly, which RMS increases significantly. It is
also found that there are micro pits, protrusions and microcracks on the lasered surface,
and laser ablation changes the mechanical properties along the workpiece depth. The
average amplitude of the filtered signal decreases significantly compared with the value
in Figure 7d. From Figure 8c,d, it is found that when the laser ablation is all removed, the
normal grinding force returns to about 2.5 N.

The relationship between the normal grinding force and the depth of removal is shown
in Figure 9. The data in Figure 9 are the average values calculated by the grinding forces
of the workpiece with the same laser parameters. It shows that the normal grinding force
increases with the increasing of the grinding depths. When the distance is far away from
the workpiece surface, the effect of laser irradiation is not significant. The reason for the
rise of grinding force is that the unaffected ceramic materials gradually join the grinding
process. The grinding resistance of materials without microcracks is greater than that of
materials with laser irradiated microcracks. As the laser-affected layer generated by laser
irradiation is removed completely, the grinding force stabilizes to an asymptotic value
shown in Figure 7. It was noted that the maximum reduction in grinding force is more
than 40%. However, the maximum falling amplitude is not at 0–15 µm layer thickness,
but about at 75–90 µm layer thickness. At first, the laser ablation layer on the workpiece
surface is removed. As the top layer is removed, there are the intersections of median
cracks and lateral cracks on the left surface, which will lead to the decrease in its hardness.
As the abrasive grains land on the cracked surface, the cracked surface is further broken
and separated from the surface under the action of mechanical stress.
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Figure 8. Normal grinding force (k = 20 kHz, V = 1600 mm/min, S1 = 80 µm, N = 40). (a) Original
signal (Layer: 0–15 µm). (b) Filtered signal (Layer: 0–15 µm). (c) Original signal (Layer: 75–90 µm).
(d) Filtered signal (Layer: 75–90 µm).

From the comparison between Figure 9a,b, it is found that the overall decrease in
grinding force is significant under high frequency, and its laser energy is much larger. It
is also found that the smaller S1 is, the stronger the material is affected by the laser and
the deeper the ablation influence layer obtains. The trend of normal grinding force of four
cases is relatively consistent under high frequency. Under low frequency, the curves of the
laser line span 80 µm and 100 µm rise earlier than that of 40 µm and 60 µm, because the
laser ablation influence layer of 40 µm and 60 µm is greater than that of 80 µm and 100 µm.
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Figure 9. The relationship between the normal grinding force the total material removal thickness
(N = 40). (a) k = 49 kHz. (b) k = 20 kHz.
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Grinding force ratio (Ft/FN) is an index reflecting material brittleness in traditional
hard and brittle material grinding. Large brittleness leads to small force ratio. Figure 10
shows that laser ablation pretreatment can improve grinding force ratio. The surface
hardness of zirconia ceramics decreases due to laser ablation, and the normal load required
for abrasive grains to invade the material decreases. In the initial stage of grinding, there are
many brittle fractures in material removal, which also shows that laser irradiation increases
the brittleness of ceramics. The influence depth of laser ablation on the grindability of the
workpiece exceeds the depth of the ablation influence layer observed in Figures 5 and 6.
Compared with Figure 10a,b, it is found that high laser energy leads to high grinding force
ratio during workpiece surface removal.
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Figure 10. The relationship between the normal grinding force the total material removal thickness
(N = 40). (a) k = 49 kHz. (b) k = 20 kHz.

3.3. Material Removal in Low-Speed Grinding

Figure 11 shows the SEM microtopography of the surface of a workpiece, of which the
left side is the grounded area. From Figure 11a, it is found that the remelting protrusion
around the original lasered pits are partially removed, and micro grinding chips are left on
the surface. In grinding, when the abrasive grains ground material surface, the normal and
tangential forces lead to the generation of median cracks and lateral cracks on the material
surface and sub surface, respectively. From these SEM microtopography, It can be found
that there are many interconnected lateral microcracks on the surface of the pits. The stress
generated by the contact between abrasive grains and workpiece will lead to the generation
of microcracks. However, propagation of these microcracks caused by grinding will be
interrupted by the microcracks already caused by laser. The material surrounded by lateral
cracks is broken into smaller fragments. As shown in Figure 11b, the remelting protrusion
around the original lasered pits are all removed by grinding, and the damage of median
and lateral cracks caused by the previous laser ablation does not affect the integrity of the
newly created surface.
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Figure 11. SEM microtopography of the lasered surface which is half grounded. (a) Partially
grounded. (b) All grounded.

The frequent impacts between grain and workpiece at laser pit will result in powerful
mechanical shocks. As shown in Figure 12a, the size of grinding chips is mostly less than
10 µm in size, which is less than the grid size formed by the microcracks at the bottom of
lasered pits or around the pits before grinding. Therefore, the new and smaller microcracks
are produced by grinding mechanical stress, which improve the further crushing of the
material surface. Some broken pits have not yet fallen off the surface. As the grinding
process continues, these pits will be further crushed or separated from the surface, as
shown in Figure 12b. With the further removal of materials, the depth of lateral cracks
remaining on the newly formed grinding surface decreases.
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3.4. Material Removal in High-Speed Grinding

Figure 13 shows the micromorphology of the workpiece in Figure 3 which is grounded
by MGKS1332/H. Figure 13a–d show the surfaces at different positions of the same work-
piece after grinding, in which the material removal of surface A is the smallest and that of
surface D is the largest. The layers irradiated by laser on Surface D are all removed. From
Figure 13, it is found that there are some pits and microcracks on Surface B and C, while no
microcracks are found on Surface D.

It is also found that there are obvious grids of laser irradiated microcracks on Surface B.
In the enlarged picture of Surface B, material fractures and the scratches of abrasive grains
can be found. Combined with the previous analysis results of grinding force, the removal
of laser ablated layer should be dominated by brittle removal. As the grinding wheel
speed increases, the maximum undeformed chip thickness decreases and the material is
more easily removed by ploughing. The resistance of the material to crack generation
and propagation increases. The speed of the grinding wheel used here is 60 m/s, and the
corresponding surface characteristics show that the grinding in the laser ablated layer is
in a mixed material removal mode which combined brittle material removal with ductile
material removal

On Surface C, the laser-structured and influenced layer is further removed, but the
grid traces left by lateral cracks still can be seen on the surface. Obvious grinding marks can
be seen on Surface D, on which there is no more visible lateral cracks. There are small and
shallow defects and irregularities which are formed by abrasive grains. They are typical
features of ductile material removal.
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Figure 13. Micromorphology of the workpiece produced by high-speed grinding. (a) Surface A.
(b) Surface B. (c) Surface C. (d) Surface D.

The above results show that the surface cracks introduced by laser ablation will
improve the grindability and reduce the grinding force of zirconia ceramic, and the cracks
will not expand into the matrix after the influenced layer of laser is completely removed. The
surface quality produced by laser-structured grinding is consistent with that of grinding.
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4. Conclusions

In this paper, different laser-structured workpieces are made to investigate the grinding
force and material removal mechanism of laser-structured zirconia ceramics. The grinding
force of the workpiece is experimentally studied, and the maximum reduction in grinding
force is more than 40% for the laser ablated surface. The microcracks caused by the laser
not only prevent the further propagation of the median cracks generated by grinding, but
also improve the material removal rate. The grinding experiments show that low-speed
grinding of laser ablation affected layer presents mainly brittle removal, while with the
increase in grinding wheel speed, high-speed grinding presents mainly ductile removal.
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Abstract: For new medical β titanium implants, the surface micro texture processing technology is
a difficult problem. To solve this problem, a new method of ultrasonic elliptical vibration cutting
(UEVC) is adopted in this paper. The mechanism of material removal in ultrasonic elliptical vibration
cutting is explored for different cutting paths. By means of simulation and experimentation, the
material removal mechanism of ultrasonic elliptical vibration cutting medical β titanium alloy is
revealed with respect to the aspects of cutting deformation, stress distribution, force and thermal
variation, and chip formation mechanism. The results show that: (1) The cutting temperature and
cutting force in the UEVC process obey the law of periodic change, and the maximum point of
cutting force appears ahead of the maximum point of cutting temperature. (2) The material removal
process of UEVC is a “press–shear–pull” composite cutting process. The tool squeezes the material to
form the chips. Under the action of high temperature, the material is removed by adiabatic shear.
(3) The difference of UEVC paths will affect the removal mode of materials and form different surface
morphology. (4) For different cutting paths, compressive stress is distributed at the lowest point of
the machining pit, and tensile stress is distributed at the protrusion position.

Keywords: medical β titanium alloy; ultrasonic elliptical vibration cutting; composite cutting process;
material removal mechanism

1. Introduction

The demand for medical implants such as bone implantations and bone replacements
is increasing due to joint diseases and the aging population. Titanium alloy has the
characteristics of being non-magnetic, corrosion resistant, and possessing high strength and
high toughness. In particular, metastable β titanium alloy is a new type of medical titanium
alloy. Its elastic modulus is similar to that of human bones. It can effectively avoid the
problem of stress shielding. In addition, the material does not contain cytotoxic elements.
Therefore, it is favored in the medical field [1,2].

To improve the biocompatibility and wear resistance of medical titanium implants, mi-
cro texture on the surface is usually processed in order to realize surface modification [3,4].
At present, laser engraving, acid etching, alkali etching, and other methods are used to
process the surface micro texture of titanium implants, but it is difficult to accurately control
the geometry and surface morphology of the micro texture [5–7]. Moreover, micro tex-
tured surfaces processed by laser are prone to slag, irregular shape, and complex residual
stress [8–10]. Therefore, UEVC can be used to solve the problems of difficult machining
and unstable surface texture processing quality in titanium implants. It also overcomes the
problems of high cutting temperature, heavy tool wear, and poor machining quality in the
traditional cutting process [11–14].

UEVC was first proposed by the Japanese scholars Shamoto Eiji and Moriwaki
Toshimichi [15]. By applying ultrasonic excitation in two or more directions of the tool, the
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tool tip can cut the workpiece along an elliptical path. In this paper, ultrasonic excitation is
applied in the cutting direction and cutting depth direction of the tool in order to process
the pit texture on the surface of the workpiece. Lotfi et al. [16] used UEVC to texture the
surface of titanium alloy. It was found that micro texture was formed on the surface of the
material under the impact of certain frequencies. Friction and wear tests were carried out.
The results showed that the surface micro texture could effectively improve the friction and
wear properties of titanium alloy. Zhang et al. [17] processed sinusoidal, sawtooth, oblique
wave and other different groove nanostructures on hardened steel by means of amplitude
control in ultrasonic elliptical vibration cutting. The restrictions of vibration conditions
and tool geometry on machining shape were studied, and a compensation method for
amplitude control command was proposed. Yang et al. [18] prepared ordered micro/nano
grating structures on the surface of aluminum alloy using the ultrasonic elliptical vibration
cutting process. The influence mechanism of micro texture on surface color and optical
reflectivity was studied theoretically and experimentally.

The above research verified the machinability of UEVC in the processing of material
surface micro texture. However, the high-quality processing of micro texture still needs
to be deeply studied with respect to its mechanism, exploring the stress state, removal
mode, chip shape and so on. Ma et al. [19] studied the effect of diamond tools on the
critical cutting depth of brittle materials under the condition of ultrasonic vibration by
performing groove cutting tests on brittle materials. It was found that under the condition
of ultrasonic vibration, diamond tools can increase the critical cutting depth for the plastic
cutting of brittle materials. Liu et al. [20] conducted molecular dynamics simulation using
the improved model to explore the material removal mechanism of monocrystalline silicon
under EVC. The results showed that the main material removal mechanism shifts from
extrusion to shear in one vibration cycle. In addition, based on stress analysis, it was found
that the formation mechanism of subsurface damage in the extrusion and shear stages
is different. Huang et al. [21] developed a ductile zone machining model for UEVC of
brittle materials based on the plastic zone machining model with the aim of achieving
the maximum cutting depth, so as to maximize the machining efficiency while ensuring
the machining surface quality. Liu et al. [22] studied the effect of amplitude on machined
surface integrity in high-speed ultrasonic elliptical vibration milling of titanium alloy. It
was found that the surface roughness increased with increasing vibration amplitude, and
the surface residual compressive stress increased with increasing vibration amplitude.
Gao et al. [23] used ultrasonic elliptical vibration milling to effectively improve the quality
of the machined surface. The research found that, compared with ordinary milling, high-
speed ultrasonic vibration milling demonstrated a stable improvement in the tool yield and
surface roughness of the machined surface. The above research on the cutting mechanism
of UEVC materials mostly focused on a single material removal method. Moreover, there is
still a lack of theoretical research on micro texture processing of β titanium implants, which
is a difficult-to-machine material.

This paper focuses on the technical problems of β titanium implant processing. The
UEVC processing method is adopted. With the help of finite element simulation, the
evolution laws of chip morphology, residual stress, and maximum principal stress in
the machining process under different cutting trajectories are explored. The influence
mechanism of the material removal process is revealed, and a complete model of the
material removal process of UEVC is established. This provides theoretical guidance for
the processing of the micro texture on the surface of β titanium implants.

2. UEVC Theoretical Model
2.1. Kinematic Model

UEVC is realized by applying periodic ultrasonic excitation with the same frequency
and different amplitude to the cutting direction and cutting depth direction of the tool.
Finally, the machining of micro texture on the workpiece surface is realized.
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As shown in Figure 1, ultrasonic excitation is applied in the X direction (cutting speed
direction) and the Y direction (cutting depth direction) to establish a UEVC process under
ideal conditions.
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Figure 1. Schematic diagram of UEVC.

The tool tip trajectory equation is as follows:

x(t) = Asin(2π f t + ϕ) (1)

y(t) = Bcos(2π f t) (2)

With the cutting speed, the trajectory equation of the tool tip relative to the workpiece
is as follows:

x(t) = Asin(2π f t + ϕ) + vt (3)

y(t) = Bcos(2π f t) (4)

where A and B are the amplitudes in X and Y directions, respectively. f is the ultrasonic
vibration frequency, which is 20 kHz in this paper. ϕ is the phase difference of two-way
sinusoidal excitation. v is the cutting speed.

The speed of the tool tip relative to the workpiece can be derived from Equations (3) and (4):

vx(t) = 2π f Acos(2π f t + ϕ) + v (5)

vy(t) = −2π f Bsin(2π f t) (6)

Different cutting paths can be obtained by adjusting the parameters (A, B, f, ϕ and v)
according to the above formula. According to Formulas (5) and (6), if vx(t) ≥ 0 at any time
t, the tool and workpiece will not be separated, which is called non-separated ultrasonic
vibration cutting. If t makes vx(t) < 0, there will be a separation stage between the tool
and the workpiece, which is called separated ultrasonic vibration cutting [24]. Aiming at
the high-quality processing of β titanium implant surface micro texture, this paper only
explores the process of separated UEVC.

2.2. Cutting Path Planning

Compared with traditional cutting, UEVC has more flexible trajectory control and
more prominent advantages in the processing of material surface micro texture. Different
cutting paths can be generated by adjusting the control parameters of cutting path (vibration
frequency, phase difference, amplitude and cutting speed). Finally, micro textures with
different shapes are processed on the material surface. The single-period trajectory can
be obtained by adjusting the phase difference and amplitude using MATLAB software, as
shown in Figure 2.
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The single-cycle trajectory parameters are adjusted in combination with the cutting
speed to obtain the multi-cycle cutting trajectory under different parameters, as shown in
Figure 3. In the figure, A and B in Equations (5) and (6) are taken as 0.005.
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2.3. Construction of UEVC Simulation Model

Limited by experimental conditions such as ultrasonic equipment and external envi-
ronment, the actual cutting trajectory obtained by adjusting parameters such as excitation
voltage and frequency is often different from the theoretical trajectory. In addition, the
experiment is difficult to reflect the laws of material surface stress and strain, chip formation
and temperature evolution in the whole process of UEVC, so it is impossible to accurately
explore the material removal mechanism in the whole process of UEVC. It is difficult to
give full play to the unique advantages of UEVC. Therefore, finite element simulation is
used to simulate the planned theoretical trajectory. The cutting force, cutting temperature,
stress evolution and surface morphology in the cutting process are explored to reveal the
UEVC material removal mechanism of medical β titanium alloy.

ABAQUS software is used to establish a 2D UEVC model, as shown in Figure 4.
The amplitude and cutting depth of the UEVC process are at the micron level, and the
ultrasonic frequency is set to 20 kHz. Therefore, micro-machining is used in the simulation
process to more intuitively observe the material removal mode in the cutting process. The
workpiece is made of metastable β titanium alloy with a size of 100 × 55 µm. The tool
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material is a single crystal diamond. In Figure 4, γ0 is 5◦ and α is 15◦. To obtain better
texture morphology, and because the cutting edge of single crystal diamond tool is very
sharp, the blunt circle radius of its cutting edge reaches nanometer level. Therefore, the
tool model in the simulation ignores the influence of the blunt circle radius of the cutting
edge. ALE (Arbitrary Lagrangian Eulerian adaptive meshing) adaptive method is used to
divide the mesh to reduce the error caused by excessive distortion of the element mesh in
the simulation process. The single precision offset method is used to mesh the rake face
and flank of the tool. The workpiece mesh type adopts CPE4RT (four-node plane strain
thermally coupled quadrilateral element) and the tool mesh type adopts CPE3T (three-node
plane strain thermally coupled triangular element). The mesh size of the upper part of the
workpiece is 0.0003 × 0.0003 mm. The mesh size of the lower part is 0.003 × 0.0003 mm.
The lower part of the workpiece does not contact with the tool, so the lower part of the
mesh adopts a large size to reduce the amount of calculation. The lower left corner of the
model is taken as the reference point, and the lower half and bottom of both sides of the
model are constrained in a completely fixed way.
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β titanium alloy is an elastic–plastic material, so the J-C (Johnson–Cook) constitutive
model with simple form and convenient solution is adopted [25]. Because of the intro-
duction of parameters such as the strain strengthening and strain rate strengthening of
plastic materials, the dynamic behavior of materials in the cutting process can be accurately
described. By analyzing the mesh deformation and stress distribution of materials, the
material cutting process is accurately described. The mathematical expression is as follows:

σ = (A + Bεn)
(
1 + C ln

.
ε
)[

1−
(

T − Tr

Tm − Tr

)m]
(7)

Of which T, Tr and Tm are deformation temperature, room temperature and material
melting point, respectively. A is the initial yield stress. B is the strain hardening modulus. n
is the hardening index. C is the strain rate sensitivity coefficient. m is the thermal softening
index. σ is flow stress. ε is strain.

.
ε is the strain rate. The fracture failure criterion of β

titanium alloy materials adopts J-C shear failure cumulative failure criterion.
The definition unit of the J-C fracture failure damage model is as follows:

d = ∑
4εp
ε f

(8)
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where d is the failure parameter, d = 0–1, initially d = 0, when d = 1, the material fails. 4εp
is the plastic strain increment of one time step. ε f is the failure strain of the current time
step. Failure strain ε f is as follows:

ε f = (d1 + d2exp(d3σ∗))(1 + d4 ln ε∗)(1 + d5T∗) (9)

where d1, d2, d3, d4 and d5 are material parameters. σ∗ is stress triaxiality. ε∗ = ε/ε0
is the dimensionless plastic strain rate and ε0 is the reference plastic strain rate. T∗ is
dimensionless temperature.

In addition, in order to get better simulation results of chip and cutting force, the
friction model in the model is set reasonably. To conform to the sliding friction form between
chip and tool surface in the actual cutting process, the friction form in the simulation is
defined by Coulomb model. The formula is as follows:

τf = µσn (10)

where τf is the friction stress. µ is Coulomb friction coefficient. σn is the normal compressive
stress in the contact area.

Based on the established simulation model, the workpiece parameters are set as shown
in Table 1. In the table, K represents the coefficient of thermal conductivity of the workpiece
and C represents the specific heat of the workpiece.

Table 1. Workpiece parameter settings.

Parameter Number

A (MPa) 1098
B (MPa) 1092

n 0.93
C 0.014
m 1.1

Tr (◦C) 20
Tm (◦C) 1680

d1 −0.09
d2 0.25
d3 −0.5
d4 0.014
d5 3.87
K 7
C 546,000,000
ε0 1
µ 0.3

The trajectory parameters are extracted in MATLAB. The extracted parameters are
set as the eigenvalues of the periodic function in X and Y directions in ABAQUS, and the
velocity periodic function in X and Y directions is established. The cutting path is generated
in ABAQUS, as shown in Figure 5. To explore the removal mode of UEVC material under
different cutting trajectories, this paper simulates and analyzes the three greatly different
cutting trajectories shown in Figure 5. In the figure, A and B in Equations (5) and (6) are
taken as 0.005.
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3. UEVC Experimental Verification and Analysis
3.1. UEVC Experiment

The experimental material is a new medical titanium alloy represented by metastable
β titanium alloy (Ti-25Nb-10Ta-1Zr-0.2Fe). It has the characteristics of high plasticity, high
elasticity, and high strength, and has good biomedical properties [2,26]. The cutting device
adopted is the Taga ultrasonic elliptical vibration cutting equipment in Japan. It was
installed on the MQ-350 two-axis precision lathe for UEVC experiment. Oil cooling is used
to cool and lubricate the cutting area. The workpiece is a ring sample, one end of which
is fixed to the three-jaw chuck of the lathe, and its end face is processed by UEVC. The
schematic diagram of cutting device and workpiece is shown in Figure 6. A single crystal
diamond turning tool is selected as the UEVC tool. The rake angle of the tool is 5◦, the back
angle is 15◦, the arc radius of the tool tip is 1 mm, and the blunt radius of the cutting edge
is 0.04 µm. The experimental parameters are shown in Table 2.
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Figure 6. Schematic diagram of cutting device and workpiece.

Machining surface measurement: The surface morphology and roughness of the
machined workpiece are measured by WLI-NV5000 5022S. Five areas are taken from each
processed sample for inspection. The average value of five areas is taken as the surface
roughness value under this machining parameter.
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Table 2. Cutting parameter setting.

Group Cutting Speed
Vf (m/min)

Feed Rate
F (µm/r)

Cutting Depth
ap (µm)

Ultrasonic
Amplitude

P-P (µm)

Ultrasonic
Frequency

(kHz)

1 1 20 6 4 20
2 1 25 6 4 20
3 1 20 3 4 20

3.2. Analysis of UEVC Surface Topography

Figure 7 shows a comparison of the residual height of the machined surface between
UEVC experiment and simulation under the same parameters. The dotted line in the figure
is the upper and lower limits of the residual height obtained by simulation, and the solid
line is the surface residual height obtained by experiment. The residual height obtained
by simulation can be extracted by the query function in the software, and can also be
obtained by calculating the number of meshes in the figure. Because the tool model in the
simulation does not consider the blunt circle radius of the cutting edge, the residual height
obtained by the experiment is generally within the upper and lower limits of the residual
height obtained by the simulation. Due to the errors in the experiment and the influence of
machine tool vibration, the residual height obtained in the experiment fluctuates up and
down in a certain range. However, the overall fluctuation trend is within the limits of the
simulation results. Combined with the cutting force comparison between the experiment
and simulation process under the same parameters as shown in Figure 8, it is considered
that the established UEVC simulation model has high accuracy. It can be seen from Figure 8
that the error of cutting force extracted by experiment and simulation is within 20%. The
cutting force obtained from simulation and experiment has periodic characteristics. In the
stage of tool–workpiece separation, the cutting force is 0.
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Figure 9 shows the three-dimensional surface morphology of an area of UEVC work-
piece, and the feed rate of Figure 9a is 20 µm/r, the feed rate of Figure 9b is 25 µm/r,
the other parameters are consistent. It can be seen from the figure that there are evenly
arranged pits on the workpiece surface processed by UEVC along the cutting direction.
According to the analysis of the UEVC cutting characteristics, the pit is the result of the
material removal by the periodic vibration of the tool along the cutting depth direction. By
measuring the surface roughness of the workpiece, it is found that when the feed rate is
20 µm/r, the surface roughness of the material is much lower than that of the workpiece
with the feed rate of 25 µm/r. The main reason for this is that when the feed rate is too large,
the plowing effect of the tool on the material is more obvious. Due to the large amount of
material removal and high temperature in the cutting area, the effect of UEVC on inhibiting
furrow and scale thorn is gradually weakened. At the same time, with increasing cutting
depth, the surface roughness also increases. Mainly due to the increase of cutting depth, the
amount of material removed increases, and the contact stress between tool and workpiece
increases, which makes the plastic deformation of the workpiece surface more intense.
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4. Removal Mechanism of UEVC of Medical β Titanium Alloy

For UEVC machining of the surface micro texture of medical β titanium alloy, ex-
ploring the material removal mechanism in the cutting process can provide theoretical
guidance for high-quality machining of the surface texture. Because the vibration fre-
quency of the UEVC process reaches 20 kHz, it is difficult for human eyes to observe the
material and chip formation mechanism in the cutting process. Therefore, based on the
reproduction characteristics of the whole process of simulation, this paper explores the
material removal mechanism in UEVC, including material cutting deformation and stress
distribution, mechanical and thermal variation law, chip formation mechanism, and so on.

4.1. Analysis of UEVC Cutting Mechanism

Figure 10 shows the evolution diagram of the force–thermal evolution law of the UEVC
process. The circle in Figure 10 indicates the extreme points of cutting force and cutting
temperature in each cutting cycle of UEVC. It can be seen from the curve in the figure
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that UEVC has the characteristics of tool-workpiece cycle separation. Compared with the
high-temperature process at the moment of traditional cutting, the overall temperature rise
trend of the UEVC process is slower. Under the simulation parameters of v = 140 mm/s,
f = 20 kHz, ap = 0, t = 0.0008 s, the maximum temperature of the UEVC process does not
exceed 120 ◦C. Combined with the temperature cloud diagram and the temperature change
curve, it can be seen that when the tool is not separated from the workpiece, the cutting
temperature at the tool tip begins to decrease. The reason for this is that at this time, the
speed of the tool along the positive direction of the Y-axis gradually increases, while it
decreases along the X direction, and the contact stress between the tool and the workpiece
gradually decreases. At this time, the temperature is at the maximum point of the cycle,
the material plasticity is strong, and the stress state between the tool and the workpiece
is weakened. The resistance of the tool when cutting the workpiece decreases, the tool–
workpiece interface is about to enter the separation state, and the cutting temperature
begins to decrease. Based on the temperature nephogram, the maximum temperature point
in the temperature curve is extracted. It can be observed that the maximum temperature
point in each cutting cycle occurs at the time at which the chip is about to break or at the
beginning of fracture. At this time, the contact area and contact stress between the tool and
the workpiece reach the extreme point.
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At the same time, it can also be found that the cutting force has a maximum point
in each cutting cycle that appears before the maximum point of cutting temperature (the
stress state at the maximum point of temperature is weakened). The maximum point of
cutting force in each cutting cycle appears at the greatest distance between the tool tip and
the workpiece along the cutting direction, that is, with the maximum value of material
removal. In the first cutting cycle, the maximum value of cutting force is greater than that
of the other cutting cycles. The reason for this is that the material removal is the highest in
the first cutting cycle. At this time, the cutting temperature is low, and the plasticity of the
material is weak, so the bonding state between grains is strong, and the cutting resistance
is large [27].

4.2. Analysis of Material Removal Process

The maximum principal stress, cutting temperature and plastic deformation of the
material during a cutting cycle of UEVC are extracted in the simulation, as shown in
Figure 11.
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It is found that under different cutting conditions and vibration parameters, the
material removal process of UEVC in one cutting cycle can be divided into five stages. In
the first stage, the tool just cuts into the material, at this time, the material undergoes brittle
fracture, and the high temperature is mainly concentrated at the tool tip. In the second
stage, the tool completely cuts into the material, and the high temperature zone is located
in the material shear zone in the direction of tool cutting speed. In the third stage, the chips
are about to separate, and the cutting temperature begins to drop. In the fourth stage, the
chips have separated, and the tool starts to cut the material again or press the material. In
the fifth stage, the tool starts to exit the cutting process and the cutting cycle ends.

Figure 11a,b show the material removal mechanism of the UEVC process when the
phase difference is 45◦ and 90◦. It can be seen that the material removal methods are
basically the same under the two cutting tracks. In the first stage of the cutting cycle,
the tool tip just cuts into the workpiece. At this time, the cutting temperature is low, the
material plasticity is weak, and there is low plastic deformation. It can be seen from the
maximum principal stress diagram that the material is brittle under the extrusion of the tool.
The cutting cycle enters the second stage, and the tool completely cuts into the material.
At this time, the cutting heat is mainly concentrated in the material shear zone of the
tool tip along the cutting speed direction. Under the influence of high temperature, the
plasticity of the material is enhanced. Under the extrusion action of the cutting tool, the
material produces high plastic deformation. Under the action of high temperature and
tool extrusion, chip is gradually produced on the material surface, and adiabatic shear
occurs. In the third stage of the cutting cycle, the vibration of the tool along the Y direction
changes from negative to positive. The tool further extrudes the gradually generated chips,
and the material undergoes adiabatic shear. Then the chip breaks and the fracture surface
exhibits high plastic deformation, and the cutting temperature begins to drop. Through the
above three stages, it can be found that the material removal process of UEVC is a state of
“press–shear–pull” composite cutting. Firstly, the tool extrudes the material to preliminarily
form chips. A shear force is then applied to the formed chip. The plastic deformation at the
chip fracture indicates that a certain tensile stress is generated on the surface during the
fracture. Under this cutting path in Figure 11a,b, the machined surface produces certain
residual protrusions under the action of the tensile stress of the chip. The tool will then
perform secondary cutting on the machined surface. In the fourth stage of cutting, the tool
continues to vibrate upward. The vibrating cutter carries out secondary cutting on the
machined surface and produces certain chips to make the machined surface more flat. In
the fifth stage of cutting, the tool starts to exit the cutting state and enter the empty cutting
stage of a cutting cycle. At this stage, the tool and material are separated. At this time, the
cutting area is opened, and the lubricating fluid can fully lubricate the cutting area.

Figure 11c shows the material removal mechanism of the UEVC process when the
phase difference is 135◦. Due to the difference of cutting path, in the first stage, the heat at
the tool tip is mainly concentrated on the front face of the tool, and the heat at the back face
is small. In addition, different from the UEVC process when the phase difference is 45◦and
90◦, there is no secondary cutting in the cutting process when the phase difference is 135◦.
Only one chip is produced in the whole cutting cycle, as can be seen from the analysis of
the cutting trajectory in Figure 3. When the phase difference is 135◦, the cutting speed of
the tool along the X direction changes from negative to positive, which is earlier than the
transition node in the Y direction. The tool exits the cutting state in advance. The secondary
cutting of the machined surface is transformed into ironing. Different from the residual
tensile stress produced by secondary cutting, there is a high residual compressive stress
on the material surface. During the second stage, it can be seen that under this cutting
trajectory, the compressive stress distribution in the material shear zone is more obvious.
Combined with the temperature nephogram, it is found that the cutting temperature at
this time is significantly lower than that at phase differences of 45◦ and 90◦. Therefore,
the plasticity of the material is weak, and the shear force required for material removal
is greater.
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Figure 12 shows the temperature nephogram of UEVC material removal process
at different cutting speeds. It can be seen from the figure that there is no significant
difference in the material removal process when the cutting speed increases from 80 mm/s
to 200 mm/s. It is consistent with the removal method under the phase difference of
90◦ analyzed above. From the temperature nephogram, it can be seen that the cutting
temperature changes significantly under different cutting speeds.
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Based on the above analysis, it can be concluded that the difference in cutting trajectory
under phase difference control has a significant impact on the material removal mode. The
influence of cutting speed on material removal is not obvious.

4.3. Surface Machining Quality Analysis of UEVC

The residual stress of UEVC machined surface with phase differences of 45◦, 90◦ and
135◦ is extracted to obtain the evolution diagram of residual stress on the UEVC material
surface, as shown in Figure 13.

Through the analysis of the machined surface topography under the two cutting trajec-
tories in Figure 13, it can be obtained that different cutting trajectories will produce different
morphologies on the material surface. For machining of different surface topographies,
different cutting trajectories can be generated by adjusting the cutting parameters and
ultrasonic parameters. It can be found from the curve that under the two cutting tracks, the
residual stress on the machined surface is mainly compressive stress, but the tensile stress
is also intermittently distributed. In addition, the tensile stress distribution range is wide
when the phase difference is 135◦. Compared with the surface residual stress diagram,
it can be found that the tensile stress appears at the surface protrusion position, that is,
the position where one effective cutting cycle (tool–workpiece contact) ends and another
effective cutting cycle begins. The reason for this is that in the later stage of the effective
cutting cycle, the tool begins to pull the material upward, resulting in tensile stress at the
protrusion position [28]. In the next cutting cycle, the tool cuts the material using tensile
stress, resulting in a small distribution range of tensile stress on the machined surface.
Compared with the phase difference of 45◦ and 90◦, the tensile stress distribution range of
machined surface with 135◦ phase difference is wider. By analyzing the cutting path when
the phase difference is 135◦, it is found that the lifting stage of the tool is long.
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The plastic deformation value of the UEVC machined surface is extracted to obtain
the evolution diagram of plastic deformation of the UEVC material surface, as shown in
Figure 14. By analyzing the plastic deformation of the machined surface, it can be concluded
that the degree of plastic deformation of the machined surface with phase difference of
45◦ and 90◦ is higher than that with a phase difference of 135◦. In a cutting cycle under
the two cutting trajectories, the plastic deformation value of the machined surface first
decreases and then increases. At the same time, it can be found that the thickness of plastic
deformation layer first increases and then decreases during a cutting cycle. The main reason
for this is that there is compressive stress at the lowest point of the machined surface, and
the stress transmission range is wider [29]. It leads to a wider range of plastic deformation
along the depth direction. The reason the plastic deformation value is opposite to the
thickness of the deformation layer is the different effect of stress [30]. At the beginning of a
cutting cycle, the tool cuts downward, and the material surface bears the tensile stress in
the cutting direction. Therefore, high plastic deformation occurs along the cutting direction,
but the effect of compressive stress along the depth direction is weak. When the tool is
near the lowest point, the material surface mainly bears the compressive stress along the
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depth direction, which is mainly manifested in the greater depth of plastic deformation.
The different performance of the two trends further shows that there is a “press–shear–pull”
transformation in the removal process of UEVC material.
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5. Conclusions

In this paper, a UEVC finite element simulation model was established, and the
UEVC cutting trajectory is planned. The cutting mechanism of the UEVC process is
explored through simulation analysis. Through the analysis of cutting deformation, stress
distribution, force heat change law and chip formation mechanism in each stage of the
UEVC process, the mechanism of micro removal of materials in the UEVC process was
obtained. The results show that:

(1) The cutting temperature and cutting force in the UEVC process follow a law of
periodic change. Different from traditional cutting, the cutting temperature in the UEVC
process has a decreasing stage. The maximum point of cutting force in each cutting cycle is
when the material removal is the greatest. The maximum point of cutting force is ahead of
the maximum point of cutting temperature.

(2) The removal process of UEVC material is a “press–shear–pull” composite cutting
process. When the tool cuts into the material, the material is brittle. With increasing
temperature, the material undergoes plastic deformation. The tool extrudes the material
to form the chips, and the material is removed by adiabatic shear under the influence of
high temperature.
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(3) Differences in UEVC trajectories affect the removal mode of materials and form
different surface morphologies. In a cutting cycle, when the phase difference is 45◦ and 90◦,
there is secondary cutting in the cutting process. When the phase difference is 135◦, the
tool presses the location of chip separation following chip separation. Both methods make
the machined surface more flat.

(4) For different cutting paths, compressive stress is distributed at the lowest point of
the machining pit, and tensile stress is distributed at the protrusion position. The plastic
deformation value of the surface layer of the machined surface first decreases and then
increases, and the thickness of the surface plastic deformation layer first increases and
then decreases. Compared with phase differences of 45◦ and 90◦, the distribution range of
compressive stress and plastic deformation of machined surface at 135◦ phase difference
are smaller.
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Abstract: Industry 4.0 features intelligent manufacturing. Among them, the vision-based defect
inspection algorithm is remarkable for quality control in parts manufacturing. With the help of AI and
machine learning, auto-adaptive instead of manual operation is achievable in this field, and much
progress has been made in recent years. In this study, considering the demand of inspection features
in industrialization, we made further improvement in smart defect inspection. An efficient algorithm
using Field Programmable Gate Array (FPGA)-accelerated You Only Look Once (YOLO) v3 based on
an attention mechanism is proposed. First, because of the relatively fixed camera angle and defect
features, an attention mechanism based on the concept of directing the focus of defect inspection is
proposed. The attention mechanism consists of three improvements: (a) image preprocessing, which
is to tailor images for selectively concentrating on the defect relevant things. Image preprocessing
mainly includes cutting, zooming and splicing, named CZS operations. (b) Tailoring the YOLOv3
backbone network, which is to ignore invalid inspection regions in deep neural networks and
optimize the network structure. (c) Data augmentation. First, two improvements can be made to
efficiently reduce deep learning operations and accelerate the inspection speed, but the preprocessed
images are similar and the lack of diversity will reduce network accuracy. So, (c) is added to
mitigate the lack of considerable amounts of training data. Second, the algorithm is deployed
on a PYNQ-Z2 FPGA board to meet the industrialization production requirements for accuracy,
efficiency and extensibility. FPGA can provide a low-latency, low-cost, high-power-efficiency and
flexible architecture that enables deep learning acceleration for industrial scenarios. A Xilinx Deep
Neural Network Development Kit (DNNDK) converted the improved YOLOv3 to Programmable
Logic (PL), which can be deployed on FPGA. The conversion process mainly consists of pruning,
quantization and compilation. Experimental results showed that the algorithm had high efficiency,
inspection accuracy reached 99.2%, processing speed reached 1.54 Frames per Second (FPS), and
power consumption was only 10 W.

Keywords: vision; defect inspection; YOLO; FPGA; attention

1. Introduction

Manufacturing involves a large number of parts. However, installation, welding,
handling and many other sectors of manufacturing inevitably cause part defects, most
of which can be identified by vision. The vision-based defect inspection algorithm is
crucial to ensure the quality of parts and the entire manufacturing process. Industry 4.0
features intelligent manufacturing, which means doing jobs as efficiently as possible and
adapting quickly to new conditions. With the help of AI and machine learning, auto-
adaptive operation is replacing manual operation in defect inspection. In particular with the
emergence of cutting-edge deep learning technologies [1], the scope intelligence, accuracy,
speed and efficiency of defect inspection algorithms are improved significantly [2].
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Deep learning algorithms for vision-based defect inspection can be mainly divided into
two types: classification-based algorithms and regression-based algorithms [3]. Algorithms
based on classification are represented by Region-based Convolutional Neural Network
(R-CNN) series, including R-CNN, Spatial Pyramid Pooling Networks (SPP-Net), Fast
R-CNN, Region-based Fully Convolutional Networks (R-FCN), and Mask R-CNN. Based
on these algorithms, Fan et al. [4], Ji et al. [5], Zhang et al. [6], Guo et al. [7], Jin et al. [8]
and Cai et al. [9] have inspected surface defects of wood, gear, metal, etc. Using two-stage
processing (region extraction and object classification), R-CNN algorithms generally require
high computing power to achieve high accuracy but with a relatively low inspection speed.
Regression-based algorithms are characterized by only one round of processing, so the
speed is faster. Redmon et al. [10] proposed the well-known You Only Look Once (YOLO)
algorithm, which is a representative regression-based and end-to-end model. To date, the
YOLO series has evolved to include YOLOv1, YOLOv2, YOLOv3 [11], YOLOv4 [12] and
YOLOv5 [13]. Furthermore, the representative regression-based algorithms also include
Single Shot MultiBox Detector (SSD) [14] and CornerNet [15]. YOLOv3 is among the
most widely used YOLO algorithms. Based on YOLOv3, Jing et al. [16], Li et al. [17],
Huang et al. [18] and Du et al. [19] performed surface defect inspection of fabric, PCB
boards, pavements, etc.

Compared with classical deep learning object detection algorithms, vision-based defect
inspection can be optimized due to two characteristics: first, the recognition region on an
image is predictable. As shown in Figure 1, the camera angle of the two parts is fixed.
In fact, we only care about the red box region of the two photos. By identifying only
this region, we can identify whether the part is defective. Other regions of the original
photo can be deleted accordingly. Second, the algorithm needs to meet the deployment
requirements of industrial scenarios. The indicators of efficiency must be considered, such
as stability, scalability, higher speed and lower power consumption. The target system
requirements for this work are as follows. Inspection accuracy should be higher than 97%,
image processing speed should be higher than 1 FPS, and the power consumption of each
equipment should be less than 100 W.
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In this work, an efficient YOLO algorithm for vision-based defect inspection with an
attention mechanism deployed on FPGA is proposed. There are two main contributions.

• The camera angles of industry cameras and defect features are relatively fixed. So,
an attention mechanism is proposed that is based on the concept of drawing global
dependencies between the input and the output of a neural network [20], consequently
directing focus on defect inspection. The improvement in attention focuses on three
aspects: (1) we use image preprocessing named CZS operations for recombining the
defect regions of an image and deleting useless regions. (2) We tailor the YOLOv3 back-
bone network, remove unnecessary recognition accuracy, and thus increase processing
speed. (3) Finally, data augmentation technology is also used to further improve the
accuracy of attention.

• In order to meet the requirements of industrial scenarios, the algorithm is deployed on
FPGA. Deep learning generally consumes a lot of computing power, followed by high
power consumption. With FPGA, we can customize hardware for accelerating large-
scale computing and make the application scalable. A Xilinx PYNQ-Z2 FPGA board
is used for deployment of the optimized YOLOv3. With the help of DNNDK [20],
the deep learning processor unit (DPU) [21] can easily deploy the case deep learning
algorithm, and involves three main steps: pruning, quantization and compilation.
Case experiments showed that this results in low latency, low power consumption,
extensibility, and efficiency.

2. YOLOv3 Based on an Attention Mechanism
2.1. Image CZS Preprocessing

An attention mechanism focuses on modeling the relationship between the input and
the output of the algorithm, regardless of distance [22]. For defect inspection, the camera
angles of industrial cameras are relatively fixed. So, we can predefine the possible defect
regions and extract features only from the specific region. The self-attention mechanism
calculates the sequence semantic representation by associating different positions in the
sequence. We add the image preprocessing equivalent to adding a self-attention mechanism
to YOLOv3 preprocessing. CZS operations are as shown in Figure 2. The blue box represents
the cutting region, and the green box and the red box represent two kinds of defect markup
regions. Color boxes numbered 1 to 8 in the original image on the left side correspond
to the splicing regions of the image on the right side. All color boxes are the main areas
of concern for defect detection. The entire process involved three steps: cut predefined
regions from the original image, zoom regions to the same size and splice regions together
to form a new image—named CZS operations for short.

Micromachines 2022, 13, x FOR PEER REVIEW 3 of 17 
 

 

consequently directing focus on defect inspection. The improvement in attention 
focuses on three aspects: (1) we use image preprocessing named CZS operations for 
recombining the defect regions of an image and deleting useless regions. (2) We tailor 
the YOLOv3 backbone network, remove unnecessary recognition accuracy, and thus 
increase processing speed. (3) Finally, data augmentation technology is also used to 
further improve the accuracy of attention.  

• In order to meet the requirements of industrial scenarios, the algorithm is deployed 
on FPGA. Deep learning generally consumes a lot of computing power, followed by 
high power consumption. With FPGA, we can customize hardware for accelerating 
large-scale computing and make the application scalable. A Xilinx PYNQ-Z2 FPGA 
board is used for deployment of the optimized YOLOv3. With the help of DNNDK 
[20], the deep learning processor unit (DPU) [21] can easily deploy the case deep 
learning algorithm, and involves three main steps: pruning, quantization and 
compilation. Case experiments showed that this results in low latency, low power 
consumption, extensibility, and efficiency.  

2. YOLOv3 Based on an Attention Mechanism 
2.1. Image CZS Preprocessing 

An attention mechanism focuses on modeling the relationship between the input and 
the output of the algorithm, regardless of distance [22]. For defect inspection, the camera 
angles of industrial cameras are relatively fixed. So, we can predefine the possible defect 
regions and extract features only from the specific region. The self-attention mechanism 
calculates the sequence semantic representation by associating different positions in the 
sequence. We add the image preprocessing equivalent to adding a self-attention 
mechanism to YOLOv3 preprocessing. CZS operations are as shown in Figure 2. The blue 
box represents the cutting region, and the green box and the red box represent two kinds 
of defect markup regions. Color boxes numbered 1 to 8 in the original image on the left 
side correspond to the splicing regions of the image on the right side. All color boxes are 
the main areas of concern for defect detection. The entire process involved three steps: cut 
predefined regions from the original image, zoom regions to the same size and splice 
regions together to form a new image—named CZS operations for short. 

 
Figure 2. CZS operations. 

Cutting operations take a small square box containing a defect region as a cutting 
region. The box is slightly larger than the smallest box containing the defect region, so as 
to ensure fault-tolerant positioning of the same type of images. Define the width of the 
original image sw  and the height sh , respectively. The ratio of the width of the center 

point of the defect region to the original image is wr , and thus the width of the center 

point of the defect region is m s ww w r= × . Similarly, define the height, x-coordinate and 

Figure 2. CZS operations.

69



Micromachines 2022, 13, 1058

Cutting operations take a small square box containing a defect region as a cutting
region. The box is slightly larger than the smallest box containing the defect region, so as
to ensure fault-tolerant positioning of the same type of images. Define the width of the
original image ws and the height hs, respectively. The ratio of the width of the center point
of the defect region to the original image is rw, and thus the width of the center point of the
defect region is wm = ws× rw. Similarly, define the height, x-coordinate and y-coordinate as
rh, rx and ry. Additionally, the height, x-coordinate and y-coordinate of the defect region’s
center point can be expressed as hm = hs × rh, xm = ws × rx and ym = hs × ry. Define the
width, height, x-coordinate and y-coordinate of the cutting box’s top left corner as wc, hc,
xc and yc, respectively.

wc = hc = max(wm, hm)× α (1)

xc =

{
xm − wc

2 , xm + wc
2 ≤ ws

ws − wc, xm + wc
2 > ws

(2)

yc =

{
ym − hc

2 , ym + hc
2 ≤ hs

hs − hc, ym + hc
2 > hs

(3)

The α is the expansion coefficient, which takes a value between 1 and 2. This means
that cutting box is 1- to 2-fold larger than the smallest box containing the defect region.
Formulas (2) and (3) mean that when the defect region is close to the boundary of the
original image, the top left corner coordinates of the cutting box should be consistent with
the original image.

The zooming operation is to scale all cutting boxes on an image to the same size, so
that can be fully held by a new 416 × 416 image (the standard image size processed by
YOLOv3 is 416 × 416 pixel). According to YOLOv3, images will be scaled to 416 pixels in
width (W) and height (H) before being processed. Suppose the number of cutting boxes on
an image is Nc. So, the number of boxes that can be held in a row (Nh) or a column (Nv)
of a new image is calculated as Formula (4). The target size that a cutting box should be
scaled to is calculated as Formula (5). The scaling factor β is calculated as Formula (6). The
sqrt function is used to obtain the square root of the passed argument. The ceiling function
is used to obtain the smallest integer larger than the passed argument. The f loor function
is used to obtain the largest integer smaller than the passed argument.

Nh = Nv = ceiling(sqrt(Nc)) (4)

wz = hz = f loor(
W
Nh

) = f loor(
H
Nv

) (5)

β =
wz

wc
(6)

The splicing operation is to combine cutting boxes from the original image into a new
image after being scaled. Splicing mainly consists of two processing works; one is to map
a cutting box to the splicing region; another is to map the actual defect markup region to
the splicing region. For the first work, we first sort the cutting boxes from small to large
according to the xc value. If the xc values of two cutting boxes are the same, then we sort
them from small to large according to their yc value. Suppose that a cutting box is ranked
as Ni, i = 0, . . . , Nh, then the width, height, x-coordinate and y-coordinate of the box’s top
left corner in the new image are as defined as wi

χ, hi
χ, xi

χ and yi
χ. Operator // represents

the round function and % represents the remainder function.

ni
h =

{
Ni//Nv + 1, Ni%Nv 6= 0

Ni//Nv, Ni%Nv = 0
(7)

ni
v =

{
Ni%Nv, Ni%Nv 6= 0

Nv, Ni%Nv = 0
(8)
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wi
χ = hi

χ = wz (9)

xi
χ = (ni

v − 1)× wz (10)

yi
χ = (ni

h − 1)× hz (11)

For the second work, the size ratio of the width, height, x-coordinate and y-coordinate of
the center point of an actual defect markup region to the new image is Ri

w, Ri
h, Ri

x and Ri
y.

Ri
w =

wm × β

W
(12)

Ri
h =

hm × β

W
(13)

Ri
x =

(ni
v − 1)× wz + (xm − xc)× β

W
(14)

Ri
y =

(ni
h − 1)× hz + (ym − yc)× β

H
(15)

In addition to the above algorithms, the new image generated may have some blank
regions. We filled them with 0 or 255 values, shown as the square labelled 9 on the right-side
image of Figure 2. Then, CZS preprocessing of the image is finished.

2.2. Tailoring the Backbone Network

According to the size of the inspection target, the YOLOv3 backbone network can be
tailored to detect the defect regions more efficiently.

As shown in Figure 3, the backbone network of classical YOLOv3 includes 53 layers, so
called Darknet-53. Among them, Convolutional is the convolution layer, Residual is the hop
connection layer of residual network, Avgpool is pooling layer by average, and Connected is
the full connection layer. The labels ×1, ×2, ×8, ×8 and ×4 represent repeated execution
1, 2, 8, 8 and 4 times, respectively. Note that the five repeated steps correspond to five
down-sampling. Additionally, the outputs of the ×8, ×8 and ×4 down-sampling of the
last three steps correspond to the classification prediction feature map (YOLO layer) at
three scale resolution levels—52 × 52, 26 × 26 and 13 × 13. The final feature maps of
classical YOLOv3 have three sizes, the 52 × 52 resolution has better support for detecting
tiny objects, and the 13 × 13 resolution is more suitable for identifying larger objects.

Classical YOLOv3 is used for general object detection, including both large and small
objects. The distance of the camera from the object of which photos are taken will also
affect the size of the object to be recognized. However, the vision-based defect inspection
algorithm is different from classical YOLOv3. The camera angle of industry cameras is
relatively fixed, and the shape and size of the defect to be inspected are also relatively fixed.
Therefore, based on the fixed shape and size of the defect, only the corresponding resolution
networks need to be retained, instead of retaining all three scales (52 × 52, 26 × 26 and
13 × 13) of networks. For example, in the production site of automobile rubber and plastic
parts, the visible defect commonly has a moderate size and is obviously distinguished, so
the inspection network of such defects does not require a very high resolution. However, on
the other hand, in the field of silicon chip solder joint quality inspection, defect inspection
of welding points needs high precision. The solder joint layout on the chip is very fine and
tiny, so it needs a very high-resolution network for identification. In short, the network
structure can be optimized according to targeted inspection tasks. Tailoring the YOLOv3
backbone network can be based on the following formulas.

i f (every
i∈N

(wi >
W
26
∩ hi >

H
26

)), tailor(yolo52×52) (16)
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i f (every
i∈N

(wi <
W
26
∩ hi <

H
26

)), tailor(yolo13×13) (17)
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The if (condition) statement is the basic conditional control structure. This allows
the tailor function to happen, depending on whether a given condition is true. The tailor
function is used to delete part of the input argument network used to identify a certain
scale. The yolo52×52 is the smallest resolution inspection network part of YOLOv3, while
the yolo13×13 represents the largest resolution network part. The every function means every
inspected target. The N represents the full amount of the inspected targets on an image.
The wi and hi represent the width and height of a target. The W and H represent an image’s
width and height.

In the case study of chapter 4, the 52 × 52 tiny resolution-scale network is shrunk.
That is to partially delete the third down-sampling layers of the backbone network. For
classical YOLOv3, the third down-sampling layers consist of eight rounds of repetition. In
our algorithm, seven rounds of repetition are tailored off, that is to delete 14 convolutional
layers for all. Thus, the backbone network is condensed from 53 layers to 39 layers. Our
algorithm’s backbone network turns into Darknet-39.

2.3. Data Augmentation

In order to enhance attention and improve the recognition accuracy of deep learning
networks, it is also necessary to implement data augmentation to expand the dataset. The
whole process of data augmentation is shown in Figure 4. There are mainly two strategies.
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Strategy 1: It is to add random noise to the defect markup region of the original image,
which changes from normal to noisy or faulty. As shown in Figure 5, the rectangular
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cover is used to simulate the noise or missing faults on the surface of the markup region.
The position, size and color can be set randomly. From left to right, Figure 5a is normal;
Figure 5b uses a rectangle to cover 1/3 region of a markup region, which is equivalent to
adding some noise, so it should be ensured that the network training can recognize such
markup region; Figure 5c,d completely cover one or two markup regions with rectangles to
simulate the missing faults.
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Figure 5. Simulation of noisy or missing faults. (a) The normal and original picture marked up with
5 inspection regions of 2 types, green box represents circular solder joint and red box represents strip
solder joint. (b) One inspection regions was covered by a blue rectangle for 1/3. (c) One regions
was completely covered by a blue rectangle. (d) Two neighbor regions was completely covered by a
grey rectangle.

Strategy 2: It is to rotate the image by 90◦, 180◦ and 270◦ and flip it horizontally. That
is equaled to expand into 8 images by rotation and flipping, as shown in Figure 6. In the
original picture, there are a total of 8 regions to be inspected, which are divided into two
types, represented by red boxes and green boxes respectively.
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The use of a dataset enhancement strategy is not only to improve the quality of
training, but also to effectively reduce manpower consumption. In this study, there are only
630 original photos, which can only be manually added to the defect markup region. Then,
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a python script can be used to automatically complete image preprocessing and dataset
enhancement, so that the final dataset size for training and testing reaches 40,320 photos.

3. FPGA Deployment
3.1. Overall Framework

The vision-based defect inspection algorithm is deployed on an All Programmable
System on Chip (APSoC), the Xilinx PYNQ-Z2. With its help, we can use low-power-
consumption, cutting-edge, customized hardware to replace high-energy-consumption,
large-footprint, non-specific-purpose and high-cost deep learning workstations. As shown
in Figure 7, the whole algorithm deployed on FPGA includes two parts: image CZS
preprocessing, and hardware acceleration for deep learning. Through CZS operation,
only the regions to be inspected in the pictures will be retained. Refer to Figure 2 for
specific explanation.
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At the beginning, an industry camera captures photos in FPGA. Then, programs
running on the operation system of FGPA (PS, Processing System) automatically perform
CZS preprocessing on those photos according to the metadata stored in the database.
Preprocessed images are then transmitted to the DPU implemented by PL, which is a
special customized hardware for mapping and running the darknet-39 YOLOv3 model.
With it, the process of defect inspection can be accelerated and finished.

A Xilinx PYNQ-Z2 FPGA board is equipped with a ZYNQ-7020 APSoC chipset (Xilinx
AMD Inc., San Jose, USA), which has both a “hard core” and a” soft core”. As shown in
Figure 8, the hard core and its functions are grey and green boxes, and the soft core and
its functions are orange and yellow boxes. The hard core is a 650 MHz ARM Cortex-A9
dual-core processor (Arm Inc., Cambridge, UK), running an embedded Ubuntu system
(Canonical Ltd., Landon, UK). This processor supports python programming for simple
processing (preprocessing image, running database, etc.) and C++ programming for calling
the DPU. The soft core is the PL that can be employed by the B1152 DPU architecture in
accordance with the Xilinx DNNDK 3.0 (Xilinx AMD Inc., San Jose, CA, USA) framework.
Deep learning algorithms can be transformed to a format that the DPU can read and execute
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without fully utilizing hardware resources. The efficiency of processing 416 × 416 images
of YOLOv3 is approximately 3.5 FPS, and the rated power is approximately 10 W (the
power information comes from the technical documents of Xilinx PYNQ-Z2), having much
better power-efficient performance than a common Central Processing Unit (CPU) or a
Graphics Processing Unit (GPU) chip. This can fully meet our predesigned efficiency target.
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3.2. Deployment

Deployment involves two parts, host-side deployment and FPGA-side deployment.
On the FPGA side, we adopt the system version of the intelligent car hydramini, the essence
of which is a customized DPU platform for PYNQ-Z2. The host side is the computer side.
The host side needs to install the deep learning development platform, as well as the
DNNDK 3.0. DNNDK is necessary for converting a standard deep learning model into a
deployable model on PYNQ-Z2. DNNDK’s core functions include pruning, quantization
and compiling. As shown in Figure 9, the blue flowchart represents the pruning operation,
the orange flow chart represents quantization operation, and the green flowchart represents
the compiler.
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Pruning is to obtain a new condensed network from the network pretrained by PyTorch
(Meta Inc., Silicon Valley, CA, USA) or Tensorflow (Google Inc., Silicon Valley, CA, USA).
Pruning consists of automatically deleting some redundant branches that do not affect the
network output, and replacing variable values on network nodes with constant values of
the current session.

Quantization is to convert float-point values into fixed-point values. The first benefit
from quantization is improving processing performance, using short bytes of data instead
of long bytes. In general, 32-bit float-point values are replaced with 8-bit integers. As a
result, the entire network is compressed. The second benefit lies in that the PYNQ-Z2′s
Digital Signal Processing (DSP) units mainly support processing fixed-point values, the
fixed-point values operations of which are specially optimized.
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Compiling is the deep learning algorithm being transformed into binary instruction
files that can be recognized by the DPU. The functional module consists of three parts:
interpreter, optimizer and code generator. The interpreter parses the quantization model
and converts it into Intermediate Representation (IR). The optimizer is responsible for
optimizing IR. The code generator makes optimized IR into DPU-recognized instructions.

After the above three steps, a deep learning model file that is recognized by the PYNQ-
Z2 DPU is generated. The file is deployed to PYNQ-Z2 and loaded on the core kernel
process of the DPU. We can let the PYNQ-Z2 reload DPU Intellectual Property (IP) then
use an executable program written by the DPU C++ library to invoke the deep learning
model, including using API to read problem initialization parameters and analyze the
output results. Deployment is finished. All above steps is shown in Figure 10. CZS and
after-processing operations are undertaken by ARM (Arm Inc., Cambridge, UK), refer to
Figure 2 for specific explanation. And defect inspection operations are undertaken by Xilinx
ZYNQ-7020 (Xilinx AMD Inc., San Jose, CA, USA).
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Figure 10. Process flow of PYNQ-Z2.

Access to the database and image preprocessing require a low amount of data pro-
cessing resources, which are handed over to the ARM CPU for processing. In contrast,
deep learning needs a lot of computing power, and FPGA is responsible for this process-
ing work to achieve hardware acceleration. As a SoC board, PYNQ-Z2 fully realizes the
seamless connection between the operating system and programmable hardware. Python
and database software such as SQLite run on ARM CPU, while the DPU C++ code di-
rectly calls ZYNQ-7020 FPGA hardware resources, which optimizes the load balance of the
whole process.

4. Experimental Results
4.1. Experiment Design

The case study gets experimental data from an automobile rubber and plastic parts
manufacturer, which is a super class parts supplier for several well-known automobile
brands in China, such as SAIC GM Wuling and FAW Volkswagen. Therefore, success
in implementing the application system will have significance in the whole auto parts
industry. With the help of industrial cameras with 10 fixed camera angles, we collected
630 photos compared with the original 63 sample photos. The photos have the same
1600 × 1200 pixels resolution and 8-bit depth. In addition, there are 16 types of defect
markups. The ratio of normal and defective samples in the 630 pieces of original pictures
is approximately 9:1. Several sample photos are shown in Figure 11, the red box on the
pictures identify the area to be detected. The hardware of the host side mainly consists
of a NVIDIA RTX3090 24 GB GPU (Nvidia Co., Silicon Valley, CA, USA), an AMD R9
3900X CPU (AMD Inc., Silicon Vallsey, CA, USA), 64 GB of DDR4 (Hynix Inc., Seoul, Korea)
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memory and a 4 TB mechanical hard disk (Seagate Technology, Scotts Valley, CA, USA). The
software installed on the host side include Ubuntu, Compute Unified Device Architecture
(CUDA) (Nvidia Co., Silicon Valley, CA, USA), Python (The Python Software Foundation,
Wilmington, DE, USA), PyTorch, Tensorflow, Docker (Docker Inc., San Francisco, CA, USA)
and DNNDK 3.0 (Xilinx AMD Inc., San Jose, CA, USA).
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4.2. Host Side

On the host workstation computer side, our algorithm, the attention-based YOLOv3,
is trained. The maximum number of training epochs was initially set to 300. In the training
process, the training set was composed of 36139 photos after data augmentation, at a total
of 11 GB. The training process took a long time, as one round of epoch took nearly 17 min.
On the other hand, precision convergence was very fast. When we finished the work after
300 epochs of training, accuracy exceeded 99%.

With the pretrained model, we tested the time efficiency on the host side. The time
spent is mainly divided into two parts: the loading time of the Python library is approxi-
mately 1 s, and the inspection time is approximately 0.01 s, as shown in Table 1. The loading
process of the Python library is very time consuming, which can be made into a daemon,
so that it is always in the loaded library state, scanning to detect changes in images, and
real-time inspection.

Table 1. Comparison between our algorithm and YOLOv3.

Training Inspection Accuracy

YOLOv3 28 FPS 0.014 s 95.0%
Our Algorithm 28 FPS 0.010 s 99.2%

As shown in Table 1, our algorithm’s inspection time decreased by 0.004 s, and accuracy
improved by 0.2%. In sum, compared with the majority of indicators, our algorithm
makes an improvement to classical YOLOv3, indicating that our algorithm achieves better
performance by tailoring the backbone network.
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4.3. FPGA Side

The efficiency and accuracy of the algorithm on the host side fully meet the industrial
requirements, so the trained neural network is moved to the FPGA side. The DNNDK
environment is deployed with Docker to prune, quantify and compile the trained network;
and then deploy the processed neural network files to the appropriate location on PYNQ-Z2,
reload the DPU kernel and compile the executable program, which completes the migration
and deployment of PYNQ-Z2. Because it is necessary to use onboard Python to call the
low-performance ARM CPU for database query and image preprocessing, although the
performance of programmable hardware circuit is very good, the overall timeliness of
the system is lower than that of the host side. As shown in Table 2, the performance
of PYNQ-Z2 will be reduced to some extent, but it is also competent for missing fault
inspection. The experimental results on PYNQ-Z2 also showed satisfactory performance,
similar to that of the host side. A comparison of processing times of the host workstation
computer and PYNQ-Z2 is shown in Table 2.

Table 2. A comparison of processing times of workstation computer and PYNQ-Z2.

Preprocess 1600 × 1200 416 × 416

Host 0.24 s 0.01 s 0.01 s
PYNQ-Z2 0.31 s 1.20 s 0.65 s

Although the process speed on PYNQ-Z2 is slower than that on the host side. The SoC
cutting-edge equipment shows a reasonable efficiency with much lower power consump-
tion than a workstation computer. Additionally, the comprehensive performance of our
algorithm can meet the predesigned target of Section 1, as shown in Table 3.

Table 3. A comparison of processing times of different algorithms on PYNQ-Z2.

SetImage RunTask Deal

No preprocess, YOLOv3 0.71 s 0.45 s 1.20 s
Preprocess, YOLOv3 0.13 s 0.45 s 0.73 s

Preprocess, our algorithm 0.13 s 0.38 s 0.65 s

4.4. Inference

In this study, the mean of average precision (mAP) and the intersection over union
(IoU) were used as the main accuracy evaluation indices. In this case, the average recogni-
tion accuracy of 16 detection categories is calculated, and then the average value of these
16 average accuracies is the mAP. The closer the mAP is to 1, the better. Before training, the
manually marked area to be detected is called the ground-truth bounding box. Later, the
marked area detected by the model is called the predicted bounding box. The IoU is the
intersection of these two regions divided by the union. The closer the IoU is to 1, the better,
indicating that the model detection area is consistent with the manually marked area.

4.5. Results

This method has achieved good results on the missing faults dataset. A total of
8064 test samples are correctly classified according to type. The detection results of some
examples are shown in Figures 12 and 13. This method not only has good classification
accuracy, but also has good positioning, timeliness and energy consumption ratio. In the
past, similar defect detection research did not achieve detection accuracy over 99%, but our
algorithm not only improves accuracy, but can also be promoted at an enterprise level to
complete cutting-edge detection work in a fast, cheap, stable and green way. In addition to
accuracy, manufacturers are concerned with the efficiency, the stability, the scalability and
the comprehensive cost performance of large-scale deployment.
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In Figures 12 and 13, the x-coordinate axis represents training times and the y-coordinate
axis represents the value of the measurement index.

The comparison results are shown in Table 4. For the first time in this study, FPGA
is used to implement the deep learning missing installation detection system. The perfor-
mance of the hardware scheme is moderate, and the price is moderate. Deployment is
difficult, but the advantages are high stability and obvious design flexibility. A comparison
of the performance of this algorithm with that of previous algorithms is shown in the
table below.

Table 4. A comparison of the performance of this algorithm with that of other representative industry
defect inspection studies.

Accuracy 1/FPS mAPbbox

Nico Prappacher [23] 98% 0.153 -
Ge Liling [24] 97.2% - -
Ting He [25] 98.7% 0.007 -

Chunyang Xia [26] 98.4% - -
Junfeng Jing [16] 98% 0.046 -
Our algorithm 99.2% 0.010 0.991
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The performance impact of an attention mechanism on the algorithm is shown
in Table 5.

Table 5. Performance impact of an attention mechanism.

Accuracy FPS mAPbbox

No preprocessing 98.3% 97 0.986
No data augmentation 75.3% 97 0.948

YOLOv3 95.0% 73 0.988
Our algorithm 99.2% 97 0.991

A comparison of the main performance indices for our detection algorithm deployed
on FPGA and for similar chips is shown in Table 6.

Table 6. Comparison of three representative chips.

Disadvantage/Advantage Power Consumption FPS

Jetson Nano Large heat dissipationAI
performance is relatively high 10 W * 4.27

Intel NCS 2 High total cost and not SoC chipIt
is easy to get started - 1.36

PYNQ-Z2 Poor performance of its CPUHas
good flexibility and scalability 10 W * 1.54

* The power consumption data are based on the official instruction document of the chip.

4.6. Further Discussion and Analysis

At the same time, some related experiments are carried out to further verify the
validity of the algorithm.

Transfer learning: When training this model, weight is trained from scratch. However,
some research also states that the classical YOLOv3 algorithm can be quickly developed
through transfer learning. Therefore, we consider two different training schemes: (a) train-
ing the network from scratch; (b) training the network by the transfer learning method
using a classical network pretrained by the Common Objects in Context (COCO) dataset.
The training time of the two methods is very similar, at approximately 48 h, and the mAP
of the two methods is approximately 0.991. We think that the effect of cross-dataset transfer
learning is not obvious due to the large difference between the dataset of this study and the
COCO dataset.

Precision analysis: Compared with the classical YOLOv3 network, our algorithm
reduces 14 neural network layers. However, after 300 rounds of training, accuracy improved
from 95 to 99.2%. We think that is because the optimized version has fewer network
parameters and is easier to converge than the classical version.

Error analysis: Although the recognition accuracy of this method reaches 99.2%, the
premise is the existing 10 types of images. When adding a new angle image, it needs auto-
matic recognition and automatic preprocessing. Although identification did not improve,
we find that accuracy cannot reach 99.2%. Therefore, it is necessary to train a new network
through transfer learning.

FPGA side performance improvement: On the host side, the size of the input image has
little impact on algorithm efficiency. However, on the FPGA side, there is a big difference
in the recognition efficiency of different-sized images. The key of the problem is that image
preprocessing is not based on a programmable hardware circuit, but is based on ARM soft
core processing. The ARM CPU of PYNQ-Z2 has poor performance and a slow speed. If
image preprocessing is also made into a programmable hardware circuit, FPGA hard core
processing should be able to effectively improve the overall performance of the algorithm.
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5. Conclusions

The traditional inspection algorithm of missing faults is limited by materials, safety,
costs, etc. In this paper, a new and efficient algorithm based on an attention mechanism that
can be deployed on FPGA for defects inspection is proposed. Through our algorithm, we
can correctly identify the problem of missing faults in addition to achieving high precision,
a fast speed and low energy consumption. The experimental results show that the accuracy
of the algorithm is 99.2%, processing speed is 1.54 FPS, and energy consumption is 10 W.
The algorithm can be widely deployed in the industrial field as cutting-edge equipment.

By the second quarter of 2022, there were 366, 173 and 95 articles containing YOLOv3,
YOLOv4 and YOLOv5, respectively, in search titles on Web of Science. YOLOv3 is a very
classical algorithm, while YOLOv4 and YOLOv5 represent an inevitable trend. In particular
in the fields of robot [27] and dynamic object capture [28], YOLOv5 has made new progress,
which points out the direction for future improvement in this research.
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Abstract: Microcracks inevitably appear on the SiC wafer surface during conventional thinning.
It is generally believed that the damage-free surfaces obtained during chemical reactions are an
effective means of inhibiting and eliminating microcracks. In our previous study, we found that SiC
reacted with water (SiC–water reaction) to obtain a smooth surface. In this study, we analyzed the

interfacial interaction mechanisms between a 4H-SiC wafer surface (000
−
1) and diamond indenter

during nanoscale scratching using distilled water and without using an acid–base etching solution.
To this end, experiments and ReaxFF reactive molecular dynamics simulations were performed. The
results showed that amorphous SiO2 was generated on the SiC surface under the repeated mechanical
action of the diamond abrasive indenter during the nanoscale scratching process. The SiC–water
reaction was mainly dependent on the load and contact state when the removal size of SiC was
controlled at the nanoscale and the removal mode was controlled at the plastic stage, which was
not significantly affected by temperature and speed. Therefore, the reaction between water and SiC
on the wafer surface could be controlled by effectively regulating the load, speed, and contact area.
Microcracks can be avoided, and damage-free thinning of SiC wafers can be achieved by controlling
the SiC–water reaction on the SiC wafer surface.

Keywords: 4H-SiC wafer; amorphous silica; ReaxFF reactive molecular dynamics; plastic removal;
chemical reaction

1. Introduction

As regards semiconductor development, silicon carbide (SiC) materials are currently
known to exhibit excellent material advantages such as high forbidden bandwidth, high
thermal conductivity, and high electron migration rate as compared with silicon mate-
rials [1–4]. Therefore, SiC devices are being widely used in various fields such as new
energy-efficient vehicles, smart grids, and aerospace applications [5–7]. However, under
high-power and extreme working conditions, the self-heating effects of SiC semiconductor
materials gradually become evident and lead to poor heat dissipation and performance
degradation [8]. Currently, the most effective method to solve the problem of wafer heat
dissipation is the wafer back-thinning process [9,10]. Generally, SiC is considered as a
typical difficult-to-machine material owing to its high mechanical hardness and chem-
ical inertness; wafer thinning processes are constantly being improved to solve these
problems [11], resulting in SiC wafers that have been thinned to less than 100 µm [12].
Therefore, ultrathin wafers with excellent performance are of remarkable significance for
high-power and extreme working conditions. Generally, the wafer back-thinning process
for SiC wafer involves mechanical grinding using diamond abrasives, directly resulting in
wafer fragmentations and deformations owing to the formation of microcracks [13,14].

To produce thin SiC wafers and to improve their surface quality, some researchers
have used fixed diamond abrasive tools for the SiC thinning process. Yam et al. [15] used
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a #2000 diamond wheel to grind SiC under a constant pressure, and a surface roughness
Ra of 1.57 nm was achieved. Tsukimoto et al. [16] found that a 2.4 µm subsurface damage
(SSD) layer existed on the SiC wafer after grinding with a #2000 diamond cup wheel, and
microcracks were generated during the hard abrasive interaction and related plastic defor-
mation and fracture. Although conventional grinding methods have achieved grinding
effects, a few microcracks and SSD are still generated owing to hard abrasives with unequal
protrusion heights on the surface of the tool. To improve the surface quality of SiC wafers
further, Feng et al. [17] proposed a polyvinyl alcohol/phenolic resin (PVA/PF) composite
sol–gel diamond wheel based on traditional grinding and obtained a high surface quality
of the 4H-SiC wafer. However, the pores on the surface of the sol-gel diamond wheel were
easily blocked, and the diamond wheel needed to be dressed over time. Furthermore, a few
unconventional methods have been proposed for SiC thinning. Sano et al. [18] proposed
a method of plasma etching with high-pressure SF6 plasma to reduce the thickness of a
2-inch wafer, and the thickness of SiC wafer could be reduced to approximately 100 µm
within 20 min of plasma etching. This technology could be used as an effective method for
thinning SiC wafers; however, some etch pits were not completely removed. Guan et al. [19]
proposed an electric discharge grinding (EDG) method for SiC wafer thinning, which could
obtain a small-sized SiC wafer with a minimum thickness of 30 µm; however, the surface
roughness and subsurface quality of EDG were lower than those of the other methods.
Although unconventional methods can effectively obtain ultrathin chips, the current tech-
nology is not sufficiently developed, and SSD is still a serious concern. The problem of
subsurface damage introduced by SiC thinning, thus, remains unsolved, regardless of
whether conventional or unconventional methods are employed. Therefore, obtaining
high-quality thin wafers is difficult. Moreover, to eliminate microcracks and improve
surface quality, chemical mechanical polishing (CMP), which is an effective method to
obtain smooth and damage-free wafers through chemical reactions, is employed; however,
the material removal rate (MRR) of SiC wafers is significantly low because of the high
hardness and stable chemical properties of the SiC materials. Therefore, the production of
high-performance SiC wafers is limited because CMP using acid–base chemical reagents is
expensive and polluting [20–22].

In our previous studies [23–26], a green-energy and efficient semi-fixed abrasive tool
for ultra-precision machining, referred to as an SG pad, was proposed. A smooth, scratch-
free, and nearly damage-free SiC wafer surface (SSD of only 2 nm) could be achieved using
this tool. Instead of acid, alkali, or other active substances, only distilled water was used
as the coolant in the SiC processing; this effectively mitigated environmental pollution. It
was found that the SiC wafer could react with deionized water and produce amorphous
silicon dioxide (SiO2) under mechanical scratching using diamond abrasives [27]. This
technique could be used for the subsequent treatment of SiC thinning by eliminating
microcracks and improving material removal rate via the utilization of the SiC–water
reaction, which would avoid environmental pollution. Thus, SiC wafers can be obtained
rapidly and efficiently by controlling the SiC–water reaction, and the conditions of the
reaction should be further studied. In this regard, traditional molecular dynamics (MD)
simulations based on classical force fields are used to analyze the contact behavior and
material removal among atoms during nano-machining, but classical force fields cannot be
used to describe reactive chemical systems [28,29]. ReaxFF reaction molecular dynamics
(RMD) simulation based on the reactive force field approach can effectively simulate the
formation and dissociation of chemical bonds [30–33], which has already been successfully
applied to various processes based on the interaction of chemical reactions and mechanical
effects, such as the interaction between water and Si [34]. Therefore, RMD simulation was
used to investigate the interaction between water and SiC in this study. A method to induce
a chemical reaction between SiC and water by mechanical scratching of SiC with a single
diamond indenter was proposed to determine the conditions of the SiC–water reaction that
can optimize the thinning process to satisfy the accuracy requirements for high-quality SiC
wafers. This study aimed to regulate the scratch parameters (contact state, scratch speed,
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and scratch load) to control the plastic removal of 4H-SiC and realize the chemical reaction
between SiC wafers and water by conducting relevant experiments and RMD simulations.
The characterizations of the scratched area using transmission electron microscopy (TEM),
high-resolution TEM (HRTEM), selected area electron diffraction (SAED), energy dispersive
spectrometry (EDS), Raman spectroscopy, and X-ray photoelectron spectrometer (XPS) were
performed after the scratching process. RMD simulations were performed to investigate

the chemical reaction between the C-face (000
−
1) of 4H-SiC and water molecules under the

mechanical action of a diamond indenter during nanoscale scratching.

2. Materials and Methods
2.1. Experimental Method

A friction and abrasion tester (MFT-5000, Retc, Wilmington, MA, USA) was used for

scratching the SiC wafer. The size of SiC (4H-SiC-4◦, (000
−
1) plane) wafers was

20 mm × 20 mm, and the original surface roughness Ra of SiC wafers was approximately
0.5 nm. The main factors of the SiC–water reaction in this experiment were determined
using the control variable method, which controlled the radius of the indenter, scratching
speed, and load—in that order. Diamond indenter tools were used for these experiments;
these tools were made of single-crystal diamonds with radii of 0.2 mm, 0.4 mm, 0.6 mm,
1 mm, and 2 mm. The rotational speeds were set to 500 rpm, 1000 rpm, 1500 rpm, and
2000 rpm, and the eccentric radii were set to 5 mm, 6 mm, 7 mm, and 8 mm, corresponding
to linear speeds of 0.262 m/s, 0.628 m/s, 1.099 m/s, and 1.625 m/s, respectively. The scratch
loads were set to 0.3 N, 0.6 N, 0.9 N, 1.2 N, 1.5 N, and 1.8 N in these experiments. The
processing time was set to 1 min. No chemical substance was added during the scratching
process, and only distilled water was used as the coolant.

To better analyze the material removal behavior of SiC samples, the surface topogra-
phies of the scratches on SiC wafers were measured using a three-dimensional optical
surface profiler (Newview 7300, ZYGO, Middlefield, CT, USA). Raman spectroscopy and
XPS (K-alpha, Thermo Fisher, Waltham, MA, USA) were used to analyze the chemical
composition of the scratches. TEM, HRTEM, SAED, and EDS characterizations of the wear
debris extracted from the scratching-process coolant were processed using a Talos F200X
G2 field-emission gun transmission electron microscope with an accelerating voltage of
200 kV.

2.2. RMD Model

The RMD simulation of scratching on the C-face of SiC with a diamond abrasive
was performed to study the process of tribochemical reactions at nanoscale. The RMD
simulation model of the high-speed scratching on SiC is shown in Figure 1; the workpiece
size was 21.567 Å × 21.346 Å × 47.316 Å. The model was composed of a diamond abrasive

tool, C-face (000
−
1) of the 4H-SiC wafer, and water molecules. The top part of the model

represented a simplified diamond abrasive, and the contact interface of the diamond
abrasive was divided into planar, spherical, and conical surfaces to consider the effects of
different contact states. The middle part of the model represented free water molecules,
and the lower part of the model represented a standard 4H-SiC lattice. The top two layers
of SiC atoms used to control the loading and friction of the diamond abrasive were set as
the moving layers, and the function of the bottom two layers was fixed to prevent rigid
movements of the entire structure during the friction process.
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phologies of 4H-SiC wafers scratched by diamond indenters having different radii are 
depicted in Figure 2. After scratching with a diamond indenter of 0.2 mm radius, a brittle-
removal phenomenon was observed on this scratch (Figure 2a), as well as several deep 
pits and microcracks with micron grade depth. With increasing radius of the diamond 
indenter, the scratch depth decreased from micro-scale to nanoscale, and the brittle-re-
moval mode of the SiC material gradually weakened. A scratch with no evident pits and 
cracks was achieved after scratching with a diamond indenter of 2 mm radius, as shown 
in Figure 2e, and the material removal mode of SiC changed to plastic removal. 

 

Figure 1. ReaxFF reactive molecular dynamics (RMD) simulation with (a) planar, (b) spherical, and
(c) conical contact.

The accuracy and reliability of RMD simulations depend on the appropriate potential
function selected. The ReaxFF approach was used to simulate bond breaking and bond
formation during chemical reactions in the RMD simulations. Therefore, ReaxFF was used
to describe the chemical reaction between SiC and H2O molecules in the friction process.
Therefore, all simulations were performed in the NVT ensemble, and the time step was
set to 0.25 fs. A periodic boundary condition was applied in the x- and y-directions to
reduce the influence of boundary effects, and a fixed boundary condition was applied in the
z-direction. The temperature was controlled using a Nose–Hoover thermostat; the initial
temperature of the simulation system was 160 ◦C, and the damping constant was 10 fs.
The RMD simulations in this study were performed using a large-scale atomic/molecular
massively parallel simulator (LAMMPS). A massively parallel simulator (MAPS) was used
to construct the model, visualize the process, and analyze the results.

3. Results
3.1. Controlling the Material Removal Behaviour of SiC Wafer

Different radii were set for the indenter, scratch speeds, and loads during this exper-
iment to reflect the mechanical action of a single diamond abrasive in SiC wafer ultra-
precision machining to examine the SiC–water reaction conditions. First, the same load

(0.3 N) and linear velocity (0.262 m/s) were set, and the results of the C-face (000
−
1) mor-

phologies of 4H-SiC wafers scratched by diamond indenters having different radii are
depicted in Figure 2. After scratching with a diamond indenter of 0.2 mm radius, a brittle-
removal phenomenon was observed on this scratch (Figure 2a), as well as several deep pits
and microcracks with micron grade depth. With increasing radius of the diamond indenter,
the scratch depth decreased from micro-scale to nanoscale, and the brittle-removal mode
of the SiC material gradually weakened. A scratch with no evident pits and cracks was
achieved after scratching with a diamond indenter of 2 mm radius, as shown in Figure 2e,
and the material removal mode of SiC changed to plastic removal.

Subsequently, a diamond indenter of 2 mm radius and a constant load of 0.3 N were
controlled in this experiment, and the speeds were set sequentially to 0.262 m/s, 0.628 m/s,
1.099 m/s, and 1.625 m/s to study the effects of the scratching speed on SiC material
removal. As shown in Figure 3, the depths and widths of scratches increased with an
increase in speed. Furthermore, the shapes of scratches without any pits or cracks were
more regular, and the extent of plastic removal of the SiC material gradually increased.
Therefore, a speed of 1.625 m/s was set as a fixed parameter to deepen the extent of plastic
removal of the SiC material while examining the SiC–water reaction.
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speeds: (a) 0.262 m/s, (b) 0.628 m/s, (c) 1.099 m/s, and (d) 1.625 m/s.

Finally, a diamond indenter of 2 mm radius and a constant speed of 1.625 m/s were
fixed in this test, and the loads were set to 0.3 N, 0.6 N, 0.9 N, 1.2 N, 1.5 N, and 1.8 N to
study the effects of different loads on SiC material removal. The depths and widths of the
scratches were increased with the increase in load shown in Figure 4a–d and when the
load was between 0.3 N and 1.2 N, the depth of scratches increased from 15 nm to over
130 nm, and the extent of plastic removal of SiC material increased. However, a few pits
were observed at the bottom of the scratch, which were at a depth of 400 nm, as shown
in Figure 4e. The coexistence of brittle removal and plastic removal were observed when
the load was 1.5 N. Nevertheless, a few deep microcracks were observed on the scratch
when the load was 1.8 N, as shown in Figure 4f, when the SiC material was primarily in the
brittle stage. With the increase in load, there was a large amount of fragmentation at the
bottom of the scratch, gradually transitioning from the plastic stage to the brittle–plastic
coexistence stage, and subsequently to the brittle stage.
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3.2. Characterisations of SiC–Water Reaction on C-Face (000
−
1)

As indicated by results of the afore-described experiments, when the radius of dia-
mond indenter was 2 mm, speed was 1.625 m/s, and load was 1.2 N, a relatively uniform
and regular plastic scratch without evident cracks was obtained, and wear debris was
collected from the SiC wafer surface after the experiment. Therefore, the plastic scratch
on the SiC surface was ultrasonically cleaned and analyzed to investigate whether the
SiC–water reaction was performed under plastic conditions using Raman spectroscopy and
XPS. The wear debris was examined and analyzed to further study the chemical reaction

that occurred between the C-face (000
−
1) of SiC and water. The characterization results of

the wear debris included TEM, HRTEM, SAED, and EDS analyses.

Figure 5 shows the Raman detection of the C-face (000
−
1) of 4H-SiC wafer under the

abovementioned plastic conditions. The Raman peak of SiC was observed at 966 cm−1,
whereas the Raman peak of silica dioxide was at 968 cm−1 [35]. After fitting the original
graph to split the peaks, new peaks of SiC and silica dioxide were at 963.6 cm−1 and
973.1 cm−1, respectively, as shown in Figure 5a. This is because the oxide layer remained on
the original surface of the SiC wafer after CMP; therefore, a smaller peak of silica dioxide
appeared. In Figure 5b, the peaks of SiC and SiO2 were at 970.1 cm−1 and 987.4 cm−1,
respectively. The shift of the Raman peak of SiC may be because of the influence of
stress [36]. Comparison of Raman results between scratch and non-scratch regions, it could
be clearly seen that the original peak was significantly broadened, and the fitted SiO2
peak was also broadened, indicating that amorphous SiO2 was possibly formed on the
scratch [37].
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The composition and chemical state of the plastic scratch on the C-face (000
−
1) of

4H-SiC wafers were further characterized by XPS, as shown in Figure 6. As observed in
Figure 6a, there are mainly peaks at Si 2s, Si 2p, C 1s, N 1s, O 1s, and O KLL. The N 1s
peak was attributed to nitrogen doping during the preparation of 4H-SiC wafers. The fine
spectra of Si 2p, C 1s, and O 1s were analyzed because the main elements on the surface of
4H-SiC wafers were Si, C, and O. There were four peaks in the C 1s spectra; the peak at
284.78 eV corresponded to SiC, whereas the other three peaks corresponded to the organic
compounds adsorbed on the surface. The peak at 534.31 eV in the O 1s spectra and the
peak at 103.42 eV in the Si 2p spectra corresponded to SiO2 [38,39]. Therefore, SiO2 existed

in the scratch on the C-face (000
−
1) of 4H-SiC wafer, and the results indicated that the SiC

might react with water under mechanical friction to generate SiO2. Further analysis of the
wear debris was required to verify whether the SiC–water reaction had occurred.
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under optimal conditions: (a) XPS whole spectra, (b) XPS fine spectra of C 1s, (c) XPS fine spectra of
Si 2p, and (d) XPS fine spectra of O 1s.

TEM images, SAED patterns, HRTEM images, EDS spectra, and EDS mapping of SiC
wear debris under the aforementioned conditions are shown in Figure 7. As shown in
Figure 7a,b, the wear debris of the C face with a thickness of approximately 200–300 nm was
spherical, and the atomic arrangement of the wear debris had no periodic variation, with
no evident crystalline state. The SAED pattern without diffraction spots emerged as a halo,
indicating that the wear debris was in an amorphous phase. The Mo and Cu appearing
in the EDS spectra were mainly derived from the Mo mesh micro-grid supporting film,
as shown in Figure 7c. The elements of the wear debris were silicon, oxygen, and carbon;
however, oxygen and silicon were considerably more abundant than carbon. In addition,
among the individual elements observed in the EDS mapping shown in Figure 7d, the
major elements of the wear debris are silicon and oxygen. Therefore, it was confirmed that
the main component of the wear debris of the C-face was amorphous SiO2 [40,41].
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3.3. Mechanism of SiC–Water Reaction in RMD Simulation

Figure 8 shows the results of the reaction between SiC and water molecules under
different contact states. The diamond indenter had a planar surface, spherical surface,
and conical surface. The friction load, friction speed, and temperature were set to 60 nN,
20 m/s, and 580 ◦C, respectively. From different viewpoints, the results showed that the
lattice structure of SiC materials was severely damaged by the conical surface, and, thus,
more silicon atoms were oxidized. In this case, the layer structure of SiC materials was
damaged by the spherical contact surface, which reacted with water molecules during the
friction process. However, the structure of SiC materials was relatively intact under planar
contact, with only the surface layer atoms forming silicon–oxygen bonds with oxygen
atoms. This further indicated that the degree of chemical reaction at the interface was
determined by the degree of damage to the lattice structure of SiC materials. Interfacial
chemical reactions could be facilitated by contact modes that resulted in greater stress
concentrations, leading to structural breakdown of SiC materials. Generally, to match the
actual processing situation, the contact mode at the nanoscale was simplified to planar
contact. Therefore, all simulations were performed using planar contact to investigate the
effects of the remaining factors on the SiC–water reaction.
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The results of the reaction between SiC and water molecules at different friction speeds
are shown in Figure 9, wherein the friction depths at a temperature of 790 ◦C were 0.6 nm
and 0.7 nm. When the speed increased from 10 m/s to 20 m/s, the lattice structure of
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SiC materials did not significantly change at the same friction depth. Conversely, at the
same friction speed, when the friction depth increased from 0.6 nm to 0.7 nm, the lattice
structure of SiC materials was significantly damaged, effectively promoting the SiC–water
reaction. The change in friction speed had no significant effect on the chemical reaction at
the interface between SiC and water molecules, as well as on the degree of damage to the
lattice structure of SiC materials.
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The SiC–water reactions at different temperatures are shown in Figure 10, wherein the
friction depths at a friction speed of 20 m/s were 0.6 nm and 0.7 nm. From the perspective
of temperature, at the same friction depth, when the temperature was below 580 ◦C, the
interfacial reaction only occurred at the contact interface between SiC materials and water
molecules. At temperatures between 580 ◦C and 790 ◦C, the water molecules entered
the second layer of SiC materials, starting the chemical reaction. When the temperature
was further increased to 1000 ◦C, the lattice structure of SiC materials was significantly
damaged, and the reaction occurred in the subsurface layer. As the temperature increased,
the atoms at the interface moved more drastically, and the chemical reactions that occurred
became more obvious.
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From the point of view of friction depth (load), when the friction depth increased
from 0.6 nm to 0.7 nm at the same temperature, the lattice structure of SiC materials was
significantly damaged, and as the friction depth increased, the extent of SiC lattice structure
damage increased and the reaction became more vigorous. Simultaneously, even at lower
temperatures, as long as the friction depth was sufficiently large, the lattice structure of SiC
materials would be damaged for the reaction to occur. Notably, as shown in Figure 10a, the
lattice structure of SiC materials was still not significantly damaged at a temperature of
790 ◦C and friction depth of 0.6 nm; however, the lattice structure was already significantly
disrupted at a temperature of 370 ◦C and friction depth of 0.7 nm, resulting in the SiC–water
reaction. Therefore, the lattice structure of SiC materials was more effectively disrupted by
increasing the friction depth than by increasing the temperature; thus, the reaction at the
interface was significantly promoted.

4. Discussion

A regular SiC plastic scratch without evident cracks was obtained in the scratching
experiments that employed a diamond indenter with a radius of 2 mm, speed of 1.625 m/s,
and load of 1.2 N. In this process, only deionized water was used as the coolant without
adding any acid–base etching solution. The chemical composition of the SiC plastic scratch
was further analyzed using Raman spectroscopy and XPS, and the wear debris was an-
alyzed using TEM. The chemical reaction was observed to generate amorphous silicon
dioxide (the phenomenon of the chemical reaction that occurred between the diamond
abrasive and SiC wafers was highly consistent with our previous work [27]). This result
was highly consistent with the results of RMD simulations, which further verified that
the chemical reaction at the nanoscale between SiC and water molecules occurred under
mechanical action. The experimental results indicate that the SiC–water reaction occurred
in the plastic removal stage of SiC wafers; thus, controlling the material removal of SiC
was a prerequisite for determining the SiC–water reaction. Scratching experiments focused
on the removal mode of SiC to indirectly verify the conditions of the SiC–water reaction
at the macroscopic level, whereas the scratching depths at the nanoscale were controlled
by precisely regulating the scratch loads, which was consistent with the scale of friction
depths at the nanoscale in the RMD simulation. Therefore, both experiments and RMD
simulations were combined to investigate the effects of different contact states, friction
speed, friction depth (load), and different temperatures on the SiC–water reaction.

In the experiments, the brittle fracture of bulk material on the SiC surface was directly
caused by the small radius indenter (a radius of 0.2 mm), indicating that the removal mode
of SiC materials in this state was brittle. However, the material removal mode of SiC was
plastic when SiC was scratched using a large-radius indenter (with a radius of 2 mm). In the
RMD simulation, the lattice structure of SiC materials was easily damaged by the conical
and spherical contacts; however, in the case of the planar contact, the lattice structure was
relatively more intact, and the reaction occurred on the surface. Both the experiments and
RMD simulations further illustrated that the structure of SiC was easily damaged owing to
a larger stress concentration that occurred because of the difference in contact states, and
the material removal mode was more likely to be brittle. Therefore, the SiC–water reaction
can be effectively promoted only if the material removal form of SiC is controlled in the
plastic removal phase.

As the scratching speed gradually increased (up to 1.625 m/s), the extent of plas-
tic removal of SiC materials gradually increased during the experiment, and the plastic
scratches became increasingly evident. Nevertheless, the actual experimental speed was
not simulated, and the mode of material removal was less affected by high speeds in the
RMD simulation. Hence, the agreement between the experimental and simulated results
verified that the scratching speed had no evident effect on the material removal of SiC
materials and the SiC–water reaction, whereas it was easier to observe plastic scratches
with an increase in speed [42].
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The load was precisely controlled within a certain range (0.3–1.5 N) in the experiment,
which precisely controlled the friction depth. When the load was 1.2 N, a regular plastic
scratch without any evident cracks was obtained, and the SiC–water reaction was confirmed
to occur on the scratch. The SiC material changed from plastic deformation mode to
brittle damage mode with an increase in load, whereas brittle cracks appeared at the
bottom of the scratch when the load was greater than 1.5 N. Therefore, the brittle–plastic
transformation behavior of SiC was realized in the range of 1.5–1.8 N. An increase in the
friction depth (load) in the RMD simulation increased the extent of SiC lattice structure
damage, and the interface reaction became significantly vigorous. Generally, the higher the
temperature, the more drastic the chemical reaction is. Although it was difficult to conduct
high-temperature scratching experiments owing to the limitations of the instruments and
aqueous environment, RMD simulation was performed to analyze the effect of different
temperatures on the SiC–water reaction. Evidently, with an increase in temperature, the
damage in the lattice structure of SiC gradually increased. However, by combining the
two conditions of friction depth (load) and temperature, even at a lower temperature
(160 ◦C), the friction depth was sufficiently large; this damages the lattice structure of SiC
and promotes the SiC–water reaction. This result was verified by the scratching experiment,
wherein the SiC–water reaction still occurred at room temperature (20 ◦C) under the
abovementioned conditions. Therefore, the friction depth (load) during the plastic removal
stage was more important than the temperature in the mechanism of the SiC–water reaction;
this indicates that the load was the most critical factor in achieving plastic removal of SiC in
both experiments and RMD simulations. By effectively regulating the contact state, speed,
and load, the material removal mode of SiC materials was reasonably controlled in the
plastic removal phase; thus, the SiC–water reaction smoothly occurred.

The SiC-water reaction occurred under the plastic removal of SiC materials, thus
controlling the reaction was primarily a matter of controlling the mode of material removal
in an aqueous medium. The removal mode of SiC was achieved primarily by controlling
the load and contact states, and secondarily by controlling the velocity and temperature.
The lattice structure of SiC materials was directly and effectively damaged by regulating the
load and contact states in an aqueous medium. Thus, the material removal form of SiC was
effectively controlled in the plastic removal phase, further avoiding microcracks and brittle
collapse. During the plastic phase, SiC materials on surface layer was mechanically induced
to generate amorphous silicon dioxide when distilled water was used as the coolant, and a
controllable SiC–water reaction was used to obtain smooth, scratch-free, and damage-free
wafers during the thinning process of SiC wafers.

5. Conclusions

This study entailed experiments and RMD simulations to investigate the mechanisms
of the reaction between SiC and water during nanoscale scratching in the absence of
any chemical reagents. The material removal behavior of SiC at the nanoscale level was
analyzed, and the mechanisms of the SiC–water reaction were summarized. The following
conclusions were drawn:

(1) A regular plastic scratch with nanometer depth and almost no evident cracks was ob-

tained using diamond abrasives to scratch 4H-SiC C face (000
−
1) without any chemical

agent, and the formation of amorphous SiO2 was clearly observed, which verified
that the SiC–water reaction occurred in the SiC plastic removal stage.

(2) When the contact radius was gradually increased to 2 mm, the scratches that devel-
oped on the surface were converted from brittle to plastic removal mode, which were
further concluded from the RMD simulations. The SiC crystal structure was damaged
to a lesser extent owing to the larger contact radius and smaller contact stress. The
plastic removal of SiC materials was not significantly affected by the increase in speed;
only the removal rate of SiC materials was increased.

(3) With the increase in load, the scratch depth could be in the range of tens to hundreds
of nanometers during scratching. Furthermore, the removal mode of SiC transi-
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tioned from plastic to brittle and thereby achieved a controllable behavior in the
plastic domain of SiC under controlled loading, which indirectly controlled the SiC–
water reaction. Conversely, the controllable behavior of the SiC–water reaction at
the nanoscale during RMD simulations was primarily achieved by adjusting the fric-
tion depth. Therefore, both experiments and simulations regulated the load, thereby
regulating the friction depth to control the occurrence of the SiC–water reaction.

(4) The main factors controlling the SiC–water reaction were the load and contact states,
and the secondary factors were the speed and temperature. The SiC–water reaction
could occur smoothly at low temperatures as long as a suitable load and contact state
were maintained. Therefore, microcracks could be reasonably avoided by the effective
application of the SiC–water reaction in the subsequent SiC thinning process, thus
improving the surface quality of SiC wafers.
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Abstract: Electrochemical machining (ECM) is an essential method for machining miniature bearing
outer rings on the high-temperature-resistant nickel-based alloy GH4169. However, the influence of
electrolyte temperature distribution and bubble rate distribution on electrolyte conductivity in the
ECM area could not be fully considered, resulting in the simulation model not being able to accurately
predict the machining accuracy of the outer ring of the miniature bearing, making it challenging
to model and predict the optimal process parameters. In this paper, a multiphysics field coupled
simulation model of electric, flow, and temperature fields during the ECM of the miniature bearing
outer ring is established based on the gas–liquid two-phase turbulent flow model. The simulation
analyzed the distribution of electrolyte temperature, bubble rate, flow rate, and current density
in the machining area, and the profile change of the outer ring of the miniature bearing during
the machining process. The analysis of variance and significance of machining voltage, electrolyte
concentration, electrolyte inlet flow rate, and interaction on the mean error of the ECM miniature
bearing outer rings was derived from the central composite design. The regression equation between
the average error and the process parameters was established, and the optimal combination of
process parameters for the average error was predicted, i.e., the minimum value of 0.014 mm could
be achieved under the conditions of a machining voltage of 16.20 V, an electrolyte concentration of
9.29%, and an electrolyte inlet flow rate of 11.84 m/s. This is important to improve the machining
accuracy of the outer ring of the ECM miniature bearing.

Keywords: ECM; gas–liquid two-phase turbulence model; miniature bearing outer ring; machining
accuracy; central composite design

1. Introduction

With the development of aerospace and automotive manufacturing and machinery
production miniaturization, precision and complex internal characteristics of the small hole
structure are more and more widely used, such as small holes in the reaming form of it can
be applied to the outer ring of the miniature bearing [1]. GH4169 is a high-temperature-
resistant nickel-based alloy material widely used to manufacture miniature bearing parts [2].
However, due to the high hardness of the alloy in the use of conventional machining meth-
ods challenging to the process, poor machining accuracy, and surface quality, the service
life of miniature bearings is not long [3]. Electric discharge machining (EDM) and laser
beam machining (LBM) are both thermal processes with high machining efficiency. The
disadvantages are that they produce recast layers, heat-affected areas, and tensile residual
stresses that also reduce the service life of micro bearings [4–7]. Electrochemical machining
(ECM) is based on the principle of anodic dissolution for metal removal, independent of
the hardness of the workpiece. It has become one of the main machining techniques for
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machining miniature bearing outer rings on the high-temperature-resistant nickel-based
alloy GH4169 because of its advantage of no thermal damage [8–10]. There are still some
problems to be solved. For example, the influence of electrolyte temperature distribution
and bubble rate distribution on electrolyte conductivity in the ECM area cannot be fully
considered, resulting in the simulation model not being able to accurately predict the
machining accuracy of the outer ring of the miniature bearing. Therefore, it is difficult to
model and predict the optimal process parameters.

In Deconck et al. [11–13], a simulation model for calculating the temperature distribu-
tion was developed, and it was pointed out that the electrolyte temperature distribution has
an important influence on the machining accuracy. However, the model ignores the effect
of electrolyte bubble rate distribution on machining accuracy and uses the laminar flow
N–S model, which reduces the heat transfer effect. In Fang et al. [14], a multiphysics field
coupled simulation model was proposed to predict the electrolytic machining accuracy.
However, they treated the electrolyte as a single-phase flow and neglected the effect of
electrolyte bubble rate distribution on machining accuracy. In Gomez-Gallegos et al. [15], a
3D coupled multiphysics field finite element model was developed to predict ECM accuracy.
In Li et al. [16], a coupled model of the magnetic field, electric field, and electrolyte flow in
ECM was developed to predict the accuracy of ECM. However, both of these researchers
neglected the influence of the bubble rate distribution of the electrolyte in the machining
area on the ECM accuracy, resulting in the simulation model’s inaccurate prediction of
the ECM accuracy. Kozak et al. [17] and Mayank et al. [18] pointed out that the ECM
accuracy is also affected by the bubble rate distribution of the electrolyte in the machining
area. Some researchers have conducted studies on the bubble rate distribution of elec-
trolytes in the machining area. In Shimasaki et al. [19] and Zhang et al. [20], the effect of
bubbles generated by the electrolyte in the machining area on the accuracy of the ECM is
observed using transparent electrodes. In Chang et al. [21], a two-dimensional two-phase
laminar flow quasi steady-state flow model is proposed to predict the accuracy of the ECM.
In Klocke et al. [22], the flow field in the machining area is assumed to be a gas–liquid
two-phase flow. The bubble rate distribution in the electrolyte is approximated using the
laminar bubble flow model. The use of the laminar N–S model reduces the heat transfer
effect, making the prediction accuracy of the simulation model low. In Chen et al. [23] and
Zhou et al. [24], a multiphysics field coupled simulation model for the ECM of turbine
blades was established based on the gas–liquid two-phase turbulent flow k-εmodel, and
the effects of electrolyte temperature distribution and bubble rate distribution on the ac-
curacy of the ECM of turbine blades were fully considered. The results show that the
simulation model is highly accurate in predicting the machining accuracy of turbine blades.

The complexity of the ECM makes it challenging to model and predict the optimal
process parameters [25]. In addition, the random selection of process parameters or trial-
and-error methods is very costly and time-consuming and does not yield the desired results.
These problems can be solved by optimization techniques [26,27]. Jain et al. [28] used a
genetic algorithm to optimize the ECM process parameters. Three process parameters,
namely, tool cathode feed rate, electrolyte flow rate, and machining voltage were selected as
input quantities and machining accuracy as output quantities, and the optimization results
obtained showed significant improvement in machining accuracy. In Jegan et al. [29], the
optimization of the ECM process parameters based on the particle swarm algorithm was
investigated. Four process parameters, namely, machining current, machining voltage,
electrolyte concentration, and tool cathode feed rate were selected as input quantities and
material removal rate and surface roughness as output quantities, and the particle swarm
algorithm was determined to be superior to the genetic algorithm in terms of computation
time and statistical analysis. In Mehrvar et al. [30], based on the central composite design
to optimize the ECM process parameters, four process parameters, namely, machining
voltage, tool cathode feed rate, electrolyte flow rate, and electrolyte concentration were
selected as input quantities, and the material removal rate and surface roughness were
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determined as output quantities. The results show that the proposed optimization method
is effective and suitable.

In summary, the simulation model of ECM of the microbearing outer ring under the
influence of electrolyte temperature distribution and bubble rate distribution is established
based on the gas–liquid two-phase turbulent flow k-ε model to predict its machining
accuracy. It is also essential to optimize the process parameters of the ECM of the miniature
bearing outer ring through central composite design to improve its machining accuracy. In
this paper, a multiphysics field coupled simulation model of electric, flow, and temperature
fields during the ECM of the miniature bearing outer ring is established based on the
gas–liquid two-phase turbulent flow model. The influence of electrolyte temperature
distribution and bubble rate distribution on the accuracy of the ECM is fully considered.
The process of the ECM of miniature bearing outer rings was investigated using a central
composite design, and a regression equation between the mean error and the process
parameters was established. The optimal combination of process parameters for the mean
error was predicted.

2. Simulation Model of ECM of the Miniature Bearing Outer Ring
2.1. Geometric Model

Since the entire ECM miniature bearing outer ring is modeled as an axisymmetric
figure, it is assumed that the multiphysics field coupling is the same for each cross section.
Therefore, the model is simplified in two dimensions for the convenience of analysis and
calculation. The geometric model of the machining area is shown in Figure 1. The part
inside the red dashed box in the figure is taken for analysis, and the shape of the entire
machining area can be obtained by rotating it around the tool cathode axis for one week.
Boundary Γ1 is the tool cathode without an insulating layer; boundaries Γ2, Γ3, Γ4, and Γ5
are the tool cathode with an insulating layer; boundary Γ6 is the electrolyte inlet; boundary
Γ7 is the electrolyte outlet; boundary Γ8 is the workpiece anode, i.e., the outer ring of the
miniature bearing, and Ω is the ECM area.
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Figure 1. Geometric model of the machining area.

2.2. Mathematical Model
2.2.1. Mathematical Model of Electric Field

According to Ohm’s law, the relationship between the current density in the machining
area and the electric field strength and potential is:

E = −∇ϕ (1)

i = σE = −σ∇ϕ (2)

where E is the electric field strength; ϕ is the electrolyte potential; i is the current density; σ
is the electrolyte conductivity.
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In the actual ECM, the speed of the ECM is usually expressed in terms of the dissolution
speed in the direction normal to the metal surface of the workpiece anode:

vn = ηωi = −ηωσ∇ϕ (3)

where vn is the ECM speed; η is the ECM efficiency; ω is the volumetric galvanic equivalent
of the workpiece anode.

2.2.2. Mathematical Model of the Flow Field

The gas phase and solid phase products generated during the electrolysis process
form a three-phase flow of gas, liquid, and solid in the machining area. In contrast, the
volume ratio of the solid phase electrolysis products is minimal and has minimal effect on
the electrolyte conductivity, so the flow field in the machining area can be simplified to a
gas–liquid two-phase flow.

The gas–liquid two-phase flow in the ECM satisfies the conservation of mass:

∂

∂t
(

βlρl + βgρg
)
+∇ ·

(
βlρlul + βgρgug

)
= 0 (4)

∂βgρg

∂t
+∇ · (βgρgug) = mlg (5)

∂βlρl
∂t

+∇ · (βlρlul) = −mlg (6)

βl + βg = 1 (7)

where βg is the proportion of gas in the total volume of the two-phase flow; βl is the
proportion of liquid in the total volume of the two-phase flow; ρg and ρl are gas density
and liquid density; ug and ul are the velocity of the gas phase and liquid phase; mlg is the
mass transfer rate of the liquid phase into the gas phase.

The gas–liquid two-phase flow satisfies the conservation of momentum:

∂

∂t
(

βgρgug
)
+∇ · (βgρgugug) = −βg∇p +∇ · τg + βgρgg + Fm (8)

∂

∂t
(βlρlul) +∇ · (βlρlulul) = −βl∇p +∇ · τl + βlρl g− Fm (9)

where p is the electrolyte pressure; τg and τl are gas and liquid viscous stress tensors; Fm is
the interphase force.

Assuming that hydrogen is produced only on the surface of the tool cathode in the
ECM and that the pressure and temperature distributions of the gas and liquid phases are
the same, Faraday’s law states that:

mH = kH It = kH iSt (10)

where mH is the mass of hydrogen produced; kH is the electrochemical equivalent of the
hydrogen mass; I is the current; i is the current density; S is the area of the tool cathode.

The mass transfer rate mlg for the transformation of liquid phase into gas phase is
the mass flux of hydrogen gas produced on the cathode per unit width of the tool, which
combined with Equation (10) can be obtained after finishing:

Lmlg = ikH (11)

where L is the width of the tool cathode unit.
The density of hydrogen is calculated from the ideal gas equation of state as:

ρg =
p

RT
(12)
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where R is the gas constant; T is the electrolyte temperature.
The electrolyte in the ECM region is in a turbulent state, and considering the effect of

bubbles, the RANS k-ε turbulence model is used in this paper. The electrode surface near
the wall is solved by the wall function as follows:

∂k
∂t

+∇ ·
[

ku−
(

µ +
µT
σk

)
∇k

]
= Pk + Sk − ε (13)

∂ε

∂t
+∇ ·

[
εu−

(
µ +

µT
σε

)
∇ε

]
=

ε

k
(C1Pk + CεSk − C2ε) (14)

Pk =
µT
2

∣∣∣∇u + (∇u)T
∣∣∣
2

(15)

Sk = −βCk|∇p|2 (16)

where k is the turbulent kinetic energy; ε is the turbulent dissipation rate; u is the electrolyte
flow rate; µ is the electrolyte dynamic viscosity; µT is the turbulent viscosity coefficient; C1,
C2, Ck, Cε, σk, and σε are the model constants.

2.2.3. Mathematical Model of the Temperature Field

During ECM, fluid heat transfer occurs in the machining area. The heat generated
in the machining area is carried away by the thermal convection of the electrolyte in
the turbulent state. According to the law of energy conservation, the expression of the
convective heat transfer equation in the machining area is:

ρCp
∂T
∂t

+ ρCpu · ∇T = ∇(λ∇T) + Q (17)

Q = i∇ϕ (18)

where ρ is the density of the electrolyte; Cp is the specific heat capacity of the electrolyte; λ
is the thermal conductivity of the electrolyte; Q is the heat generated in the ECM.

2.2.4. Multiphysics Field Coupling Model

The conductivity of the electrolyte in the actual ECM as affected by temperature and
bubble rate can be expressed as:

σ = σ0(1− β)m[1 + γ(T − T0)] (19)

where σ0 is the initial conductivity of the electrolyte; β is the bubble rate; m is the bubble
rate influence index; γ is the temperature correlation coefficient; T0 is the initial temperature
of the electrolyte.

Substituting Equation (19) into Equation (3), the coupling equations for the electric
field, flow field, temperature field, and ECM speed are obtained:

vn = −ηωσ0(1− β)m[1 + γ(T − T0)]∇ϕ (20)

2.3. 2D COMSOL Multiphysics Field Coupling Simulation Model

As shown in Figure 2, the electric field, flow field, temperature field, and deformation
geometry modules on the software were selected for multiphysics field coupling simula-
tion. The coupling method is that the electric and temperature field modules were coupled
through an electromagnetic heat source module, and the flow and temperature field mod-
ules were coupled through a non-isothermal flow module. The actual ECM of the outer
ring of the miniature bearing can be reproduced to the maximum extent.
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Figure 2. Simulation model and simulation module.

2.3.1. Boundary Condition Setting

The boundary conditions of the electric field module were set as follows: the boundary
Γ8 was connected to the voltage U; the boundary Γ1 was grounded, and the boundaries
Γ2, Γ3, Γ4, Γ5, Γ6, and Γ7 were electrically insulated. The boundary conditions of the flow
field module were set as follows: boundary Γ1 gas mass flux, electrolyte wall function;
boundary Γ6 electrolyte normal inflow velocity u0, no gas flux; boundary Γ7 electrolyte and
gas outlet; and boundaries Γ2, Γ3, Γ4, Γ5, and Γ8 no gas flux, electrolyte wall function. The
temperature module boundary conditions were set as follows: boundaries Γ1, Γ2, Γ3, Γ4,
Γ5, and Γ8 thermal insulation; boundary Γ6 electrolyte initial temperature T0; boundary Γ7
electrolyte outflow. The boundary conditions of the deformation geometry module were
set as follows: boundary Γ8 normal mesh moving speed, i.e., electrochemical processing
speed vn.

2.3.2. Material Parameter Setting of the Simulation Model

The workpiece anode material of the simulation model was GH4169 high-temperature-
resistant nickel-based alloy; the tool cathode material was titanium alloy electrode (insulating
film covered with PTFE), and the electrolyte was NaNO3 solution of a given concentration.
The material parameters of the specific simulation model are shown in Table 1.

Table 1. Material parameter settings of the simulation model.

Simulation Parameters Numerical Value

Specific heat capacity of electrolyte (J/kg/K) 4200
1200Electrolyte density (kg/m3)

Thermal conductivity of electrolyte (W/m/K) 0.64
Electrolyte power viscosity (Pa·s) 1.01 × 10−3

The initial temperature of electrolyte (K) 293.15
Temperature correlation coefficient 0.025

Gas density (kg/m3) 8.99 × 10−2

Air bubble diameter (m) 1 × 10−5

Bubble rate impact index 1.5
GH4169 volumetric electrochemical equivalent (cm3/A/min) 0.00178

3. Simulation Analysis of ECM of the Miniature Bearing Outer Ring

The simulation conditions were as follows: machining voltage was 18 V; the electrolyte
was NaNO3 solution with 12% concentration, and the electrolyte inlet flow rate was 9 m/s.
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3.1. Electrolyte Temperature Distribution in the Machining Area

As shown in Figure 3, the maximum electrolyte temperature in the machining area
is 293.6 K, which is 0.45 K higher than the initial electrolyte temperature of 293.15 K. The
maximum temperature of the electrolyte in the machining area from the initial stage of
machining to the machining time of 20 s increased by 0.1 K, and the area of the thermally
affected area was about 45% of the machining area. This is because more Joule heat is
generated at this stage by higher current density, and the machining gap is small, resulting
in poor electrolyte circulation and the accumulation of Joule heat in the direction of the
electrolyte flow, causing the electrolyte temperature to increase and the area of the heat-
affected area to expand. From the machining time of 20 s to the machining time of 60 s, the
maximum temperature of the electrolyte in the machining area is reduced by 0.2 K, and
the area of the heat-affected area is about 35% of the machining area. This is because the
current density at this stage is low; the Joule heat generated is low, and the machining gap
is large. The electrolyte flow is smooth, so that the electrolysis temperature is lower, and
the area affected by heat is reduced.
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3.2. Distribution of Electrolyte Bubble Rate in the Machining Area

As shown in Figure 4, the bubble rate of electrolytes in the machining area gradually
increases as the ECM proceeds. The highest bubble rate of electrolytes in the machining
area reaches 18.5% at 60 s of machining time. The highest bubble rate of electrolytes in
the machining area from the initial machining stage to 20 s of machining time reached
17.3%, and the electrolyte bubbles were distributed around the boundary Γ1 with a minimal
area. This is because the high flow rate of the electrolyte at this stage can carry away the
hydrogen produced at the boundary Γ1 in time. The highest bubble rate of electrolytes in
the machining area increased by 1.2% from 20 s of machining time to 60 s of machining
time, and the area of electrolyte bubble distribution was about 55% of the machining area. It
is because the low flow rate of electrolyte at this stage is not able to take away the hydrogen
produced by the boundary Γ1 in time, so the hydrogen accumulates along the electrolyte
flow direction, causing the electrolyte bubble distribution area to expand.
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3.3. Electrolyte Flow Rate Distribution in the Machining Area

As shown in Figure 5, the electrolyte flow rate in the machining area at the initial
stage is high, up to 106 m/s. As the ECM progresses, the electrolyte flow rate gradually
decreases, and the highest electrolyte flow rate in the machining area is 55.2 m/s when the
machining time is 60 s. The electrolyte flow rate decreases as the machining gap increases,
while the electrolyte flow rate remains constant.
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3.4. Electrolyte Current Density Distribution and Workpiece Anode Profile Changes in the
Machining Area

As shown in Figure 6a, the distance between the tool cathode and the workpiece anode
gradually becomes larger. The electrolyte current density in the machining gap gradually
decreases as the workpiece anode is dissolved during ECM. As shown in Figure 6b, the
machining depth and height of the workpiece anode increase progressively as the ECM
progresses, while the machining volume simultaneously tends to decrease. The main
reason is that as the current density decreases during ECM, the speed of ECM becomes
slower, and the machining volume declines simultaneously.
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4. Process study of ECM of the Miniature Bearing Outer Ring
4.1. Process Evaluation Index for ECM of the Miniature Bearing Outer Ring

As shown in Figure 7, it is assumed that the equation of the standard curve of the outer
ring section of the miniature bearing is: x2 + (y − 1.2)2 = 4, among them: 0 ≤ x ≤ 0.8. The
cross-sectional curve of the ECM miniature bearing outer ring does not precisely coincide
with the standard curve, and there is a specific error, so the average error of the process
evaluation index of the ECM miniature bearing outer ring is constructed:

δ =
1
n

n

∑
1
|xb − xa| (21)

where δ is the average error; xa is the horizontal coordinate of the standard curve; xb is the
horizontal coordinate of the machining curve; n is the number of points taken uniformly
along the vertical coordinate.
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4.2. ECM Miniature Bearing Outer Ring Center Composite Design Solution
4.2.1. Design Solutions and Simulation Results

In this design scheme, three process parameters, namely, machining voltage, electrolyte
concentration, and electrolyte inlet flow rate were selected as input quantities. One process
evaluation index, namely, average error was chosen as the output quantity. The process
parameters were coded with −1, 0 with 1 representing the different level values of each
process parameter, where “0” represents the center point of the level value; “−1” represents
the low-level value; “1” represents the high-level value. The actual and coded values of
the central composite design scheme are shown in Table 2. The center composite design
scheme and simulation results are shown in Table 3.

Table 2. Actual and coded values of the central composite design scheme.

Factors Process Parameters
Codes

−1 0 1

A Machining voltage U/V 12 18 24
B Electrolyte concentration C/% 8 12 16
C Electrolyte inlet flow rate V/m/s 6 9 12

4.2.2. Establishing the Regression Equation

According to the results given in Table 3, the regression equation between the mean
error of the process evaluation index of ECM miniature bearing outer ring and the process
parameters was established through multiple quadratic orthogonal regression analysis:

y = α0 +
3

∑
i=1

αi Ai +
3

∑
i=1

αii A2
i + ∑ ∑

i<j
αij Ai Aj + γ (22)

where y is the output of the model; α0 is a constant; αi is the primary term regression coeffi-
cient; αii is the quadratic term regression coefficient; αij is the interaction term regression
coefficient; γ is the error estimate; Ai is the coded value of the process parameters.

4.2.3. Analysis of Variance and Significance of Each Factor

The regression analysis of the mean error of the outer ring of the ECM miniature
bearing yielded the variance and significance analysis as shown in Table 4.
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Table 3. Center composite design scheme and simulation results.

No. Factor A Machining
Voltage U/V

Factor B Electrolyte
Concentration C/%

Factor C Electrolyte
Inlet Flow Rate V/m/s Average Error δ/mm

1 12 8 6 0.01647
2 24 8 6 0.01565
3 12 16 6 0.01636
4 24 16 6 0.03747
5 12 8 12 0.0165
6 24 8 12 0.01567
7 12 16 12 0.01635
8 24 16 12 0.03715
9 12 12 9 0.01573
10 24 12 9 0.02558
11 18 8 9 0.01602
12 18 16 9 0.02791
13 18 12 6 0.01734
14 18 12 12 0.01767
15 18 12 9 0.01756
16 18 12 9 0.01835
17 18 12 9 0.01853
18 18 12 9 0.01784
19 18 12 9 0.01712
20 18 12 9 0.01735

Table 4. Variance and significance of the mean error.

Source Items Square and Degree of Freedom Average Value F-Value p-Value Significance

Model 0.0009 9 0.0001 149.77 <0.0001 Highly significant

A 0.0003 1 0.0003 396.82 <0.0001 Highly significant

B 0.0003 1 0.0003 476.83 <0.0001 Highly significant

C 2.500 × 10−10 1 2.500 × 10−10 0.0004 0.9845 Not significant

AB 0.0002 1 0.0002 374.83 <0.0001 Highly significant

AC 1.280 × 10−8 1 1.280 × 10−8 0.0202 0.8897 Not significant

BC 1.805 × 10−8 1 1.805 × 10−8 0.0285 0.8692 Not significant

A2 8.326 × 10−6 1 8.326 × 10−6 13.16 0.0046 Significant

B2 0 1 0 40.43 <0.0001 Highly significant

C2 5.467 × 10−6 1 5.467 × 10−6 8.64 0.0148 Significant

Residuals 6.328 × 10−6 10 6.328 × 10−7 —— —— ——

Miss drafting 4.769 × 10−6 5 9.537 × 10−7 3.06 0.1226 Not significant

Pure error 1.559 × 10−6 5 3.118 × 10−7 —— —— ——

Total 0.0009 19 —— —— —— ——

R2 = 0.9926 Adjusted R2 = 0.9860 Predicted R2 = 0.9718 Adeq Precision = 40.3255

Where at p < 0.001, the factor is highly significant; at p < 0.05, the factor is significant; at p ≥ 0.05, the factor is
not significant.

As shown in Table 4, the F-value of the model is 149.77 with a p-value less than 0.0001;
the miss drafting F-value is 3.06, and the miss drafting p-value is 0.1226, indicating that
the model is highly significant. The miss drafting term is not significant, showing that
the model is meaningful and plausible. Simultaneously, R2 = 0.9926, Adjusted R2 = 0.9860,
and Predicted R2 = 0.9718. The three values are similar and less different from 1, indi-
cating that the model fits relatively well throughout the regression region. Adequate
precision = 40.3255 and much greater than 4 indicates the model is more realistic and reli-
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able. The established regression model has a good response. However, factors C, AC, and
BC are not significant, so by excluding these insignificant factors, the regression model can
be optimized.

4.2.4. Optimization of Regression Models

As shown in Table 4, the impact of factors C, AC, and BC on the mean error was
not significant, so the regression model was optimized using a stepwise elimination of
insignificant factors to rerun the regression analysis. The variance and significance analysis
of the mean error of the regression model after optimization are shown in Table 5.

Table 5. Variance and significance of the mean error of the optimized regression model.

Source Items Square and Degree of Freedom Average Value F-Value p-Value Significance

Model 0.0009 6 0.0001 290.62 <0.0001 Highly significant

A 0.0003 1 0.0003 513.35 <0.0001 Highly significant

B 0.0003 1 0.0003 616.85 <0.0001 Highly significant

AB 0.0002 1 0.0002 484.90 <0.0001 Highly significant

A2 8.326 × 10−6 1 8.326 × 10−6 17.02 0.0012 Significant

B2 0 1 0 52.30 <0.0001 Highly significant

C2 5.467 × 10−6 1 5.467 × 10−6 11.18 0.0053 Significant

Residuals 6.359 × 10−6 13 4.891 × 10−7 —— —— ——

Miss drafting 4.800 × 10−6 8 6.000 × 10−7 1.92 0.2441 Not significant

Pure error 1.559 × 10−6 5 3.118 × 10−7 —— —— ——

Total 0.0009 19 —— —— —— ——

R2 = 0.9926 Adjusted R2 = 0.9892 Predicted R2 = 0.9813 Adeq Precision = 54.6205

Where at p < 0.001, the factor is highly significant; at p < 0.05, the factor is significant; at Podel was optimized
using a stepwise.

As shown in Table 5, the F-value of the model is 290.62 with a p-value less than 0.0001;
the miss drafting F-value is 1.92, and the miss drafting p-value is 0.2441, indicating that
the model is highly significant. The miss drafting term is not significant, showing that
the model is meaningful and plausible. Simultaneously, R2 = 0.9926, Adjusted R2 = 0.9892,
and Predicted R2 = 0.9813. The three values are similar and less different from 1, indi-
cating that the model fits relatively well throughout the regression region. Adequate
precision = 54.6205 and much greater than 4 indicates that the model is more realistic and
reliable. The response of the established regression model is good. All the factors are
significant at this time.

4.2.5. The Regression Equation of the Mean Error with the Normal Probability Distribution
of the Residuals

According to the variance and significance analysis of the mean error of the optimized
regression model, the calculation of each coefficient of the mean error regression equation
was carried out, and the regression equation of the optimized mean error was obtained as:

δ = 0.0182 + 0.0050U + 0.0055C + 0.0054U · C+
0.0017U2 + 0.0030C2 − 0.0014V2 (23)

As shown in Figure 8, the residuals of each factor are distributed around a straight
line. The residuals of each factor conform to a normal distribution, so the prediction of the
mean error using Equation (23) is reliable.
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4.2.6. Response Surface Analysis

Since the effect of electrolyte inlet flow rate on the average error of the ECM of the
miniature bearing outer ring is not significant, the inlet flow rate of electrolyte is taken as
9 m/s in the response surface analysis, and the effect of machining voltage and electrolyte
concentration on the average error is shown in Figure 9.
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As shown in Figure 9, the average error increases with the rise of processing voltage
and electrolyte concentration. This is because both the increase of processing voltage and
electrolyte concentration will increase the dissolution rate of the metal material on the
anode surface of the workpiece, and when the processing depth is 0.8 mm, the radius of
curvature of the cross-sectional curve of the outer ring of the miniature bearing produced
by electrolysis increases, resulting in a rise in the average error between the standard curve
and the standard curve.

4.2.7. Prediction of the Best Combination of Process Parameters for the Average Error

The optimal combination of process parameters for the average error of the ECM
miniature bearing outer ring was obtained using Design-Expert 12 software analysis as
shown in Figure 10.
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As shown in Figure 10, the average error of ECM of the miniature bearing outer
ring can reach the minimum value of 0.014 mm under a machining voltage of 16.20 V, an
electrolyte concentration of 9.29%, and an electrolyte inlet flow rate of 11.84 m/s.

5. Conclusions

In this paper, a multiphysics field coupled simulation model of electric, flow, and
temperature fields during ECM of the miniature bearing outer ring is established based on
the gas–liquid two-phase turbulent flow model. The process of ECM of miniature bearing
outer rings is investigated using a central composite design. Then some conclusions were
drawn from this study, which are summarized as follows:

1. In the ECM progresses, the depth and height of the workpiece anode gradually
increase, while the machining volume simultaneously tends to decrease. The main
reason is that the current density decreases as the electrolysis process progresses,
resulting in a slower machining speed and a lower machining volume in the same
amount of time.

2. The impact of machining voltage and electrolyte concentration on the average error
was highly significant, while the impact of the electrolyte inlet flow rate on the average
error was not significant.

3. When the electrolyte concentration is 12%, the electrolyte inlet flow rate is 9 m/s,
and the machining voltage is increased from 12 V to 24 V, and the average error
of the ECM of the miniature bearing outer ring is increased by 62.62%. When the
machining voltage is 18 V, the electrolyte inlet flow rate is 9 m/s, and the electrolyte
concentration is increased from 8% to 16%, and the average error of the ECM of the
miniature bearing outer ring is increased by 74.22%. When the machining voltage is
18 V, the electrolyte concentration is 12%, and the electrolyte inlet flow rate is increased
from 6 m/s to 12 m/s, and the average error of ECM of the miniature bearing outer
ring is increased by 1.91%.

4. The average error of the ECM of the miniature bearing outer ring can reach the
minimum value of 0.014 mm under a machining voltage of 16.20 V, an electrolyte
concentration of 9.29%, and an electrolyte inlet flow rate of 11.84 m/s.
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Abstract: Avoiding chatter in milling processes is critical for obtaining machined parts with high
surface quality. In this paper, we propose two methods for predicting the milling stability based
on the composite Cotes and Simpson’s 3/8 formulas. First, a time-delay differential equation is
established, wherein the regenerative effects are considered. Subsequently, it is discretized into a
series of integral equations. Based on these integral equations, a transition matrix is determined using
the composite Cotes formula. Finally, the system stability is analyzed according to the Floquet theory
to obtain the milling stability lobe diagrams. The simulation results demonstrate that for the single
degree of freedom (single-DOF) model, the convergence speed of the composite Cotes-based method
is higher than that of the semi-discrete method and the Simpson’s equation method. In addition, the
composite Cotes-based method demonstrates high computational efficiency. Moreover, to further
improve the convergence speed, a second method based on the Simpson’s 3/8 formula is proposed.
The simulation results show that the Simpson’s 3/8-based method has the fastest convergence speed
when the radial immersion ratio is large; for the two degrees of freedom (two-DOF) model, it performs
better in terms of calculation accuracy and efficiency.

Keywords: milling stability; composite Cotes-based method; Simpson’s 3/8-based method;
Floquet theory

1. Introduction

The three main types of vibration that occur during high-speed milling are free vibra-
tion, excited vibration, and self-excited vibration, and the regenerative chatter in self-excited
vibration is the main cause of instability in the machining process [1]. Because this chatter
typically leads to poor surface quality of the machined parts, aggravated tool wear, and
even reduced service life of machine tools, it must be avoided to solve or overcome these
problems [2]. In the analysis of chatter, dynamic milling processes that consider the delay
effect are generally described using delay differential equations with respect to the time-
periodic coefficients [3,4]. The chatter stability based on these differential equations is an
important index for achieving high-performance machining [5].

In recent decades, experimental, analytical, and numerical methods have been studied
to obtain stability lobe diagrams, which can be used to determine exact values avoiding
chatter. Wu et al. [6] utilized the Lyapunov index to measure whether chatter occurred;
however, they could only predict the system stability under specific parameters. Davies
et al. [7] used the time-domain calculation method to predict unstable regions in the stability
lobe diagrams, which was only applicable to small radial depths of cut. Altintas and Budak
et al. [8] first presented a zero-order approximation method to quickly obtain the stability
lobe diagrams, where the real and imaginary parts of the feature are used to determine the
cutting parameters. It is worth mentioning that this method was only applicable to high
radial depths of cut. Bayly et al. [9] employed the time-finite element method to calculate
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tool motion and utilized the weighted residual method to determine the Floquet transition
matrix. Based on the delay differential equations, Insperger et al. [10] proposed the semi-
discretization method (SDM) and the first-order semi-discretization method (1stSDM),
which are widely used as the basis for evaluating other stability analysis methods in the
time domain. The SDM and 1stSDM only discretized delay states and periodic coefficients.
Based on direct integration, Ding et al. [11] presented a full-discretization method (FDM)
to predict milling stability. Unlike the SDM and 1stSDM, the FDM carried out the linear
interpolation on the state terms to improve computational efficiency. Further, Insperger [12]
compared the FDM with the SDM and 1stSDM in terms of the convergence speed and
computational efficiency. It was found that the convergence speed of the 1stSDM was
faster than those of the SDM and FDM, while the computational efficiency of the FDM
was higher than those of the SDM and 1stSDM. After the comparisons, some FDM-based
methods were used to predict the milling stability. In addition to the above methods, the
numerical integration methods are widely utilized to obtain the stability lobe diagrams.
Ding et al. [13] approximated the integral terms with the Newton–Cotes and Gauss integral
formulas to predict the milling stability. Lu et al. [14] approximated the solution of the delay
differential equation with the direct integration technique. Qin et al. [15] approximated the
state terms of the delay differential equation with the Chebyshev wavelets of the second
kind. Moreover, Liu et al. [16] combined the numerical solution of the delay differential
equation with the Simpson formula to predict milling stability (SEM), which was only
suitable for large radial immersion. However, the aforementioned numerical methods
cannot simultaneously guarantee fast convergence speed and high computational efficiency.

To this end, we present two numerical analysis methods, namely the composite Cotes-
based method (CCM) and Simpson’s 3/8-based method (S38M), in this paper to improve
the convergence speed and computational efficiency at the same time. The remainder of
this paper is organized as follows. Section 2 presents the mathematical model of system
motion with two degrees of freedom (DOF) and the state-space. The composite Cortes-
based method and its simulation and analysis for the single-DOF model are presented in
Section 3. Subsequently, the Simpson’s 3/8-based method and its simulation and analysis
for the single-DOF and two-DOF models are presented in Section 4. Finally, the conclusions
are stated in Section 5.

2. Mathematical Model

Taking down-milling as an example, the dynamic system of end-milling with two
degrees of freedom is shown in Figure 1, where the workpiece is assumed to be rigid,
and the milling cutter is assumed to be evenly distributed. Note that the helix angle
of the milling cutter is not taken into account. Considering the regenerative effect, the
mathematical model of system motion can be expressed as a second-order differential
equation [17] as follows:

M
..
q(t) + C

.
q(t) + Kq(t) = −apKc(t)[q(t)− q(t− T)] (1)

where q(t),
.
q(t), and

..
q(t) represent the displacement vector, the first derivative of q(t)

w.r.t t, and the second derivative of q(t) w.r.t t, respectively. M, C, K, and ap represent the
mass matrix, damping matrix, stiffness matrix, and depth of cut, respectively. T = 60/(Nv)
represents the delay period of the delay differential equations, where N represents the
cutter tooth number, and v represents the spindle speed. The radial cutting force coefficient
matrix Kc(t) can be expressed as follows:

Kc(t) =
[

hxx(t) hxy(t)
hyx(t) hyy(t)

]
(2)

where

hxx(t) =
N

∑
j=1

g
(
φj(t)

)
sin
(
φj(t)

)[
Kt cos

(
φj(t)

)
+ Kn sin

(
φj(t)

)]
(3)
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hxy(t) =
N

∑
j=1

g
(
φj(t)

)
cos
(
φj(t)

)[
Kt cos

(
φj(t)

)
+ Kn sin

(
φj(t)

)]
(4)

hyx(t) =
N

∑
j=1

g
(
φj(t)

)
sin
(
φj(t)

)[
−Kt sin

(
φj(t)

)
+ Kn cos

(
φj(t)

)]
(5)

and

hyy(t) =
N

∑
j=1

g
(
φj(t)

)
cos
(
φj(t)

)[
−Kt sin

(
φj(t)

)
+ Kn cos

(
φj(t)

)]
(6)

where Kt and Kn represent the tangential and normal cutting force coefficients, respectively.
φj(t) represents the angular position of tooth j, as shown in Figure 1, and is defined
as follows:

φj(t) =
2πv
60

t +
2π(j− 1)

N
(7)
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g
(
φj(t)

)
is a piecewise function used to judge whether the tooth j is cutting or not and

is defined as follows:

g
(
φj(t)

)
=

{
1 φst < φj(t) < φex
0 otherwise

(8)

where φst and φex represent the start and exit cutting angles of the tooth j, respectively. In
the up-milling process, φst = 0 and φex = arccos(1− 2a/D); in the down-milling process,
φst = arccos(2a/D− 1) and φex = π, where a/D represents the radial immersion ratio.

3. Composite Cotes-Based Method
3.1. State-Space Expression

x(t) can be defined as x(t) =
[

q(t)
M

.
q(t) + Cq(t)/2

]
. Then, the state expression of (1)

can be expressed as follows:

.
x(t) = Ax(t) + apB(t)[x(t)− x(t− T)] (9)

where

A =

[ −M−1C/2 M−1

CM−1C/4−K −CM−1/2

]
(10)

B(t) =
[

0 0
Kc(t) 0

]
(11)
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If apB(t)[x(t)− x(t− T)] is regarded as the inhomogeneous term of
.
x(t) = Ax(t),

then the following equation can be derived:

x(t) = eA(t−t0)x(t0) + ap

∫ t

t0

{
eA(t−ξ)B(ξ)[x(ξ)− x(ξ − T)]

}
dξ (12)

where t0 represents the start time. It is worth noting that x(ξ) is unknown such that (12) is a
Volterra integral equation of the second kind.

3.2. Numerical Algorithm

To solve (9) using the composite Cotes formula, the integral equation f (x) is assumed
to be continuous in the interval [c, d]. Then, [c, d] is divided into m isometric intervals;
that is, the span of each interval h is equal to (d − c)/m. Based on the isometric nodes
uk = c + (k − 1)/h, where k = 1, 2, . . . , m + 1, we obtain the following:

Im = (d− c)
m

∑
k=0

C(m)
k f (uk) (13)

where C(m)
k represents the Cotes coefficients [18], expressed as follows:

C(m)
k =

(−1)m−k

nk!(n− k)

∫ m

0

m

∏
j=0,j 6=k

(t− j)dt, k = 0, 1, . . . , m (14)

It is worth noting that C(m)
k only depends on m. When m = 4, (14) can be expressed

as follows:
C =

1
90

[7 f (u0) + 32 f (u1) + 12 f (u2) + 32 f (u3) + 7 f (u4)] (15)

where T consists of the durations of the free and excited vibrations [15]. The durations of
the free vibration and excited vibration can be defined as tf and tc, respectively. For the free
vibration, B(ξ) = 0, and (12) can be expressed as follows:

x(t) = eA(t−t0)x(t0) (16)

Therefore, the state equation can be solved when t = t0 + tf, and it can be expressed
as follows:

x
(

t0 + t f

)
= eAt f x(t0) (17)

For the excited vibration, its time lies in [t0 + tf, t0 + T]. The interval is divided into
n isometric intervals, and the span of each interval l is equal to (T − tf)/n. The discrete
time can be expressed as ti = t0 + tf + (i − 1)h, where i = 1, 2, . . . , n + 1. According to the
numerical integral solution of the Volterra integral equation of the second kind [19], we
obtain the following:

x(ti+1) = eA(ti+1−ti)x(ti) + ap

∫ ti+1

ti

{
eA(ti+1−ξ)B(ξ)[x(ξ)− x(ξ − t)]

}
dξ (18)

If [ti, ti + 1] is divided into four isometric intervals, then ti, ti+1/4, ti+1/2, ti+3/4, and ti+1
can be derived. Combining (13) and (15), the integral equation can be expressed as follows:

∫ ti+1

ti

f (ξ)dξ =
ti+1 − ti

90
[7 f (ti) + 32 f (ti+1/4) + 12 f (ti+1/2) + 32 f (ti+3/4) + 7 f (ti+1)] (19)
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Upon substituting (19) into (18), we can see that x(ti+1/4), x(ti+1/2), and x(ti+3/4) cannot
be solved directly. The barycentric Lagrange interpolation method [20] is introduced here
to approximate x(ti+1/4), x(ti+1/2), and x(ti+3/4) and obtain the following:

x(ti+1/4) '
21x(ti) + 14x(ti+1)− 3x(ti+2)

32
(20)

x(ti+1/2) '
3x(ti) + 6x(ti+1)− x(ti+2)

8
(21)

x(ti+3/4) '
5x(ti) + 30x(ti+1)− 3x(ti+2)

32
(22)

Substituting (19)–(22) into (18), x(ti) can be expressed as follows:

x(ti+1) = eAhx(ti) +
aph
6

{
5
2 eAhB(ti)(x(ti)− x(ti − T)) + 4B(ti+1)(x(ti+1)− x(ti+1 − T))

− 1
2 e−AhB(ti+2)(x(ti+2)− x(ti+2 − T))

} (23)

It is worth noting that B(tn+2) cannot be calculated directly using (9) when i = n.
A Newton Cotes formula [13] is introduced here to calculate x(tn+1) and is expressed
as follows:

x(tn+1) = eAhx(tn) +
aph
2

[
eAhB(tn)(x(tn)− x(tn − T)) + B(tn+1)(x(tn+1)− x(tn+1 − T))

]
(24)

Combining (17), (23), and (24), the transition matrix can be constructed as follows:

C1 =




0 0 0 · · · 0 0 0
−eAh 0 0 · · · 0 0 0

0 −eAh 0 · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · 0 0 0
0 0 0 · · · −eAh 0 0
0 0 0 · · · 0 −eAh 0



(2n+2)×(2n+2)

(25)

D1 =




0 0 0 · · · 0 0 0
− 75

2 eAhB1 −60B2
15
2 e−AhB3 · · · 0 0 0

0 − 75
2 eAhB2 −60B3 · · · 0 0 0

...
...

...
. . .

...
...

...
0 0 0 · · · −60Bi−1

15
2 e−AhBi 0

0 0 0 · · · − 75
2 eAhBi−1 −60Bi

15
2 e−AhBi+1

0 0 0 · · · 0 45eAhBi 45Bi+1



(2n+2)×(2n+2)

(26)

E1 =




0 0 · · · 0 eAt f

0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0




(2n+2)×(2n+2)

(27)

where Bi represents B(ti), i = 1, 2, . . . , n + 1.
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According to (25)–(27), the dynamic mapping of the discrete system can be determined
as follows:

(
I1 + C1 +

aph
90

D1

)



x(t1)
x(t2)

...
x(tn+1)


 =

(
aph
90

D1 + E1

)



x(t1 − T)
x(t2 − T)

...
x(tn+1 − T)


 (28)

where I1 is a (2n + 1) × (2n + 1) identity matrix.
Therefore, the transition matrix of the dynamic system in a tool pass cycle is obtained

as follows:

Φ1 =

(
I1 + C1 +

aph
90

D1

)−1( aph
90

D1 + E1

)
(29)

It is worth noting that the chatter stability must be determined using the Floquet
theory. If the modulus of any eigenvalue in Φ1 exceeds 1, the system is unstable; if the
moduli of all eigenvalues in Φ1 are less than 1, the system is stable [21,22]. Therefore, the
boundary curve between the unstable and stable regions in the lobe diagram can be used
as the criterion for judging whether chatter occurs.

3.3. Simulation and Analysis

In this section, SDM [10] and SEM [16] are compared. For objective comparison, the
CCM, SDM, and SEM share the same parameters and machining conditions. A benchmark
example of the single-DOF milling model is utilized to validate and analyze the CCM. The
single-DOF milling mathematical model is expressed as follows [23]:

..
x(t) + 2ζωn

.
x(t) + ω2

nx(t) = − aph(t)
mt

(x(t)− x(t− T)) (30)

where ζ denotes the relative damping, ωn denotes the angular natural frequency, and h(t)
denotes the specific cutting force coefficient.

The state-space for single-DOF milling mathematical model is expressed as follows:

.
x(t) = Ax(t) + apB(t)[x(t)− x(t− T)] (31)

where

A =

[ −ζωn
1

mt
mtω

2
n
(
ζ2 − 1

)
−ζωn

]
(32)

B(t) =
[

0 0
−h(t) 0

]
(33)

where h(t) is equal to hxx(t), defined in (3).
The parameters in (32) and (33) are defined as follows: fn = 922 Hz, ξ = 0.011,

mt = 0.3993 kg, Kt = 6 × 108 N/m2 and Kt = 2 × 108 N/m2. The adopted machining
condition is down-milling. The radial immersion ratio a/D is set as 1 to avoid intermittent
milling. The spindle speed is set as 5000 rpm (v = 5000 rpm). The depths of cut are set as
0.001 m, 0.0005 mm, and 0.0002 mm, respectively. All programs in this study are executed
in MATLAB R2019a and run on a personal computer (AMD Ryzen 5 5600H; CPU 4.0 GHz,
16 GB). The maximum modulus of the eigenvalues of Φ is labelled as |λ|, and the maximum
modulus of the eigenvalues of Φ with SDM is labelled as |λ0|. In this study, |λ0| is treated
as the exact value.

The convergence rate comparisons of the CCM, SDM, and SEM are shown in Figure 2.
It is seen from the figure that when n is small, the convergence rate of the CCM is signifi-
cantly higher than those of the SDM and SEM regardless of the depth of cut. As n increases,
the convergence rates of the three methods approach gradually, and the convergence rates
of the CCM and SEM are higher than that of SDM. The figure (a) is enlarged to observe the
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differences better. It is worth noting that the convergence rate of the CCM is significantly
higher than those of the SDM and SEM when the discrete number changes from 75 to 100.
The results demonstrate that the convergence rate of the CCM outweighs those of the SDM
and SEM.
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and n∈ [30, 100]; (b) ap = 0.0002 m and n∈ [75, 100]; (c) ap = 0.0005 m and n∈ [30, 100]; (d) ap = 0.001 m
and n ∈ [30, 100].

The stability lobe diagrams can be used to compare the calculation accuracy among the
CCM, SDM, and SEM. As a reference, the discrete number is set as 500. The other parame-
ters are set as follows: the discrete numbers are set as 25, 40, and 55; the radial immersion
ratios are set as 0.05, 0.5, and 1; the spindle speed varies from 0.5 × 104 to 2.5 × 104 rpm,
and 200 equally distributed sampling points are selected within this range; the depth of cut
varies from 0 to 0.01 m, and 100 equally distributed sampling points are selected within
this range.

In the single-DOF system, the stability lobe diagrams obtained with the CCM, SDM,
and SEM when a/D = 1 are given in Table 1. It can be seen that the stability lobe diagrams
of the CCM are closer to the reference ones than the SDM and SEM. Note that the severe
distortions appear in the stability lobe diagrams obtained with the SEM when the discrete
number is 25. Overall, the CCM is more accurate than the SDM and SEM. To further
compare the calculation accuracy, two indicators are introduced, i.e., the arithmetic mean of
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relative error (AMRE) and mean squared error (MSE) [2]. The AMRE and MSE are defined
as follows [2]:

AMRE =
1
n

n

∑
i=1

|ai − ai0|
ai0

MSE =
1
n

n

∑
i=1

(ai − ai0)
2

where ai and ai0 denote the predicted axial depth and reference axial depth, respectively.
n denotes the discrete number. The discrete numbers are set as 25, 30, 35, 40, 45, 50, and
55. The variations of the AMRE and MSE are depicted in Figure 3. Due to the fact that the
severe distortions appear in the stability lobe diagrams obtained with the SEM when the
discrete number is 25, the AMRE and MSE of the SEM cannot be attained. Take n = 40 as
an example. The AMRE obtained with the CCM, SDM, and SEM is 0.041, 0.076, and 0.154,
respectively. The MSE obtained with the CCM, SDM, and SEM is 2.62 × 10−8, 4.24 × 10−8,
and 1.07 × 10−7, respectively. The results show that the CCM is closer to the reference
values than the SDM and SEM.
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Furthermore, the computational efficiency is an important criterion for measuring the
effectiveness of the chatter analysis methods. Figure 4 shows the computational time of the
CCM, SDM, and SEM under different discrete numbers when a/D = 1. We observe that
the computational time can be reduced from 55.63 s to 20.21 s, 62.45 s to 25.79 s, 72.06 s to
30.13 s, and 81.21 s to 35.18 s when the discrete numbers are 40, 45, 50, and 55, respectively.
Furthermore, the stability lobe diagrams, AMRE and MSE, as well as the computational
time when a/D = 0.05 and a/D = 0.5 are given in Tables 2 and 3 and Figures 5 and 6. It
could be noted that the stability lobe diagrams obtained with the CCM are closer to the
reference ones than those obtained with the SDM and SEM, and the CCM has the highest
calculation accuracy. The results also demonstrate that the CCM has significant advantages
in the computational efficiency.
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Table 2. Stability lobe diagrams of the CCM, SDM, and SEM when a/D = 0.05.

n 25 40 55
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Table 3. Cont.
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4. Simpson’s 3/8-Based Method
4.1. State-Space Expression

To match with S38M, a new state-space expression is defined as follows [17]:

.
x(t) = Ax(t) + apB(t)[x(t)− x(t− T)] (34)

where

A =

[
0 I

−M−1K −M−1C

]
(35)

and

B(t) =
[

0 0
−M−1Kc(t) 0

]
(36)

Based on the numerical integration method of the Volterra integral equation of the
second kind [19], the state-space equation can be deduced as follows:

x(t) = eA(t−tst)x(tst) + ap

∫ t

tst

{
eA(t−ξ)B(ξ)[x(ξ)− x(ξ − T)]

}
dξ (37)

where tst represents the start time and defaults to t1.
When t = t3, we obtain the following:

x(t3) = eA(t3−t1)x(t1) + ap

∫ t1

tst

{
eA(t1−ξ)B(ξ)[x(ξ)− x(ξ − T)]

}
dξ (38)

4.2. Numerical Algorithm

The Lagrange polynomial denoted by PL(x) [16,24] can be used to approximate f (x)
as follows:

PL(x) =
L

∑
k=0

f (xk)ηL,k(x) (39)

where
ηL,k(x) = ∏

0 ≤ m ≤ k
m 6= L

x− xm

xL − xm
(40)
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It is worth noting that xi, xi+1, and xi+2 only exist when L = 2, and then, the Simpson’s
3/8 formula (41) can be derived using P2(x).

∫ xi+2

xi

f (x)dx =
h
3
( f (xi) + 4 f (xi+1) + f (xi+2)) (41)

Based on (41), (38) can be rewritten as follows:

x(t3) = e2Ahx(t1) +
aph
3

{
e2AhB(t1)[x(t1)− x(t1 − T)] + 4eAhB(t2)[x(t2)− x(t2 − T)]

+B(t3)[x(t3)− x(t3 − T)]}
(42)

which can be expressed as follows:

x(ti+2) = e2Ahx(ti) +
aph
3

{
e2AhB(ti)[x(ti)− x(ti − T)] + 4eAhB(ti+1)[x(ti+1)− x(ti+1 − T)]

+B(ti+2)[x(ti+2)− x(ti+2 − T)]}
(43)

As B(ti+2) cannot be solved directly when i = n, the classical numerical integration
method is introduced to determine x(tn+1) as follows:

x(tn+1) = eAhx(tn) +
aph
2

{
eAhB(tn)[x(tn)− x(tn − T)] + B(tn+1)[x(tn+1)− x(tn+1 − T)]

}
(44)

Combining (17), (43), and (44), the transition matrix can be constructed as follows:

C2 =




0 0 0 · · · 0 0 0
−e2Ah 0 0 · · · 0 0 0

0 −e2Ah 0 · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · 0 0 0
0 0 0 · · · −e2Ah 0 0
0 0 0 · · · 0 −eAh 0



(2n+2)×(2n+2)

(45)

D2 =




0 0 0 · · · 0 0 0
−e2AhB1 −4eAhB2 −B3 · · · 0 0 0

0 −e2AhB2 −4eAhB3 · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · −4eAhBi−1 −Bi 0
0 0 0 · · · −e2AhBi−1 −4eAhBi −Bi+1
0 0 0 · · · 0 3

2 eAhBi
3
2 Bi+1



(2n+2)×(2n+2)

(46)

E2 =




0 0 · · · 0 eAt f

0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 0 0




(2n+2)×(2n+2)

(47)
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I2 =




1 0 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 · · · 1 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 · · · 0 0 1 0
0 0 0 0 · · · 0 0 0 1
0 0 0 0 · · · 0 0 1 0
0 0 0 0 · · · 0 0 0 1



(2n+2)×(2n+2)

(48)

According to (45)–(48), the dynamic mapping of the discrete system can be determined
as follows:

(
I2 + C2 +

aph
3

D2

)



x(t1)
x(t2)

...
x(tn+1)


 =

(
aph
3

D2 + E2

)



x(t1 − T)
x(t2 − T)

...
x(tn+1 − T)


 (49)

Therefore, the transition matrix of the dynamic system in a tool pass cycle is obtained
as follows:

Φ2 =

(
I2 + C2 +

aph
3

D2

)−1( aph
3

D2 + E2

)
(50)

4.3. Simulation and Analysis
4.3.1. Single-DOF Milling Model

A benchmark example of the single-DOF milling model is utilized to validate and
analyze S38M. Its state-space expression is introduced as (31), where

A =

[
0 1
−ω2

n −2ζωn

]
(51)

B(t) =

[
0 0
− h(t)

mt
0

]
(52)

To analyze the convergence rate of S38M, the radial immersion ratio a/D is set as
1 to avoid intermittent milling. The depths of cut are set as 0.0003 m, 0.0008 m, and
0.0015 m. Figure 7 shows the convergence rate comparisons of the S38M, CCM, SDM, and
SEM when the spindle speed is 8000 rpm. It is worth noting that the S38M exhibits the
highest convergence rate compared with other chatter analysis methods. According to
the enlarged figures on the right, the S38M has a good convergence rate even when the
discrete number is large. Additionally, the results show that the convergence rate of the
SEM fluctuates evidently, and the SEM is not as stable as the other methods. To further
analyze the convergence rate of the S38M, the spindle speed is raised to 10,000 rpm, and
the other parameters remain unchanged. Figure 8 shows the resultant convergence rates. It
can be seen that these results are consistent with the previous results.

The low-immersion condition can be utilized to verify the stability of the convergence
rate [25]. The radial immersion ratio is set as 0.05; that is, a/D = 0.05. The depths of
cut are set as 0.0001 m, 0.0002 m, and 0.0003 m. The spindle speed was set to 5000 rpm.
Figure 9 shows the convergence rate comparisons of S38M, CCM, SDM, and SEM under
low immersion. The convergence rates arranged from high to low are in the following
order: S38M, CCM, SDM, and SEM. Moreover, it is seen that the convergence rate of SEM
fluctuated remarkably.
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The parameters in Section 3.2 are adopted for the S38M. Table 4 lists the computation
time of the S38M. It is seen from the table that the S38M has a high calculation accuracy
when a/D = 1. However, as a/D decreases, the calculation accuracy of the S38M is not as
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accurate as that of the CCM. The reason lies in that the interpolation of the S38M, which
only uses three points, cannot reach a high calculation accuracy, while the interpolation
of the CCM uses five points to interpolate, which made it calculate the smaller interval.
The AMRE and MSE are shown in Figure 10. Notice that the calculation accuracy of the
S38M and CCM is higher than those of the SDM and SEM when a/D = 0.05, and the
calculation accuracy of the S38M is higher than those of the CCM, SDM, and SEM when
a/D = 1. The reason for the former lies in that some large fluctuations exist in the S38M.
The computational time of the above methods is compared in Figure 11. It is observed
from the figure that compared with the SDM and SEM, the computational time can be
significantly decreased with the S38M and CCM. Although the computational time of the
S38M is almost equal to that of the CCM, the S38M has a higher convergence rate when the
radial immersion ratio was large.

As described above, the fluctuations appear in Figure 9. It is found that for the S38M,
the convergence rate is often a local maximum when the discrete number is an odd one;
the convergence rate is often a local minimum when the discrete number is an even one. To
further study this problem, the discrete numbers are set as 30, 40, 50, 60, 70, and 80. The
corresponding AMRE and MSE are plotted in Figure 12. The results show that the S38M
attains a better computational accuracy when the discrete number is an even one.

Table 4. Stability lobe diagrams of the S38M.

n 25 40 55

a/D =
0.05
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4.3.2. Two-DOF milling model 
The two-DOF milling mathematical model is expressed as follows [17]: 
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 (53)

where the tool is symmetrical by default. mt, ζ, and ωn in the x-direction are identical to 
those in the y-direction. hxx(t), hxy(t), hyx(t), and hyy(t) are the same as those defined in (3)–
(6). 

A new state vector is defined as ( ) ( ) ( ) ( ) ( ), , ,
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and 

Figure 12. AMRE and MSE of the S38M for the fluctuation analysis when a/D = 0.05. (a) AMRE;
(b) MSE.

4.3.2. Two-DOF Milling Model

The two-DOF milling mathematical model is expressed as follows [17]:

[
mt 0
0 mt

][ ..
x(t)
..
y(t)

]
+

[
2mtζωn 0

0 2mtζωn

][ .
x(t)
.
y(t)

]
+

[
mtω

2
n 0

0 mtω
2
n

][
x(t)
y(t)

]

= −ap

[
hxx(t) hxy(t)
hyx(t) hyy(t)

]
×
{[

x(t)
y(t)

]
−
[

x(t− T)
y(t− T)

]} (53)

where the tool is symmetrical by default. mt, ζ, and ωn in the x-direction are identical to
those in the y-direction. hxx(t), hxy(t), hyx(t), and hyy(t) are the same as those defined in
(3)–(6).

A new state vector is defined as
.
r(t) =

[
x(t), y(t),

.
x(t),

.
y(t)

]T . Then, (53) can be
expressed as follows:

.
r(t) = Ar(t) + apB(t)[r(t)− r(t− T)] (54)

where

A =




0 0 1 0
0 0 0 1
−ω2

n 0 −2ζωn 0
0 −ω2

n 0 −2ζωn


 (55)

and

B =




0 0 0 0
0 0 0 0

−hxx(t)/mt −hxy(t)/mt 0 0
−hyx(t)/mt −hyy(t)/mt 0 0


 (56)

The following deduction is the same as that in Section 4.1.
The system parameters of the two-DOF milling model are identical to those of the

single-DOF model. The radial immersion ratios are set as 0.05, 0.5, and 1. The figures
shown in Table 5 are obtained over a 100×50-sized grid of the system parameters, that is,
the spindle speed and the depth of cut. The thin, black, solid line denotes the reference
stability lobe diagrams obtained using the SDM when the discrete number is 200 [26]. We
observe that the accuracy of the stability lobe diagrams of the S38M is better than that of
SDM. Additionally, the computation time is remarkably saved using the S38M.

132



Micromachines 2022, 13, 810

Table 5. Comparisons of S38M and SDM for the two-DOF milling model.

S38M SDM

a/D = 0.05

Micromachines 2022, 13, x FOR PEER REVIEW 23 of 25 
 

 

( ) ( )
( ) ( )

0 0 0 0
0 0 0 0
/ / 0 0
/ / 0 0

xx t xy t

yx t yy t

h t m h t m
h t m h t m

 
 
 =
 − −
 − −  

B  (56)

The following deduction is the same as that in Section 4.1. 
The system parameters of the two-DOF milling model are identical to those of the 

single-DOF model. The radial immersion ratios are set as 0.05, 0.5, and 1. The figures 
shown in Table 5 are obtained over a 100×50-sized grid of the system parameters, that is, 
the spindle speed and the depth of cut. The thin, black, solid line denotes the reference 
stability lobe diagrams obtained using the SDM when the discrete number is 200 [26]. We 
observe that the accuracy of the stability lobe diagrams of the S38M is better than that of 
SDM. Additionally, the computation time is remarkably saved using the S38M. 

Table 5. Comparisons of S38M and SDM for the two-DOF milling model. 

 S38M SDM 

a/D = 
0.05 

  

a/D = 0.5 

  

a/D = 1 

  

5. Conclusions 

Micromachines 2022, 13, x FOR PEER REVIEW 23 of 25 
 

 

( ) ( )
( ) ( )

0 0 0 0
0 0 0 0
/ / 0 0
/ / 0 0

xx t xy t

yx t yy t

h t m h t m
h t m h t m

 
 
 =
 − −
 − −  

B  (56)

The following deduction is the same as that in Section 4.1. 
The system parameters of the two-DOF milling model are identical to those of the 

single-DOF model. The radial immersion ratios are set as 0.05, 0.5, and 1. The figures 
shown in Table 5 are obtained over a 100×50-sized grid of the system parameters, that is, 
the spindle speed and the depth of cut. The thin, black, solid line denotes the reference 
stability lobe diagrams obtained using the SDM when the discrete number is 200 [26]. We 
observe that the accuracy of the stability lobe diagrams of the S38M is better than that of 
SDM. Additionally, the computation time is remarkably saved using the S38M. 

Table 5. Comparisons of S38M and SDM for the two-DOF milling model. 

 S38M SDM 

a/D = 
0.05 

  

a/D = 0.5 

  

a/D = 1 

  

5. Conclusions 

a/D = 0.5

Micromachines 2022, 13, x FOR PEER REVIEW 23 of 25 
 

 

( ) ( )
( ) ( )

0 0 0 0
0 0 0 0
/ / 0 0
/ / 0 0

xx t xy t

yx t yy t

h t m h t m
h t m h t m

 
 
 =
 − −
 − −  

B  (56)

The following deduction is the same as that in Section 4.1. 
The system parameters of the two-DOF milling model are identical to those of the 

single-DOF model. The radial immersion ratios are set as 0.05, 0.5, and 1. The figures 
shown in Table 5 are obtained over a 100×50-sized grid of the system parameters, that is, 
the spindle speed and the depth of cut. The thin, black, solid line denotes the reference 
stability lobe diagrams obtained using the SDM when the discrete number is 200 [26]. We 
observe that the accuracy of the stability lobe diagrams of the S38M is better than that of 
SDM. Additionally, the computation time is remarkably saved using the S38M. 

Table 5. Comparisons of S38M and SDM for the two-DOF milling model. 

 S38M SDM 

a/D = 
0.05 

  

a/D = 0.5 

  

a/D = 1 

  

5. Conclusions 

Micromachines 2022, 13, x FOR PEER REVIEW 23 of 25 
 

 

( ) ( )
( ) ( )

0 0 0 0
0 0 0 0
/ / 0 0
/ / 0 0

xx t xy t

yx t yy t

h t m h t m
h t m h t m

 
 
 =
 − −
 − −  

B  (56)

The following deduction is the same as that in Section 4.1. 
The system parameters of the two-DOF milling model are identical to those of the 

single-DOF model. The radial immersion ratios are set as 0.05, 0.5, and 1. The figures 
shown in Table 5 are obtained over a 100×50-sized grid of the system parameters, that is, 
the spindle speed and the depth of cut. The thin, black, solid line denotes the reference 
stability lobe diagrams obtained using the SDM when the discrete number is 200 [26]. We 
observe that the accuracy of the stability lobe diagrams of the S38M is better than that of 
SDM. Additionally, the computation time is remarkably saved using the S38M. 

Table 5. Comparisons of S38M and SDM for the two-DOF milling model. 

 S38M SDM 

a/D = 
0.05 

  

a/D = 0.5 

  

a/D = 1 

  

5. Conclusions 

a/D = 1

Micromachines 2022, 13, x FOR PEER REVIEW 23 of 25 
 

 

( ) ( )
( ) ( )

0 0 0 0
0 0 0 0
/ / 0 0
/ / 0 0

xx t xy t

yx t yy t

h t m h t m
h t m h t m

 
 
 =
 − −
 − −  

B  (56)

The following deduction is the same as that in Section 4.1. 
The system parameters of the two-DOF milling model are identical to those of the 

single-DOF model. The radial immersion ratios are set as 0.05, 0.5, and 1. The figures 
shown in Table 5 are obtained over a 100×50-sized grid of the system parameters, that is, 
the spindle speed and the depth of cut. The thin, black, solid line denotes the reference 
stability lobe diagrams obtained using the SDM when the discrete number is 200 [26]. We 
observe that the accuracy of the stability lobe diagrams of the S38M is better than that of 
SDM. Additionally, the computation time is remarkably saved using the S38M. 

Table 5. Comparisons of S38M and SDM for the two-DOF milling model. 

 S38M SDM 

a/D = 
0.05 

  

a/D = 0.5 

  

a/D = 1 

  

5. Conclusions 

Micromachines 2022, 13, x FOR PEER REVIEW 23 of 25 
 

 

( ) ( )
( ) ( )

0 0 0 0
0 0 0 0
/ / 0 0
/ / 0 0

xx t xy t

yx t yy t

h t m h t m
h t m h t m

 
 
 =
 − −
 − −  

B  (56)

The following deduction is the same as that in Section 4.1. 
The system parameters of the two-DOF milling model are identical to those of the 

single-DOF model. The radial immersion ratios are set as 0.05, 0.5, and 1. The figures 
shown in Table 5 are obtained over a 100×50-sized grid of the system parameters, that is, 
the spindle speed and the depth of cut. The thin, black, solid line denotes the reference 
stability lobe diagrams obtained using the SDM when the discrete number is 200 [26]. We 
observe that the accuracy of the stability lobe diagrams of the S38M is better than that of 
SDM. Additionally, the computation time is remarkably saved using the S38M. 

Table 5. Comparisons of S38M and SDM for the two-DOF milling model. 

 S38M SDM 

a/D = 
0.05 

  

a/D = 0.5 

  

a/D = 1 

  

5. Conclusions 
5. Conclusions

In this study, we focused on the prediction of milling stability using composite Cotes-
based and Simpson’s 3/8-based methods. First, the composite Cotes-based method is
proposed for preventing chatter in milling processes. The three steps for obtaining the
milling stability lobe diagrams are as follows: (1) establish the time-delay differential
equation while considering the regenerative effects; (2) determine the transition matrix
using the integral equations; (3) analyze the system stability according to the Floquet theory.
To measure the calculation accuracy, the AMRE and MSE are adopted in our work. The
results demonstrate that for the single-DOF model, when the discrete number is 40, the
AMRE and MSE can be respectively reduced from 0.076 to 0.041 and from 4.24 × 10−8 to
2.62 × 10−8, and the calculation time can be reduced from 55.63s to 20.21s by using the
proposed composite Cotes-based method. In addition, the Simpson’s 3/8-based method
is proposed to further improve the calculation efficiency. The results demonstrate that for
the single-DOF model, the proposed Simpson’s 3/8-based method significantly improves
the convergence speed while sharing the same computation time with the composite
Cotes-based method when the radial immersion ratio is large; for the two-DOF model,
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the accuracy of the stability lobe diagrams of the Simpson’s 3/8-based method are better
than those of the SDM, and the computation time is remarkably saved using the Simpson’s
3/8-based method.
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Abstract: A side ohmic contact mode for the double channel GaN/AlGaN epitaxial layer is proposed
in this paper. Rectangle transmission line model (TLM) electrodes are prepared, and the specific
contact resistance is tested at the annealing temperatures from 700 ◦C to 850 ◦C. The results show that
the minimum specific contact resistance is 2.58 × 10−7 Ω·cm2 at the annealing temperature of 750 ◦C,
which is three to four times lower than the surface contact mode. Scanning electron microscope
(SEM), energy dispersive spectrometer (EDS), and atomic force microscope (AFM) were carried out
for the analysis of the morphology, element composition, and the height fluctuation at the contact
edge. With the increase in the annealing temperature, the specific contact resistance decreases due
to the alloying of electrodes and the raised number of N vacancies. However, when the annealing
temperature exceeds 800 ◦C, the state of the stress in the electrode films transforms from compressive
stress to tensile stress. Besides, the volume expansion of metal electrode film and the increase in the
roughness at the contact edge leads to the degradation of the side ohmic contact characteristics.

Keywords: side ohmic contact; transmission line model; specific contact resistance; annealing temperatures

1. Introduction

With the development of microwave communication technology, higher requirements
are put forward for the frequency and power characteristics of microelectronic devices.
GaN-based devices, such as GaN/AlGaN high electron mobility transistors (HEMT) and
GaN diodes, have been widely used as power devices because of their high breakdown
voltage [1–3] and operation frequency [4–6]. Although GaN devices have many advantages,
they are still suffering from some problems such as short channel effect [7–9] and current
collapse effect [10–12]. To solve these problems, some researchers proposed double channel
GaN HEMTs [13–18], which contain two GaN/AlGaN heterojunction conductive channels.
For devices with such structures, the current collapse effect is significantly weakened, as
the lower barrier layer is far from the surface of the epitaxial layer. Besides, since double
channel GaN HEMTs have a stronger confinement ability of carriers, they have higher
breakdown voltage, and the carrier transport capacity is almost twice that of single channel
devices [16,17].

However, the introduction of an additional channel will simultaneously involve
some defects. For GaN HEMTs, the ohmic contact between a source/drain electrode
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and epitaxial layer is very important, as it will greatly affect the output characteristics of
the device. When a positive bias is applied between source and drain, electrons firstly
tunneling from the source to the conductive channel are then driven to the drain terminal.
In this process, the tunneling probability, depending on the height of the barrier, plays
an important role. Especially for double channel GaN HEMTs, the lower channel and
source electrode are separated by two AlGaN barrier layers and a GaN channel layer,
which increases the barrier height and decreases the tunneling probability of electrons.
To overcome this problem, researchers have put forward the side ohmic contact mode.
Metal electrodes are deposited on the side of the epitaxial layer to put electrodes directly in
contact with the 2DEG conductive channel, which greatly reduces the contact resistance
and improves the tunneling probability of electrons. This contact mode has already been
used in single channel GaN HEMTs [19–21]. Luan et al. investigated the polarization
Coulomb field (PCF) scattering in AlGaN/AlN/GaN HEMT [19] and InGaN/AlN/GaN
HEMT [20] with side ohmic contact and found that the PCF scattering was greatly weakened
in side ohmic contact mode compared with normal surface contact mode, and the two-
dimensional electron gas (2DEG) density was also enhanced. Wang et al. [21] studied the
effect of the etching process on the side ohmic contact performance and revealed that the
carrier transport is more efficient in side ohmic contact than the surface contact mode. It
is believed this contact mode could also be utilized in double channel GaN HEMTs to
improve the tunneling probability, especially in the lower channel, to decrease the specific
contact resistivity. Furthermore, if the side ohmic contact mode can improve the output
characteristics of GaN HEMTs in the RF circuit, the power amplification performance
would be promoted [22]. Some photodetectors [23–25] or sensors [26–28] based on GaN
HEMTs also have high requirements for their output characteristics. For instance, the
background noise voltage of GaN HEMT terahertz detector is related to the resistance of
the source to drain conductive channel, and the outstanding ohmic contact characteristics
can obtain smaller noise equivalent power [23]. For a GaN HEMT hydrogen sensor, the
variation of drain current Ids depends on the concentration of hydrogen [28], so the better
the ohmic contact of drain and source electrodes is, the higher the sensitivity of the sensor
will be. Therefore, it is necessary to study the side ohmic contact characteristics between
the double channel GaN/AlGaN epitaxial layer and metal electrodes to improve the output
performance of double channel GaN HEMTs. For the conventional surface contact mode,
the annealing condition for the ohmic contact between a metal electrode and GaN substrate
is, basically, explicitly to rapidly anneal for 30 s at the temperature of 850 ◦C. However,
the mechanism of the side contact mode is different from the surface contact mode, the
annealing temperature for the formation of ohmic contact is different. Besides, as the depth
of the groove structure of side ohmic contact mode for the double channel GaN/AlGaN
epitaxial layer is deeper than single channel, it may cause the lift-off of the electrode from
the side of the epitaxial layer and the degradation of the ohmic contact, which is a challenge
for the preparation of the side ohmic contact of the double channel GaN/AlGaN epitaxial
layer and/or double channel GaN HEMT. The motivation of this paper is to explore the
optimal annealing temperature of side ohmic contact mode for the double channel GaN
epitaxial layer to obtain the lowest specific contact resistance between a metal electrode
and the epitaxial layer.

In this paper, side ohmic contact electrodes were prepared on the double channel
GaN/AlGaN epitaxial layer by magnetron sputtering technology, and they were annealed
at temperatures from 700 ◦C to 850 ◦C. The specific contact resistance was tested by the
transmission line model (TLM). The analysis of metal electrode films was carried out
by a scanning electron microscope (SEM), an energy dispersive spectrometer (EDS), and
an atomic force microscope (AFM), and the side ohmic contact performance at different
annealing temperature was investigated.
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2. The Measurement Method of the Specific Contact Resistance

TLM is the most commonly used method to measure the specific contact resistance.
The TLM method can be divided into circular electrode TLM and rectangular electrode
TLM method. For circular electrode TLM method, the metal electrode can be directly
deposited onto the bulk material without the formation of the mesa, but the calculation of
the specific contact resistance is complicated, while, for rectangular electrode TLM method,
it is a simple and accurate way to calculate the specific contact resistance, even though an
isolated mesa needs to be prepared. The schematic diagram of the rectangular electrode
TLM structure is shown in Figure 1. To make electrons transfer along the horizontal
direction, a rectangular isolation mesa is firstly prepared on the bulk semiconductor, and
then, several rectangular metal electrodes with arithmetic sequence distance are deposited
on the isolation mesa.
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According to the TLM theory, the total resistance between each adjacent electrode in
Figure 1 is given as:

Rtot = 2Rc + RSH
d

W
(1)

where Rtot is the total resistance, RSH is the sheet resistance of the semiconductor, LT =
√

ρc/RSH
is the transmission length, W is the width of electrodes, and d is the distance between adjacent
electrodes. By measuring the I-V characteristics of electrodes with different distances, the
curve of Rtot versus d can be plotted, as with Figure 2, where the slope of the curve is
RSH/W, and the intercept is 2RSHLT/W. The RSH and the LT can be obtained, and the
specific contact resistance ρc is calculated as ρc = LT

2RSH .
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3. Experimental Procedure
3.1. The Growth of Double Channel GaN/AlGaN Epitaxial Layer

Figure 3 shows the diagram of double channel GaN/AlGaN structures. GaN/AlGaN
epitaxial layers were grown by metal organic chemical vapor deposition (MOCVD) tech-
nology. Triethylgallium (TEGa), trimethyl aluminium (TMAl), and ammonia (NH3) were
used as the sources of Ga, Al, and N, respectively. High-purity hydrogen (H2) was used as
the carrier gas. A 50 nm AlN nucleation layer was firstly deposited on c-axis plane (0001)
sapphire substrates, and then, a 1.5µm GaN channel layer was grown, followed by a 1 nm
AlN spacer and 23 nm Al0.25GaN barrier layer to form the lower channel. Afterwards, the
upper channel was formed by the growth of 40 nm GaN channel layer, 1 nm AlN spacer,
and 23 nm Al0.25GaN barrier layer. Finally, a 2 nm GaN cap layer is grown on the top of the
epitaxial layer surface. Detailed results of the material parameters and electrical parameters
for the epitaxial layer are in our previous work [29]. The average electron mobility of the
epitaxial layers is 1815 cm2/V·s−1, and the sheet density of carriers is 8.247 × 1012/cm2.
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3.2. The Prepartion of TLM Electrodes

The cross section of the side ohmic contact mode is shown in Figure 4. Compared
with the conventional surface contact mode, electrodes are deposited on the side of the
conductive channel, instead of the surface of the epitaxial layer, to reduce the contact barrier
between the electrode and the channel. For the I-V characteristics measurement of TLM
electrodes, the distance between each electrode is in an arithmetic sequence.
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The isolation mesa and the groove structures were etched by inductive coupled
plasma (ICP) (Corial, 210 L, Bernin, France) technology. BCl3, Cl2, and Ar were used as
the etching gases. Main parameters used in the etching process are shown in Table 1. The
Ti/Al/Ni/Au (20 nm/120 nm/40 nm/50 nm) metal film electrodes were deposited on the
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side of the channel using magnetron sputtering (Denton, Dsicovery635, Beijing, China)
technology. Then, the samples were annealed in the rapid annealing furnace (UNTIMP,
RTP-100, Pfaffenhofen, Bavaria, Germany) with N2 atmosphere for 30 s at the temperature
of 700 ◦C, 750 ◦C, 800 ◦C, and 850 ◦C, respectively. Finally, the I-V characteristics were
tested by a semiconductor device analyzer (KEYSIGHT, B1500A, Santa Rosa, CA, USA).
The prepared TLM electrode samples are shown in Figure 5.

Table 1. Main parameters of the ICP etching process.

Cl2 Flow
(sccm)

BCl3 Flow
(sccm)

Ar Flow
(sccm)

RF Power
(W)

ICP Power
(W)

Etching Time
(min)

Etching Depth
(nm)

5 10 50 50 1500 5 120
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4. Results and Discussion

Firstly, the I-V characteristics of the unannealed samples were tested. Figure 6 shows
the I-V characteristic curves of the surface ohmic contact mode and side ohmic contact
mode. It can be seen that, for the surface contact mode, the contact mode between the metal
electrodes and epitaxial layer is Schottky contact before annealing, and the ohmic contact
has not been formed yet, while for the side contact mode, the I-V curves have already
shown the features of ohmic contact. This is because, in the surface contact mode, there is
no alloying between the electrodes and the surface of the epitaxial layer when not annealed,
and the barrier between electrodes and the channel is too high for electrons to jump over.
However, metal depositing on the side of the epitaxial layer can make the electrode directly
contact the conductive channel, which significantly reduces the contact barrier. After
annealing at a suitable temperature, the contact resistance between the electrode and the
side of the epitaxial layer will be further reduced, leading to the formation of a good
ohmic contact.

The I-V characteristics curves of the side ohmic contact samples at the annealing
temperature, from 700 ◦C to 850 ◦C, are shown in Figure 7a. The current rises linearly with
the increase in voltage, which proves that the side contact mode can form the ohmic contact
between metal electrodes and the conductive channel after rapid annealing. Figure 7b
shows the total resistance Rtot with the change of temperature from 700 ◦C to 850 ◦C.
The Rtot is minimum at the annealing temperature of 750 ◦C, after which the Rtot begins
to increase with the annealing temperature. From these results, it can be preliminarily
determined that 750 ◦C is the optimal annealing temperature. After measuring the I-V
characteristics of side ohmic contact electrodes with different spacing, the Rtot-d curves
were plotted in Figure 8a, from which the specific contact resistance ρc can be extracted by
Equation (1). Figure 8b shows the calculated ρc at a different annealing temperature, where
the minimum ρc is as low as 2.58 × 10−7 Ω·cm2 at the annealing temperature of 750 ◦C. This
value is three to four times lower than the specific contact resistance of 1 × 10−6 Ω·cm2

in our previous prepared GaN HEMT device [23], as well as most of the reported surface
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contact mode [30–33]. The results show that, for a double channel GaN/AlGaN epitaxial
layer, the side ohmic contact mode can obtain smaller specific contact resistance than surface
contact mode (e.g., 3.29 × 106 Ω·cm2 in [30], 2.54 × 10−6 Ω·cm2 in [31], 1.35 × 10−6 Ω·cm2

in [32], and 3.7 × 10−6 Ω·cm2 in [33]).
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In order to further investigate the ohmic contact effect of TLM electrodes at different
annealing temperatures, the morphology of TLM electrodes was observed. The ohmic
contact is formed on the side of the epitaxial layer, so we mainly focused on the boundary
of electrode and mesa, as shown in the marked region of Figure 9. Figure 10 shows the
planar SEM images of the electrode edge (marked region in Figure 9). When the annealing
temperature is 700 ◦C, the metal electrode well contacts the side on the channel, and the
edge morphology is flat and smooth. When the annealing temperature is 750 ◦C, some
small grains are formed on the contact edge. These grains are the products of the reaction of
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metal layers at high temperatures, which indicates the formation of the alloying. When the
annealing temperature is 800 ◦C, the number of grains becomes more. When the annealing
temperature reaches 850 ◦C, there cracks appear at the contact edge and even cause the lift-
off of the electrode. From Figure 10a–d, it can be noted that the stress in the Ti/Al/Ni/Au
films changes with the increasing of the annealing temperature, which leads to the variation
in the ohmic contact characteristics. Films initially sputtered at room temperature show
a state of compressive stress due to the shot peening action of the bombarding ions and
neutrals [34]. With the increase of the annealing temperature, Ti reacts with GaN/AlGaN
and generates TiN to create N vacancies and form the ohmic contact. However, the Al also
reacts with Ni and produces NiAlx, which makes the stress move into the tensile state and
weaken the film adhesion. This may be the reason why the ohmic contact characteristics
first improve and then degenerate with the increase in annealing temperature. If the
annealing temperature continues to rise, microcracks, together with the volume expansion
of the interface, will make the electrode fall off the side of the epitaxial layer (Figure 10d).
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To evaluate the composition of the annealed metal films, the EDS spectra was carried
out simultaneously with the observation of the SEM. The side contact region that we mainly
focused on was taken for the EDS spectra scanning (in the red circle area), and the results
were shown in Figure 11. At the annealing temperature of 700 ◦C (Figure 11a), the Au
component is dominant, as the Au layer is on the surface of metal layers, and no cracks
or diffusion of metal layers appear. The Ga and N element is small but distinguishable
because the AlGaN barrier is beyond the metal layers, and the annealing temperature is
not high enough to make N element diffuse into the metal layer and generate N vacancies,
so the specific contact resistance is large. When the annealing temperature reaches 750 ◦C
(Figure 11b), the content of N is 20.76%, which is much higher than that of the 700 ◦C
annealing temperature. The N element includes the compounds in the GaN/AlGaN
epitaxial layer and TiN formed by high temperature annealing. The increase in N content
indicates that N element diffuses into the upper metal layer and creates TiN, and the ohmic
contacts are well formatted. When the annealing temperature reaches 800 ◦C (Figure 11c),
the content of N increases to 30.74%, but the content of Au decreases sharply from 21.49%
to 8.1%. This indicates the decrease in adhesion and the expansion of volume causes the
lift-off of the Au film and the degradation of ohmic contact characteristics. When the
annealing temperature is 850 ◦C (Figure 11d), the content of Au decreases to 2.82%, and the
specific contact resistance increases significantly.
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To further study the morphology variation of the contact between the metal electrode
and the side of the epitaxial layer after high temperature annealing, the AFM was carried
out for the quantitative analysis of the height fluctuation at the contact edge. From the
three-dimensional image of the contact edge morphology in Figure 12a,b, it can basically
be seen that, with the increasing of the annealing temperature, the morphology of the
contact edge turns to be more and more rough, and cracks even appear at the annealing
temperature of 850 ◦C. Figure 13 plots the variation of the step height (Figure 13a) and
the root mean square roughness (RMS) (Figure 13b) of the contact edge with annealing
temperature. At the annealing temperature of 700 ◦C, the step between the electrode and
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the mesa is clearly distinguishable, and the sectional measurement results show that the
height of the stage is 187 nm, which is a little lower than the total thickness of the deposited
metal layers. At the annealing temperature range of 700–800 ◦C, the step height decreases
with the annealing temperature, while the RMS increases with the annealing temperature.
This is possibly due to the change of the stress state and the volume expansion of metal
films at high temperatures and leads to the reduction in the step height. On the other hand,
with the increasing of the annealing temperature, the alloying of metals becomes more
and more obvious and creates grains on the side, which makes the roughness increase.
When the annealing temperature reaches 850 ◦C, metal layers fall off from the side of the
epitaxial and form cracks at the edge of the electrode, so the step becomes more obvious.
The above results reveal that, for the double channel GaN/AlGaN epitaxial layer, the metal
electrode of Ti/Al/Ni/Au system can obtain the optimal side ohmic contact characteristics
at the annealing temperature of 750 ◦C. This kind of side ohmic contact mode is, hopefully,
further used in the preparation of source and drain electrodes of double channel GaN
HEMTs to improve their output characteristic.
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Micromachines 2022, 13, x FOR PEER REVIEW  11  of  13 
 

 

 

Figure 13. The step height (a) and the RMS (b) at the contact edge of the electrode and the epitaxial 

layer at the annealing temperature from 700 °C to 850 °C. 

5. Conclusions 

A side ohmic contact mode for a double channel GaN/AlGaN epitaxial layer is pro‐

posed in this paper. The TLM electrodes with a side ohmic contact mode were prepared 

and annealed at temperatures from 700 °C to 850 °C. The results of specific contact re‐

sistance, alone with the analysis of SEM, EDS, and AMF, show that side ohmic contact 

mode for the double channel GaN/AlGaN epitaxial layer can obtain smaller specific con‐

tact resistance than the conventional surface contact mode at a lower annealing tempera‐

ture. The calculation results of the specific contact resistance show that the minimum spe‐

cific contact resistance of 2.58 × 10−7 Ω∙cm2 is obtained at the annealing temperature of 750 

°C. The observation of SEM, together with the EDS spectra, show that with the increase in 

annealing temperature, the state of the stress in the electrode films changes from compres‐

sive stress to tensile stress, leading to the volume expansion in the electrode films, and the 

composition of N will increase because of the creation of TiN and the N vacancies. When 

the annealing temperature is above 800 °C, cracks and lift‐off of electrodes appear at the 

contact edge, which leads to a degradation of the ohmic contact performance. The AFM 

results reveal that, as the high temperature annealing causes the volume expansion of the 

metal layers, the step height decreases with the raise of the annealing temperature, while 

the RMS at the contact edge raises with the increase in annealing temperature, as the al‐

loying of metal layers and the formation of grains at the contact edge begin. The experi‐

mental results prove that the proposed side ohmic mode has potential for application in 

double channel GaN/AlGaN HEMTs. 

Author Contributions: Conceptualization, Q.M. and Q.L.; methodology, Q.M. and D.L.; validation, 

Q.M., Q.L., W.J., N.Z. and D.L.; data curation, N.Z.; writing—original draft preparation, Q.M.; writ‐

ing—review and editing, Q.M., Q.L. and P.Y. All authors have read and agreed to the published 

version of the manuscript. 

Funding:  This  research was  funded  by  the National Key Research  and Development  Program 

(Grant No. 2021YFB3201800), the National Natural Science Foundation of China (Nos. 51720105016, 

51890884), the Natural Science Foundation of Chongqing City (no. cstc2021jcyjmsxmX0223). 

Data Availability Statement: Not applicable. 

Acknowledgments:  The  authors  the  support  from  the  International  Joint  Laboratory  for Mi‐

cro/Nano manufacturing and measurement technologies. 

Conflicts of Interest: The authors declare no conflict of interest. 

   

Figure 13. The step height (a) and the RMS (b) at the contact edge of the electrode and the epitaxial
layer at the annealing temperature from 700 ◦C to 850 ◦C.

5. Conclusions

A side ohmic contact mode for a double channel GaN/AlGaN epitaxial layer is pro-
posed in this paper. The TLM electrodes with a side ohmic contact mode were prepared and
annealed at temperatures from 700 ◦C to 850 ◦C. The results of specific contact resistance,
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alone with the analysis of SEM, EDS, and AMF, show that side ohmic contact mode for
the double channel GaN/AlGaN epitaxial layer can obtain smaller specific contact resis-
tance than the conventional surface contact mode at a lower annealing temperature. The
calculation results of the specific contact resistance show that the minimum specific contact
resistance of 2.58 × 10−7 Ω·cm2 is obtained at the annealing temperature of 750 ◦C. The
observation of SEM, together with the EDS spectra, show that with the increase in annealing
temperature, the state of the stress in the electrode films changes from compressive stress to
tensile stress, leading to the volume expansion in the electrode films, and the composition
of N will increase because of the creation of TiN and the N vacancies. When the annealing
temperature is above 800 ◦C, cracks and lift-off of electrodes appear at the contact edge,
which leads to a degradation of the ohmic contact performance. The AFM results reveal
that, as the high temperature annealing causes the volume expansion of the metal layers,
the step height decreases with the raise of the annealing temperature, while the RMS at
the contact edge raises with the increase in annealing temperature, as the alloying of metal
layers and the formation of grains at the contact edge begin. The experimental results
prove that the proposed side ohmic mode has potential for application in double channel
GaN/AlGaN HEMTs.
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Abstract: The tremendous acoustic impedance difference between the piezoelectric composite and air
prevents the ultrasonic transition, resulting in low amplitude for the received signal for the composite
defect detection using an air-coupled transducer. The matching system, which includes the matching
layers and bonding layers attached to the piezoelectric composite, can reduce the acoustic impedance
difference and benefit the acoustic transition. In this paper, the fabrication method and modeling for
the matching layers are proposed to optimize the transducer performance. The effects of bonding
layer material on the transducer performance are also discussed. Experiments were conducted for
modeling validation. The proposed model can predict the matching layer acoustic properties with an
error of less than 11%. The bonding layer using the same material as the first matching layer can help
to increase the sensitivity by about 33% compared to the traditional epoxy bonding. The optimized
air-coupled ultrasonic transducer, based on the results of this study, has a 1283 mV amplitude in the
air, which is 56% higher than commercially available transducers, and can identify the defects in
two typical non-metallic composite materials easily.

Keywords: air-coupled acoustic transducer; matching layer; acoustic impedance; bonding layer

1. Introduction

The air-coupled acoustic transducer uses air as the medium to detect the defect in
aerospace composites, foods, drugs, etc. [1,2], in which the coupling agent is prohibited
or caution used. An air-coupled acoustic transducer commonly uses the piezoelectric
composite as the acoustic wave source. When the acoustic wave propagates from the
piezoelectric composite to the air directly, a nearly total reflection occurs on the interface
due to the tremendous acoustic impedance discrepancy between the piezoelectric composite
and air. The high reflection ratio of the acoustic wave limits the energy into the air and
tested material, resulting in a low signal amplitude [3,4]. In order to solve this problem,
the transition/matching layers are often attached to the piezoelectric composite for the
acoustic transmission [5]. The properties of the matching layer, including the geometric
and acoustic parameters, ultimately determine the acoustic transmission process [6].

The study of matching layers for the air-coupled transducer has been reported.
Toda et al. [7] conducted impedance matching by adjusting the air space and reflectiv-
ity by insertion a reflective layer between the transducer and the propagation medium.
Kelly et al. [8] added a porous material with extremely low impedance and the low-density
rubber material as the matching layer, which induced the amplitude of the received signal to
increase by 30 dB compared with the unmatched one. Tomas et al. [9,10] proposed a better
matching configuration by studying the acoustic properties of polyethersulfone and other
materials to obtain better sensitivity and bandwidth transducer. Saito et al. [11] optimized
the acoustic impedance of the matching layer by using the transmission line model, which
was proved by experiments to increase the sensitivity by 20 dB by using silicon rubber and
thermoplastic hollow microspheres mixture as a matching layer. Botun et al. [12] developed
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an air-coupled ultrasonic transducer with a simple structure and high sensitivity by using
honeycomb polypropylene iron electret film as a matching layer. Kazys et al. [13,14] used
low impedance polystyrene foam to improve the efficiency, bandwidth, and radiation pulse
waveform of the PMN-32PT crystal transducer. Guo et al. [15] analyzed the effect of the
matching layer material on the vibration mode shape of the transducer and found the
resin epoxy can improve the transmission ratio. Wang et al. [16] used the superposition of
two low impedance matching layers to improve the sensitivity of the designed transducer,
which can detect microcracks. Wu et al. [17] developed a single matched layer air-coupled
ultrasonic transducer using a hollow polymer microspheres/epoxy resin system, increasing
the transducer sensitivity by 20.9 dB. Song [18] introduced the periodic subwavelength
apertures that employ coupled resonances to enhance the efficiency and bandwidth of the
non-contact ultrasonic transducers. Based on the literature review above, the matching layer
properties, including the material and acoustic properties, have a significant influence on
the sensitivity of the air-coupled transducer. However, the modeling of the matching layer
properties and the bonding material effects on the matching layers is currently missing.

In this study, a double-layer matching system on the air-coupled transducer was
investigated. The matching theory of the acoustic impedance is firstly introduced. Then
modeling to predict the density, acoustic transmission speed, and the acoustic impedance
of the matching layer is proposed based on the raw material. Experiments to validate
the modeling results and reveal bonding material effects on the transducer sensitivity are
introduced. Lastly, the optimized transducer was applied to detect the defects in two typical
non-metallic materials to prove the feasibility.

2. Matching Theory and Modeling of Acoustic Impedance
2.1. Matching Theory of Acoustic Impedance

A material acoustic impedance Z can be calculated by the density ρ and acoustic
propagation speed cL in the material, as shown in Equation (1) [19].

Z = ρcL (1)

Assuming the piezoelectric composite, medium, and tested sample are half infinite.
The acoustic impedance of piezoelectric composite, the Nth matching layer, and medium
are represented by Z0, Zn, and ZL, respectively. The theoretical acoustic impedance for
single matching layer Z1 can be calculated by Equation (2) [19]:

Z1 =
√

Z0ZL (2)

The theoretical acoustic impedances for double-layer matching can be calculated as
Equations (3) and (4) [19] for the first and second matching layers.

Z1 = 4
√

Z3
0 ZL (3)

Z2 = 4
√

Z0Z3
L (4)

where Z1 and Z2 are the acoustic impedances for the first and second matching layers.
The ultrasonic wave generated by the piezoelectric composite propagates as a simple

harmonic wave to the matching layer. In order to ensure a continuous ultrasonic oscilla-
tion, the matching layer thickness should be a quarter of the wavelength, which can also
reduce the ultrasonic attenuation. Based on the theory above, the matching layer thickness
should be:

b =
c

4 f
(5)

where c is the acoustic propagation speed, f is the frequency of the acoustic, and b is the
thickness of the matching layer.
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2.2. Modeling of Matching Layer Acoustic Impedance

Assuming the matching layer consists of the N components, with the weight of m1,
m2, m3, . . . , and mN. The corresponding densities for the N components are ρ1, ρ2, ρ3, . . . ,
and ρN, respectively. Generally, the matching layer uses the curing process to form the
solid shape from liquid, which may cause the volume change. The volume variation for
the N components, described by the shrinkage or expansion ratio, are k1, k2, k3, . . . , and kN,
where the negative value means the expansion and the positive value means shrinkage.
The volume of the matching layer after solidification is

V =
N

∑
i=1

(1 − ki)
mi
ρi

(6)

The density of the matching layer is

ρ =

N
∑

i=1
mi

V
=

N
∑

i=1
mi

N
∑

i=1
(1 − ki)

mi
ρi

(7)

In order to model the acoustic velocity of the matching layer, the acoustic velocity
in each pure component in solid mode should be measured in advance. Assuming the
acoustic velocity in N components are v1, v2, v3, . . . , and vN. Based on the probability
statistics theory, when the matching layer thickness is b, the average prorogation distance,
in statistics, of acoustic in the ith component is

bi = b
(1 − ki)mi/ρi

V
(8)

The propagation time in the ith component is ti = bi/vi, and the total time used to cross
the matching layer is

t =
N

∑
i=1

bi
vi

(9)

So the average acoustic velocity in the matching layer is

v =
b
t
=

N
∑

i=1
(1 − ki)

mi
ρi

N
∑

i=1
(1 − ki)

mi
ρivi

(10)

Based on the Equation (1), the acoustic impedance of the matching layer is

Z = ρv =

N
∑

i=1
mi

N
∑

i=1
(1 − ki)

mi
ρi

N
∑

i=1
(1 − ki)

mi
ρi

N
∑

i=1
(1 − ki)

mi
ρivi

=

N
∑

i=1
mi

N
∑

i=1
(1 − ki)

mi
ρivi

(11)

Based on Equation (11), with the mass, density, shrinkage/expansion ratio, and acoustic
velocity of each component, the acoustic impedance of the matching layer can be calculated.

3. Fabrication of Transducer

From the literature [8,11,13,17], the first matching layer is commonly fabricated by the
mixture of hollow glass microspheres with epoxy, and the second matching layer is often
made of microcellular foam polypropylene. Their acoustic impedances can be adjusted by
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changing the ratio between hollow glass microspheres and epoxy and the foaming rate,
respectively. In this study, the matching layer used the same raw materials.

3.1. 1-3 Piezoelectric Composite

The piezoelectric composite used in this study is the 1-3 type, which consists of one
dimension piezoelectric ceramic column and a 3D polymer structure. The embed polymer
helps to reduce the density and acoustic impedances of the piezoelectric composite due to
the low density and acoustic impedances. The reduced acoustic impedance of the composite
makes it an ideal material for an air-coupled piezoelectric transducer [9,20] to ensure more
wave energy can propagate into the air. The 1-3 type piezoelectric ceramic/polymer has
the following advantages for the air-coupled transducer:

(1) Low acoustic impedance, which is between the pure piezoelectric ceramic and
polymer, and easier to achieve the impedance matching.

(2) High electromechanical coupling factor, which is almost the same as the longitudi-
nal electromechanical coupling coefficient of piezoelectric ceramic when the composite is
working under the thickness mode.

(3) The mechanical quality factor is low, which is suitable for the broadband transducer.
(4) Weak lateral coupling effects due to the separation of the polymer, which is suitable

for the longitudinal transducer.
For the machining of piezoelectric composite, the solid piezoelectric ceramic need to

dice or wire saw some kerfs on the surface to separate the ceramic block into the small
individual columns. Then the polymer is immersed and cured on the kerf to connect the
individual columns to a whole part. After the curing, the top and bottom of the composite
surface are ground to remove the uncut ceramic layer and the excess polymer layer. Then
continuing grinding is conducted to obtain the specified thickness of the composite.

3.2. Fabrication of the First Matching Layer

The first matching layer consists of hollow glass microspheres, epoxy, curing agent,
and diluent. The density of the hollow glass microsphere changes with the diameter; the
smaller the diameter of the hollow glass microsphere, the larger density is. The density and
acoustic velocity of the first matching layer can be adjusted by changing the hollow glass
microsphere’s diameters and weight ratios. The fabrication method is mold casting in a
vacuum chamber, which is shown in Figure 1:

Step 1. The epoxy and curing agents are weighted in 6:1, suggested by the vendor
(Shanghai Aotun Chemical Technology Co., LTD, Shanghai, China), by analytical balance
and poured into a glass beaker for a mixture. Then the hollow glass microspheres are
weighted based on the designed weight ratio and added to the beaker. If needed, the diluent
weighted in the ratio of the epoxy and curing agent is added to assist the air bubble release.

Step 2. After all raw materials are put in the beaker, a stirring of about 5 min is taken
for the mixture. The vacuum-pumping process under the pressure of −0.1 Mpa is applied
for 5 min to help the evacuation of air bubbles.

Step 3. The mixture is then poured into the rectangular mold, followed by another
5 min vacuum to remove the bubbles and moisture.

Step 4. Curing on a thermostat at 60 °C temperature for 12 h.
Step 5. After curing, the composite is taken from the mold and cut into the same size

as the 1-3 piezoelectric composite.
Step 6. The density and acoustic velocity of the matching layer are determined by

using drainage and pulse insertion
Step 7. Cut the matching layer thickness to a quarter of the acoustic wavelength from

the calculation.
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Figure 1. The steps to fabricate the matching layer.

3.3. Fabrication of Second Matching Layer

The second matching layer needs a low theoretical acoustic impedance and is cost-
effectively machined to the designed thickness. Aerogel has low acoustic impedance, but
its machinability and bonding properties are poor [21]. In this study, the second matching
layer is made from polypropylene foam. It has a low density and a high bubble ratio leading
to a low acoustic impedance, and can be considered as a composite of the polypropylene
and air microsphere. The foaming rate controls the matching layer acoustic properties.

3.4. Transducer Assembly

Figure 2 shows the transducer design in this study. The front and rear surfaces of 1-3
piezoelectric composite are coated with metal films as the electrodes. On the front surface
of 1-3 piezoelectric composite, the first and second matching layers are bonded to form the
core of the transducer. A standard BNC connector is screwed to the housing through the
front cover. BNC connector links the wire of the 1-3 piezoelectric composite to receive and
send the electrical signal from the outside device.
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Figure 2. Structure of air-coupled transducer.

4. Experiment Setup

The PZT-4 ceramics (Shandong Weifang Jude Electronics Co. Ltd., Shanghai, China)
was used as the piezoelectric composite due to the high electromechanical coupling factor,
which can generate more ultrasonic waves with a provided energy. A 20 × 14 × 8 mm
cuboid PZT-4 was cut by the dicing machine (SYJ-400, Shenyang Kejing, Shenyang, China)
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to create the 0.4 mm width and 7.8 mm depth kerf grid on the surface. The parallel
distance of kerfs was 2.4 mm which can create 2 mm × 2 mm PZT-4 columns on the surface
after dicing. The epoxy (E51, Shanghai Aotun Chemical Technology Co., LTD, Shanghai,
China) was poured on the PZT-4 to fill the kerfs and connect the columns. The composite
was put in a vacuum chamber to remove air from the composite. After 24 h curing, the
composite was ground by a surface grinder (M7230H, Hangzhou grinding machine Co. Ltd.,
Hangzhou, China) to remove the uncut layer on the bottom and epoxy on the front surface.
The ultimate thickness of the composite controlled by grinding was 7.6 mm to match the
200 kHz resonance frequency. The density and acoustic propagation velocity of the 1-3
type piezoelectric composite were measured by the drainage and pulse insertion method,
which were 5501.81 kg/m3 and 3521 m/s, respectively. Based on Equation (1), the 1-3
piezoelectric composite acoustic impedance was 19.37 MRayl. Table 1 summarizes the
1-3 piezoelectric composite properties. The front and bottom surfaces 1-3 piezoelectric
composite were coated with 50 nm silver via chemical vapor deposition to generate the
positive and negative electrodes. The electrode surfaces were welded to two copper wires,
as shown in Figure 3a.
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Figure 3. Air-coupled ultrasonic transducer. (a) 1-3 piezoelectric composite with double matching
layer and (b) self-developed transducer.

From the matching theory mentioned in Section 2, for the double-layer matching
system, the acoustic impedance of the first and second matching layers should be 1.32
and 0.0062 MRayl, respectively. In order to achieve the acoustic impedance needed for
the first layer, a series of matching layers were fabricated. The first layer consisted of the
hollow glass microspheres and E51 epoxy resin. In order to identify the effects of fabrication
parameters on the matching layer’s acoustic properties, especially in acoustic impedances,
the matching layers with different glass microsphere sizes and weight ratios were made.
Table 2 shows the parameters of the hollow glass microspheres used in this study, which
have an average diameter of 100, 85, and 70 µm. The glass microsphere weight ratios of
10%, 15%, 20%, and 30% were experimental studied to help the modeling process. In order
to facilitate the mixture and curing process, the diluent (butyl glycidyl ether) was added, if
necessary, when the bubble could not be expelled completely. After the fabrication process,
the matching layer’s density and acoustic velocity were measured to calculate the acoustic
impedances. The experiment results were used to validate the proposed matching layer
modeling. The exact weight ratios of the first and second matching layers based on the
calculated theoretical acoustic impedances were provided. After the determination of the
recipe of the matching layer, the first and second matching layers were fabricated, and the
acoustic parameters were tested.
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Table 1. List of experiment parameters.

Material Property Value

1-3 type piezoelectric composite
Density, ρo (kg/m3) 5501.81

Acoustic velocity, cL (m/s) 3521
Acoustic impedance, Zo (MRayl) 19.37

First matching layer

Hollow glass microspheres BR20, BR40, and BR60
Ratio of glass microspheres in weight, k 10%, 15%, 20%, and 30%

Density of E51 resin, (kg/m3) 1168.33
Density of curing agent, (kg/m3) 1036

Density of diluent, (kg/m3) 907
Acoustic velocity of pure E51 + curing agent, (m/s) 3124

Acoustic velocity of diluent in liquid, (m/s) 1040
Shrinkage ratio of pure E51 + curing agent 2%

Second matching layer
Density, ρ2 (kg/m3) 67.13

Acoustic velocity, cL2 (m/s) 738
Acoustic impedance, Z2 (MRayl) 0.049

Bonding layer Material Non, epoxy, epoxy/glass
microsphere composite

Table 2. Hollow glass bead parameter index.

Hollow Glass
Microsphere

Average Diameter,
d (µm)

Real Density,
ρR (kg/m3)

Bulk Density,
ρB (kg/cm3)

Wall Thickness
(µm)

Acoustic Velocity
(m/s)

BR20 100 200 120 0.5–1
2280BR40 85 400 240 1–2

BR60 70 600 390 1.5–3.5

The influence of the bonding layer on acoustic propagation and transducer perfor-
mance is also discussed in this study. In order to connect the 1-3 piezoelectric composite,
first matching layer, and second matching layer, the bonding layer should be added to
the contact surfaces. Table 1 also lists three types of the bonding layer to be used in the
experiment to identify the potential effect.

The first matching layer, bonding layer, and second matching layer, after determination,
were attached to the surface of 1-3 piezoelectric composite to form the core of the transducer,
as seen in Figure 3a. An aluminum housing enclosed the core, and a BNC connector was
on the front surface of the transducer to link the 1-3 piezoelectric composite and outside
device. Figure 3b. shows the transducer by using the 1-3 piezoelectric composite, first
matching layer, bonding layer, and second matching layer fabrication in this study.

In order to validate the proposed matching layer modeling and study the effect of
bonding layer properties on the transducer performance, a testing platform was built,
as presented in Figure 4. The self-developed 200 kHz transducers and a commercially
available one (0.2 K 14 × 20 N-TX, Japan Probe Co. Ltd., Japan) were put on the two ends
of a linear stage to emit and receive the acoustic signal. Air and testing plate were in the
middle of the transducers to act as the medium and inspected material. Both transducers
are connected with ultrasonic instruments and computers to control the testing process.
The exciting signals output from the self-developed ultrasonic instruments were 200 kHz
Hanning windowed three-cycle sine bursts with Vpp of 138 V. The received signals were
filtered and enveloped to obtain the amplitude. The comparisons of amplitude were
conducted to evaluate the performance of the transducer. In this study, the plate was not
used first to validate the influence of different matching layers and bonding layers on the
transducer sensitive for the modeling and theory validation. Two types of plates (CFRP and
PVC foam) with and without artificial defects were put in the middle of the transducers
to emphasize the practical application of the transducer. The sizes for the CFRP and PVC
foam were 540 mm × 500 mm × 5 mm and 200 mm × 200 mm × 30 mm, respectively.
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The artificial defects were created by milling at the bottom of the tested materials with the
diameter and depth of Φ 5 × 3 and Φ 10 × 8 mm for the CFRP and PVC foam, respectively.
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5. Results and Discussions
5.1. Effect of Material Properties on Acoustic Impedance

Table 3 lists the measured acoustic properties of the first matching layers with different
glass microsphere diameters and weight ratios. The data of the BR20 glass microsphere in
the 30% weight ratio are not reported due to the high viscosity, which prevented the air
bubble extraction even with the diluent and failed the homogeneous acoustic properties
of the matching layer. Based on the results in Table 3, the higher the hollow glass micro-
sphere weight ratio is, the lower the density and longitudinal wave velocity are. From the
microstructure of the first matching layer, the higher hollow glass microsphere weight ratio
means that more space is filled by the air inside of the microsphere and longer time the
acoustic wave takes to propagate in the glass microsphere, which decreases the overall
density and acoustic velocity. With the decrease in the hollow glass microsphere diameter
under the same weight ratio, both the density and velocity increase due to the increase in
the glass weight percentage.

Table 3. First matching layer acoustic properties. (Exp-experiment, Mod-modeling).

Model-Rc(%)-Rd(%)
Density, ρ1 (kg/m3) Longitudinal Wave Velocity, cL1 (m/s) Acoustic Impedance, Z1 (MRayl)

Exp Mod Error Exp Mod Error Exp Mod Error

BR20-10-0 813 788 3.0% 2770 2726 1.6% 2.25 2.15 4.5%
BR20-15-15 695 695 0.0% 2367 2357 0.4% 1.64 1.64 0.1%
BR20-20-15 609 614 0.8% 2114 2344 10.9% * 1.29 1.44 11.6% *
BR40-10-0 954 982 2.9% 2890 2864 0.9% 2.76 2.81 1.9%
BR40-15-0 929 908 2.2% 2841 2774 2.4% 2.64 2.52 4.6%
BR40-20-0 840 845 0.6% 2820 2701 4.2% 2.37 2.28 3.7%
BR40-30-0 742 742 0.1% 2770 2590 6.5% 2.05 1.92 6.3%
BR60-10-0 1059 1069 0.9% 2962 2931 1.1% 3.14 3.13 0.2%
BR60-15-0 1015 1025 1.0% 2857 2853 0.1% 2.9 2.92 0.8%
BR60-20-0 977 984 0.7% 2807 2786 0.8% 2.74 2.74 0.0%
BR60-30-0 896 911 1.6% 2686 2673 0.5% 2.41 2.43 1.0%

* The high error is due to the bubble and inhomogeneous microstructure in the matching layer.

The first matching layer was cut into the design shape to be pasted on the 1-3 piezo-
electric composite. The surface after cutting was observed by the microscopy to check the
microstructure. The white microsphere and epoxy matrix can be identified in all figures.
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Some white dots, marked by the arrows, are air bubbles. With the increase in the micro-
sphere weight ratio (Rc), the number of bubbles increased, based on the observation in
Figure 5a. Figure 5b,c show a similar trend. The higher Rc increases the viscosity of the
mixture, which makes the bubbles hard to escape. The material flowing in the high viscosity
environment is also constrained, which makes the matching layer easy to inhomogeneous.
The inhomogeneous microstructure of the matching layer will affect the longitudinal wave
velocity, which can be another possible reason for the experiments BR20-20-15. The bubble
and inhomogeneous material also enlarge the error between the theoretical model and ex-
periments results, indicated in Table 3, which makes the acoustic properties of the matching
layer difficult to predict. The diluent can improve the bubble release, as seen in the 15%
and 20% Rc in Figure 5a and Table 3.
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5.2. Validation of the Matching Layer Modeling

Table 3 also provides the modeling results of density, longitudinal wave velocity, and
acoustic impedance. The proposed density model can predict all experiment density results
with an error of less than 3%, which proves the correctness and accuracy of the modeling.
For the longitudinal wave velocity, all experiments are modeled in the error of less than
6.5%, except BR20-20-15, which has an error of up to 10.9%. The acoustic impedance
prediction results share a similar trend with the longitudinal wave velocity, which has high
accuracy with an error of less than 6.3% if the BR20-20-15 is not considered. As mentioned
above, in BR20, the viscosity of the composite increases tremendously when the weight
ratio is larger than 15%, and the diluent has to be used. When 15% diluent is added in
BR-20-15-15, the matching layer can be formed. However, when the weight ratio of hollow
glass microspheres increases to 30%, the microsphere cannot be stirred to mix with the
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resin even with 15% diluent. More diluent, up to 50%, had been tried, which still can
obtain many visible bubbles when the composite is cured. The reason for the relatively
poor accuracy in BR20-20-15 maybe result from the inhomogeneous of the material and
microbubble inside, which has been confirmed by Figure 5.

After verification of the matching layer modeling in this study, the best material
components needed to form the theoretical acoustic impedance are predicted. Based on
the proposed modeling, the theoretical first matching layer can be made by BR20 with a
19% weight ratio and 15% diluent. The fabricated sample from the modeling has a density
of 625.35 kg/m3 and 2186 m/s acoustic velocity. The calculated acoustic impedance is
1.36 MRayl, which is a 1.4% error from the theoretical value. The second matching layer,
which can be considered as the composition of polypropylene and air bubble, needs an
expansion rate of 80 based on the modeling in this study. The density, acoustic velocity,
and acoustic impedance of the fabricated second layer are 67.13 kg/m3, 738 m/s, and
0.049 MRayl, respectively. The larger acoustic impedance error results from the inaccuracy
of the expansion rate, which is hard to control.

To further verify the modeling results on the sensitivity, several matching layers were
used to make the transducer to test the signal amplitude in the air by using the testing
platform in Figure 4. Due to the small acoustic impedance in the second matching layer,
the accurate controlling of acoustic impedance is difficult. Thus, only the first matching
layer acoustic impedance changes in the experiments. The second matching layer used the
0.049 MRayl samples. All matching materials were sliced into 20 mm × 14 mm blocks with
a quarter wavelength of the acoustic in matching material thickness and pasted on the 1-3
composite with the E51 epoxy to fabricate the transducer. From the modeling result, the
first layer in BR20-19-15 has the acoustic impedance closest to the theoretical value. The
other two matching layers with BR20-15-15 and BR20-20-15, with higher and lower acoustic
impedance, respectively, were also tested. Moreover, another purchased transducer from
Japan Probe was also used to compare the performance of the self-developed with the
existing industry transducer. The received signal results are shown in Figure 6. The BR20-19-
15 (seen in Figure 6b) has the highest amplitude, up to 961.4 mV, which is about 10% higher
than BR 20-15-15 (Figure 6a) and BR 20-20-15 (Figure 6c), which are 848.2 and 886.4 mV,
respectively. This phenomenon confirms that the higher or lower acoustic impedance
compared to the theoretical acoustic impedance will result in a weaker amplitude and
reduce the performance of the air-coupled transducer. Compared to the Japan Probe
transducer with the same 200 kHz resonant frequency, the self-developed transducer has a
20% higher amplitude, which further proves the significance of this study.

5.3. Effect of Bonding Layer on Transducer Performance

The acoustic impedances of each layer with different bonding systems are shown
in Table 4, and the amplitude signals are provided in Figure 7. Without the bonding
layer, the 1-3 piezoelectric composite, first matching layer, and second matching layer are
connected by the air, and the transducer has an amplitude of 111.2 mV, as demonstrated in
Figure 7a. This amplitude is only 11.5% of the transducer bonded by the epoxy, as provided
in Figure 6b. After changing the bonding material to the hollow glass microsphere/epoxy
composite, the amplitude increased to 1283 mV, 33% higher than that of the epoxy bonding.
This result can be explained by the acoustic impedance distribution in Table 4.

When the acoustic wave propagates from one homogenous material to another, both
the reflection and refraction happen in the interface. The reflected acoustic wave returned
to the first material, and the refracted one prorogates into the second material. The larger
discrepancy between the two materials, the smaller percentage of the acoustic can propagate
into the second material. For the transducer with two matching layers, there are five
interfaces to be penetrated. When connected by air, most acoustic waves from the 1-3
piezoelectric reflect the composite, and only a few propagate into the air. When the acoustic
wave in the air propagates to the first matching layer, most of the energy reflects into the
air again, which happens several times in the air bonded transducer. Thus, little energy can
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pass through the transducer and be received by the receiving transducer. For the transducer
bonded by the epoxy, the discrepancy is reduced, especially between the 1-3 composite
and the first matching layer. This reduced acoustic impedance difference allows more
energy to pass through the transducer. For the transducer bonded by the hollow glass
microsphere and epoxy composite, even if the difference between the 1-3 piezoelectric
composite and the first matching layer increased, the interface layer decreased to three to
reduce the energy dissipation.
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Table 4. Acoustic impedance distribution of the transducer with three different bonding materials.

Structure Layer
Acoustic Impedance (MRayl)

Air Epoxy Hollow Glass Microsphere
and Epoxy Composite

1-3 piezoelectric
composite 19.37 19.37 19.37

First bonding layer 0.000425 3 1.36
First matching layer 1.36 1.36 1.36

Second bonding layer 0.000425 3 1.36
Second matching

layer 0.049 0.049 0.049

Air 0.000425 0.000425 0.000425

5.4. Practical Application Test of Self-Developed Air-Coupled Ultrasonic Transducer

The received signals from the air-coupled ultrasonic transducer after penetrating the
testing plate are shown in Figure 8. When an ultrasonic wave propagates in PVC foam and
CFRP plate without defects, the peak-to-peak amplitudes of received signals are respectively
363.2 and 83.6 mV, as seen in Figure 8a,b. When the defects in PVC foam and CFRP plates
locate in the ultrasonic propagation path, the peak-to-peak amplitude of received signals
were 155.8 and 54.5 mV, which decreased by about 57% and 35%, respectively. Due to
the interaction between defects and ultrasonic waves, the energy of the transmitted wave
was reduced, which led to the change in the shape and amplitude of the received wave.
Due to the different types, sizes, and locations of defects, the received acoustic wave may
change into various shapes, but this will not affect the detection of defects. By comparing
the waveform amplitude of the received signals with or without defects, the defects are
easy to detect. Further, the defect information can be directly distinguished by scanning
and detecting the area to be inspected. The air-coupled ultrasonic transducer developed in
this study can be used in practical testing applications.
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6. Conclusions

This paper introduces a methodology to model, design, fabricate, and optimize air-
coupled ultrasonic transducers matching system, which includes the matching layer and
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bonding layer. The matching layer modeling process and evaluation methods are demon-
strated and verified by the self-developed air-coupled ultrasonic transducer with double
matching layers. The mechanism of the matching layer components affecting the trans-
ducer performance is explained. Additionally, the bonding layer effects on the transducer
performance are described. The testing results indicate that the self-developed air-coupled
ultrasonic transducer in this study has a 20% higher amplitude than the product on the
market and can easily identify defects in non-metallic materials. This study provides the
foundation for air-coupled ultrasonic transducer modeling and development.
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Abstract: In order to obtain tungsten with great surface qualities and high polishing efficiency, a
novel method of chemical enhanced shear dilatancy polishing (C-SDP) was proposed. The effects of
pH values and H2O2 concentrations on the polishing performance of tungsten C-SDP were studied.
In addition, the corrosion behaviors of tungsten in solutions with different pH values and H2O2

concentrations were analyzed by electrochemical experiments, and the valence states of elements
on the tungsten surface were analyzed by XPS. The results showed that both pH values and H2O2

concentrations had significant effects on tungsten C-SDP. With the pH values increasing from 7 to
12, the MRR increased from 6.69 µm/h to 13.67 µm/h. The optimal surface quality was obtained at
pH = 9, the surface roughness (Ra) reached 2.35 nm, and the corresponding MRR was 9.71 µm/h.
The MRR increased from 9.71 µm/h to 34.95 µm/h with the H2O2 concentrations increasing from 0
to 2 vol.%. When the concentration of H2O2 was 1 vol.%, the Ra of tungsten reached the lowest value,
which was 1.87 nm, and the MRR was 26.46 µm/h. This reveals that C-SDP technology is a novel
ultra-precision machining method that can achieve great surface qualities and polishing efficiency
of tungsten.

Keywords: chemical enhanced shear dilatancy; tungsten; polishing; surface quality

1. Introduction

Due to the advantages of high melting point, great corrosion resistance, superior
electrical conductivity, and high-temperature strength [1–3], tungsten is widely used in
integrated circuits, nuclear material, the military industry, medical equipment, and other
fields [4–6]. The surface quality of the material has a significant influence on the service
performance and service life of the workpiece. For example, as the primary candidate for
plasma facing materials (PFMs) in the diverter of the ITER and DEMO fusion reactors,
tungsten needs to withstand the impact of high-energy particles. The surface quality will
affect its radiation resistance to a certain extent, thus affecting the service life of the nuclear
fusion reactor [7]. In semiconductor devices, tungsten is deposited on the device surface by
chemical vapor deposition. The surface quality of tungsten film will affect the interconnect
performance of devices, and therefore the surface of tungsten film needs to be polished [8].
Ultra-precision polishing is the final processing method to reduce the surface roughness
of workpiece, remove the damaged layer, and obtain high surface accuracy and excellent
surface quality [9–11]. However, as a typical hard and brittle material, there are great
challenges in the ultra-precision polishing of tungsten due to the high hardness, high
brittleness, and great wear resistance of material [12,13].
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In order to achieve high-efficiency and high-quality polishing, researchers have con-
ducted extensive research on tungsten polishing methods and processes. Poddar et al. [14]
used a mixed oxidant composed of H2O2 and Fe(NO3)3 for chemical–mechanical polishing
of tungsten and found that the mixed oxidant would generate OH with stronger oxidizing
ability, and its removal efficiency was higher than that of a single oxidant. Lim et al. [15]
found that the polishing rate could be divided into two regions with increases in Fe(NO3)3
concentration; when Fe(NO3)3 concentration was less than 0.1 wt.%, the polishing rate
of tungsten increased rapidly, while when the Fe(NO3)3 concentration was higher than
0.1 wt.%, the polishing rate increased slowly. Han et al. [16] used an alkaline electrolyte
containing 0.27 mol/L NaOH for electrochemical polishing of tungsten under the opti-
mal electrode gap width, and surface roughness (Ra) of the polished tungsten reached
7.5 nm. Based on polishing experiments and theoretical analysis, Wang et al. [17] proposed
that electrochemical polishing of tungsten should be divided into three stages: corrosion
stage, bright stage, and pitting stage. Under the optimal process, surface roughness Sa
was only 3.73 nm after polishing for 10 min. Chen et al. [18] proposed a high-efficiency
electrochemical polishing method for tungsten surfaces combining forced convection and
natural convection. After electrochemical polishing by forced convection for 3 min and
natural convection for 3 min, surface roughness Ra was reduced to 17.2 nm. Zhou et al. [19]
developed a dynamic electrochemical polishing process using a bi-layer NaOH electrolyte
to uniformly polish tungsten microfluidic molds. With the optimized parameters, surface
roughness Sa was reduced from 205.98 nm to 4.14 nm after 10 cycles of dynamic electro-
chemical polishing. Tungsten will be widely used in various fields in the future because of
its excellent comprehensive mechanical properties. Therefore, it is particularly important to
explore new ultra-precision polishing methods to improve the surface quality and service
life of tungsten workpieces.

Shear Dilatancy Polishing (SDP) is a high-efficiency, high-quality, low-cost surface
polishing method that has emerged in recent years. The principle is to use viscoelastic
material with non-Newtonian fluid properties to prepare a specific shear pad in order
to enhance the control of abrasive particles and improve the stress evenness and contact
pressure on the workpiece surface based on the shear dilatancy and solidification effects
under high-pressure and high-speed conditions to finally achieve high-efficiency and high-
quality polishing. The scratching effect of abrasives on the workpiece is the key to achieving
material removal [20,21]. Compared with conventional polishing pads, the dilatancy pad
can hold more abrasives. Doi et al. [22,23] used viscoelastic materials such as asphalt and
potato starch to prepare a specific dilatancy pad, which could reduce the surface defects
caused by stress concentrations in local areas during processing. Results showed that
under low–medium speed/pressure, the material removal rate of the SiC wafer after the
dilatancy pad processing was more than three times of that after metal tin plate processing,
the surface scratches after the dilatancy pad processing were lower than 1% of the latter,
and the depth of the subsurface damage layer was less than 10% of the latter.

In this study, Chemical enhanced Shear Dilatancy Polishing (C-SDP) as a novel ultra-
precision polishing method was proposed to obtain high surface quality tungsten. The
effects of pH values and H2O2 concentrations of polishing slurry on material removal
rate (MRR) and surface roughness (Ra) in the tungsten C-SDP process were studied. In
addition, the corrosion behaviors of tungsten in solutions with different pH values and
H2O2 concentrations were analyzed by electrochemical experiments, and the valence states
of elements on the tungsten surface were analyzed by XPS.

2. Principle of Chemical Enhanced Shear Dilatancy Polishing

Figure 1a,b are schematic illustrations of the SDP and C-SDP principles, respectively.
In the SDP processing, the abrasives can be trapped in the viscoelastic material to avoid the
height difference caused by different abrasive particle sizes and improve the uniformity
of force on the workpiece surface. C-SDP is a polishing method with the synergistic
effect of mechanical action and chemical action. It selectively removes workpiece surface
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roughness peaks based on chemical etching of oxidants and efficient mechanical removal of
the dilatancy pad, resulting in higher efficiency and greater surface quality of workpieces
than can be achieve using SDP.
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Figure 1. Schematic illustrations of the polishing principle: (a) Shear Dilatancy Polishing (SDP);
(b) Chemical enhanced Shear Dilatancy Polishing (C-SDP).

During C-SDP processing, the chemical polishing slurry contacts the tungsten surface
so that a chemical reaction occurs, forming a passivation film with a lower hardness than
tungsten. Moreover, relative movement between the dilatancy pad and tungsten workpiece
will happen. Under shear force and pressure, viscoelastic material with non-Newtonian
fluid properties in the contact area instantly exhibits shear dilatancy and solidification
effects, forming a “flexible fixed abrasive tool (FFAT)” in the processing area, which can
realize micro-cutting removal of the reaction layer. C-SDP is a synergistic process in
which the abrasives remove the passivation film, and the bare surface reacts actively–
passively with the polishing slurry to reform the passivation film [24]. In the process
of polishing, chemical corrosion of the polishing fluid and mechanical grinding of the
abrasives are coupled to achieve material removal at the atomic level and efficient removal
of the tungsten surface.

3. Experiments
3.1. Preparation of Dilatancy Pad and Polishing Slurry

Viscoelastic materials, ingredients, and abrasives with a certain mass ratio were evenly
mixed by mechanical agitation at 80 ◦C. After that, the mixture was cooled to room temper-
ature to obtain shear dilatancy material suitable for SDP. In our research, the viscoelastic
material was a polymer material with non-Newtonian fluid properties, and fumed silica
was used as the ingredient to improve the mechanical properties of viscoelastic material.
This viscoelastic material is prone to shear hardening under the action of external forces,
which can enhance the holding force of abrasives. The dilatancy pad was obtained by
filling the shear dilatancy material in a special polyurethane polishing pad, as shown in
Figure 2a. The structure of the polyurethane dilatancy pad is shown in Figure 2b. The
polyurethane pad filled with the shear dilatancy material is attached to the rigid layer to
achieve a certain rigid support effect. The magnetic layer at the bottom makes the dilatancy
pad magnetically adsorbed on the surface of the polishing base plate for easy replacement.
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The polishing base slurry was prepared by deionized water, the dispersant, and the
active agent. Diamond micro-powders with a particle size of 0.5 µm were used as the
abrasives. H2O2 with a concentration of 30 vol.% was used as the oxidant. The pH value of
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the polishing slurry was adjusted by NaOH. The slurry was continuously stirred for 30 min
to ensure that all components were well mixed for the polishing experiments.

3.2. Experimental Process and Conditions

Tungsten workpieces used for the polishing experiments were obtained by a rolling
process, which gave them a high density. The characteristics of tungsten are shown in
Table 1. In this study, the plane workpiece was taken as the research target. Tungsten
samples were 10 mm in diameter and 0.3 mm in thickness. C-SDP polishing experiments
were carried out on the experimental device, as shown in Figure 3. During the polishing
process, tungsten samples fixed on the fixture rotated along the normal direction with a
certain pressure to ensure a uniform polishing of the workpiece surface.

Table 1. Chemical composition and mechanical characteristics of tungsten.

Parameters Values

Content of W (%) ≥99.99
Density (g/cm3) 19.35
Mohs hardness 7.5

Tensile strength (MPa) 980–1078
Fracture toughness (MPa·m1/2) 5.4
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The experimental conditions are shown in Table 2. In order to achieve better mechani-
cal removal effects of the dilatancy pads, the C-SDP polishing experiments were carried
out under the condition of high-pressure and high-speed. Tungsten has a high dissolution
rate under alkaline conditions, which can increase the material removal rate. Therefore, the
effects of polishing slurries at pH 7, 8, 9, 10, 11, and 12 on the polishing effects of tungsten
were studied. Moreover, the effects of H2O2 concentrations (0–2.0 vol.%) on the polishing
performance of tungsten were also investigated.
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Table 2. Experimental conditions.

Parameter Values

Top plate polishing speed (r/min) 20
Bottom plate polishing speed (r/min) 120

Polishing pressure (kPa) 468
Abrasive particle size (µm) 0.5

Abrasive concentration of slurry (wt.%) 1
Polishing pad Polyurethane dilatancy pad

Slurry flow rate (mL/min) 3
pH 7; 8; 9; 10; 11; 12

H2O2 (vol.%) 0; 0.1; 0.5; 1; 1.5; 2

3.3. Measurement and Testing

The pH values of the polishing slurries were measured by a glass electrode pH meter
(PB-10, Sartorius, Germany, resolution: 0.01). The MRR of tungsten was measured by a
precision balance (ME36S, Sartorius, Germany, resolution: 0.001 mg). The formula for
calculating MRR is as follows:

MRR =
∆m
ρts

(1)

∆m (g) is the quality difference of the tungsten sample before and after polishing, ρ
(g/cm3) is the density of the tungsten sample, s (cm2) is the area of the tungsten sample,
t (h) is the polishing time, and the unit of MRR is µm/h. Each polishing experiment was
repeated three times, and the mean value was calculated.

After polishing, the surface roughness (Ra) of tungsten was measured by a 3D profile
White Light Interferometer (Super View W1, Chotest, Shenzhen, China), and the sampling
range of the White Light Interferometer was 0.5 × 0.5 mm. The surface morphology of the
workpiece was observed by a large-field-depth digital microscope (VHX-7000, Keyence,
Osaka, Japan). The dynamic potential polarization curves of tungsten in abrasive-free
solutions with different pH values and H2O2 concentrations were tested by an electrochem-
ical system with a three-electrode cell (CHI760E, CH Instruments, Shanghai, China). The
chemical reactions between the components of the polishing slurry and tungsten were
analyzed by X-ray photoelectron spectroscopy (ESCALAB 250Xi, Thermo Fisher, Waltham,
MA, USA).

4. Results and Discussion
4.1. Rheological Analysis of Shear Dilatancy Material

Rheological testing of shear dilatancy material was performed by a rotational rheome-
ter (MCR302, Anton Paar, Graz, Austria) at a constant testing temperature of 25 ◦C. During
the test, the distance between the plate clamp and rotor (both 25 mm in diameter) was
1 mm. The strain was constant at 0.1%, and frequency sweep tests were performed from 0.1
to 10 Hz. The measurement for each sample was repeated three times in order to quantify
the measurement error.

Figure 4a,b respectively show the trends of G’ and tanδ of samples with different
abrasive concentrations as the frequency increased. The G’ represents the ability of material
to store elastic deformation energy, which is used to characterize the elasticity of material.
The tanδ represents the viscoelastic properties of material. When the tanδ is smaller, the
elasticity of material is greater. The frequency (tanδ = 1) is the critical frequency of the
solid–liquid phase transition, beyond which the material transforms from a liquid-like state
to a solid-like state. It can be clearly found that with increasing frequency, the G’ of sample
increased, while the tanδ decreased. The material experienced an obvious shear hardening
effect, which met the requirements of shear dilatancy polishing. As shown in Figure 4a,b,
the abrasive concentrations significantly affected the rheological properties of the shear
dilatancy material. With the increase of abrasive concentrations, the G’ of the sample
increased, and the tanδ decreased. The elasticity of the material was improved, and its
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phase transition frequency decreased. In other words, the material transition to a “flexible
fixed abrasive tool” requires a lower polishing speed, which makes the material more prone
to transition from liquid-like to solid-like. When the abrasive concentration was 30 wt.%,
the G’ increased significantly, which was much higher than that of 20 wt.%. Combined with
the rheological test results and polishing requirements, VM-30 wt.% Dimond was selected
for the preparation of the dilatancy pad.
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4.2. Effect of pH Values on the Polishing Performance of Tungsten

pH value is an important component of chemical polishing slurry, which determines
the basic polishing environment of C-SDP and directly affects the polishing quality [25]. The
effects of pH values on tungsten C-SDP are shown in Figure 5. As shown in Figure 5a, with
the increase of pH, the material removal rate of tungsten showed a continuous increasing
trend, and it increased from 6.69 µm/h to 13.67 µm/h. In neutral and alkaline environments,
the oxide formed on tungsten surfaces is unstable and dissolves in solution at a very low
rate to form tungstate ions (WO4

−) [26,27], which can remove the oxide on the tungsten
surface to a certain extent. On the other hand, since the oxide is softer and easier to remove
than tungsten, the corresponding mechanical removal effect is also more pronounced.
Because the dissolution rate of this oxide is low, the mechanical action of abrasives will
remove most of the generated oxide, thereby exposing a new tungsten surface to continue
the chemical reaction. In the neutral and alkaline conditions of the polishing slurry, the
removal rate increases with the increase of pH, which is also related to the dissolution rate.
The material removal rate includes the mechanical removal of abrasives and the dissolution
of oxide.

When pH = 7, the material removal was mainly achieved by the mechanical action of
diamond abrasives. Because the chemical action was very small at this time, the corrosion
effect on the tungsten surface was extremely weak, resulting in a minimum material
removal rate. When pH > 7, it was easy for tungsten to react with the alkaline slurry.
Micro-convex peaks on the tungsten surface could be oxidized into relatively soft oxides.
Under the mechanical grinding of diamond abrasives and the dissolution of alkaline
solution, the generated oxides could be easily removed, and thus the material removal rate
was improved.
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Figure 5. Effect of pH values on the removal rate and surface roughness: (a) material remove rate;
(b) surface roughness.

However, the final tungsten surface quality is determined by the rate of oxide dis-
solution, the rate of oxide production, and the mechanical action of abrasives. How to
control and balance the relationship among the three factors is a key issue that needs to
be considered during the polishing process. With the increase of pH values, the surface
roughness of the polished tungsten firstly decreased and then increased, as shown in
Figure 5b. The surface roughness Ra was the lowest at pH = 9. As the pH increased from 7
to 9, Ra decreased from 3.16 nm to 2.35 nm. However, as the pH sequentially increased to
12, Ra subsequently increased to 8.25 nm.

Figure 6 shows the surface morphologies of tungsten after polishing with different pH
values. The tungsten surface after polishing was relatively smooth, as seen in Figure 6a–c.
However, the tungsten surface became gradually uneven, as seen in Figure 6d–f, and the
corrosion degree of tungsten gradually deepened. It can be inferred that when pH > 9,
OH– in the slurry was very corrosive for tungsten, which likely caused uneven corrosion of
micro-convex peaks on the tungsten surface, resulting in poor surface quality after polishing.
Figure 7 shows the surface morphologies of tungsten under different pH values. Under
strong alkaline conditions (pH = 11 and pH = 12), the tungsten surface was significantly
corroded, as shown in Figure 7b,c.
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4.3. Effect of H2O2 Concentrations on the Polishing Performance of Tungsten

During the polishing process, a passivation film is formed on the tungsten surface
due to oxidizing agents. Because of the low hardness of oxide and the weak interface that
exists between tungsten and oxide, the passive film is easily removed by the mechanical
action of abrasives [28]. The concentrations of H2O2 can significantly affect the generation
rate of the passivation film on the tungsten surface, which in turn affects the polishing
performance of C-SDP [29]. The effects of H2O2 concentrations on material removal rate
and surface roughness of tungsten are shown in Figure 8. In the experiments, the pH values
of polishing slurries with different H2O2 concentrations were all 9. As shown in Figure 8a,
with the increase of H2O2 concentration, the MRR of tungsten increased continuously,
from 9.71 µm/h to 34.95 µm/h. After the concentration of H2O2 increased, the chemical
corrosion effect of polishing slurry on the tungsten surface material was enhanced, which
could generate faster or thicker soft passivation films. As shown in Figure 8b, the surface
roughness of tungsten decreased firstly and then increased, and its surface roughness was
the lowest when H2O2 concentration was 1 vol.%. As the H2O2 concentration increased
from 0 to 1 vol.%, Ra decreased from 2.35 nm to 1.87 nm. Ra began to increase, reaching
4.14 nm when the H2O2 concentration was 2 vol.%, since the H2O2 concentration continued
to increase.
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Figure 9 shows the surface morphologies of tungsten after polishing with different
H2O2 concentrations. Compared with the different polishing slurries without H2O2, the
tungsten surface became smoother after adding 1 vol.% H2O2. However, when the concen-
tration of H2O2 was higher than 1 vol.%, the surface quality of tungsten became slightly
deteriorated due to excessive corrosion.
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Figure 9. Surface morphologies of polished tungsten under different H2O2 concentrations: (a) 0 vol.%;
(b) 0.1 vol.%; (c) 0.5 vol.%; (d) 1.0 vol.%; (e) 1.5 vol.%; (f) 2.0 vol.%.

Figure 10 shows the surface morphologies of polished tungsten under different H2O2
concentrations. As shown in Figure 10c, when the H2O2 concentration was 2 vol.%, a slight
orange peel phenomenon and obvious micropores appeared on the tungsten surface. This
phenomenon may be related to the fact that the oxidizing property of polishing slurry
was too powerful, so that the mechanical removal of abrasives could not keep up with the
formation rate of the passivation film. Moreover, the micropores existing in the tungsten
were further enlarged. Tungsten samples before and after polishing are shown in Figure 11.
Under the optimum parameters of pH = 9 and 1 vol.% H2O2 concentration, the surface of
the tungsten sample after C-SDP achieved a mirror effect without obvious scratches, pits,
or other defects.
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4.4. Electrochemical Testing Results

Figure 12a shows the potentiodynamic polarization curves of tungsten in different pH
solutions. The composition of electrolyte prepared at different pH values was consistent
with that of the polishing slurry except that there was no oxidant. Figure 12b shows the
corrosion potential (Ecorr) and the corrosion current density (Icorr) of tungsten at different
pH solutions, which could be obtained from the potentiodynamic polarization curves in
Figure 12a.
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The more negative the corrosion potential is, the more easily the tungsten surface is
corroded [30]. The Ecorr gradually tended to negative values with increasing pH values,
as shown in Figure 12b. Among the six pH values, the Ecorr was the largest (−268 mV) at
pH = 7, which indicated that tungsten was the least susceptible to corrosion at this time.
The Ecorr was the smallest (−590 mV) at pH = 12, and tungsten was most easily corroded at
this time. These were consistent with the polishing results shown in Figure 6; the surface
quality of tungsten was the worst when pH = 12. In electrochemical experiments, the Icorr
is used to represent the corrosion rate of the workpiece, which can often reflect the change
of MRR in the polishing process. As shown in Figure 12b, the Icorr increased with increases
in the pH values, which meant the corrosion rate of tungsten increased gradually. The
maximum Icorr was 15.01 µA when pH = 12, which was two orders of magnitude higher
than that at pH = 7 (0.1185 µA). This phenomenon corresponded to the maximum MRR
under the condition of pH = 12 shown in Figure 5a. According to the values of Icorr and
Ecorr, with increases in pH values, tungsten was more easily corroded, and the corrosion
rate increased in the alkaline solution. This phenomenon was consistent with the effect of
different pH values on the polishing performance of C-SDP.

Figure 13a shows the potentiodynamic polarization curves of tungsten in different
H2O2 concentration solutions, and four typical H2O2 concentrations of 0, 0.5 vol.%, 1 vol.%,
and 2 vol.% were selected. Except for the different concentrations of H2O2, the other com-
ponents of solution were the same as those of the polishing slurry. Figure 13b shows the
corrosion potential (Ecorr) and the corrosion current density (Icorr) of tungsten in different
H2O2 concentration solutions, which could be obtained from the potentiodynamic polariza-
tion curves shown in Figure 13a. As shown in Figure 13b, the Ecorr of tungsten under the
H2O2 concentration of 1 vol.% (68 mV) was higher than that under the H2O2 concentrations
of 0 vol.% (−372 mV), 0.5 vol.% (−9 mV), and 2 vol.% (−172 mV). This indicated that when
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the H2O2 concentration was 1 vol.%, the corrosion tendency of the solution for tungsten
was the smallest. Between 0 and 1 vol.%, the oxidizing properties of the solution became
stronger with the increase of H2O2 concentration, and the Ecorr tended to be more positive.
It seems that a dense and thick passivation film gradually formed on the tungsten surface,
which reduced the corrosion tendency of tungsten. The Ecorr decreased at 2 vol.% H2O2.
This may be due to the high concentration of 2 vol.% H2O2, leading to the destruction of
the passivation film, which accelerated the dissolution rate of the passivation film in the
solution, resulting in a decrease in the corrosion resistance of tungsten. In the four solutions
with different H2O2 concentrations, the Icorr increased with increasing H2O2 concentrations,
which were 1.003 µA, 4.094 µA, 8.855 µA, and 12.55 µA, respectively, corresponding to the
trend of MRR in Figure 8a. When the H2O2 concentration in solution was 2 vol.%, the Icorr
was the largest, and it was an order of magnitude higher than that without H2O2, which
indicated that the passivation film was more likely to be formed on the tungsten surface
after the addition of H2O2.
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Figure 14a shows the potentiodynamic polarization curves of tungsten in solutions
with different components. Three solutions with different components were an NaOH-
based solution (pH = 9), H2O2-based solution (1 vol.% H2O2), NaOH, and H2O2-based
solution (pH = 9, 1 vol.% H2O2). Figure 14b shows the corrosion potential (Ecorr) and
corrosion current density (Icorr) of tungsten in solutions with different components. As
shown in Figure 14b, in the solution without H2O2 addition, the Icorr decreased from
8.855 µA to 1.003 µA, and the Ecorr changed from 68 V to −372 mV compared with the
NaOH and H2O2-based solutions. This indicated that H2O2 participated in the chemical
reaction and could reduce the corrosion of the tungsten surface. After removing NaOH
from the solution, the corrosion current Icorr on the tungsten surface was the smallest at
only 0.454 µA. The result shows that the combined action of NaOH and H2O2 can enhance
the corrosion rate of tungsten, thereby improving the material removal rate in C-SDP.

It can be seen from the above electrochemical experiments that the chemical corrosion
rate and corrosion resistance of tungsten are significantly affected by the chemical agents
in the polishing slurry. The etch rate of tungsten can be improved by NaOH and H2O2 in
the polishing slurry, which is consistent with the material removal rate results shown in
Figures 5a and 8a. The chemical composition of the tungsten surface in different solutions
is analyzed below, and the chemical reactions that occur during the tungsten C-SDP process
are discussed.
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Figure 14. (a) Dynamic potential polarization curves at different solutions. (b) The corrosion potential
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4.5. XPS Testing Results

Figure 15 shows the XPS full spectra of the tungsten surface under different conditions.
As seen in Figure 15, the main elements on the surface of tungsten samples were C, O,
and W. The C element mainly came from the pollutants adsorbed on the tungsten surface
during XPS. The presence of the O element under the four different conditions indicates
that oxides were produced on the tungsten surface after soaking or polishing. The XPS
fine spectra of the tungsten surface in Figure 16 were further analyzed in terms of the
element valence.
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Figure 16 shows the XPS fine spectra of the tungsten surface under different conditions.
In Figure 16, the deconvolution of the W (4f) spectrum shows four peaks: the two peaks
located around 35.5 eV and 37.7 eV can be indexed, respectively, to W 4f7/2 and W 4f5/2 of
W6+, while the other two peaks at 31.0 eV and 33.2 eV refer, respectively, to W 4f7/2 and W
4f5/2 of W [31]. The peaks of the W 4f orbital appeared in pairs, with the peak at the higher
binding energy being W 4f5/2 and the lower one being W 4f7/2.
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Anik et al. investigated the anodic behavior of tungsten at different pH values. When
the pH < 1, the main dissolution pathway of oxide is H+-assisted dissolution. When the pH
is between 4 and 6.5, the dissolution of oxide mainly depends on OH−-assisted dissolution.
Under strong alkalinity (pH > 12.5), the dissolution is achieved by the slow diffusion of
OH– to the W surface [32]. Lillard et al. believed that under acidic conditions, the oxides
formed on tungsten surface could be divided into an inner barrier layer of WO3 and an
outer hydrated layer consisting of WO3 (H2O) [26].

It was found that tungsten underwent chemical reactions in pH 9 solution and H2O2
solution, and W6+ was formed on the tungsten surface, as determined by XPS spectroscopic
analysis. Therefore, it is speculated that WO3 may exist on the tungsten surface. It is worth
noting that the equilibrium information in the Pourbaix diagram shows that WO3 can only
be formed stably when pH < 4 [26]. However, this diagram reacts the final product at
different pH values and does not involve intermediate products. In addition, it was found
by XPS characterization that WO3 existed in a weakly acidic environment (4.5 < pH < 6.5),
and the electrochemical study of tungsten in a weakly alkaline solution (such as pH = 9)
showed that the anodic reaction was independent of pH [32]. Weidman et al. believed
that the tungsten surface could show limited passivation behavior at neutral and slightly
alkaline pH values [33]. Kneer et al. mentioned that a thin protective oxide layer exists on
the tungsten surface over almost the entire pH range. When the pH is 4–9, a thin metastable
WO3 film is formed on the tungsten surface [34]. Generally, the oxide film on the tungsten
surface will dissolve rapidly under strong alkaline conditions [33]. Combined with the XPS
spectra in Figure 16, it can be inferred that NaOH and H2O2 react with tungsten, and the
main chemical reactions in alkaline C-SDP polishing slurry [35,36] are:

W + 6OH− →WO3 + 3H2O (2)

177



Micromachines 2022, 13, 762

W + 3H2O2 →WO3 + 3H2O (3)

WO3 + 2OH− →WO2−
4 + H2O (4)

Table 3 analyzes the peak areas of different valence states of tungsten shown in
Figure 16. As shown in Table 3, the peak area representing the W element is much larger
than that of W6+, which indicates that the content of hexavalent compounds on the tungsten
surface is very small, so the oxide film is very thin. Compared with the tungsten surface
immersed in pH 9 solution, the tungsten surface immersed in the polishing slurry has a
higher W element content. This may be due to a relatively dense passivation film formed
by the reaction between H2O2 and tungsten in the polishing slurry, preventing further
oxidation of the internal tungsten. On the other hand, the passivation film can react with
OH−, leading to a reduction in its thickness. The proportion of the W element on the
tungsten surface was also increased after C-SDP, which indicates that the addition of
mechanical action can reduce the thickness of the passivation film to a certain extent. In
general, the hardness of tungsten oxides tends to decrease as the oxidation state increases.
Therefore, in the actual C-SDP process, both the dissolution mode and the chemical state
of the oxide play a role in the material removal of the tungsten surface. At present, there
are few studies on the chemical corrosion mechanisms of tungsten polishing in alkaline
environments, and it is necessary to carry out further systematic research in the follow-up.

Table 3. Analysis results of XPS peak area of tungsten.

Conditions W6+/W Ratio

pH = 9 0.237
1 vol.% H2O2 0.137

Slurry 0.181
C-SDP 0.142

5. Conclusions

In this paper, a novel high-efficiency C-SDP method was proposed to obtain high
surface quality tungsten, and the effects of pH values and H2O2 concentrations on the
polishing performance of tungsten were investigated. The experimental results showed
that tungsten C-SDP was significantly affected by pH values and H2O2 concentrations. The
MRR gradually increased with increasing pH values from 6.69 µm/h to 13.67 µm/h. With
increasing H2O2 concentrations, the MRR increased from 9.71 µm/h to 34.95 µm/h. When
the pH value was 9 and the H2O2 concentration was 1 vol.%, the optimal Ra was 1.87 nm,
and the corresponding MRR was 26.46 µm/h. This indicates that the C-SDP polishing
technique was an effective method to obtain high surface quality tungsten.

The mechanism influences of pH values and H2O2 concentrations on tungsten C-SDP
were clarified by electrochemical and XPS tests. In alkaline polishing slurries containing
H2O2, the tungsten surface mainly undergoes an oxidation reaction to form relatively soft
tungsten trioxide, which can be quickly removed by abrasives. Then a new surface of the
tungsten workpiece is exposed, and the chemical reaction continues, thereby increasing
the material removal rate. In the C-SDP polishing slurry, when the alkalinity is too strong
or the concentration of oxidant too high, excessive chemical corrosion and poor surface
quality will result.
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Abstract: Tactile sensation is a highly desired function in robotics. Furthermore, tactile sensor arrays
are crucial sensing elements in pulse diagnosis instruments. This paper presents the fabrication of an
integrated piezoresistive normal force sensor through surface micromachining. The force sensor is
transferred to a readout circuit chip via a temporary stiction effect handling process. The readout
circuit chip comprises two complementary metal-oxide semiconductor operational amplifiers, which
are redistributed to form an instrumentation amplifier. The sensor is released and temporarily
bonded to the substrate before the transfer process due to the stiction effect to avoid the damage and
movement of the diaphragm during subsequent flip-chip bonding. The released sensor is pulled
off from the substrate and transferred to the readout circuit chip after being bonded to the readout
circuit chip. The size of the transferred normal force sensor is 180 µm × 180 µm × 1.2 µm. The
maximum misalignment of the flip-chip bonding process is approximately 1.5 µm, and sensitivity
is 93.5 µV/µN/V. The routing of the piezoresistive Wheatstone bridge can be modified to develop
shear force sensors; consequently, this technique can be used to develop tactile sensors that can sense
both normal and shear forces.

Keywords: complementary metal-oxide semiconductor; MEMS; tactile sensor; stiction effect; tempo-
rary handling; stiction contact; Au–Si eutectic; flip-chip

1. Introduction

Tactile sensation is a highly desired function in the robotics industry [1–9]. Mak-
ihata [5] recently reported that the requirements for tactile sensors include large-area
sensing capability, which requires a large number of sensors, rapid response time, and
low cost.

Tactile sensor arrays are also crucial sensing elements in pulse diagnosis instru-
ments [10–13], which mimic traditional Chinese doctors and determine pulse signals to
assess the health of patients. The tactile sensors used for pulse taking must be organized in
a large dense array to cover the entire area around the radial arteries, with a sub-millimeter
resolution. The integration of sensors with readout circuits is a crucial technology required
for large-area, high-resolution sensing.

Extensive research has been conducted to integrate microelectromechanical systems
(MEMS) and readout circuits [14–19]. Monolithic integration features low-electronic para-
sitics, reduced chip pinout, and small size. However, the strict thermal budget and process
compatibility results in complex processes and performance tradeoff, which present various
problems. Hybrid integration [20–22], which enables MEMS and complementary metal-
oxide semiconductor (CMOS) devices to be optimized independently, is currently the most
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widely used approach for MEMS and CMOS integration, owing to its short development
time, low cost, flexible material selection, and simple fabrication process [23].

Singh et al. [22] proposed a transfer process that can achieve high-density integration
by transferring the released MEMS structures onto the readout circuit. Readout circuits can
be manufactured using a normal IC foundry and do not undergo etching for release, since
the MEMS structures are released before transfer. However, the released MEMS microstruc-
tures are movable during the transfer process and can be damaged by shear forces during
the bonding and transferring processes. Additionally, the movement of the released MEMS
structures decreases the alignment precision of the transferring processes. In a previous
study, we proposed a stiction effect temporary handling (SETH) process [24] to temporarily
bond the released MEMS structures to the substrates through a stiction effect, which enables
temporary handling during the transfer process and reduces alignment errors.

Herein, we present an integrated normal force (force in the z-axis) sensor for pulse
diagnosis instruments, wherein the piezoresistive normal force sensor and CMOS readout
circuit are integrated using the SETH process. The routing of the piezoresistive Wheatstone
bridge can be modified to develop a shear force sensor; consequently, this technique can be
used to develop tactile sensors that can sense both normal and shear forces.

2. Design and Fabrication
2.1. Design of the Integrated Normal Force Sensor

In this study, we primarily focused on normal force sensors, since only the force
perpendicular to the sensor surface must be measured for pulse taking. The integrated
normal force sensor was fabricated by transferring the released force sensor to a CMOS
readout circuit chip, as shown in Figure 1. The normal force sensor, which comprises
a diaphragm with piezoresistors installed, was fabricated and released through surface
micromachining. The diaphragm was suspended by four beams and temporarily attached
to the substrate through the stiction effect [25] of surface micromachining to ensure that the
normal force sensor did not move during the transfer process, as shown in Figure 1a. The
readout circuit chip comprises two CMOS operational amplifiers, which are redistributed
to form an instrumentation amplifier. Pads with amorphous silicon/Ti/Au layers on the
surface were fabricated on the chip to serve as anchors for the normal force sensor, as
shown in Figure 1b. The normal force sensor was then bonded to the readout circuit chip
via Au/Si eutectic bonding, as shown in Figure 1c. The diaphragm was transferred to the
readout circuit chip after pulling off from the substrate and breaking the suspension beams,
as shown in Figure 1d.

The normal force sensor was designed as the sensing element of the pulse diagnosis
instrument, which is used in traditional Chinese medicine. A square, flat diaphragm was
employed in the normal force sensor, as shown in Figure 2. The size of the low-stress SiNx
diaphragm was 180 µm × 180 µm × 1.2 µm. The polysilicon layer was heavily doped with
boron and patterned with piezoresistors and their interconnections. Cr/Pt/Au electrodes
were fabricated on top of the polysilicon layer for eutectic bonding and employed as
anchors for the diaphragm after transfer. The size of the diaphragm within the electrodes
was approximately 120 µm × 120 µm.

Next, the performance of the normal force sensor was simulated. Two piezoresistors
were placed perpendicular to the edge of the diaphragm, while two were placed parallel
to the edge. Figure 3 depicts the stresses on the piezoresistors, when 500 µN is loaded on
the center of the diaphragm. The force 500 µN is equivalent to 260 mmHg pressure on
a 120 µm × 120 µm diaphragm, which is slightly higher than the normal blood pressure.
The sensitivity of the normal force sensor was calculated to be 34 µV/µN/V, when the
longitudinal and transverse gauge factors of boron-doped polysilicon in [26] were used. The
normal force sensor is designed to measure pulse signals, whose frequencies are typically
lower than 3 Hz. Because the resonant frequency of the sensor is simulated to be as large as
1.11 MHz, as shown in Figure 4, the sensitivities of pulse signals can be considered equal to
the DC sensitivity.
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Figure 1. Design process flow of the integrated normal force sensor using stiction effect temporary
handling (SETH). (a) Normal force sensor is fabricated and temporarily attached to the substrate
through the stiction effect; (b) readout circuit chip is redistributed, and the pads for eutectic bonding
are fabricated; (c) normal force sensor is bonded to the readout circuit chip; (d) diaphragm is
transferred to the readout circuit chip after being pulled off from the substrate and broken from the
suspension beams.

Figure 2. Schematic of the diaphragm of the normal force sensor.
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Figure 3. COMSOL simulation results for the normal force sensor. (a) Txx along the piezoresistor
perpendicular to the edge; (b) Tyy along the piezoresistor parallel to the edge.
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The diaphragm was attached to the substrate after release to improve the alignment
precision of flip-chip bonding. The temporary bonding strength produced due to stiction
must be lower than the bonding strength of the flip-chip to ensure that the normal force
sensor can be successfully transferred to the readout circuit chip. Bumps were fabricated
under the electrode to decrease the stiction area, as shown in Figure 1a. The total area of
the bump surface was designed to be 2869 µm2, which was much lower than the area of
the electrodes (9792 µm2). The normal force sensors can be successfully transferred, even if
the temporary bonding strength is equal to the eutectic bonding strength.

To demonstrate integration capability, the normal force sensors were transferred to
the CMOS readout circuit chips. The output of the piezoresistive Wheatstone bridge must
be amplified using instrumentation amplifiers. Because non-diced wafers of commercial
instrumentation amplifiers were unavailable, LMV358 wafers (Yangzhou Genesis Micro-
electronics Co., Ltd., Yangzhou, China) were employed in our experiments, owing to ease
of accessibility. Two LMV358 amplifiers, considered the CMOS version of the LM358 opera-
tional amplifier, were redistributed as 2-op amp instrumentation amplifiers [27], as shown
in Figure 5. Amplification was determined using external resistors R1–R4, which presented
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resistances of 36, 9.1, 9.1, and 36 kΩ, respectively; the amplification was calculated to be
4.96 using the following equation:

Vo =

(
Vin2 − Vin1

(
1 +

R4

R3

)
(1)

where Vin1 and Vin2 are the outputs of the Wheatstone bridge. The 3 dB bandwidth
exceeded 100 kHz.

Figure 5. LMV358 is redistributed to serve as a 2-op amp instrumentation amplifier.

2.2. Fabrication

A normal force sensor was fabricated using surface micromachining processes
as follows:

(a) A 450 nm thick SiO2 layer was thermally grown to passivate the substrate. Then,
a layer of 800 nm thick low-stress polysilicon was deposited as the sacrificial layer
by LPCVD. The polysilicon was subsequently patterned and selectively etched to
define the shape of the bumps. Another 200 nm thick layer of low-stress polysilicon
was deposited by LPCVD to define the distance between the bumps and substrate.
Thereafter, the polysilicon layer was patterned and selectively etched to define the
shape of the anchors.

(b) A 1 µm thick silicon-rich SiNx layer [28] was deposited by LPCVD to serve as
the mechanical layer, tuned to reach a low-residual tensile stress of approximately
50 MPa [29,30]. A 300 nm thick LPCVD polysilicon layer was deposited and heavily
doped by boron implantation, followed by patterning and selective etching to form
the piezoresisitors. Next, a low-stress SiNx layer of 200 nm thickness was deposited
to protect the piezoresisitors.

(c) A composite metal layer of Cr/Pt/Au was sputtered and patterned on the piezore-
sisitors once the contact windows of the piezoresisitors were etched using the RIE
technique. The thicknesses of Cr, Pt, and Au were 50, 100, and 300 nm, respectively.
The Pt layer of Cr/Pt/Au prevents the Au–Si alloy formed by the subsequent Au–Si
eutectic flip-chip bonding process from penetrating the metal pads.

(d) The SiNx layer was patterned and selectively etched to form the diaphragm of the
tactile sensor and temporarily supported anchors in the silicon nitride diaphragm.

(e) The XeF2 etching technique was employed to remove the polysilicon sacrificial layer.
The released device was subsequently placed in DI water for 24 h and dried at 25 ◦C
for another 24 h to bond the stiction-contact structures temporarily to the substrate
using the stiction effect.

Figure 6 illustrates the redistribution flow of the readout circuit chip, as
described below:

(a) The composite layers of SiO2/SiNx/SiO2 were deposited by PECVD to serve as
insulating layers for redistribution. The thickness of each layer was 200 nm. A layer
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of amorphous silicon of 1 µm thickness was deposited and patterned for subsequent
Au–Si eutectic bonding, as shown in Figure 6a.

(b) The contact holes were patterned on the insulating layer and the composite metal
layers of Ti/Au were sputtered and patterned to redistribute the operational amplifiers
to serve as instrumentation amplifiers, as shown in Figure 6b. The Ti layer was used
to decompose native oxide on the surface of amorphous silicon during subsequent
Au–Si eutectic bonding [31]. The thicknesses of the Ti and Au layers were 50 and
400 nm, respectively.

Figure 6. Redistribution flow of the readout circuit chip. (a) After composite layers of SiO2/SiNx/SiO2

were deposited by PECVD to serve as insulating layers for redistribution, a layer of amorphous
silicon was deposited and patterned for subsequent Au–Si eutectic bonding; (b) the contact holes
were patterned on the insulating layer, and composite metal layers of Ti/Au were sputtered and
patterned for redistributing the operational amplifiers to serve as the instrumentation amplifiers.

The released normal force sensor was transferred to the readout circuit chip by flip-chip
bonding as follows:

(a) The released normal force sensor was bonded to the readout circuit chip using a
flip-chip bonder (FinePlacer Lambda, Fintech, Germany), and the temperature, force,
and time required for this process were 380 ◦C, 20 N, and 300 s, respectively.

(b) The released normal force sensor was subsequently pulled off from the substrate
and broken from the suspension beams by applying a pulling force perpendicular
to the bonded device. Because the normal force sensors were released before the
transfer process, the readout circuit chips did not undergo release etching. This
process demonstrates good CMOS compatibility.

3. Results and Discussion

Figure 7a illustrates the released normal force sensor. The interference fingers in the
diaphragm and supporting fingers indicated that these structures were temporarily bonded
to the substrate due to the stiction effect. The stiction strength during the stiction process
was estimated using the longest unattached cantilever to be higher than 7.06 kPa and lower
than 22.31 kPa, as shown in Figure 7b.

Figure 8 depicts the integrated normal force sensor, the size of which is approximately
equal to those of LMV358, 1070 µm × 640 µm × 525 µm. The maximum alignment error of
eutectic bonding was measured to be approximately 1.5 µm, sufficient for the proposed
integration process. A Dage Series 4000 bond tester (Nordson DAGE, UK) was used to
test the shear strength of Au–Si eutectic bonding. The shear strength of the bonded test
structure was approximately 30.74 MPa. The serial resistance of the Au–Si eutectic bonding
area is lower than 2 Ω [32], which is much lower than that of polysilicon piezoresistors and
can be neglected.

The stress in the transferred normal force sensor caused by the Au–Si eutectic flip-chip
bonding process was estimated by comparing the output voltages of the Wheatstone bridge
before and after the transfer. The change in the output voltage was in the range of −7.76 to
+7.25 mV. Therefore, the stress produced by the Au–Si eutectic flip-chip bonding process
was calculated to be in the range of −9.95 MPa to +9.30 MPa, which can be neglected.
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Figure 7. Optical images of released structures; (a) diaphragm supported by four beams; (b) cantilever
array. Cantilevers longer than 80 µm are colorful due to the interference patterns of uneven gaps,
while those shorter than 60 µm exhibit uniform color, which indicates that all cantilevers longer than
80 µm adhered to the substrate. Stiction strength is estimated using the longest unstuck cantilever
and shortest stuck cantilever.

Figure 8. (a) Scanning electron micrographs of the integrated normal force sensor; (b) close-up view
of the transferred diaphragm.

The integrated normal force sensor was measured using a set of homemade copper
wire weights [24]. The source voltage of the Wheatstone bridge was set to 5 V using
Agilent E3631A (Agilent, Santa Clara, CA, USA), and the corresponding output voltage of
the instrumentation amplifier was recorded using Agilent 34401A (Agilent, USA), when
different masses of the beam-shaped copper wire weights were placed on the diaphragm
of the transferred normal force sensor under the microscope; Figure 9 presents the mea-
surement results. The sensitivity was calculated to be 93.5 µV/µN/V. The sensitivity of the
piezoresistive Wheatstone bridge was calculated to be 18.8 µV/µN/V at an amplification of
4.96. Nonlinearity was approximately 4%, which was quite large and mainly caused by the
uncertainty of the point-of-force application. Five sensors were measured. The deviation of
sensitivity was less than 20%. System noise was measured at approximately 200 µV.
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Figure 9. Measurement results of the integrated normal force sensor. Sensitivity was calculated to be
93.5 µV/µN/V.

Shear force sensors can also be developed with flat diaphragms [33] by modifying
piezoresistive Wheatstone bridge routing. When shear force in the x direction is applied on
the center of the diaphragm, the left side of the diaphragm moves down while the right
side moves up, as shown in Figure 10a. The stress of piezoresistor R1 in Figure 10b is
tensile, while that of R3 is compressive. When the piezoresistors are connected, as in the
Wheatstone bridge in Figure 10c, the output is sensitive to shear force and insensitive to
normal force. The bumps in the center of the diaphragm can be used as a mesa to improve
shear force sensitivity.

Figure 10. Shear force sensors developed by modifying routing of piezoresistive Wheatstone bridges.
(a) When shear force in the x direction is applied on the center of the diaphragm, the left side
of the diaphragm moves down while the right side moves up. (b) Released shear force sensor.
(c) Wheatstone bridge of the shear force sensor.

4. Conclusions

Although the integration of sensors with readout circuits is a crucial technology
required for large-area, high-resolution tactile sensing, to date, few integrated tactile
sensors have been identified, owing to strict thermal budgets and process compatibility.
Tactile sensors are typically integrated with the readout circuit in system levels [1–13]. In
this study, an integrated piezoresistive normal force sensor was presented. The surface
micromachined normal force sensor was transferred to the readout circuit chip, with a
temporary stiction effect handling process.
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The piezoresistive normal force sensor was manufactured using surface micromachin-
ing. The readout circuit chip comprised two CMOS operational amplifiers, which were
redistributed to form an instrumentation amplifier. The SETH process was used to transfer
the released sensor to the readout circuit chip. Because the MEMS structure and readout
circuits were manufactured separately, they were optimized independently. Because the
MEMS structures were released before transfer, readout circuits did not undergo etching
for release and could be manufactured using a normal IC foundry. These processes feature
excellent compatibility with IC chips.

The normal force sensor was designed for pulse diagnosis instruments. The size
of the transferred normal force sensor was 180 µm × 180 µm × 1.2 µm. The maximum
misalignment in the flip-chip bonding process was approximately 1.5 µm. The sensitivity
was measured to be 93.5 µV/µN/V. The routing of the piezoresistive Wheatstone bridge
can be modified to develop shear force sensors; hence, this technique can be used to develop
tactile sensors, capable of sensing both normal and shear forces.

The size of the integrated normal force sensors is approximately equal to those of the
readout circuit chips, because the sensors are significantly smaller and sit on top of the
readout circuit chips. In our experiments, the wafers of a very-old-version operational
amplifier (LMV358) were employed to verify the technology, owing to ease of accessibility.
The LMV358 chip size is approximately 1070 µm × 640 µm × 525 µm, and of approximately
0.5 µm minimum line width. Hence, extremely compact sensors can be developed with
modern instrumentational amplifiers.
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Abstract: A Mach–Zehnder fiber optic sensor with high refractive index response sensitivity was
developed. By fabricating a waist-enlarged bitaper structure on the interference arm of a single
mode–multimode–single mode (SMS) Mach–Zehnder interferometer (MZI), the spectral contrast and
response sensitivity were improved. Subsequently, the response sensitivity was further improved
by etching the interference arm. When a beam of light was introduced into the sensor, due to the
structural mismatch between the multimode fiber and the normal transmission light, the difference
between the low-order mode and the high-order mode was generated in the fiber core and the fiber
cladding. In the process of transmission in the sensing arm, due to the different refractive indices
of the core and cladding, the optical path difference of the high-order mode and the low-order
mode was different, which eventually generated interference fringes. The experimentally measured
response sensitivity of SMS MZI in the range of 1.351 RIU to 1.402 RIU is 57.623 nm/RIU; the
response sensitivity of a single mode–multimode–bitaper–multimode–single mode (SMBMS) MZI is
61.607 nm/RIU; and the response sensitivity of the etched SMBMS (ESMBMS) MZI is 287.65 nm/RIU.
The response sensitivity of the new ESMBMS MZI is three times higher than that of the original SMS
MZI. The sensor has the characteristics of compact structure, high sensitivity, easy manufacture, and
a wide range of refractive index measurements, and can be used in food processing, pharmaceutical
manufacturing and other fields.

Keywords: fiber optic sensor; Mach–Zehnder interferometer; optical fiber waist-enlarged bitaper;
the refractive index sensitivity; corrosion

1. Introduction

The refractive index is a commonly used process control index in food production,
pharmaceutical development, and other fields. By measuring the refractive index of
liquid substances, the composition of the substance can be identified, the concentration
determined, and the degree of purity and quality judged. Traditional electronic sensors
cannot work in harsh environments, such as high salinity and strong oxidation [1,2]. In
recent years, optical fiber sensors had the advantages of excellent anti-electromagnetic
interference, good information security, and high precision. The wavelength-dependent
type [3] is different from the energy-dependent type [4], which has the advantages of high
precision and no interference from light source power.

Optical fiber wavelength-dependent sensors are divided into various types according
to their structure, such as the fiber Michelson [5], U-shaped fiber sensor [6,7], coated fiber
sensor [8], and Mach–Zehnder interferometer (MZI) [7–16], etc. In 2019, Wang et al. [5]
developed a Michelson interferometer by splicing a single-mode fiber and a hollow quartz
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tube, based on a phase demodulation method, in the range of 1.331 RIU to 1.387 RIU; the
refractive index response sensitivity is 8.1498 rad/RIU. The proposed sensor was compact
and low-cost, but demodulation analysis was difficult, due to the Fourier analysis of the
measurement results. In the same year, Danny et al. [6] proposed a theoretical model of a
U-shaped fiber probe, and used the ray tracing method to realize refractive index sensing.
In 2020, Wang et al. [7] fabricated a U-shaped double-side polished optical fiber refractive
index sensor, with a refractive index response sensitivity of 1541%/RIU from 1.33 RIU to
1.39 RIU. The design and development of the U-shape structure still had certain theoretical
and manufacturing difficulties, which needed to be further improved. In 2020, Diegueza
et al. [8] reported an optical fiber refractive index sensor coat, with a thin copper film to
increase the contrast of the interference fringes, in 0 to 18% glycerol solutions; the response
sensitivity is 19 pm/(Glycerol% by weight). Since the development of optical fiber sensing
that requires technical support, such as coating, there were certain limitations in production
and cost. MZI is small in size, high in sensitivity, and simple in production. Currently, MZI
is a hot topic in various research groups.

Since the 1990s, the optical fiber MZI, used to measure the refractive index, began
to develop rapidly as a new generation of sensors. In 1994, Liang [9] introduced how
to use MZI to measure the refractive index of air. Compared with other methods using
double-beam interferometry, it was characterized by convenient operation, stable and
reliable data, and easy resolution. In their study of 2014, An et al. [10] measure a humidity
response of 0.223 nm/%RH from 35% RH to 85% RH, based on a MZI coated with polyvinyl
alcohol material.

In order to further improve the response sensitivity of the sensor, many researchers
explored methods to change the structure of the MZI sensing arm, such as adding a fiber
taper structure. In 2019, Liao et al. [11] designed an optical fiber MZI based on the fiber
taper and bubble structure for ethanol concentration measurement, and record a sensitivity
of 28 nm/vol from 0.3 vol to 0.7 vol. In 2019, Vahid et al. [12] fabricated a MZI with ultra-
thin sensor arms based on a custom flame-based tapering machine. The sensor’s cladding
diameter is only 35.5 µm, and the refractive index sensitivity is 415 nm/RIU from 1.332 RIU
to 1.384 RIU. In 2019, based on the cascaded up-down taper, Han et al. [13] sandwiched a
polarization-maintaining fiber between two single-mode fibers, and they record a refractive
index sensitivity of −310.40 dB/RIU from 1.3164 RIU to 1.3444 RIU.

Etching the MZI sensing arm is also a commonly used method in improving the
refractive index sensitivity. In 2011, Changping Tang [14] developed a MZI formed by
splicing a section of solid-core photonic crystal fiber between two sections of single-mode
fiber, and the sensitivity is 70.45 nm/RIU from 1.340 RIU to 1.384 RIU. Then, the coupling
degree between the sensor interference light field and the external refractive index is further
improved by corrosion, and the sensitivity increases to 198.77 nm/RIU, which is about
2.8 times than before corrosion. In 2019, Huang et al. [15] fabricated a MZI by splicing a
photonic crystal fiber between two single-mode fibers, and placed the sensing arm in 40%
hydrofluoric acid to reduce the cladding thickness. The experimental results show that
the sensitivity increases almost three-fold. In 2019, Haifeng et al. [16] inserted a photonic
crystal fiber between two single-mode fibers, and record a sensitivity of 106.19 nm/RIU
from 1.333 RIU to 1.381 RIU. After etching the sensor, the cladding diameter is reduced
from 250 µm to 112 µm, and the sensitivity improves to 211.53 nm/RIU. In conclusion, an
increase in the sensitivity of the refractive index response can be achieved by structural
change and cladding etching.

In this paper, based on the principle of double-beam interference, three sensors were
designed, fabricated, and compared. The first was a fiber sensor, based on single mode–
multimode–single mode (SMS) MZI. The second specific structure was realized by melting
a waist-enlarged bitaper in the middle of the sensing arm of the first sensor; the specific
structure was single mode–multimode–bitaper–multimode–single mode (SMBMS). The
third was realized by etching the sensing arm with hydrofluoric acid on the basis of the
second sensing structure, which was referred to as ESMBMS for short. The principle of

192



Micromachines 2022, 13, 689

interference sensing, the fabrication method of the optical fiber cone structure, the analysis
of the spectral mode, and the corrosion mechanism of the optical fiber by hydrofluoric
acid were analyzed; experiments were designed to measure the sensitivity response of
the refractive index of various sensors. Finally, a high-sensitivity refractive index sensor
was obtained by making waist-enlarged bitaper and etching. For the convenience of
comparison, we summarize the characteristics, advantages, and disadvantages of various
sensing structures in Table 1. The comparison shows that the sensor developed in this
paper has the advantages of low price, high sensitivity, being simple to make, easy to
read, and so on, which has high practical value in the fields of food processing and
pharmaceutical production.

Table 1. Comparison of various refractive index sensors.

Structure Type Monitoring
Volume Range Sensitivity Advantages Insufficient Ref

Michelson probe Pattern 1.331RIU to
1.387RIU 8.1498 rad/RIU Compact and

low-cost
The demodulation

analysis was difficult [5]

U-shape fiber probe Ray tracing
method

1.33RIU to
1.39RIU 1541%/RIU Flexible structural

design

Theoretical and
manufacturing

difficulties, poor
repeatability

[6,7]

Optical fiber sensor
coat with a thin

copper film
Wavelength

0 to 18%
glycerol
solutions

19 pm/(Glycerol
% by weight)

High response
sensitivity

The process of optical
fiber coating is complex [8]

MZI coated with
polyvinyl alcohol

material
Wavelength 35% RH to

85%RH 0.223 nm/%RH High response
sensitivity

The process of optical
fiber coating is complex [10]

MZI based on the
fiber taper and

bubble structure
Wavelength 0.3 vol to

0.7 vol 28 nm/vol

Wavelength type
measurement is not

affected by light
source, connector,

etc.

Low response sensitivity [11]

MZI with ultra-thin
sensor arms Wavelength 1.332RIU to

1.384RIU 415 nm/RIU High response
sensitivity

Ultra-thin fiber is
expensive [12]

MZI based on
polarization-
maintaining

fiber

Strength 1.3164RIU to
1.3444RIU 310.40 dB/RIU

The price of
demodulation

equipment is very
low

Polarization-
maintaining fiber is

expensive
[13]

MZI based
solid-core photonic

crystal fiber
Wavelength 1.340RIU to

1.384RIU 70.45 nm/RIU

Wavelength type
measurement is not

affected by light
source, connector,

etc.

Solid-core photonic
crystal fiber is expensive [14]

MZI based
photonic crystal

fiber
Wavelength 1.333RIU to

1.381RIU 211.53 nm/RIU

Sensitivity can be
effectively

improved by
etching

Photonic crystal fiber is
expensive [16]

ESMBMS MZI Wavelength 1.351RIU to
1.402RIU 287.65 nm/RIU

Low price, high
sensitivity, simple
to make, easy to

read

The demodulation
equipment has not been

independently
developed.

This
paper
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2. Principle and Fabrication
2.1. Single mode–Multimode–Single mode (SMS) Mach–Zehnder Interferometer (MZI)
2.1.1. Structural Design

The basic structure of the fiber MZI involved in this paper is SMS MZI, as shown in
Figure 1. This MZI included the following parts: the left side was the single mode fiber of
the input light, the middle section was a 20 mm long multimode fiber, and the right side
was the single mode fiber of the output light. The working principle of MZI is as follows:
When light is transmitted from a single mode fiber into a multimode fiber, a part of the
cladding mode is excited. Due to the different refractive indices of the core and cladding,
there is a certain optical path difference between the core mode and the cladding mode.
When light re-entered the single mode fiber from the multimode fiber, the core mode and
the cladding mode were coupled and interfered to form interference fringes.
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2.1.2. Principles of Refractive Index Sensing

The occurrence of the interference phenomenon depends on the optical path difference
between the two beams. It can be seen from the structure that the core path and cladding
path of the MZI sensing arm are of equal length. There is a direct relationship to the
frequency spectrum of wavelengths, which is the effective refractive index difference
between the different light wave modes. Assuming two different guided modes LP0m and
LP0n (m, n are positive integers) are in the multimode fiber, the phase difference between
them is:

∆ϕ =
2π(nm

e f f − nn
e f f )L

λ
=

2π∆nm,n
e f f L

λ
(1)

where L is the length of the fiber and λ is the input wavelength of the light source. ∆nm,n
e f f

is the effective refractive index difference between LP0m and LP0n. The equation for the
effective refractive index is as follows:

ne f f =
n · s

L
(2)

where neff is the effective refractive index, n is the refractive index in the medium, s is the
distance traveled by the light, and L is the length of the interference arm. Equation (2)
shows that when the refractive index of the medium and L are constant, the mode with
the higher order has a larger diffusion angle. That is, the effective refractive index of the
high-order mode is greater than that of the low-order mode.

The intensity of the output light can be expressed as:

I = I1 + I2 + 2
√

I1 I2 cos ∆ϕ (3)

where I is the output light intensity of the MZI, I1 and I2 are the light intensity of the
guided mode LP0m, and the light intensity of LP0n in the interference core. According to
Equation (3), the phase difference equation corresponding to the valley is as follows:

∆ϕ = (2m + 1)π (4)
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Substituting Equation (1) into Equation (4), we obtain:

2π∆nm,n
e f f L

λm
= (2m + 1)π (5)

where m is an integer, representing the interference order and λm is the center wavelength
of m-order interference.

According to Equations (4) and (5), Equation (6) is obtained:

δλm ≈ 2πLδne f f (6)

where δλm is the center wavelength shift of the m-th order interference fringes and δne f f is
the change caused by the refractive index of the sucrose solution. Equation (6) demonstrates
that when the interference length L is constant, the shift amount of the interference valley
wavelength changes with the change of the refractive index of the external liquid. Therefore,
the refractive index of the sucrose solution is measured by monitoring the shift in the
wavelength of the m-th valley of the MZI.

2.2. Single mode–Multimode–Bitaper–Multimode–Single mode Mach–Zehnder Interferometer
(SMBMS MZI)
2.2.1. Structural Design

In order to enhance the sensitivity of the fiber MZI, the SMBMS MZI was developed
on the basis of the SMS MZI, as shown in Figure 2; a waist-enlarged bitaper was fused
to the middle multimode segment. The function of the fusion point in front of the waist-
enlarged bitaper was to distribute the light transmitted through the single mode fiber
to the multimode fiber core and fiber cladding, while the function of the waist-enlarged
bitaper was to redistribute the light transmitted in the core and the cladding, which excited
higher-order modes and entered the multimode cladding transmission section behind the
waist-enlarged bitaper. The function of the fusion point behind the waist-enlarged bitaper
was to couple the light transmitted in the core and the cladding to the output fiber, and
through the spectrometer for storage and analysis. In order to verify whether the position
of the waist-enlarged bitaper had an effect on the sensor performance, we made a control
sensor, and set the position of the waist-enlarged bitaper at one-third of the sensing arm, as
shown in Figure 3.
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2.2.2. Analysis of Coupling Response Characteristics of Waist-Enlarged Bitaper

The following section focused on analyzing the response characteristics of the optical
fiber waist-enlarged bitaper. The inverted taper was composed of a multimode fiber and
an inverted taper fiber with a gradually enlarged diameter. The waist-enlarged bitaper
part played the role of expanding the beam of the fundamental mode spot. The waist-
enlarged bitaper directly affected the propagation response characteristics of the beam
in it, as shown in Figure 4. Therefore, we used the waist-enlarged bitaper to make more
light waves leak into the cladding and excite higher-order modes. In the following, by
explaining the propagation response characteristics of Gaussian beams in tapered fibers,
the reasons for the improvement of the coupling efficiency by the waist-enlarged bitaper
are theoretically given.
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The propagation response characteristics of Gaussian beams in tapered fibers are
given by the spot size ω(z) and the wavefront curvature radius R(z), used to describe the
propagation response characteristics of Gaussian beams [17].
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First, the above two equations can change to the following form:
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This can be obtained by derivation:
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λ
)
√
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The spot magnification factor M can be expressed as:

M = ω(z)/ω(0) = f (z) = 1 + c · exp γ(z) (11)

Therefore, at the position of the waist-enlarged bitaper, the light spot was enlarged. In
a coupled system, the coupling tolerance of the system was only related to the spot size.
The larger the spot size, the larger the vertical and horizontal tolerances. In a word, the
waist-enlarged bitaper played the role of spot amplification in the optical fiber coupling
system, improving the coupling tolerance of the system, and redistributing the spectrum.

2.2.3. Manufacture

Fiber MZI waist-enlarged bitaper is manufactured using a common fusion splicer
(FITEL, S178A). In the sensing system, a fiber cleaver (Furukawa, S325) was used to obtain

196



Micromachines 2022, 13, 689

a flat fiber end, and make a waist-enlarged bitaper based on commercial fusion splicers.
Multimode optical fiber has a core diameter of 40 µm and a cladding diameter of 125 µm.
By increasing the splicing time to 500 ms, and increasing the splicing strength to 155 unit,
the waist-enlarged bitaper is obtained. Figure 5 is the photo of the waist-enlarged bitaper
observed through a microscope. The diameter of the waist-enlarged bitaper is expanded to
152 µm, and the length of the cone region is 350 µm.
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2.3. Etched Single mode–Multimode–Bitaper–Multimode–Single mode Mach–Zehnder
Interferometer (ESMBMS MZI)
2.3.1. Structural Design

Since the refractive index sensitivity response of the SMBMS type structure sensor was
still very low, in order to further improve the refractive index sensitivity, the SMBMS type
structure sensor was improved. As shown in Figures 6 and 7, the structure of the ESMBMS
is based on the structure of the SMBMS, and the middle multimode segment is etched in
hydrofluoric acid.
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When the sensing arm was etched, the diameter of the interference arm decreased,
which increased the coupling degree between the cladding mode and the ambient refractive
index. The change of the refractive index caused the change of the phase difference of the
transmitted light in the fiber, and then the change of the refractive index was measured by
measuring the change of the interference spectrum. In this experiment, the sensing arm
was used to sense the change of refractive index, which was reflected on the spectrum, that
is, the wave valley moved. By measuring the drift of the valley, the change in the refractive
index was measured.

2.3.2. The Principle of Chemical Corrosion

The etching solution often used in the optical fiber chemical etching method is a
hydrofluoric acid solution. The cladding of optical fibers is generally made of silicon
dioxide (SiO2) material. Hydrofluoric acid dissolves silica mainly for the following two
reasons: First, hydrofluoric acid solution contains fluoride ions, which combine with
silicon ions in SiO2 to form complex ions. Second, the hydrogen ions in the hydrofluoric
acid solution form water with the oxygen ions in the SiO2. The reaction equation can be
expressed as follows:

SiO2+6HF = 2H3O++SiF2−
6 (12)

In the experiment, we first fixed the sensing unit of the interferometer in a plastic dish,
and connected the broadband light source and the spectrometer at both ends. According to
past experience, the corrosion rate of 40% hydrofluoric acid at 23 ◦C is about 2 µm/min [18,19].
After etching the MZI for 20 min, the corrosion surface was relatively smooth.

2.3.3. Manufacture

Figure 5 shows the MZI waist-enlarged bitaper before etching, and Figure 8 shows
the bitaper after etching. The 40% hydrofluoric acid solution was directly dropped on the
optical fiber sensing arm and etched for 20 min. The diameter of the sensing arm of the
40/125 multimode fiber is reduced to 85 µm. The diameter of the fiber bitaper is reduced
from 152 µm to 112 µm, and the length of the waist-enlarged bitaper shows little change.
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3. Spectral Pattern Analysis

There may be multiple modes in the fiber, and due to the different propagation
constants between these modes, the optical path difference between the modes will appear
under the same transmission length. When these modes are coupled, interference between
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the modes occurs. Through fabrication experiments, it is found that the position of the
waist-enlarged bitaper has little effect on the SMBMS and ESMBMS spectra, so the position
of the waist-enlarged bitaper is not distinguished when displaying the spectra. Figure 9
shows the transmission spectra of the MZIs, which show that the density of the interference
fringes change due to the addition of waist-enlarged bitaper and corrosion.
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According to the transmission spectrum, the higher-order mode is found, and the
frequency spectrum obtained after Fourier transform is shown in Figure 10. The main peak
amplitudes are located at 0.0199164 nm−1, 0.0300104 nm−1, and 0.0412538 nm−1.
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Using the Taylor expansion to expand the wavelength the phase φ is formulated as:

φ ≈ φ0 −
2π∆λ

λ2 ∆ne f f · L (13)

where ∆λ is the wavelength difference, φ0 is a initial phase, and λ is the wavelength of
spectral valley.

Due to the MZIs spectra corresponding to mathematical cosine patterns, the following
equation is obtained:

cos ∆φ = cos(2πξ∆λ) (14)

If φ0 is the initial phase, and we assume it is equal to 0, the spatial frequency ξ [20] is:

ξ =
1

λ2 ∆ne f f · L (15)

Considering the modal dispersion, we established the relationship between ∆neff and
different modes, based on OptiFiber. The wavelength λ is around 1550 nm, and the lengths
of the MZIs are all 20 mm. Through the Fourier transform, the spatial frequency ξ are
0.0199164 nm−1, 0.0300104 nm−1, and 0.0412538 nm−1. Therefore, the parameter ∆neff
calculated from Equation (15) are 0.002392458, 0.003604999, and 0.004955613. In other
words, as the sensing arm is spliced with waist-enlarged bitaper and etched, higher-order
modes are excited, affecting the optical path of transmitted light in the optical fiber core
and cladding. Subsequently, the refractive index responses of the three sensors were
measured experimentally.

4. Experiment
4.1. The Refractive Index Sensitivity Response Characteristics of SMS MZI

Figure 11 is a schematic diagram of a refractive index sensing system. The measure-
ment system consisted of a broadband light source (BBS, Lightcomm, Shenzhen, China,
ASE-CL), a spectrum analyzer (OSA, Anritsu, Kitakyushu, Japan, MS9740A), and a vessel
for placing the refractive index solution. The spectrometer resolution was set to 0.02 nm,
and the bandwidth of the BBS was 80 nm. In the experiment, sucrose solutions with
different concentrations were used as refractive index samples, and their refractive indices
are 1.351, 1.369, 1.379, 1.387, 1.394, and 1.402 after being tested by Abbe’s refractive index
detector. The MZI was uniformly soaked in a sucrose solution of each refractive index for
5 min at a stable room temperature of 23 ◦C. The wavelength shift was observed and the
data were recorded.

Micromachines 2022, 13, x FOR PEER REVIEW 11 of 19 
 

 

and the bandwidth of the BBS was 80 nm. In the experiment, sucrose solutions with dif-
ferent concentrations were used as refractive index samples, and their refractive indices 
are 1.351, 1.369, 1.379, 1.387, 1.394, and 1.402 after being tested by Abbe’s refractive index 
detector. The MZI was uniformly soaked in a sucrose solution of each refractive index for 
5 min at a stable room temperature of 23 °C. The wavelength shift was observed and the 
data were recorded. 

OSA

 

 

Refractive sensor

   

BBS

 
Figure 11. Refractive index sensing experimental device schematic diagram. 

  

Figure 11. Refractive index sensing experimental device schematic diagram.

The length of the sensing arm of the SMS MZI is about 20 mm. From Figure 12, we see
that there is only one wavelength valley in the spectrum of the SMS MZI. We monitored
the wavelength of the valley, and Figure 13 shows that the refractive index sensitivity of
SMS MZI is 57.623 nm/RIU, and the linearity of the refractive index sensitivity response
characteristic is 0.999. Therefore, as the refractive index sensitivity is a positive number, it
is seen that the wavelength shifts to the long-wavelength direction; however, the refractive
index sensitivity of SMS MZI is too low.

200



Micromachines 2022, 13, 689

Micromachines 2022, 13, x FOR PEER REVIEW 12 of 19 
 

 

 

The length of the sensing arm of the SMS MZI is about 20 mm. From Figure 12, we 
see that there is only one wavelength valley in the spectrum of the SMS MZI. We moni-
tored the wavelength of the valley, and Figure 13 shows that the refractive index sensitiv-
ity of SMS MZI is 57.623 nm/RIU, and the linearity of the refractive index sensitivity re-
sponse characteristic is 0.999. Therefore, as the refractive index sensitivity is a positive 
number, it is seen that the wavelength shifts to the long-wavelength direction; however, 
the refractive index sensitivity of SMS MZI is too low. 

 
Figure 12. Spectra of SMS MZI at different refractive indices. 

  

1530 1540 1550 1560 1570 1580 1590
-18

-16

-14

-12

 

Tr
an

sm
iss

io
n(

dB
)

Wavelength(nm)

 n=1.351
 n=1.369
 n=1.379
 n=1.387
 n=1.394
 n=1.402

 

Figure 12. Spectra of SMS MZI at different refractive indices.
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Figure 13. The sensitivity response characteristic diagram of SMS MZI.

4.2. The Refractive Index Sensitivity Response Characteristics of SMBMS MZI

In view of the low refractive index sensitivity of SMS MZI, an improvement was made
on the basis of SMS MZI, by melting a waist-enlarged bitaper in the middle of the sensing
arm. The photo of the waist-enlarged bitaper is shown in Figure 5. The SMBMS MZI was
fabricated, in which the length of the sensing arm of the SMBMS sensor is about 20 mm,
the experimental temperature is 23 ◦C, and the refractive index range is from 1.351 RIU to
1.402 RIU. The sensing arms were uniformly soaked in a sucrose solution for each refractive
index for 5 min. The wavelength drift was observed and the data were recorded, shown
in Figure 14. At the same time, we changed the position of the waist-enlarged bitaper,
and found that the position of the waist-enlarged bitaper had little effect on the spectral
shape. Subsequently, we performed refractive index experiments on the sensor with the
waist-enlarged bitaper position at one-third of the sensing arm, shown in Figure 15.
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Figure 14. Spectra of SMBMS MZI(1/2L) at different refractive indices.
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sensing arm at different refractive indices.

From Figures 14 and 15, we see that there are two valleys within the spectrum of
SMBMS MZI. In order to facilitate the comparison with SMS MZI, the valley of the wave-
length around 1536 nm was selected for monitoring. Figure 16 shows that the refractive
index sensitivity of the SMBMS MZI is 61.607 nm/RIU, and the linearity of the refractive
index sensitivity response is 0.999. It can be seen that the wavelength still drifts in the
long-wavelength direction, and the refractive index sensitivity of SMBMS MZI improves,
compared to SMS MZI. Overall, the sensitivity improvement effect is still not obvious. The
reason for this is that the diameter of the sensing arm was relatively thick, and the coupling
effect with the refractive index solution was not obvious.
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4.3. The Refractive Index Sensitivity Response Characteristics of ESMBMS MZI

Since the refractive index sensitivity of SMBMS MZI was still low, improvements were
made on the basis of SMBMS MZI. The method used was to corrode the sensing arm of
SMBMS MZI with hydrofluoric acid for 20 min. The waist-enlarged bitaper is shown in
Figure 8. The sensing arm of the fabricated ESMBMS MZI is about 20 mm long, and the
fiber diameter is reduced by 40 µm after 20 min of hydrofluoric acid etching at 23 ◦C. The
refractive index of sucrose solution ranges from 1.351 RIU to 1.402 RIU. The sensing arm
was immersed in the sucrose solution of each refractive index for 5 min to observe the
wavelength and record the data, shown in Figures 17 and 18.
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Figure 17. Spectra of ESMBMS MZI(1/2L) at different refractive indices.
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Figure 18. Spectra of ESMBMS MZI(1/3L) with the position of the bitaper set to one third of the
sensing arm at different refractive indices.

It can be seen from Figures 17 and 18 that for monitoring the valley with the cen-
ter wavelength around 1545 nm, the refractive index sensitivity of ESMBMS MZIs is
287.65 nm/RIU, and the linearity of the refractive index sensitivity response is 0.999, as
shown in Figure 19. Therefore, it is demonstrated that the wavelength still drifts to the
long-wavelength direction, and the refractive index sensitivity of ESMBMS MZI increases
almost four-fold compared to SMBMS MZI. Overall, the advantages of ESMBMS MZI
refractive index sensitivity response characteristics are obvious. The reason is that the
sensing arm cladding of the SMBMS structure was etched with hydrofluoric acid to reduce
its diameter, which greatly improved the sensitive response characteristics. Therefore, the
refractive index sensitivity of ESMBMS MZI is obviously improved.
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5. Conclusions

In this paper, a high-sensitivity MZI was designed and fabricated. The single mode
fiber and the multimode fiber were directly spliced by a commercial fusion splicer to
form a coupling point. The multimode fiber was in the middle of the sensing arm, and a
waist-enlarged bitaper was fused in the middle of the sensing arm, used to realize beam
adjustment. Finally, the cladding of the sensing arm was etched with hydrofluoric acid
to reduce its diameter, which in turn achieved improved response sensitivity. Fourier
transform analysis shows that both the waist-enlarged bitaper and erosion excite higher-
order modes, resulting in a larger optical path difference for light transmitted in the
optical fiber core and cladding. The refractive index sensitivity responses of these three
sensors were experimentally investigated, and the refractive index sensitivity of SMS MZI
is 57.623 nm/RIU, with a linearity of 0.9795; the refractive index sensitivity of SMBMS
MZI is 61.607 nm/RIU, with a linearity of 0.9545; and the refractive index sensitivity of
ESMBMS MZI is 287.65 nm/RIU, with a linearity of 0.9843. It is shown that ESMBMS MZI
has a very high refractive index sensitivity and good linearity. As the new ESMBMS MZI,
designed in this paper, possesses the advantages of high sensitivity, good linearity, low
cost, and simple fabrication, it has a high practical value and good application prospects
for future production.
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Abstract: An all-fiber temperature and refractive dual-parameter-sensing Michelson interferometer is
designed based on the waist-enlarged bitaper. At 5 mm from the fiber end, the waist-enlarged bitaper
is manually spliced and the probe is formed. Since the input light encounters the waist-enlarged
bitaper, it will excite high-order modes to transmit in the fiber cladding, and there will be an optical
path difference between the basic mode and the higher-order mode. The light transmitted in the core
and cladding is reflected upon encountering the fiber end face and the interference occurs due to
the optical path difference between basic mode and higher-order mode. Changes in temperature
and refractive index at the fiber probe can be detected by monitoring the interference fringes. The
refractive response sensitivity is −191.06 dBm/RIU from 1.351 RIU to 1.4027 RIU, and the temperature
response sensitivity is 0.12 nm/◦C from 11 ◦C to 98 ◦C. Through the sensitivity matrix equation, the
superimposed refractive index and temperature signals can be effectively demodulated. The sensor
has the advantages of multi-parameter measurement, compact structure, low cost, easy fabrication
and high reliability.

Keywords: fiber-optic sensors; temperature; refractive index; multi-parameter sensing; Michelson
interferometer

1. Introduction

Temperature and refractive index are important parameters in the biochemical, food
processing, pharmaceutical, oil extraction and biochemical measurement fields. Traditional
electrical sensors find it difficult to meet the sensing requirements of these fields under
severe environmental factors such as corrosion resistance, oxidation resistance and electro-
magnetic interference resistance. The optical fiber sensor performs sensing measurement
based on optical signals, which can overcome the sensing problems such as oxidation
resistance and corrosion resistance that electrical sensors cannot deal with, and has the ad-
vantages of compact structure, multi-parameter sensing measurement and high sensitivity,
which make the optical fiber sensor a multi-parameter sensor.

In recent years, various fiber-optic sensors have been reported, such as long-period
fiber gratings [1,2], fiber Bragg gratings [3–6], Mach–Zehnder interferometer [7–11] and
Michelson interferometer [12–19], etc. In 2020, JENS HØVIK et al. [1] of Norwegian Uni-
versity developed a wavelength refractive index sensor based on long-period grating, and
a response sensitivity of 5078 nm/RIU was measured from 1.33 RIU to 1.34 RIU. Subse-
quently, Yang H et al. [3] of Nanchang University developed a refractive index sensor using
fiber Bragg grating from the perspective of intensity modulation, and a maximum refractive
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index sensitivity of −134.174 dB/RIU was obtained. In 2021, Wang, S. et al. [12] of Nanyang
Technological University in Singapore developed a fiber tip Michelson interferometer,
which partially filled with polymer glue in the suspended core fiber, and achieved high-
sensitivity temperature sensing of −164 pm/◦C from 25 ◦C to 60 ◦C. In the same year, Zhao,
Y. et al. [13] from Tsinghua University proposed a polarization-maintaining fiber Sagnac
temperature sensor based on combination with a fiber-optic Michelson structure, and the
temperature sensitivity is 78.984 nm/◦C from 31 ◦C to 35 ◦C; however, the reduction of the
overall structure of the sensor still needs continuous exploration. The above studies have
not covered the measurement of temperature and refractive index dual-parameter sensing,
so multi-parameter sensing needs further research.

In 2019, Gao, X. et al. [7] of Beijing Jiaotong University measured the refractive index
and temperature at the same time based on MZI combined with coreless fiber and few-
mode fiber; the refractive index sensitivity from 1.3707 RIU to 1.39809 RIU was 97 pm/RIU,
22.9 pm/RIU and 24.6 pm/RIU, respectively, and the temperature sensitivity from 35 ◦C
to 55 ◦C was 162 pm/◦C, 162 pm/◦C and 194 pm/◦C, respectively. In order to further
improve the temperature and refractive index sensing performance of the sensor, in 2021,
Siti Mahfuza, Saimon et al. [6] from Universiti Malaysia proposed a novel fiber-optic sensor,
which is composed of a section of single-mode silica rod–single-mode fiber structure
cascaded to fiber Bragg grating, by monitoring the transmission spectrum; a sensitivity of
108.07 dBm/RIU in the refractive index range of 1.45 RIU to 1.531 RIU and a sensitivity of
9.31 pm/◦C from 35 ◦C to 85 ◦C was measured. In the same year, Wu, B. et al. [8] proposed
a curved-core-shifted coaxial Mach–Zehnder interferometer with a bending radius of
35.64 mm; the highest refractive index sensitivity in the range of 1.333 RIU to 1.373 RIU
was −44.55 nm/RIU, and the highest temperature sensitivity in the temperature range
of 25 ◦C to 60 ◦C was 0.0799 nm/◦C. The above structures can realize temperature and
refractive index sensing, but they are transmissive structures that are not easy to transform
into probe structures. Therefore, the Michelson interferometers which can be made into
probe structures have become the focus of research.

In 2019, Wang, J. et al. [14] fabricated a Michelson interferometer by splicing a single-
mode fiber and a hollow silica tube, with a refractive index and temperature sensitivity of
8.1498 rad/RIU from 1.331 RIU to 1.387 RIU, and −0.05 rad/◦C from 20 ◦C to 90 ◦C. In
2020, Qi K et al. [15] of Harbin Institute of Technology proposed a fiber-optic Michelson
interferometer based on a three-microsphere array, which measured a maximum tem-
perature sensitivity of 115.3 pm/◦C from 20 ◦C to 90 ◦C and a refractive sensitivity of
−56.63 nm/RIU in the range of 1.3335 RIU to 1.406 RIU; the fabrication repeatability of
the three microsphere structures of the sensor is difficult to control, and the repeatabil-
ity of the process needs to be further enhanced. In 2021, Zheng J et al. [16] proposed a
thin-waist-cone Michelson interferometer, and measured the temperature sensitivity of
wavelength demodulation as being 8.4 pm/◦C, and the refractive index sensitivity of inten-
sity demodulation as being −145.54 dB/RIU. In the same year, Zhang Y et al. [17] designed
a new L-type Michelson interferometer based on the method of flame firing. The refractive
index response sensitivity was −131.0 nm/RIU from 1.3430 RIU to 1.3927 RIU, and the
temperature response sensitivity was 94.17 pm/◦C from 30 ◦C to 100 ◦C. The sensor is
greatly affected by the position of the flame intensity during the production process, and
needs to be further improved in terms of repeatability. The waist-enlarged fiber bitaper
can be used as a coupling point [20,21]. Yanhong Liang et al. [22] from Zhejiang University
developed a novel optical fiber sensor, based on the waist-enlarged fiber bitaper and the
polyvinyl alcohol film, where the refractive index variance ranges from 1.49 to 1.34, the
ambient humidity increases from 20%RH to 95%RH, and a sensitivity up to 1.2 dB/%RH
can be achieved.

In this paper, a Michelson interferometer based on the waist-enlarged fiber bitaper
is developed, which realizes the simultaneous sensing of temperature and the refractive
index. The sensor has a compact structure, and a thick waist-cone structure is directly
fabricated on the optical fiber by manual welding, which eliminates the process of fiber
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cutting and alignment welding, and reduces the manufacturing steps of the sensing probe.
The spectrum of the optical signal is analyzed, and the mode distribution diagram of the
optical fiber section is given. The intensity and wavelength changes of the spectra are
analyzed, and the temperature and refractive index are measured using the sensitivity
matrix equation.

2. Principle and Design

The schematic diagram of the fiber Michelson interferometer is shown in Figure 1,
where the distance L between the waist-enlarged bitaper and the right end face is the length
of the sensing arm. When the input light is transmitted from the left to the position of the
waist-enlarged bitaper, the higher-order modes are excitation in the cladding. The lower-
order fundamental modes continue to propagate in the core. When the light transmitted
in the fiber core and fiber cladding encounters the reflective end face, it is reflected and
returns along the original path. When the waist-enlarged bitaper is encountered for the
second time, the different orders of light are coupled together and form interference fringes.
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Figure 1. Schematic diagram of Michelson interferometer.

The formation of interference fringes is caused by the optical path difference of the
transmitted light in the fiber core and cladding. We can first list the optical path difference
equation, as follows [23,24]:

∆φ =
4π

λ
(nm − ncore)L m = 1, 2, 3 . . . . . . (1)

where nm is the effective refractive index of the optical fiber cladding, ncore is the effective
refractive index of the fiber core, L is the length of Michelson interferometer and λ is the
wavelength.

If we define the intensities of fiber core mode and fiber cladding mode as Icore and
Im(RI), the effective refractive index difference is ∆ne f f and the initial phase is φ0; the
intensity of the transmission spectrum can be defined as [25,26]:

I(λ) = Icore + ∑
m

Im(RI) + ∑
m

2[Icore × Im(RI)]
1
2 · cos

(4π∆ne f f L
λ

+ φ0

)
(2)

When the external refractive index changes, the intensity of the reflected light will
change. Changes in light intensity are related to changes in the external refractive index.
Assuming that the initial phase is equal to 0, the change in the interference intensity can be
described as [27]:

dI
dRI = ∑

m

dIm(RI)
dRI +Icore · ∑

m
[Icore Im(RI)]

1
2 · dIm(RI)

dRI · cos
{

4π
λ [Icore − Im(RI)] · L

}
+

∑
m
[Icore Im(RI)]

1
2 · sin

{
4π
λ [Icore − Im(RI)] · L

}
· 8π

λ · L · dnm(RI)
dRI

(3)
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The generation of the interference spectrum is mainly caused by the phase difference,
the phase condition represented by the cosine phase of Equation (2); therefore, the spectral
phase at a certain moment can be expressed as the following equation:

φ =
4πncoreL

λ
+ φ0 (4)

When the temperature changes, the length and refractive index of the fiber material
will change, and the center wavelength will also drift accordingly. Assuming that when the
temperature increases by ∆T, the cavity refractive index of the fiber sensor changes from n
to ncore + ncoreξ∆T, the length changes from L to L + Lα∆T, and the center wavelength λ
will drift to λ + ∆λ, so [23,25]:

φ =
4π(ncore + ncoreξ∆T)(L + Lα∆T)

λ + ∆λ
(5)

In the equation: ∆T—temperature change; ξ—thermo-optical coefficient. The change
of wavelength with temperature has little to do with the initial phase. In order to simplify
the equation, we set the initial phase φ0 as 0; then, from Equations (4) and (5), we can
obtain:

∆λ = λ
(

ξ∆T + α∆T + ξα∆T2
)

(6)

Because the wavelength and temperature change is very small, the equation can be
approximated to Equation (7):

∆λ

∆T
≈ dλ

dT
= λ(ξ + α) (7)

Equation (7) characterizes the change in wavelength with temperature. The thermal
expansion coefficient and the thermo-optic coefficient are constants. Therefore, it can be
drawn theoretically that when the monitoring wavelength is constant, the temperature
response sensitivity is a constant; in other words, the change of wavelength is approxi-
mately linear with the change of temperature, which can be confirmed by the following
temperature experiments.

A fusion splicer (Furukawa, S177B, Tokyo, Japan) is used to fabricate the fiber Michel-
son, and the fiber used for the sensor is a common single-mode fiber with core and cladding
diameters of 9 µm and 125 µm, respectively. A fiber cleaver (Furukawa, S325, Tokyo, Japan)
is used to cut the fiber end face flat to obtain a reflective end face with high reflectivity. The
part between the waist-enlarged bitaper and the reflective end face is the sensing arm. Ac-
cording to the required length of the sensing arm, the position of the waist-enlarged bitaper
is selected and the manual welding program is set to make the waist-enlarged fiber bitaper.
Through a large number of experimental comparisons, it is found that if the waist size of the
waist-enlarged bitaper is too small, the contrast of the generated interference fringes will
become smaller; and if the bitaper is too large, the overall intensity of the spectrum will be
reduced. Therefore, it is necessary to restrict the size of the waist-enlarged bitaper structure
within a certain range, and an intermediate size is selected in the manufacturing process.
The parameters in the specific production process are as follows. The discharge cleaning is
set to 50 ms, the discharge duration is set to 1100 ms, the discharge intensity is set to 155
xmW and the push distance is set to 140 µm. Due to the high discharge intensity and the
large advancing distance, the diameter of the set point will slowly expand. Figure 2 is a
90-times magnified photo of the optical fiber waist-enlarged bitaper under the microscope
(Olympus, SZ61, Center Valley, PA, USA). It can be seen from the figure that the diameter
of the welding point is enlarged from 125 µm to about 152 µm, and the length of the optical
fiber waist-enlarged bitaper is about 350 µm.
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Figure 2. The optical fiber waist-enlarged bitaper under microscope.

Figure 3 shows the interference fringes corresponding to sensors with different lengths.
It can be seen from the figure that the contrast of the interference fringes is high, and the
interference peaks and interference valleys are clearly visible. By fabricating a large number
of sensors, we summarize the relationship between the interference arm length and the
interference period per 80 nm spectral range. It can be seen from Figure 4 that as the length
of the interference arm increases, the spectrum in the unit spectral range increases. In other
words, as the interference arms grow, the interference fringes become denser.
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The spectrum is converted to a spatial spectrum by a fast Fourier transform (FFT), as
shown in Figure 5. It can be seen that the high-order spectra corresponding to sensors of
different lengths have only one main peak. For sensors with interference lengths of 5 mm,
13 mm and 17 mm, the positions of the main peaks are at 0.0204388 nm−1, 0.0573041 nm−1

and 0.0712539 nm−1, respectively. Based on Taylor expansion, the phase φ can be defined
as [24]:

φ ≈ φ0 −
2π∆λ

λ2 ∆ne f f · 2L (8)
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Meanwhile, the phase part of the interference wavelength can be expressed as a cosine
equation, as shown below [28].

cos φ = cos(2πξ∆λ) (9)

Assuming the initial phase φ0 is equal to 0, we can obtain the spatial frequency ξ based
on Equations (8) and (9), as shown in Equation (10).

ξ =
2

λ2 ∆ne f f · L (10)

By transforming Equation (10), it can be obtained that the refractive index difference is
as follows.

∆ne f f =
ξ · λ2

2L
(11)

The C + L band is selected in the experiment; the center wavelength is around 1550 nm,
and the lengths of the interference arms are 5 mm, 13 mm and 17 mm, respectively. Sub-
stituting each parameter into Equation (11), the refractive index difference ∆neff between
modes can be calculated to be 0.004910422 dB·s, 0.005295119 dB·s and 0.005034926 dB·s,
respectively. The relationship between ∆neff and different modes is analyzed by OptiFiber
software, as shown in Table 1. By analyzing the effective refractive index difference between
the higher-order mode and the fundamental mode, the experimentally obtained refractive
index difference is closest to the difference between LP01 and LP07. Among them, LP01
is mainly transmitted in the core, and LP07 is mainly transmitted in the cladding. The
optical mode distribution of the fiber-truncated surface of the fundamental mode LP01 and
high-order LP07 mode given by software simulation is shown in Figure 6.
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Table 1. Relationship between mode order and refractive index difference ∆neff.

X nLP0x ∆neff

1 1.4658679 0
2 1.4627498 0.0031181
3 1.4625833 0.0032846
4 1.4623038 0.0035641
5 1.4619147 0.0039532
6 1.4614194 0.0044485
7 1.4608213 0.0050466
8 1.4601245 0.0057434
9 1.4593324 0.0065355
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3. Experiment and Discussion
3.1. Refractive Index Response Experiment

As shown in Figure 7, the fiber Michelson interferometer measuring system is com-
posed of an optical spectrum analyzer (OSA, Anritsu, MS9740A, Kanagawa, Japan) and a
broadband light source (BBS, Lightcomm, ASE-CL, Shenzhen, China). The resolution of the
OSA is set to be 0.02 nm, and the bandwidth of BBS is 80 nm. Sugar solutions with different
refractive indices are prepared as samples for measurement, which are set as 1.351 RIU,
1.357 RIU, 1.369 RIU, 1.369 RIU, 1.378 RIU, 1.3872 RIU, 1.3941 RIU and 1.4027 RIU. Further,
the refractive index solutions are verified by Abbe refractometer. During the specific ex-
periment, a single concentration of sugar solution is dropped on the sensor head, and the
OSA is utilized to record the transmission spectral response. Before the next measurement
of the sugar solution, the sensor head is rinsed repeatedly with water and allowed to
dry. In addition, the ambient temperature is kept at 11 ◦C to minimize the cross effects
of temperature.
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As the refractive index of the liquid increases, the intensity and wavelength of the
spectral valleys change accordingly, as shown in Figure 8. The blue dots are the measured
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intensity data, and the black dots are the measured wavelength data. The fitted line is
obtained by the least squares fitting method. A linear decrease in the power of the trough
can be observed. With the refractive index changes from 1.351 RIU to 1.4027 RIU, an
intensity response sensitivity of −191.06 dB/RIU and a wavelength response sensitivity of
5.09 nm/RIU are obtained, as shown in Figure 9.
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Figure 9. The refractive index response of the Michelson interferometer.

In addition, the change of air humidity can also be attributed to the small change of
the air refractive index, so we also experimentally designed a humidity experiment. In the
humidity range of 20% to 80%, the interference spectrum of the sensor hardly changes with
humidity. This can be attributed to the fact that the refractive index change is too small;
the total change of air refractive index with air humidity is less than 0.00005 RIU [29]. The
spectral change is too low, and the demodulation equipment can no longer distinguish it.

3.2. Temperature Response Experiment

The schematic diagram of the temperature experimental device is shown in Figure 10.
The light emitted by the ASE light source is transmitted into the sensor, and the MS740A
spectrometer (Anritsu, MS9740A, Kanagawa, Japan) is used to measure the reflection
spectrum of the sensing system. The temperature control system is a high-temperature
muffle furnace (Omega, Biel/Bienne, Switzerland), and the temperature control accuracy is
1 ◦C. As the temperature increases, the spectrum of the fiber Michelson shifts due to the
thermo-optic and thermal expansion effects, as shown in Figure 11. It can be seen from
the figure that the sensor is sensitive to temperature changes and can be designed as a
temperature sensor.
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Figure 11. The spectra under different ambient temperatures.

The trough around 1555 nm is monitored and used to analyze the temperature response
sensitivity of the fiber Michelson interferometer, as shown in Figure 11. The shift of the
trough intensity and wavelength with temperature is analyzed as shown in Figure 12. The
blue dots and blue lines are the measured intensity data and the fitted line, and the black
dots are the measured wavelength data and the fitted line. Temperature sensitivities are
−0.011 nm/◦C and –0.009 dB/◦C from 30 ◦C to 90 ◦C.

[
∆P
∆λ

]
=

[
KnP KTP
Knλ KTλ

][
∆n
∆T

]
(12)
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ties when temperature changes. Multiplying both sides of the Equation by the inverse of
the sensitivity matrix, Equation (13) can be obtained [30].

[
∆n
∆T

]
=

[
KnP KTP
Knλ KTλ

]−1[ ∆P
∆λ

]
(13)

The corresponding relationship between the experimentally measured sensitivity
coefficient of each parameter and each parameter of the matrix equation is as follows:
KnP = −191.06 dB/RIU, Knλ = −5.09 nm/◦C, KTP = −0.003 dB/RIU, KTλ = 0.12 nm/◦C.
Substituting the measurement data into Equation (13), Equation (14) can be obtained.
Through the analysis of the spectrum, the changes of the refractive index and temperature
value of the detection environment can be obtained based on Equation (14).

[
∆n
∆T

]
=

[ −191.06 5.09
−0.003 0.12

]−1[ ∆P
∆λ

]
(14)

4. Conclusions

In this paper, a waist-enlarged bitaper Michelson interferometer for multi-parameter
sensing is proposed. By comparing the spectra of probes with different lengths, it is
found that as the length of the sensor probe increases, the distance between the two
valleys of the interference spectrum becomes smaller. The experimental analysis of the
temperature-refractive index characteristics of the sensor shows that the sensor has a
wavelength response sensitivity of 0.12 nm/◦C and an intensity response sensitivity of
−0.003 dBm/◦C in the range of 11 ◦C to 98 ◦C. In the refractive index range of 1.351 RIU to
1.4027 RIU, the wavelength response sensitivity is 5.09 nm/RIU, and the intensity response
sensitivity is −191.06 dBm/RIU. The measurement results prove that this type of optical
fiber sensor can measure various external parameters according to the change of spectral
intensity and wavelength, combined with the sensitivity matrix equation. In the process of
food processing and pharmaceutical production, the temperature and refractive index of
the product can be obtained through sensor monitoring in a timely manner, and then the
product quality can be controlled. At the same time, it can also monitor the temperature and
refractive index in real time during oil exploration to obtain the temperature of underground
oil and the quality of crude oil. In short, the sensor has the advantages of simple structure,
high sensitivity and multi-parameter measurement, and has certain application value.
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Abstract: Due to the availability of materials and low cost for production, fused deposition modeling
is becoming the most widely used additive manufacturing (AM) technology. However, the reasonable
choice of process parameters for FDM is a significant task that directly affects the performance of the
printed part. Therefore, it is necessary to investigate the influences of various process parameters on
the quality characteristics of the components. The objectives of this study are to thoroughly review the
current state of research that characterizes, estimates the effects of process parameters on mechanical
properties, and summarizes the conclusions of existing works. In addition, some general issues of the
presented research are summarized, and the need for future development is also emphasized. Finally,
the research proposes several areas that deserve further study in this field.

Keywords: additive manufacturing; process parameters; fused deposition modeling; mechanical properties

1. Introduction

Fused Deposition Modeling (FDM), also known as Fused Filament Fabrication (FFF),
melts thermoplastic filament through a heater and deposits it layer by layer on the platform
via a nozzle to form a part. The most significant advantage of FDM is the wide range of
molding materials, which includes thermoplastic polymers in general. Sometimes low
melting point metals, ceramics, and others materials are also used [1]. Besides, high
speed, low cost, pollution-free, and simplicity of the process are also benefits of FDM.
Consequently, FDM is emerging as the most widely used and embraced technique of
additive manufacturing, which is applied in various fields such as aerospace, automotive,
medical, and architecture with rapid growth [2]. However, anisotropic behavior, poor
surface quality, and low dimension accuracy are drawbacks of FDM, usually resulting
in poor mechanical characteristics of printed components, which dramatically limits the
further application of FDM on a large-scale [3].

FDM is a complex process that has a large number of parameters that play different
roles in the fabrication. To produce products with good quality and meet requirements
for material behavior, it is necessary to evaluate the impact of these parameters on the
characteristics. To date, many studies have been conducted to analyze different controllable
parameters to achieve desirable properties of parts, including surface roughness [4,5],
dimension accuracy [6,7], hardness [8], build time [9,10], and mechanical properties [11–13].
Obviously, mechanical properties are the most fundamental characteristics of FDM printed
parts, among which tensile, compressive, and flexural strength are the three most important
and concerning properties to the manufacturers and users, which are also the objects of
this paper.

FDM involves various parameters that can be classified into three main types: process
parameters(raster angle, layer thickness, build orientation, raster width, print speed, infill
density, air gap, infill pattern, extrusion temperature); environmental parameters(platform
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temperature, envelope temperature, humidity, oxygen, etc.); other print parameters(nozzle
diameter, material color, filament diameter, etc.). Although these parameters all affect the
quality of FDM components, the contributions of which are different. Process parameters
are the most commonly analyzed owing to their significant impact on mechanical per-
formance and production efficiency. Actually, several published review papers related
to the FDM process parameter are available for interested readers: Gordelier et al. [2],
Dey and Yodo [14], Cuan-Urquizo et al. [15], Sheoran et al. [16], Mohamed et al. [17],
Popescu et al. [18], Bakır et al. [19], Syrlybayev et al. [20]. These existing literature reviews
generally investigate and analyze which process parameters can affect a certain material
behavior. Since users of the 3D printer are directly faced with each process parameter, it is
necessary and helpful to make them understand how each process parameter affects the
quality and characteristics of printed parts at different values. However, to date, no litera-
ture review has been reported to explain the influence from the perspective of parameters
rather than properties. As a complement, this survey focuses on functions of every process
parameter with varying values and discusses the mechanism behind it by amalgamating
collusions of existing studies from 2010 to 2021. Some research beyond this range is also
included for important topics. This article aims to provide a comprehensive review of the
roles of different process parameters in the FDM process, update the recent advances in
process parameters optimization for researchers, serve as a resource for newcomers in this
field and give directions for anyone wishing to improve the mechanical behaviors of their
printed components.

The structure of the paper is organized as follows: Section 2 describes different process
parameters and reviews literature related to investigating or improving the mechanical
performance of FDM parts. Section 3 contains some key findings of the presented works
and highlights concluding results. Section 4 describes difficulties encountered in the
improvement of the FDM part characteristics. The last section includes recommendations
and perceptions for future work.

2. Process Parameters

The most researched process parameters include air gap, build orientation, extrusion
temperature, infill density, infill pattern, layer thickness, raster width, raster angle, and
print speed, as shown in Figure 1, which have substantial effects on filament (inter-layer
and intra-layer) bonding, and thus influence the mechanical performance of FDM printed
components [18]. In addition, interactions of these parameters play a significant role from
the perspective of mechanical properties [21,22].

Figure 1. FDM process parameters related to toolpath.
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2.1. Build Orientation

Build orientation (or part orientation [23], construction/layer orientation [24]) repre-
sents how and in which direction the part is generated on the print platform. In fact, build
orientation can represent an arbitrary angle with any value [8,25,26], but in most studies, it
is regarded as a certain angle with respect to X, Y, and Z-axis [27,28]. Generally, when test
specimens are placed horizontally, vertically, and laterally, the build orientation is named
as flat, upright, and on-edge, respectively, which is shown in Figure 2. Flat and on-edge are
considered parallel to the print platform, while upright is along the direction of normal of
the print platform.

Figure 2. Build orientation: (a) arbitrary angle (b) certain angle.

The influences of build orientation on the mechanical performance of FDM compo-
nents have been extensively researched. Different authors investigated the relationship
between various materials and building directions. Wang et al. [7] established building
factors with various levels based on analysis of variance (ANOVA). The result verified
build orientation in the Z-direction to be the most predominant factor for tensile strength.
Lee et al. [29] showed that compressive strength of ABS parts was maximum at 0◦ build
orientation. Gorski et.al. [30] noted that tensile strength was maximum at 0◦ for ABS
filaments. Moreover, they found the specimen presented brittle behavior instead of ductile
behavior as build orientation increased exceeding certain angles. The conclusions were
consistent with Ashtankar et al. [25]. Their study reported that tensile strength of ABS
specimen decreased, with the increase of build orientation from 0◦ to 90◦. This trend was
also applicable to ultimate compressive strength, which was minimum at 90◦ orientation.
In another study, Hernandez et al. [31] experimentally determined both compressive prop-
erties and flexural properties were maximum at 0◦ build orientation for ABS P430 filaments.
Besides, compressive strength was minimum at 45◦ build orientation. They also deduced
that the effect of build orientation on tensile strength of ABS printed parts was insignificant.
Bertoldi et al. [32] and Zou et al. [33] experimentally showed that build orientation strongly
affected tensile strength and elastic modulus, respectively. Raney et al. [34] evaluated the
effects of build orientation and infill density on tensile strength of ABS parts manufactured
by a uPrint SE 3D printer, showing that the strength of samples tested against the layers
was less than 80% of that tested along the layers.

As for materials other than ABS, Domingo-Espin et al. [35] tested tensile strength
of PC parts. This group of researchers proved that tensile strength was maximum at
0◦ build orientation. Smith and Dean [36] also pointed out that, compared to bulk material,
there was a 45 percent decrease in elastic modulus and a 30 to 60 percent decrease in
ultimate tensile strength of PC parts depending on orientation. Zaldivar et al. [37] revealed
that FDM materials behaved more as laminated composites with macrostructures than
isotropic cast resins, consequently tensile strength, failure strain, Poisson’s ratio, coeffi-
cient of thermal expansion, and modulus all varied significantly depending on the build
orientation of PEI dogbones. Taylor et al. [38] analyzed the flexural behavior of PEI parts
with varying build orientation and raster angle experimentally and numerically. Results
indicated that modulus and yield strength were influenced by an interaction between these
two parameters.
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In summary, build orientation significantly affected the mechanical properties, which
usually played the predominant role when compared to other parameters [39]. For arbitrary
angles, in case of other parameters such as air gap and raster angle are kept constant, the
0◦ orientation is preferable, which shows the highest values for maximum tensile strength,
compressive strength, and flexural strength. Consequently, flat or on-edge oriented samples
usually exhibit inter-layer failure with higher stiffness and strength performance. On the
other side, increasing the angle from the build platform results in microstructures that
further reduce the volume fraction of extruded fiber material from the primary load
direction resulting in lower strength. That is why upright samples showed inter-layer
failure with lower stiffness and strength performance.

2.2. Raster Angle

Raster angle (sometimes called raster orientation [40], layer orientation [41], fiber
orientation [42], or even pattern orientation [43]) represents the angle of the filament
direction with regard to the X-axis (usually load direction) of the platform. The allowed
raster angles can vary from −90◦ to 90◦, and typically used values are 0◦ (axial), 45◦(cross),
90◦ (transverse), and their combination. For example, −45◦/45◦(criss-cross) represents the
raster printing directions are −45◦ and 45◦ alternately for different layers, as shown in
Figure 3.

Figure 3. Raster angle: (a) 0◦ (b) 45◦ (c) 90◦ (d) −45◦/45◦.

Ahn et al. [44] applied the Tsai-Wu failure criterion and classical lamination theory
to reasonably predict the anisotropic failure model for FDM parts as a function of raster
angle. Magalhães et al. [45] suggested that proper choice of raster angles in sandwich
specimens could gain in the strength and stiffness of parts, compared to default (45◦)
FDM configuration. Ziemian et al. [46] and Zhou et al. [47] indicated that the highest
tensile strength was obtained at raster angle with 0◦ for ABS and PP-PC composites,
respectively, while the specimens with 90◦ raster angle exhibited the minimum strength.
Es-Said et al. [40] and Garg et al. [48] drove a similar conclusion for flexural strength as
well as tensile strength. Moreover, Ziemian et al. [49] further reported that 45◦ raster
specimens in compression were significantly weaker than other raster angles. Based on
the analysis of biaxial raster angles, Fatimatuzahraa et al. [50] noted that the structure of
45◦/−45◦provided better flexural strength than that of 0◦/90◦ of ABS built specimens,
despite the almost equivalent tensile strength [51]. A similar conclusion for tensile strength
was also driven by Diaconescu et al. [52]. Hart and Wetzel [53] explored the fracture
properties of ABS parts with different raster angles. Results confirmed that the elastic-
plastic response of the material depended on the raster angle of printed specimens. In
contrast, Arbeiter et al. [54] reported that fracture behavior might be not highly dependent
on the raster angle by setting ideal processing parameters of PLA samples.

The interaction of build orientation and raster angle can cause strong anisotropy of the
FDM parts, therefore these two parameters are generally studied together. Rohde et al. [12]
revealed that ABS and PC samples exhibited strong anisotropy as functions of build orientation
and raster angle, respectively. Shear moduli were affected by build orientation rather than
raster angle for ABS specimens. The lowest values of modulus of rigidity, ultimate shear
strength, and yield shear strength were obtained from on-edge configuration specimens. Durgun
and Ertan [23] reported that the build orientation had a more significant influence than the
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raster angle on the mechanical behavior of the resulting fused deposition part. Small raster
(e.g., 0◦ angle) resulted in increased strength resistance in all component positions. Bellini
and Güçeri [55] carried out analytical and experimental approaches to study the effect of
build orientation and raster angle on flexural strength and tensile strength of ABS material.
Balderrama-Armendariz et al. [56] studied elastic properties in torsion of ABS-M30 samples at
different build orientations and raster angles. They characterized that build orientation had
an insignificant modification of the response of 0.2% yield strength or ultimate shear strength,
while the orientation in YXZ with raster at 0◦ led to improved responses in all measured
torsion parameters. Cantrell et al. [57] showed that build orientation and raster angle had a
negligible influence on the tensile modulus of ABS specimens. The highest tensile properties and
highest shear strength were found in specimens with on-edge orientation and specimens with
[+45◦/−45◦] flat orientation, respectively for PC material. In addition, the shear modulus was
almost the same for all specimens with [+45/−45] raster angle regardless of build orientation.
Torrado et al. [58] explored the effects of build orientation and raster angle on mechanical
anisotropy. The tensile test results exhibited an equivalency between different sample types.
Therefore, the authors recommended horizontal specimens printed with a transversal filling due
to its higher reliability, higher accuracy, and simplicity of the printing process. Letcher et al. [59]
investigated the relationship between layer number, raster angle, and mechanical properties of
ABS printed specimens. Results showed that 0◦ raster orientation yielded the highest strength
at each layer number. Furthermore, maximum stress and elastic modulus increased with the
increase of the number of layers.

In summary, the relative position of fibers and the axial load causes the specimens
to react differently. Raster angles with a higher fraction of specimens oriented along the
axis of the load (e.g., 0◦ orientation) exhibit improved tensile and compressive strength of
the part, while those that are offset (e.g., 90◦ orientation) exhibit reductions in mechanical
performance [60–63]. In the former case, fibers themselves withstood most of the applied
load, resulting in inter-layer failure. While for the latter case, bonding between adjacent
layers and rasters withstood the load, resulting in trans-layer failure, which is much weaker.
A similar trend is applicable to the flexural specimen, which can be regarded as one side
experiencing compression while the other side experiencing tension when loaded.

2.3. Layer Thickness

Layer thickness (or layer height [64]) represents the thickness of the layer printed
by the nozzle tip, as shown in Figure 4. In general, it is smaller than the diameter of the
extrusion nozzle (usually one-half), depending on the material and tip size. Layer thickness
is directly related to the number of layers printed and hence print time. It has been verified
that better accuracy of the component can be achieved by setting lower layer thickness.

Figure 4. Layer thickness.

Layer thickness is usually studied together with other parameters, most commonly
with raster angle. Somireddy et al. [42] researched the influences of raster angle and layer
thickness on the flexural behavior using classical laminate theory. Results presented that
thinner layer laminates have higher loading capacity and flexural stiffness than thicker
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ones, except for the maximum deflection. Tymrak et al. [63] quantified the elastic modulus
and tensile strength of PLA and ABS parts by comparing different layer thicknesses and
bidirectional raster angles. Tests showed that tensile strength dropped with increasing
layer thickness. In another study by Rankouhi et al. [62], the mechanical characterization
of PLA by varying layer thicknesses and raster angles were analyzed. The maximum
elastic modulus and ultimate tensile strength were obtained at lower values of both two
factors. Similar results can be obtained for other materials, such as PEEK (Wu et al. [65])
and plaster-based powder (Vaezi and Chua [43]). Garg and Bhattacharya [66] considered
layers of different thicknesses and rasters at different angles by simulation and experiment.
FE analysis indicated that tensile strength, strain at yield, elongation, and developed stress
first decreased with an increase in layer thickness and then increased. Layer thickness,
build orientation, and raster angle were evaluated parameters to examine their effects on
tensile strength by Nidagundi et al. [67]. Thinner layer thickness, 0◦ build orientation, and
0◦ raster angle were optimum for ultimate tensile strength.

In comparison, Rodríguez et al. [24] compared the effect of build orientation, infill
density, and layer thickness on the mechanical characteristics of ABS and PLA test com-
ponents. Regarding ABS, the mechanical strength results barely varied with respect to
layer thickness. In contrast, tensile strength of PLA decreased as layer thickness increased.
Chacón et al. [27] characterized the effect of layer thickness, build orientation, and print
speed to determine the mechanical response of the PLA specimens. They observed that
the increased print speed and layer thickness caused ductility to diminish. In addition, the
mechanical properties for the upright orientation increased as layer thickness increased
and as the print speed decreased, which however were of slight significance for on-edge
and flat orientations. Alafaghani et al. [28] demonstrated that mechanical properties were
significantly influenced by build orientation, extrusion temperature, and layer thickness;
and less significantly on infill pattern, for high infill density specimens, and print speed. To
improve the mechanical properties, higher extrusion temperature and larger layer thickness
are needed in addition to appropriate build orientation. Carneiro et al. [68] mechanically
assessed the influence of raster angle, layer thickness, infill density of PP and GRPP com-
posites. The results showed the infill density had a linear effect on both mechanical prop-
erties. Instead, layer thickness had an insignificant effect on the performance of samples.
Dong et al. [69] demonstrated that the number of layers was the only dominant factor in
improving mechanical strengths of PLA and PLA/wood composites, compared with infill
density and layer thickness.

In summary, layer thickness has a different effect on the strength. For a given total
height, the thickness of a layer has an inverse proportional relationship with the number
of layers. The thinner the layer thickness, the more layers. This response will lead to a
high-temperature gradient towards the bottom of the component, which will improve
diffusion between adjacent rasters, thus ultimately contributing to the load-bearing and
enhancing the strength. In addition, this trend is heightened when at low print speed,
which gives a better bonding with the previous layer. On the other hand, an increase in the
number of layers also adds to the number of cooling and heating cycles, which in turn gives
rise to residual stress accumulation. This behavior can result in distortion and inter-layer
cracking, which will reduce the strength. Due to the interaction of these two different
influences, in general, a moderate thickness value is obtained as the optimal parameter in
some research [70].

2.4. Air Gap

The air gap represents the space between two neighboring printed filaments on the
deposited layer. In most cases, the air gap represents the distance between rasters, viz.
raster to raster air gap. However, in some research, the air gap is distinguished as raster
to contour air gap and contour to contour air gap, respectively. In general, there are three
types of air gap, and they are zero, positive and negative. The zero type is generally the
default configuration, which places beads just alongside each other. The positive type has a
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loose place between beads which results in rapid building, while the negative type means
that two beads partially overlap the structure, creating a denser component, as shown in
Figure 5.

Figure 5. Air gap: (a) positive air gap (b) zero air gap (c) negative air gap.

Rodriguez et al. [71] observed three monofilaments with different air gaps made of
ABS. From all arrangements tested, the highest stiffness and tensile strength values were
found for the filament with rasters aligned in the loading direction and a small negative
air gap. Too et al. [72] characterized that the air gap size had a profound impact on the
porosity and compressive strength of FDM built part. With the increasing air gap of
the test specimen, compressive strength decreased while porosity increased, respectively.
Dawoud et al. [73] researched the impact, flexural and tensile strength of ABS components
with different raster angles and air gaps. The air gap with a negative value proved to be
the most significant factor in the enhancement of mechanical properties. However, in the
case of a positive air gap, varying raster angles seemed to have a more significant effect
on tensile strength. Masood et al. [74] presented experimental work on the effect of raster
angle, raster width, and air gap on tensile properties of PC. They reported that the air gap
was the only dominant parameter influencing tensile properties. This study also found that
PC material by FDM had tensile strength in the range of 70 to 80% of the injection molded
and extruded PC parts.

In the study of Slonov et al. [75], raster angle, air gap, and raster width on the mechan-
ical properties of samples from PPSF were examined. The authors found that the elastic
modulus generally depended on the air gap between rasters, independent of raster angle.
On the contrary, the impact strength depended on the raster angle and the adhesion degree
between filaments. Hossain et al. [76,77] modified raster width, raster angle, raster to raster
air gap, and contour width to improve tensile mechanical properties of PEI material by
visual feedback method. Using negative raster to raster air gap led to an average increase in
ultimate tensile strength of 16%, compared to the default configuration. Montero et al. [78]
examined five process parameters (raster angle, raster width, extrusion temperature, air
gap, and color) to understand the ABS properties fabricated by FDM. They observed that
the raster angle and air gap influenced tensile strength FDM printed part, while color,
extrusion temperature, and raster width had little influence. Moreover, stiffness and shear
strength between roads were lower than those measured between layers. Bagsik and
Schöppner [79] considered the effect of build orientation, air gap, raster angle, and raster
width based on the mechanical data of PEI. Based on their study, the air gap with a nega-
tive value contributed to the best results for all directions. With thicker filaments, better
mechanical performance could be obtained for the on-edge and upright build direction,
while a thinner filament enhanced the strength properties of the flat specimens.

In summary, air gap determines the area of force bearing as well as bonding between
filaments. From the perspective of effect, the work of the former one on the mechanical
property is more apparent than that of the latter one. In general, the positive air gap results
in a loosely packed structure with weak bonding between adjacent filaments, leading to
lower strength. In contrast, the negative air gap results in a denser squeezed structure with
strong interfacial bonding, significantly improving the strength. Zero air gap may enhance
the diffusion between the neighboring rasters, and cause the total bonding area to diminish
as well.
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2.5. Raster Width

Raster width represents the width of the printed beads or roads for rasters. It depends
on the nozzle tip size. Some researchers distinguish contour width from raster width [80,81],
as shown in Figure 1. However, in most studies, contour width and raster width are
regarded as the same parameter, represented by road width [11,65,82].

Gebisa and Lemu [80] focused on processing parameters, such as contour width, raster
angle, contour number, raster width, and air gap, on the effect on the flexural properties of
PEI-manufactured parts, which could be arranged as importance: raster width and raster
angle > contour width and contour number > air gap. They also found that the effect of a
minus air gap could differ between two different materials, which was not recommended
for PEI. Ang et al. [83] specified process parameters, namely air gap, raster width, build
orientation, number of layers, and infill pattern, on the compressive properties and porosity
of ABS scaffold structures. The experiment determined raster width and air gap as the
most significant parameters. Moreover, porosity decreased when the air gap decreased
or raster width increased. In contrast, compressive strength and modulus increased as
raster width increased while the air gap decreased. Rayegani and Onwubolu [84] used the
group method of data handling (GMDH) and differential evolution (DE) to quantify the
effects of air gap, raster angle, build orientation, and raster width on tensile strength. The
investigation showed that negative air gap, as well as smaller raster width, significantly
improved tensile strength. Particularly, build orientation played a major role, as could be
observed from the results. Onwubolu et al. [85] applied the design of experiment (DOE)
to study the main and interaction effects of process variables such as build orientation,
raster width, layer thickness, air gap, and raster angle on tensile and strength of ABS
components. The maximum tensile strength was obtained with zero build orientation,
maximum raster width, raster angle, and negative air gap. In Liu et al. [86], five input
process parameters such as build orientation, layer thickness, raster orientation, air gap,
and raster width were considered to examine their influence on impact, flexural and tensile
strengths. The optimum combination was obtained based on analysis of variance and gray
relation analysis. Gkartzou et al. [87] examined the influence of raster width on tensile
properties of PLA/Lignin composites. The results showed that specimens with different
raster widths had similar tensile strength and Young’s modulus.

In summary, larger raster width creates a high temperature near the boding surfaces
and a larger bonding area, which may improve the diffusion and lead to stronger bond
formation [64]. However, a larger raster can also result in stress accumulation along the
width of the part, as well as deterioration in thermal conductivity [88]. On the other hand,
smaller raster width will require less production time and material. On the whole, at
the intermediate value of the raster width, the higher thermal mass that cools slowly can
be achieved, which enhances the bonding between the filaments and thus improves the
strength [89].

2.6. Infill Density

The outer region of AM part is usually solid, but the interior area, generally known
as the infill, is the inner component covered by the skin, which has different geometries
and sizes. Infill density (or infill degree [68], infill ratio [82], infill percentage [90], fill
density [88]) refers to the percentage of filament material printed in the given part, where
0% is a shell and 100% is a solid. FDM technology allows users to control the infill density
through parameters such as air gap or raster width.

Alvarez et al. [90] observed that the maximum impact resistance, tensile stress, and
tensile force were obtained with 100% infill density. Martikka et al. [91] revealed that
the increment in infill density enhanced the tensile properties of PLA and PLA/wood
composites. Gomez-Gras et al. [92] carried out the Taguchi method to investigate the
impact of four process parameters and their intersections—layer thickness, infill den-
sity, nozzle diameter, and print speed, on fatigue response. It was concluded that in-
fill density showed the strongest influence in fatigue performance, followed by nozzle
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diameter and layer thickness, whereas print speed showed no relevant effect in PLA
specimens. Aw et al. [93] looked at relating process parameters to tensile properties
of CABS/ZnO composites with infill density and infill pattern. Results revealed that
tensile strength of CABS composites was little affected by the change of infill density,
while the increased infill density caused Young’s modulus to increase, resulting in higher
stiffness. Line pattern possessed better tensile properties. Kerekes et al. [94] pointed
out that with an increase in infill density, Young’s modulus, initial yield stress, ultimate
strength, and toughness increased, while elongation at break decreased. Layer thickness
showed a moderate influence affecting the specimen’s properties, where an increasing layer
thickness apparently increased Young’s modulus, while it decreased elongation at break.
Lužanin et al. [95] experimentally analyzed flexural properties depending on the infill
density, layer thickness, and raster angle. The researchers reported that layer thickness
was the most important parameter affecting flexural force, and the interaction between
infill density and raster angle was significant as well. The mechanical effect of printing
parameters for carbon fiber-reinforced polyamide was studied by Toro et al. [13]. The
most dominant parameter was found to be infill density. Layer thickness and infill pattern
played importantly in flexural and tensile behaviors, respectively.

In summary, the mass and strength of FDM produced parts are dependent on the infill
density. Lower density requires less print time and material, thus saving cost and reducing
the weight. However, more voids are generated within the structure simultaneously,
leading to increased porosity. As a result, the dimension of the bonded region between
filaments decreases and so as well to the mechanical properties. In contrast, the denser
component possesses better mechanical properties but takes much more time to be complete.
For example, the specimen built with 100% infill density usually exhibits maximum strength.
Generally, infill density ranging from 50% to 98% is recommended, since the improvement
in mechanical resistance is countered by longer manufacturing times [90].

2.7. Infill Pattern

Infill pattern (or print pattern [93]) represents the way how filaments fill and cross the
internal space of the printed part, as shown in Figure 6. Different infill patterns usually
have different geometrical layouts and complexity, which will affect print time and the
material used.

Figure 6. Infill pattern: (a) linear (b) concentric (c) hexagonal.

Many filling patterns are available such as hexagonal (or honeycomb), linear, and dia-
mond, as illustrated by Alafaghani et al. [28], in which the commonly used is the hexagonal
pattern. Cho et al. [96] compared the influence of PLA samples with different infill patterns
and layer thickness on tensile property. They concluded that layer thickness had a higher
effect than infill pattern, and the triangle pattern gave the highest mechanical strength
and lowest material consumption. Dave et al. [97] investigated the effect of three process
parameters: infill pattern, infill density, and build orientation, on the tensile properties of
PLA specimens through a full factorial experiment. ANOVA results indicated that infill
density was the most predominant process parameter for tensile strength, compared with
infill pattern and build orientation. Fernandez-Vicente et al. [98] found that changes in infill
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density determined mainly tensile strength of ABS material. At the same time, the influence
of the different infill patterns caused a variation of no more than 5% in maximum tensile
strength, along with similar behaviors. Akhoundi et al. [99] identified the key factors that
influenced tensile and flexural strengths. The input variables, such as infill pattern and infill
density, and their relationship with raster angle and void presence, were considered. The
result concluded that the highest tensile and flexural strengths were obtained by concentric
pattern. They also found that when rasters were deposited at short distances in the Hilbert
curve, a high temperature was maintained, which resulted in better fusion and strong
bonding between the adjacent rasters. Baich et al. [9] presented the relationship between
various infill patterns and different mechanical properties. Statistical analysis revealed
that for double-dense infill in all loading conditions, solid infill showed higher strength
at the same fabrication cost. Therefore, solid infill was recommended for mechanical ap-
plications, in the case of entry-level printers. Moreover, compressive strength increased
as the complexity of the infill pattern increased. Nagendra and Prasad [100] revealed
significantly linear interactions between infill pattern and other process parameters, such
as extrusion temperature, layer thickness, and infill density, on mechanical properties of
Nylon/Aramid composite.

In summary, the infill pattern has a complex effect on the mechanical properties
of parts produced by FDM owing to a broad spectrum of types. For example, in the
hexagonal pattern, each layer lays down on a similar previous layer, the same as the
bonding zone. While in the rectilinear pattern, the lay crosses the previous layer at points,
which correspond with the bonding zone between each layer. However, the combination
of rectilinear patterns in a 100% infill shows higher tensile strength, compared with the
honeycomb pattern [98]. Therefore, these results need to be analyzed and explained
with caution.

2.8. Print Speed

The print speed (or feed rate [27], print velocity [92], infill speed [101], deposition
velocity [102]) represents the speed of the nozzle traveling relative to the print platform.
Generally speaking, the lower the print speed, the longer the production time and the
better the accuracy of the prints. In comparison, the higher the print speed, the faster parts
are produced.

Christiyana et al. [103] produced ABS composite specimens and investigated the
role of print speed and layer thickness. It was observed that the maximum flexural and
tensile strengths were achieved via setting thinner layer thickness and lower print speed.
Similarly, Ning et al. [101] showed that tensile strength of CFRP composites decreased with
the increase in print speed. Santana et al. [104] analyzed the factors affecting PLA parts
with variations in print speed and extrusion temperature to evaluate the quality of the
open-source 3D printer. Based on the value, the print speed and extrusion temperature
were irrelevant compared with the mass and modulus of rupture. Kačergis et al. [105]
investigated the influence of print speed, platform temperature, and number of layers in
the structure printed with PLA and TPU. Experimental results proved that the deformation
was strongly influenced by the print speed. By contrast, Li et al. [21] pointed out that
air gap played a predominant part in determining tensile strength, followed by layer
thickness, and the effect of print speed is the weakest factor. They suggested that smaller
values of layer thickness and air gap were preferred if higher tensile strength was needed.
Furthermore, print speed could be set relatively higher to improve fabrication efficiency.
Lužanin et al. [106] studied the relationship between the maximum flexural force of PLA
parts and five process parameters. The input variables were extrusion temperature, infill
density, print speed, raster angle, and layer thickness. The optimal parameters setting
was maximum levels of infill density and print speed, mid-level of layer thickness, and
minimum level of raster angle.

In summary, the effect of print speed on mechanical performance shows a different
trend. Generally, lower print speed gives a better bonding and interaction between con-

228



Micromachines 2022, 13, 553

tiguous filaments, leading to an increase in tensile and flexural strength. However, if the
print speed is too slow, the too-long inter-layer cooling time makes just-deposited material
cool down at a lower temperature, which disfavors the fusion of the thermoplastics, hence
the strength and ductility are affected [107]. On the other hand, rapid print speed could
improve the efficiency, but leave not enough time for extrusion materials to plasticize,
and the amount of residual stress produced during deposition increases significantly as
well [108], which leads to weak mechanical properties. It should be pointed out that the
production time is not only affected by print speed but also related to build orientation.
Print time decreases as print speed increases for on-edge and flat orientations, while print
time remains almost constant for up-right orientation with high-speed values [27].

2.9. Number of Contours

The number of contours (or number of perimeters [109], number of shells [110]) refers
to the number of closed roads that are deposited along the edge of the part, as shown in
Figure 1. It may range from one to the number of filaments extruded.

Kung et al. [109] studied the influences of three process parameters including num-
ber of contours, raster angle, and specimen size. They pointed out that there existed
apparent dispersion of the strength for a different number of contours. Interestingly, they
also noted that tensile strength of specimens built with 45◦ is greater than those built
with 0◦. According to Mahmood et al. [110], there was a positive relationship between
tensile strength and number of contours. In addition, a larger cross-section negatively
affected tensile strength of a printed part while keeping the other parameters constant.
Croccolo et al. [111] experimentally and analytically dealt with the effect of contouring on
the static strength and stiffness of ABS parts. They showed that the larger the number of
contours, the greater the elastic modulus and stiffness, and thus the higher the maximum
strength. Moreover, with the increase of the number of contours, the percentage of elonga-
tion to failure decreased. Griffiths et al. [112] performed an experimental investigation on
the tensile property of PLA objects. They utilized a full factorial DOE approach considering
building orientation, infill density, number of contours, and layer thickness as parameters.
The study concluded that the infill density and number of contours were the only significant
parameters that should be maximized for optimization. Lanzotti et al. [61] observed the
increase in strength with the number of contours and layer thickness. In particular, the
strength increased as the raster angle decreased with a rate that was as greater as the layer
thickness increased.

In summary, the number of contours impacts the mechanical properties of the part
fabricated. When the number of contours increases, the effect is directly seen in the increase
in strength. This is owing to the fact that the load is applied directly on the contour rather
than the rasters, therefore a growing contour number causes the raster length and number
of rasters to decrease, which will lead to improvement in the performance of the part.

2.10. Extrusion Temperature

Extrusion temperature (or print temperature [82], nozzle temperature [113]) refers to
the temperature at which the fibers are heated inside the nozzle during the FDM process.
It can influence the fluidity and solidification characteristics of the molten material and
control the viscosity of filament extruded from the nozzle.

Deng et al. [82] applied an orthogonal test to evaluate the effects of process parameters
such as print speed, layer thickness, extrusion temperature, and infill density, on tensile
properties of PEEK components. They demonstrated that more micro-pores and slag in-
clusion were caused by lower print speed and extrusion temperature, leading to lower
strength specimens. Aliheidari et al. [113] designed double cantilever beam specimens of
ABS and printed at different extrusion temperatures to study the mode-I fracture resis-
tance. Based on critical J-integral value, the authors stated that the higher the temperature
was, the greater number of polymer molecules were inter-diffused at the interface, which
resulted in higher resistance to fracture. Rinanto et al. [114] optimized extrusion tempera-
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ture, infill density, and raster angle to produce prototypes with high tensile strength. The
optimization combination was 45◦ of angle, 40% of density, and 210 ◦C of temperature.
Among these three parameters, infill density is the most predominant factor. Sun et al. [115]
explored the influence of extrusion temperature and envelope temperature on the quality
of bonds between adjacent ABS filaments. Statistical analysis proved that both the en-
velope temperature and variations in the convective conditions within the printer have
substantial influences on the mesostructure and the overall quality of the bond strength
between rasters. Leite et al. [116] determined the influence of mechanical properties from
layer thickness, extrusion temperature, raster angle, and infill density. The best values
reported for the sample were higher infill density and extrusion temperature, and lower
layer thickness. Sun et al. [117] demonstrated that increasing platform temperature could
enhance the PEEK binding force between layers, making the model more excellent me-
chanical properties. Moreover, low infill density could also improve the performance of
the material. Yang [118] observed a decrease in tensile and flexural properties of WFRPC
components with an increase in the extrusion temperature, whose trend is opposite to that
of compressive strength.

In summary, the extrusion temperature has an important effect on the crystallinity of
the material and polymer filament bonding. Thus, the mechanical performance of printed
parts will be affected as well. Higher extrusion temperature of the deposited filament
gives better inter-layer fusion, which results in higher mechanical properties. However,
too high extrusion temperature may cause material degradation or molding failure during
deposition, resulting in dimensional inaccuracy and filament deformation [82]. On the other
hand, lower extrusion temperature may prevent the material from melting adequately,
leading to nozzle clogging. Both of the two cases above will lead to weak mechanical
properties of printed parts.

3. Results and Discussions

In an effort to aggregate thorough information on process parameters of the FDM
technique and their influence on mechanical properties, we have summarized the research
works in the field concisely. Tables 1–11 give an overview of the parameters and mechanical
properties of FDM products intensively investigated in the literature. In most existing
research, several parameters are studied together. Therefore, the parameter that plays a
major role or authors of the research care about most as the basis for classification. For
the case of many parameters included, we attribute it to Table 11 (Others). However, for
certain process parameters, there is not much research. Therefore, all studies containing
this parameter are grouped into its table. As a consequence, the criteria for the aggregation
of these tables are not strictly unique. Since there is much scattered data and information,
interested readers are encouraged to review the references provided according to their
interests. The key findings of this survey are summarized below:

• The work of different process parameters is coupled and combined to affect the me-
chanical property of FDM parts, which all have importance and effects. Generally
speaking, there exists a parameter playing a dominant role. For example, extrusion
temperature, layer thickness, air gap, and print speed can influence the heat transition
of the structure, thus affecting the bonding between rasters and the mechanical charac-
teristics. However, extrusion temperature is the most significant factor in determining
temperature field variation, followed by layer thickness, print speed, and air gap by
order of importance [102,135].

• One process parameter may affect or be affected by several other parameters, directly
or indirectly. For instance, layer thickness affects the raster width and print speed.
Likewise, the number of layers is related to build orientation and layer thickness in
a part. What is more, infill density values significantly have an impact on the print
speed, which can be changed by adjusting air gaps and raster width.

• The contribution of a single parameter may be contradictory from different aspects,
which should be determined by the final effect. A typical example is raster angle.
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Small raster angles (e.g., 0◦) will contribute to load-bearing due to filament lying along
the loading direction. On the other hand, they will also lead to long rasters, which
result in stress accumulation and hence weak bonding [22]. However, the final effect
is that a small raster angle ensures the best tensile, compressive and flexural strength,
proving that the former one plays a dominant role.

• Optimal parameter values obtained are just in theory, which should be reconsidered
and adjusted in practice. According to the conclusion obtained in the former section,
thinner layer thickness can help reinforce the tensile strength of the part, which,
however, costs more due to more material and time usage for producing [136,137].
Consequently, a compromise needs to be made between improving property and
reducing cost.

Table 1. Build direction.

Study Process Parameters Mechanical Properties Materials Machines

Ashtankar et al. [25] Build orientation Tensile strength,
compressive strength ABS Dimension BST

Lee et al. [29] Build orientation Compressive strength ABS MIT 3D Printer
Gorski et al. [30] Build orientation Tensile strength ABS Dimension BST 1200

Hernandez et al. [31] Build orientation Compressive strength, tensile
strength, flexural strength ABS uPrint SE Plus

Zou et al. [33] Build orientation Tensile strength, Young’s
modulus, Poisson’s ratio ABS Dimension SST 1200 es

Domingo-Espin et al. [35] Build orientation Tensile strength, stiffness PC Stratasys Fortus 400 mc
Smith and Dean [36] Build orientation Tensile strength, modulus PC Stratasys Vantage SE

Bagsik et al. [79] Build orientation Tensile strength,
compressive strength PEI Stratasys Fonus 400 mc

Upadhyay et al. [119] Build orientation Tensile strength,
compressive strength ABS P400 FDM SST-768

Rohde et al. [12] Build orientation, raster angle Shear strength ABS, PC Stratasys Fortus 360 mc,
Ultimaker 2

Durgun and Ertan [23] Build orientation, raster angle Tensile strength,
flexural strength. ABS P430 Dimension BST

Rodriguez et al. [24] Build orientation, raster angle Strength, stiffness ABS

Bertoldi et al. [32] Build orientation, raster angle Tensile strength, modulus,
Poisson’s ratio, ABS Stratasys FDM 1650

Zaldivar et al. [37] Build orientation, raster angle
Tensile strength, failure strain,

modulus, Poisson’s ratio,
thermal, expansion coefficient

PEI Stratasys Fortus 400 mc

Taylor et al. [38] Build orientation, raster angle Flexural strength PEI Stratasys Fortus 400 mc

Bellini and Güçeri [55] Build orientation, raster angle Tensile strength,
flexural strength ABS Stratasys FDM 1650

Balderrama-Armen
dariz et al. [56] Build orientation, raster angle

Ultimate shear strength,
0.2%yield strength, shear
modulus, fracture strain

ABS Stratasys Fortus 400 mc

Cantrell et al. [57] Build orientation, raster angle Tensile strength, failure strength,
Poisson’s ratio, modulus ABS, PC Stratasys Fortus 360 mc,

Ultimaker 2

Raney et al. [34] Build orientation, infill density Tensile strength,
flexural strength ABS uPrint SE Plus

Torrado and Roberson [58] Build orientation, raster pattern Tensile strength,
anisotropic property ABS Lulzbot TAZ 4

Wang et al. [7] Build direction, layer thickness,
deposition style Tensile strength ABS P400 Dimension BST

Kamaal et al. [120] Build direction, infill density,
layer thickness Tensile strength, impact strength CF/PLA composite Ypanx Falcon

Tanikella et al. [121] Building orientation, mass, color Tensile strength

Ninjaflex, Semi-
Flex, HIPS,

TGLase, Nylon,
ABS, PC

Lulzbot TAZ 3.1 and 4
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Table 2. Raster angle.

Study Process Parameters Mechanical Properties Materials Machines

Es-said et al. [40] Raster angle
Tensile strength,

modulus of rupture,
impact resistance

ABS P400 Stratasys FDM 1650

Ahn et al. [44] Raster angle Tensile strength ABS

Magalhães et al. [45] Raster angle Tensile strength,
Young’s modulus, ABS P400 Stratasys FDM 2000

Ziemian et al. [46] Raster angle Tensile strength,
fatigue strength ABS Stratasys Vantage-i

Garg et al. [48] Raster angle Tensile strength,
flexural strength ABS P400 Stratasys Mojo

Ziemian et al. [49] Raster angle

Tensile strength,
compressive strength,

flexural strength, impact
strength, fatigue property

ABS Stratasys Vantage-i

Hart and Wetzel [53] Raster angle Fracture property ABS M30 Lulzbot Taz 6
Arbeiter et al. [54] Raster angle Fracture property PLA Hage 3DpA2

Carneiro et al. [68] Raster angle Tensile strength PP, Glass/PP
composite Prusa i3

Liu et al. [122] Raster angle Tensile property,
flexural property PLA/SCB composite S1 Architect 3D

Letcher et al. [123] Raster angle
Tensile strength,
flexural strength,
fracture property

PLA MakerBot Replicator 2x

Zhou et al. [47] Raster angle,
layer thickness Tensile strength PP/PC composite LeistritzZSE 18 HPe

Diaconescu et al. [52] Raster angle,
layer thickness Tensile strength ABS MakerBot 2X

Letcher et al. [59] Raster angle,
number of layers

Tensile strength,
modulus of elasticity ABS MakerBot Replicator 2x

Kung et al. [109] Raster angle, number of
contours, specimen size Tensile strength PLA RepRap 3D printer

Table 3. Layer thickness.

Study Process Parameters Mechanical Properties Materials Machines

Vaezi and Chua [43] Layer thickness Tensile strength,
flexural strength ZP102 Z510/Cx printer

D’Amico et al. [70] Layer thickness Tensile strength,
flexural strength ABS Makerbot 2X

Ayrilmis et al. [124] Layer thickness Tensile strength,
flexural strength PLA/wood composite Zaxe 3D printer

Somireddy et al. [42] Layer thickness,
raster angle Flexural property ABS-P430 Stratasys µ printer

Rankouhi et al. [62] Layer thickness,
raster angle

Tensile strength,
elastic modulus ABS Makerbot Replicator 2x

Wu et al. [65] Layer thickness,
raster angle

Tensile strength, compressive
strength, flexural strength PEEK, ABS P430 Custom-built printer

Garg and
Bhattacharyab [66]

Layer thickness,
raster angle Tensile strength ABS uPrint SE, Plus and

Mojo printers

Knoop et al. [125] Layer thickness,
build orientation

Tensile strength, compressive
strength, flexural strength Nylon Stratasys Fortus 400 mc

Chacon et al. [27] Layer thickness, build
orientation, print speed

Tensile strength, flexural
strength, stiffness PLA WitBox desktop 3D printer

Uddin et al. [39] Layer thickness, build
orientation, raster angle

Young’s modulus, yield
strength, failure strength ABS Zortrax M200

Tymrak et al. [63] Layer thickness, raster
angle, color

Tensile strength,
elastic modulus ABS, PLA A series of

open-source3D printers

Dong et al. [69] Layer thickness, number
of layers, infill density

Tensile strength, flexural
strength, impact strength PLA/wood composite MakerBot Replicator 2x
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Table 4. Infill density.

Study Process Parameters Mechanical Properties Materials Machines

Alvarez et al. [90] Infill density Tensile strength,
impact resistance ABS Makerbot Replicator 2x

Martikka et al. [91] Infill density Tensile properties,
impact strength PLA/wood composite Profi3Dmaker

Aw et al. [93] Infill density, infill pattern Tensile property CABS/ZnO composite RepRap Mendelmax 1.5

Fernandez-Vicente et al. [98] Infill density, infill pattern Tensile strength,
Young’s modulus ABS RepRap Prusa i3

Kerekes et al. [94] Infill density,
layer thickness Tensile property ABS-M30 Stratasys uPrint SE Plus

Lužanin et al. [95] Infill density, layer
thickness, raster angle Flexural strength PLA Makerbot Replicator 2

Gomez-Gras et al. [92]
Infill density, layer

thickness, nozzle diameter,
print speed

Fatigue performance PLA Prusa i3

Griffithsa et al. [112]
Infill density, building
direction, number of

contours, layer thickness

Tensile strength,
Young’s modulus PLA Makerbot Replicator 2

Table 5. Infill pattern.

Study Process Parameters Mechanical Properties Materials Machines

Ebel et al. [126] Infill pattern Tensile strength PLA, ABS CB printer, Felix 1.0e

Baich et al. [9] Infill pattern, infill density
Tensile strength,

compressive strength,
flexural strength

ABS P430 Stratasys Fortus 200 mc

Cho et al. [96] Infill pattern, layer thickness Tensile strength, modulus,
yield stress PLA

Akhoundi et al. [99] Infill pattern, infill density Tensile strength, flexural
strength, modulus PLA Laboratory FDM 3D

printer

Dave et al. [97] Infill pattern, build orientation,
infill density Tensile strength PLA Open-source FDM

printer

Vinoth Babu et al. [127] Infill pattern, layer thickness,
infill density

Tensile property,
flexural property CF/PLA composite Raise 3D V2 N2 Hot

end

Zaman et al. [128]
Infill pattern, layer thickness,

number of contours,
infill density

Compressive strength PLA, PETG
Makerbot Replicator

2X, Open Edge
HDE printer

Nagendra and Prasad [100]
Infill pattern, layer thickness,
extrusion temperature, raster

angle, infill density

Tensile strength, flexural
strength, impact strength,

compressive strength
Nylon/Aramid composite

Table 6. Air gap.

Study Process Parameters Mechanical Properties Materials Machines

Rodriguez et al. [71] Air gap Tensile strength, stiffness ABS P400 Stratasys FDM1600
Too et al. [72] Air gap Compressive strength, porosity ABS P400 Stratasys FDM1650

Dawoud et al. [73] Air gap, raster angle Tensile strength, flexural
strength, impact strength ABS DIY FDM machine

Masood et al. [74] Air gap, raster width,
raster angle Tensile strength PC Stratasys Vantage

Hossain et al. [76,77] Air gap, raster angle,
contour width, raster width Tensile strength PC Stratasys Fortus 900 mc

Montero et al. [78]
Air gap, raster angle, raster

width, extrusion
temperature, color

Tensile strength ABS P400 Stratasys FDM 1650

Bagsik and Schöppner [79] Air gap, build orientation,
raster angle, raster width Tensile strength PEI Stratasys Fortus 400 mc

Ang et al. [83]
Air gap, raster width, build

orientation, build layer,
build profile

Compressive strength, porosity ABS Stratasys FDM 1650
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Table 7. Print speed.

Study Process Parameters Mechanical Properties Materials Machines

Christiyana et al. [103] Print speed, layer thickness Tensile strength,
flexural strength

ABS/ hydrous magnesium
silicate composite 3D protomaker STURDY

Santana et al. [104] Print speed,
extrusion temperature Flexural strength PLA IFSC 3D printer

Li et al. [21] Print speed, layer thickness, air gap Tensile strength PLA MakerBot Z18

Kačergis et al. [105] Print speed, number of
layers, platform temperature Deformation PLA, TPU Anycubic Prusa i3

Attoye et al. [129] Print speed, build orientation,
extrusion temperature

Young’s modulus,
yield strength PLA, ABS MakerBot

Ning et al. [101]
Print speed, raster angle,
extrusion temperature,

layer thickness

Tensile strength, Young’s
modulus, yield strength CFRP composite Creatr AM machine

Table 8. Number of contours.

Study Process Parameters Mechanical Properties Materials Machines

Croccolo et al. [111] Number of contours,
build orientation Tensile strength, stiffness ABS-M30

Lanzotti et al. [61] Number of contours, layer
thickness, raster angle Tensile strength PLA Reprap Prusa I3

Mahmood et al. [110] Number of contours, infill
density, cross-sectional area Tensile strength ABS Makerbot Replicator 2X

Chokshi et al. [130] Number of contours, layer
thickness, infill pattern

Tensile strength,
flexural strength PLA Prusa MK3S

Gebisa and Lemu [80]
Number of contours, air gap,

raster width, raster angle,
contour width

Flexural property PEI Stratasys Fortus 450

Torres et al. [131]

Number of contours, extrusion
temperature, print speed, raster

angle, infill density,
layer thickness

Tensile strength,
fracture property PLA MakerBot Replicator2

Table 9. Extrusion temperature.

Study Process Parameters Mechanical Properties Materials Machines

Aliheidari et al. [113] Extrusion temperatures Fracture property ABS Felix pro I printer
Sun et al. [117] Extrusion temperature Flexural strength ABS P400 Stratasys FDM 2000

Yang [118] Extrusion temperature Tensile property, flexural
property, compressive strength PLA/wood composite Creator Pro

Rinanto et al. [114] Extrusion temperature, infill
density, raster angle Tensile strength PLA Politeknik ATMI

Surakarta FDM Machine

Sun et al. [115] Extrusion temperature,
infill density Tensile strength PEEK High temperature FDM

type 3D printer

Abouelmajd et al. [132] Extrusion temperature, print
speed, raster angle Flexural strength, stiffness PLA WANHAO Duplicator 4S

Deng et al. [82]
Extrusion temperature print

speed, layer thickness,
infill density

Tensile strength, flexural
strength impact strength PEEK Custom-built

FDM equipment

Leite et al. [116]
Extrusion temperature, infill

density, raster orientation,
layer thickness

Tensile strength, yield strength,
modulus of elasticity,
elongation at break

PLA Ultimaker 2 machine

Table 10. Raster width.

Study Process Parameters Mechanical Properties Materials Machines

Gkartzou et al. [87] Raster width Tensile strength,
Young’s modulus PLA/ lignin composite Zmorph 2.0 S

Rajpurohit and Dave [64] Raster width, layer
thickness, raster angle Tensile property PLA Open-source FDM printer

Slonov et al. [75] Raster width, air gap,
raster angle,

Tensile strength, elastic
modulus, impact strength PPSF Stratasys Fortus 400 mc

Rajpurohit and Dave [89] Raster width, layer
thickness, raster angle Flexural property PLA Open-source FDM printer
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Table 11. Others.

Study Process Parameters Mechanical Properties Materials Machines

Toro et al. [13]
Layer thickness, raster

angle, infill pattern,
infill density.

Tensile strength,
flexural strength CRF/Nylon composite Ultimaker 2 Extended +.

Rayegani and
Onwubolu [84]

Build orientation, raster
angle, raster width, air gap Tensile strength ABS Stratasys Fortus 400 mc

Panda et al. [133] Layer thickness, raster
angle, raster width, air gap Tensile strength ABS P400 Fortus 400 mc

Sood et al. [22]
Layer thickness, build

orientation, raster angle,
raster width, air gap

Tensile strength, flexural
strength, impact strength ABS P400 FDM Vantage SE machine

Panda et al. [26]
Layer thickness, build

orientation, raster angle,
raster width, air gap

Tensile strength, flexural
strength, impact strength ABS P400 FDM Vantage SE machine

Onwubolu and
Rayegani [85]

Layer thickness, build
orientation, raster angle,

raster width, air gap
Tensile strength ABS P400 FDM 400 mc machine

Liu et al. [86]
Layer thickness, build

orientation, raster angle,
raster width, air gap

Tensile strength, flexural
strength, impact strength PLA MakerBot Replicator2

Giri et al. [134]

Air gap, raster width,
layer thickness, build

orientation, raster angle,
number of contours

Tensile strength PLA Customized printer

4. Research Shortcomings and Challenges

This paper reviewed the literature concerned with the effects of various process
parameters on mechanical performance by investigating their individual/combined effect.
Despite the achievements of the current work, this section describes the major challenges
and shortcomings of recent research.

4.1. Diversity of Materials

In most presented research, influences of materials and printers are neglected insignif-
icantly, in fact. From tables, it can be seen that there is a variety of materials for FDM,
among which ABS and PLA are the two most widely studied. Other few known materials
such as PC [35,57], PEI [37,79], PEEK [138], and Nylon [139] occupy only a small part of the
research, not to mention PP [68], PPSF [75], PETG [140,141], or composite materials [93,142].
Therefore, conclusions about process parameters of most studies are obtained from ABS
and PLA, which may be not applicable to other materials. For example, negative air gaps
are preferred to enhance tensile and flexural behavior for ABS, as demonstrated by multiple
works [11,73]. However, for structural materials such as PEI, a minus air gap is not recom-
mended. As this material is processed at high temperature, and zero air gap is sufficient
to improve mechanical properties flexural strength by adjusting other parameters, which
can reduce the loss of dimensional accuracy and surface quality, caused by the usage of a
negative air gap [80]. It should also be noted that materials from different suppliers differ
in quality [141]. Moreover, even though the same material from the same source in different
colors can lead to variation in properties. For instance, Wittbrodt et al. [143] reported that
colors influenced the crystallinity percentage of polymers, and thus impacted the strength,
which could not be deemed a low level of significance [44,121]. Therefore, research in a
wider variety of materials will contribute to understanding the effect of process parameters
better and help overcome shortcomings of FDM.

4.2. Variety of Printers

There exist a wide range of machines from different manufacturers, as presented in the
tables. Although samples are from the same material, they may have different properties
when printed by other printers [144]. For instance, Tymrak et al. [63] found that ABS parts in
a 0◦ orientation had elastic moduli around 1900 MPa and tensile strengths nearing 30 MPa
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by RepRap printer, which was higher than that in similar studies from different commercial
printers, with moduli varying between 1000 and 1700 MPa, and tensile strengths ranging
from 10 to 18 MPa [55,71]. The influence of 3D printers on the mechanical property of FDM
parts is definite and obvious. However, there is still a lack of adequate and specific means
to measure or evaluate this impact. An effort should be made to identify standard and test
methods that could be used to validate FDM machine performance.

4.3. Difference in Results

Since FDM is a complex process, it is difficult to replicate the experiment completely
from others, which may lead to different or even opposite conclusions. For example,
Dawoud et al. [73] showed that an air gap with a negative value could improve the mechan-
ical property. On the contrary, Mohamed et al. [17] claimed that a positive air gap facilitated
the spread of semi-molten materials between the gaps, which led to stronger structures.
This phenomenon is more apparent when it involves multi-parameter optimization. As
another example, Panda et al. [26,133] investigated process parameters (air gap, build ori-
entation, raster angle, layer thickness, raster width) for mechanical properties of ABS parts.
Experiments were conducted using a central composite design and part swarm optimiza-
tion, respectively. However, the optimum process parameters obtained were different from
that by Rayegani et al. [84]. In a word, samples with the optimal combination of parameters
may have similar strength to those under the opposite parameters setting. That is why it is
difficult to evaluate the role of a specific parameter in a multi-parameter combination.

4.4. Limitation of Research Parameters

It is clear that some of the process parameters are widely studied: infill density, layer
thickness, raster angle, build orientation, and air gap. Print speed and raster width also
occupy a place in the research field. However, other parameters such as infill pattern,
number of contours and extrusion temperature are the least analyzed, which needs more
attention. For example, the road width for raster and contour is assumed to have a similar
effect on the properties in different studies. However, Gebisa and Lemu [80] concluded that
raster width and contour width were two different parameters with completely different
influences, which needed to be examined separately. For another instance, raster angle 0◦

ensures the best mechanical strength, presented by many researchers, while Dave et al. [97]
found that samples built with raster angle 90◦ in Hilbert curve pattern displayed a better
result as compared to 0◦ value. These different results indicate that researchers should
spend more time investigating the “ignored” parameters, which may come to a different
conclusion or view than before.

4.5. Interaction with Composites Factors

As the characteristics of a pure polymer may not satisfy requirements sometimes,
people turn their attention to FDM-based composite materials [145], such as polymer
matrix composites [146,147], bio-composites [148,149], nanocomposites [150,151], and fiber-
reinforced composites [152,153], which have advantages of high mechanical performance
and multi-function. However, the intrinsic properties of different composite materials,
such as flow and fiber orientation, solidification behavior, and deformation [142], make it
difficult for process parameters optimization related to composite materials. For example,
Camineroa et al. [154] examined the influence of fiber volume, layer thickness, and build
orientation on the impact properties of continuous fiber-reinforced composites. They noted
that the interaction between fiber orientation and build orientation significantly led to
different impact strengths for on-edge and flat specimens. In the study of Osman and
Atia [155], a significant reduction of tensile modulus was observed for specimens with 45◦

raster angle, with the increase of rice straw content in the ABS-rice straw composite material.
However, this phenomenon was insignificant overall for specimens with a 0◦ raster angle.
In a word, the complicated influences of process parameters on the properties of composites,
which are coupled with material factors, remains a big challenge for future research.
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5. Summary, Recommendations, and Perspectives

In summary, the research of FDM process parameters is critical for improving the
characteristics and quality of parts. Different process parameters may have similar or
opposite influences on the mechanical properties and behavior of components, which are
also affected by other factors such as materials, printers, experiments, etc. Therefore, a
compressive investigation of various process parameters is necessary and helpful. Despite
existing research gaps, the future of research on FDM process parameters is the most
appealing, and a number of innovative explorations await newcomers in the field. The
following contents, though certainly not comprehensive, point out some potential future
directions and areas that require attention from the field.

5.1. Condition of Printing

FDM parts are printed in diverse conditions, which inevitably affect the mechanical
characteristics of printed samples. The function of environmental parameters such as platform
temperature [117], envelope temperature [115,156], humidity [157,158], and oxygen [159]; other
print parameters such as nozzle parameter [92] and filament diameter [160], on mechanical
behavior has been more or less studied, although not very extensive. In addition, how these
factors impact process parameters remains a challenge and only attracts a few researchers’
attention. For example, Mohd et al. [161] found that the diameter of the ABS filament increased
as it was exposed to prolonged moisture with a certain absorption rate. However, this physical
change would not cause nozzle clogging, which would directly affect the print speed. The
influence of the FDM process condition could be a potential future research direction in this field.

5.2. Experimental Standard

The current approach to mechanical testing mainly refers to the relevant standards
of raw materials and formed parts in their original application fields and utilizes existing
standards. There are no specific guidelines for FDM process that prescribe the method
of testing mechanical properties. This is one of the reasons that variety can be found
when comparing experimental results from different authors. In the existing research, two
standards are widely adopted: ASTM and ISO [2,162]. However, some of the standards are
intended for materials containing high modulus fibers and are not directly applicable to
samples made with FDM process. On the other hand, studies have shown certain composite
standards actually improve test consistency on FDM materials [163]. Therefore, a suite of
standard test methods should be developed to measure the mechanical property of parts
by the FDM process. The authors hope researchers in related fields can work together to
solve this urgent and important problem.

5.3. Multi-Parameters Optimization

The properties of FDM built parts exhibit high dependence on process parameters
and can be improved by setting parameters at suitable levels. Consequently, experimental
approaches are usually adopted to obtain the optimal combination, including Taguchi
design [164,165], fractional factorial design [166,167], full factorial design [168,169], face-
centered central composites design (FCCCD) [26,79], along with analysis methods such
as analysis of variance (ANOVA) [165,166] or signal-to-noise ratio (S/N) [164,170]. Fur-
thermore, some researchers establish the mathematical model between response and pa-
rameters (e.g., response surface methodology (RSM) [171,172]) and optimize with various
algorithms. For example, particle swarm optimization (PSO) [172,173], artificial neural net-
work (ANN) [134], bacterial foraging optimization(BFO) [26], genetic algorithm (GA) [174],
surrogate-based optimization [175], naked mole-rat algorithm (NMRA) [176], and other
heuristic optimization methods [177].

Although these optimization methods have achieved satisfactory results, their appli-
cability is limited to some specific problems. In addition, the optimal result may not be
achievable in practice, restrained by the parameters setting of the FDM machine. Therefore,
exploring new optimization strategies with high efficiency and broad applicability is an
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attractive prospect. Besides, multi-objective optimization is a more challenging and com-
plex topic [132,165,178], since the optimal result may correspond to multiple parameter
combinations. Therefore, there is a need for more research efforts on multi-parameters
optimization for the FDM process in the future.

5.4. Post-Processing Technique

Many studies have verified that there are some shortcomings in FDM components
that cannot be overcome by only optimizing process parameters. These shortcomings, such
as shape distortion, microvoids, uneven fiber distribution, and stairs-stepping effect [179],
directly affect the mechanical characteristics of FDM parts. Therefore, post-processing
techniques [180], including chemical treatment [181–183], heat treatment [184–186], laser
treatment [187,188], and ultrasound treatment [189,190], are often adopted to improve
mechanical strength and print quality of parts. However, these treatments may have
influences on structural performance as well as process parameters. For instance, heat
treatment can enhance the mechanical strength of printed products by improving crys-
tallinity and removing residual stress of polymers [191]. At the same time, this treat-
ment can result in changes in porosity due to annealing temperature as well, which will
affect the infill density consequently [185]. Another example is ultrasound treatment.
Mohamed et al. [192] used an ultrasonic transducer to improve the surface quality of
components with different frequencies, and they observed from the result that the surface
roughness was significantly smoother than before, together with a decrease in road width
and layer thickness. Therefore, the optimal values obtained from process parameter opti-
mization (classified as pre-processing) may change after post-processing, which needs to
be paid more attention to.

5.5. Facing Real Parts

Most studies in the literature focus on “dog bone” samples to analyze the function
of process parameters. It should be noted that the conclusion or result obtained from
“lab experiment” may not apply to real applications. The review shows that there are
only a couple of reports on improving the mechanical performance of a real part. For
example, Zaman et al. [128] optimized five process parameters on compressive strength
of drilling grid from the aerospace industry using the Taguchi design of experiments.
Lee et al. [164] analyzed the relationship between process parameters and elastic perfor-
mance of a compliant catapult using the Taguchi method. The maximum throwing distance
was achieved by setting optimal parameters combination obtained. Since FDM products
are ultimately used in practical applications, more research on real objects needs to be
carried out, which can be another direction for future research.

5.6. Combination with 4D Printing

4D printed structures can change shape or property by stimulus, showing innovation
and smartness, which has attracted unprecedented interest in recent years [193]. With the
increasing application of FDM printers for 4D printing, the effect of process parameters
on shape memory effect (SME) for smart materials is becoming a research hotspot [194].
For example, Kačergis et al. [105] evaluated the impact of platform temperature, print
speed, and number of layers on the behavior of shape-shifting ‘hinge’ structure. They
pointed out the higher print speed and lower platform temperature resulted in a higher
deformation angle. In addition, the more active layers, the more time for shape recovery.
Rajkumar and Shanmugam [195] analyzed the mechanisms of process parameters, such as
infill density, thickness, and print speed, on shape-transformation, based on which they
applied the results in manufacturing controllable curved components. In fact, there exist
many unknown problems for 4D printing to be investigated, such as material behaviors,
shape-shifting effects, and actuation methods [196] for smart and multi-materials obtained
through the FDM approach. Therefore, research on the application of the FDM technique
in printing 4D structures is exciting and appealing work awaiting further exploration.
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Abstract: A method that employs the back propagation (BP) neural network is used to predict the
growth of corrosion defect in pipelines. This method considers more diversified parameters that
affect the pipeline’s corrosion rate, including pipe parameters, service life, corrosion type, corrosion
location, corrosion direction, and corrosion amount in a three-dimensional direction. The initial
corrosion time is also considered, and, on this basis, the uncertainties of the initial corrosion time
and the corrosion size are added to the BP neural network model. In this paper, three kinds of
pipeline corrosion growth models are constructed: the traditional corrosion model, the corrosion
model considering the uncertainties of initial corrosion time and corrosion depth, and corrosion
model also considering the uncertainties of corrosion size (length, width, depth). The rationality and
effectiveness of the proposed prediction models are verified by three case studies: the uniform model,
the exponential model, and the gamma process model. The proposed models can be widely used in
the prediction and management of pipeline corrosion.

Keywords: pipeline corrosion; BP neural network; uncertainty; corrosion growth model

1. Introduction

With the global economy and industrialization developing rapidly, the demand for oil
and natural gas gradually increases. The primary transportation method for the above two
resources is pipeline transportation. However, because of the long-distance transportation
of oil and gas pipelines, natural corrosion, third party damage, and other reasons, the
pipeline’s wall thickness will attenuate, thus affecting the service life of the pipelines [1–4].
Among many failure types, pipeline failure caused by corrosion defects accounts for a large
proportion. Many pipelines have been in service for more than ten years, and some of their
structures are seriously corroded. Pipeline accidents caused by corrosion defects occur
from time to time, becoming a significant threat of the pipeline. These pipeline failures
could potentially pollute the environment, waste energy, and threaten public lives and
property safety.

To ensure the integrity of corroded pipelines, it is necessary to take corresponding
measures to predict the remaining useful life (RUL) of the pipelines [3,5,6]. With the
exploration and research of many scientific experts, pipeline corrosion detection and life
prediction have been studied a lot. In recent years, breakthroughs have been made in data
acquisition, machine learning, and other fields, providing new theoretical support and
prognostics methods for the degradation of corrosion defects in pipelines. Continuously
improving the accuracy of pipeline corrosion depth prediction and RUL prediction can
provide additional benefits to the arrangement of inspection and maintenance actions of
pipelines, and further reduce life-cycle costs.

Inline inspection (ILI) tools are widely used to detect and inspect the location and
size of pipeline corrosion defects [7–10]. The accuracy of the ILI tool has a great impact on
the prediction results. Simple and improved Monte Carlo simulations (MCS) [11–13] are
used to calculate the failure probability of a section of corroded pipeline considering the
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uncertainty of corrosion process. The first-order reliability method (FORM) is also used to
evaluate the reliability of pipelines by linearizing the relationship between reliability and
parameters of pipelines [14,15]. With the increasing number of variables, MCS and FORM
methods can be relatively time-consuming. Aiming at the complex nonlinear relationship
between pipeline parameters and corrosion, Ozan [16] utilized artificial neural networks
(ANNs) to predict the remaining useful life. Tian [17] took the pipeline’s service life and
state detection value as the input of the neural network and the life percentage as the output.
The neural network model has the key advantage of dealing with nonlinear relationship
between pipeline parameters and corrosion growth.

Back propagation (BP) neural network is one kind of artificial neural network that has
high prediction accuracy and has been applied to predict the life of pipelines [18,19]. In
this paper, a method based on BP neural network is used to simulate and predict corrosion
defect growth. The related application of this method has been studied in some literature.
Kai et al. [20] used the artificial neural network method to simulate the growth of corrosion
defect, and evaluated the structural safety and reliability of pipeline. However, to simplify
the structure of the neural networks, they only consider the internal pressure of the cor-
roded pipeline. To assess the risk of the pipeline, Raeihagh et al. [21] established a fuzzy
inference system (FIS), and applied the selected factors to the artificial neural networks
(ANNs). Ben et al. [22] applied six artificial intelligence models, such as ANN, multivari-
ate adaptive regression splines (MARS), and M5 tree (M5Tree) to study the relationship
between the depth of corrosion and probable factors. These studies rarely consider the
uncertainty of corrosion size and mostly ignore the initial corrosion time of the pipeline,
which may produce inaccurate estimations. What is more, different manufacturing pro-
cesses at different positions of the pipeline will also affect the corrosion growth of the
pipeline. For example, high-speed particles will impact welded nodes [23], which have
a relatively high risk. Similarly, only a few pieces of literature have made research on
these factors. In this paper, we consider more diversified corrosion parameters, including
pipe parameters, corrosion type, service life, corrosion location, corrosion direction, and
corrosion size in a three-dimensional direction. In addition, considering the uncertainties
of inspection data and initial corrosion time of pipeline, we build an ANN model for the
degradation of corroded pipelines and consider the influence of other uncertainty sources
to verify the effectiveness of the methodology.

The rest of the paper is organized as follows. Section 2 describes the structure, the
modeling process, and the performance assessment of the BP neural network model. Section 3
presents data preprocessing and three prognostics models based on the BP neural network. In
Section 4, three case studies with different corrosion growth models are used to demonstrate
the effectiveness of the proposed models. Conclusions are presented in Section 5.

2. BP Neural Network Model

Since the relationship between input variables (including pipe properties, corrosion
location, corrosion size, corrosion type, etc.) and the corrosion growth is very complex,
finding a formula to describe the relationship is difficult. Considering that the BP neural
network has strong ability to deal with nonlinear problems, as well as strong self-learning
and self-adaptive abilities, a BP neural network is used to predict the corrosion growth
of the pipeline. In this section, the structure, the modeling process, and the performance
assessment of the BP neural network model will be described.

2.1. Structure of the BP Neural Network

Being composed of many neurons with operation functions, the structure of the BP
neural network includes the input layer, hidden layer, and output layer [19], which is shown
in Figure 1. The input layer consists of p neurons represented by xi, i = 1, 2, 3, ..., p, where
p is the number of input variables. The output layer consists of q neurons represented by
yj, j = 1, 2, 3, ..., q, where q is the number of output variables. Each node of the input layer is
connected to all the nodes of the first hidden layer. Each node of the previous hidden layer is
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connected with all the nodes of the next hidden layer. Similarly, each node of the last hidden
layer is connected to the all the nodes of the output layer. Each connection has a weight
associated with it. In this paper, 11 input variables (service life, pipe segment length, pipe
wall thickness, corrosion type, corrosion location (distance to upstream/downstream girth
weld, inner/outer, clock direction), and corrosion size (length, width, depth)) and 3 output
variables (corrosion growth coefficients (length, width, depth)) are used to construct the BP
neural network. Thus, the BP neural network has 11 input neurons and 3 output neurons,
which means p = 11, q = 3.

Figure 1. The structure of neural networks.

The output of the neuron in the first hidden layer, u1
k , k = 1, 2, . . . H1, where H1 is the

number of neurons in the first hidden layer, is expressed as follows.

p1
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and the initial values of these weights are all within [−1, 1]. Similarly, the output of the neuron
in the i-th (i > 1) hidden layer, ui

k, k = 1, 2, . . . Hi, where Hi is the number of neurons in the
i-th hidden layer, is expressed as follows,
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]
is also

a vector of weights whose initial values are within [−1,1]. The output of the model yj,
namely the output of the output neurons, is,

lj =
Hlast

∑
s=1

uHlast
s vsj (5)

yj = f
(
lj
)

(6)

where v =
[
v11, v21, . . . , vHlast1, v12, v22, . . . , vHlast2, . . . , v1q, v2q, . . . , vHlastq

]
is a vector

of weights within [−1,1], and Hlast is the number of neurons in the last hidden layer. In this
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paper, the sigmoid function is selected as the activation functions that can be used in (2),
(4), and (6). This function is expressed as follows.

f (x) =
1

1 + e(−x)
(7)

The construction of a BP neural network is essentially the process of determining
the weights of these connections. When a BP neural network works, it mainly transmits
two kinds of data: the forward propagating signal and the back-propagating error. After
the input data are obtained, its flow direction is taken from the input layer to the hidden
layer, and then to the output layer. Then, the BP algorithm compares the actual outputs
with the target outputs and the error is propagated in the opposite direction. The error is
shared with each node of each layer, and the weight of each connection is adjusted until
the objective function reaches the minimum value by using the back propagation learning
rule. Then, the process of establishing the BP neural network is finished.

2.2. Modeling Process

The BP neural network is a data-driven model, and the modeling process is as follows:

• Obtain the database and determine the number of neurons in the input layer and
output layer of the BP neural network;

• Randomly sort the collected data (data size = 11,103), and select = 70% of the samples
(viz. 7772 data points) as the training samples. Then, the remaining samples are used
as the testing samples;

• Train the BP neural network with the training samples and evaluate the performance
of the model on the testing samples.

The BP model has two main limitations. The first one is the overfitting problem, which
means the trained BP model has pretty high fitting precision on the training set, but has
a relatively large prediction error on the testing set. In the proposed method, the target
error of the BP model is not set too small, and the redundant samples are deleted. Then,
this limitation is avoided. The second limitation is the inherent defect of the BP model
and cannot be avoided. In the flat region of the gradient error surface, the variation of the
weight is quite small, which makes the convergence of the BP model relatively slow. It
spends more time in the training process.

In the process of establishing a BP neural network, the main content is to determine the
neural network parameters, including the number of hidden layers, the number of nodes in
each hidden layer, the learning rate, the learning objectives, and the frequency of training.

As for the determination of network parameters, we need to determine the number of
hidden layers firstly. Then, we can get the number of nodes in each hidden layer according to
the empirical formula, where Hi represents the number of neurons in the i-th hidden layer.

Hi = 2 × i + 3 (8)

In theory, the BP neural network of three hidden layers has a good fitting result. In this
paper, using the collected data and a simple linear growth model, the BP neural network
with one, two, three, four, five hidden layers are tested, respectively. The simulation result
is the best when the BP neural network has four hidden layers. When the number of hidden
layers is too large, such as five, the overfitting problem occurs. So, the number of hidden
layers is set as four in this paper. Then, the number of neurons in these four hidden layers
are 5, 7, 9, and 11.

Meanwhile, the other parameters of the BP neural network are proposed to use the
default value [24]. The parameter selection of the BP neural network is shown in Table 1.
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Table 1. Parameter selection of back propagation (BP) neural network.

Type Parameter Value

1 Number of hidden layer nodes 5,7,9,11
2 Learning rate 0.1
3 Learning objectives 10-7
4 Frequency of training 1000

Based on the chosen parameters, the initial BP neural network model is built. After
training the BP neural network with the training samples, the weights of the connections
between neurons are optimized and the final BP neural network structure is determined.
Then, the BP neural network is evaluated on the testing samples to verify its validity. After
that, the established BP neural network can be used to predict the corrosion growth of
the pipeline.

2.3. Performance Assessment

During the BP neural network training and testing process, a measure is needed to be
determined to represent the applicability of the model. Expected value and variance are
usually adopted in many papers. In this paper, using the corrosion depth of the pipeline in
a year as the contrast quantity, we draw the predicted value x̂i and the actual value xi on
the same picture, and estimate the proximity between the predicted value and the expected
actual value by analyzing the shape and trend of the curve. The mean square error (MSE)
is selected to represent the performance of the model. The definition of MSE is as follows.
The smaller this value is, the better the model is.

MSE =
1
n

n

∑
i=1

(x̂i − xi)
2 (9)

3. The Proposed Models Based on BP Neural Network

In this work, three kinds of pipeline corrosion growth models are constructed and
compared. The model 1 is a traditional corrosion model using ANN. The model 2 is a
proposed model considering the uncertainties of initial corrosion time and corrosion growth
rates. In addition, model 3 is a proposed model which also considers the uncertainties of
corrosion length, width, and depth. The traditional corrosion model is set up directly by
ANN which is introduced in Section 2. The other two proposed models are introduced in
this section.

3.1. Data Preprocessing

The data in this paper mainly come from the inspection and evaluation results of major
pipelines by Sinopec pipeline storage and Transportation Co., Ltd. from 2015 to 2017. It records
the corrosion type, service life, length of pipe segment, distance to upstream girth weld, size
and clock direction of the corrosion, and other information, which is shown in Table 2.

Table 2. Sample of field data.

Sample 1 2 3 4 5

Corrosion type Circumferential General Circumferential Circumferential General

Service life (year) 8 8 9 12 18
Length of a pipe segment (m) 12.0 5.7 11.0 11.0 11.9

Distance to upstream girth weld (m) 11.4 2.5 8.3 1.5 11.2
Distance to downstream girth weld (m) 0.6 3.2 2.7 9.5 0.7

Corrosion length (mm) 18.0 80.0 18.0 21.0 30.0
Corrosion width (mm) 87.0 68.0 62.0 75.0 106.0

Clock direction of corrosion 11:00 2:43 6:34 1:54 3:52
Pipe wall thickness (mm) 10.3 10.3 7.1 7.1 8.7

inner or outer outer outer outer inner inner
Corrosion percentage 4 7 4 5 4
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Before data processing, some field data, such as the corrosion type and the location of
the corrosion, cannot be quantified, so they are classified and numbered before processing.
Specifically, we classify four types of corrosion, pit corrosion is recorded as 1, general
corrosion is recorded as 2, and the circumferential groove is recorded as 3. The corrosion
position is marked as 1 for the inner wall and 2 for the outer wall. In industry, defect
direction is denoted by clock, namely hour (h) and minute (m). In our model, the clock
direction is converted to angle according to Equation (10).

θ = 720 × h × 60 + m
24 × 60

(10)

where θ is the angle of the corrosion defect. The corrosion depth d of the pipeline can
also be calculated by using the corrosion percentage a% multiplied by wall thickness t, as
shown in Equation (11).

d = t × a% (11)

After preprocessing the collected field data, we can use these data as input random
variables to construct the neural network model.

3.2. BP Neural Network Model Considering the Uncertainties of Initial Corrosion Time and
Corrosion Depth

Because the pipeline does not begin to corrode immediately after being put into use,
but takes time to begin to corrode, it is necessary to consider the uncertainty in initial
corrosion time. Here, it is assumed that the initial time Tinitial follows a normal distribution
when the pipeline begins to corrode. The detail is as follow [25].

Tinitial ∼ N
(

T0, stdT0
2
)

(12)

To construct this proposed ANN model, we first preprocess the input data, which
are introduced in last section. Then, we calculate the actual corrosion time Tactual using
Equation (13). To consider the real situation, the corrosion coefficient Oi related to corrosion
rate in a short time is obtained according to the established neural network model. The
corrosion amount of the pipeline is calculated and accumulated to obtain the corrosion
model of the pipeline. Considering the uncertainties of measured value and actual corrosion
rate, we assume that the corrosion coefficient follows the normal distribution represented
by Equation (14). Then, the corrosion depth can be calculated using Equation (15).

Tactual = T − Tinitial (13)

Õi ∼ N
(

Oi, 2.5 × 10−3Oi
2
)

(14)

D(t) = D0 +
t

∑
i=1

φ
(

Õi, i
)

(15)

where the variable T is the service time of pipeline; Oi represents the output corrosion
coefficient of the ith year from the neural network; and D0 is the initial corrosion depth.
The function φ represents the relationship between corrosion coefficient and corrosion
growth rate, so the corrosion coefficient can be taken as the corrosion rate especially for
linear growth corrosion. What is more, to reduce the accidental error, the neural network is
trained ten times, and the average of training results is used as the prediction result.

3.3. BP Neural Network Considering the Uncertainties in Corrosion Size

Due to the limitations in inline inspection tools, there exist measurement errors in
detected corrosion size. Hence, it is necessary to consider the uncertainties in corrosion
size. In this proposed model, in addition to considering the uncertainties mentioned in
model 2, the uncertainties in corrosion size (length, width, depth) are also added to the BP
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neural network model. The corrosion depth, width, and length can then be calculated by
Equations (16)–(18).

D(t) = D0 +
t

∑
i=1

φ
(

ÕD, i
)

(16)

L(t) = L0 +
t

∑
i=1

φ
(

ÕL, i
)

(17)

W(t) = W0 +
t

∑
i=1

φ
(

ÕW , i
)

(18)

where D, L, and W represent the corrosion amount of the pipeline in the direction of depth,
length, and width, respectively; and D0, L0, and W0 correspond to the initial corrosion
depth, length, and width, respectively.

According to a selected sample, we calculate the corrosion coefficient in three corrosion
directions firstly. We assume that there are fixed corrosion coefficients Õw and Õl in
the width and length directions, respectively. Here, we can calculate the corresponding
corrosion amounts of W(t) and L(t). Then, the variations of corrosion amount in these
two parameters are included in the input data of the BP neural network, and the corrosion
coefficient in the depth direction is the output parameter. By substituting the corrosion
coefficient into Equation (16), the corrosion depth can be obtained for further risk analysis.
In each simulation run, the variations in the corrosion length and width of the test sample
over time are added to the sample data. We use the same input data as training data to
obtain this proposed model 3 for future comparisons.

4. Case Studies
4.1. General Information

In this section, examples are used to demonstrate the effectiveness of the proposed
models. The comparison results for the three corrosion models can be used for the subse-
quent reliability evaluation and risk analysis of pipelines. Table 3 summarizes the differ-
ences among three BP neural network models. The pipeline failure caused by a corrosion
defect is mainly because the corrosion depth reaches the critical value. So, in the following
case studies, we mainly focus on the growth of corrosion depth rather than length and
width. Based on the field data, we investigate three types of corrosion depth growth models.
In the first case, the depth of corrosion increases with time linearly. In the second case,
corrosion growth follows an exponential distribution. As for the third case, the growth of
corrosion depth in each period conforms to the gamma growth process.

Table 3. Three gradually improved models.

Uncertainty Model 1 Model 2 Model 3

The initial time of corrosion no yes yes
Corrosion depth no yes yes

Corrosion length and width no no yes

4.2. Case Study 1: Uniform Corrosion Hypothesis

The growth of the defect depth is characterized by:

d(t) = d0 + gdt (19)

where d0 represents the initial corrosion amount and gd is the growth rate of corrosion
depth. gd is used as the output parameter in the neural network model. When considering
the uncertainty, we assume that gd follows the normal distribution, that the actual corrosion
depth growth rate conforms to the theoretical value, and that the variance is 0.05 times the
theoretical value.
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4.2.1. Traditional Linear Corrosion Growth Model (Model 1)

The BP neural network is used to simulate the corrosion depth of the pipeline, and
the results are shown in Figure 2.

Figure 2. Comparison results of pipeline life prediction: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.

As can be seen from the figure, when the BP neural network method is used to predict
pipeline corrosion, the prediction results are promising. The predicted corrosion depth
growth rates are relatively close to the theoretical growth rate, which can illustrate the great
potential of the BP neural network method in predicting pipeline remaining useful life.

4.2.2. Linear Corrosion Growth Model Considering the Uncertainties of Initial Corrosion
Time and Corrosion Depth (Model 2)

With the uncertainties of initial corrosion time and corrosion depth in the model 2, and
the prediction results of the model 2 is observed and compared with model 1 in Figure 3.
The summary of comparison results is shown in Table 4.

After 20 simulation runs of the corresponding network, the service life of the pipeline
is shown in Table 4.

To facilitate the comparison, take the absolute value of error for calculation. It can be
obtained that the standard deviation of the error of model 2 is 1.1806, and that the standard
deviation of the uniform corrosion of model 1 is 1.7084. Thus, it can be concluded that the
neural network model 2 is better than the previous model 1. As can be seen from the above
figure and table, the prediction results of model 2 are closer to the real values than model
1, which fully illustrates that the proposed model 2 has better performance of predicting
pipeline corrosion growth and remaining useful life.
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Figure 3. Comparison results of real value, model 1 and model 2: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.

Table 4. Analysis of the results of pipeline service life.

No. Real Service Life The Outcome of Model 2 The Outcome of Model 1 The Error of Model 2 The Error of Model 1

1 23.9248 25.4248 26.8248 1.5 1.4
2 30.9869 30.5869 32.2869 0.4 1.7
3 20.5586 21.3586 21.9586 0.8 0.6
4 37.4537 36.7537 39.2537 0.7 2.5
5 27.0945 28.8945 29.5945 1.8 0.7
6 25.8102 22.6102 28.6102 3.2 6
7 26.6273 26.0273 28.3273 0.6 2.3
8 35.5698 40.0098 38.0698 4.4302 1.9302
9 37.1356 35.7356 38.4356 1.4 2.7

10 19.6039 18.6039 21.3039 1 2.7
11 32.9597 32.1597 34.0597 0.8 1.9
12 39.095 38.495 40.1 0.6 1.605
13 25.6869 26.6869 26.8869 1 0.2
14 25.0132 26.0132 27.0132 1 1
15 30.8332 30.0332 31.6332 0.8 1.6
16 33.9482 33.0482 35.0482 0.9 2
17 21.4839 20.6389 23.7839 0.845 3.145
18 26.3141 23.1141 29.8141 3.2 6.7
19 21.0338 23.3338 23.6338 2.3 0.3
20 33.499 32.9099 33.1099 0.5891 0.2
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4.2.3. Linear Corrosion Growth Model Considering the Uncertainties of Corrosion Size (Model 3)

We build the model 3 based on the previous model 2 and add the uncertainties in
corrosion length and width in the BP neural network. The results are shown in Figure 4.
Furthermore, to compare the prediction results of the three models more clearly, the mean of
squared errors (MSE) between the predicted value and real values is calculated in Table 5.

Figure 4. Comparison results of the three models and the real results: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.

Table 5. Mean of squared errors (MSE) between the predicted value and real value.

No The Outcome of Model 1 The Outcome of Model 2 The Outcome of Model 3

1 0.3593 0.2504 0.2026
2 0.2131 0.0846 0.0424
3 0.7162 0.1527 0.1077
4 0.7799 0.6848 0.3004

From the comparison results in the above figures, it can be seen that, after considering
the variations in the length and width of corrosion over time, the results of model 3 are
closer to the true values compared with model 1 and model 2. At the same time, the above
table shows that the MSEs of model 3 are smaller than model 2 and model 1. What is more,
the results of model 2 are better than model 1. Considering multiple uncertainty sources,
it can be explained that the simulated effects of the above three neural network models
are gradually getting closer to reality. Consequently, the proposed BP neural network
models produce better results and can make a more accurate pipeline remaining useful life
prediction than the traditional BP neural network model (model 1).
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4.3. Case Study 2: Exponential Model Hypothesis

The three BP neural network models can also be used to predict the exponential
corrosion growth model of the pipeline. The growth of the defect depth is characterized by:

d(t) = d0 + ktγ (20)

where d0 is the initial corrosion depth, and k and γ are the parameters of the exponential
corrosion growth model. Because the variability of k is usually large, and the variability
of γ is usually small [26], the value of γ is selected as 0.5. Then, the model parameter k is
used as the output of neural network models.

4.3.1. Traditional Exponential Growth Model (Model 1)

No uncertainty is considered in model 1. When constructing the exponential growth model
of the pipeline, it is assumed that the time index of the real corrosion rate obeys a normal
distribution with a mean value of 0.5 and a variance of 0.05. At the same time, a proportional
coefficient is constructed using real corrosion data. We obtain the simulation results every five
years. The corresponding results are shown in Figure 5. The simulated results accord with the
trend of actual value, but there are big differences as useful life increases.
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4.3.2. Exponential Corrosion Growth Model Considering the Uncertainties in Initial
Corrosion Time, Corrosion Index, and Scale Factor (Model 2)

In the proposed model 2, we consider the uncertainties of the initial corrosion time,
the corrosion index, and the scale factor in the BP neural network. The simulation results
are evaluated every five years, and the results are compared and analyzed, as shown in
Figure 6 and Table 6.

Figure 6. Comparison results of the two models and the real results: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.

Table 6. Variance of the difference between the predicted value and real value.

Sample 1 Sample 2 Sample 3 Sample 4

Model 1 0.2963 0.3689 0.2957 0.4914
Model 2 0.2062 0.3416 0.2770 0.4319

It can be seen from the figures that, among the above four samples, the simulated
results of the four figures show that the prediction results generated by model 2 are closer
to the true value than model 1. In addition, from Table 6, the standard deviations of model 2
are smaller than model 1, which indicates that model 2 performs better than model 1 in the
pipeline corrosion depth growth prediction. However, the prediction results are still not
accurate enough for the pipeline remaining useful life prediction.
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4.3.3. Exponential Corrosion Growth Model Considering the Uncertainties of Corrosion
Size (Model 3)

In addition to considering the uncertainties of initial corrosion time and relevant
corrosion depth parameters, the variations in length and width over time are also added to
the BP neural network model. Then we compare the results of this new model (model 3)
with model 1 and model 2. The results are shown in Figure 7. The differences between the
predicted value and real values are also summarized in Table 7.

Figure 7. Comparison results of the three models and the real results: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.

Table 7. Variance of the difference between the predicted value and real value.

Sample 1 Sample 2 Sample 3 Sample 4

Model 1 0.2963 0.3689 0.2957 0.4914
Model 2 0.2062 0.3416 0.2770 0.4319
Model 3 0.1664 0.3014 0.2664 0.2429

It also clearly shows that, after considering the changes in the length and width of
corrosion over time, the results of model 3 are closer to the true values. In other words,
from model 1 to model 3, accuracy and stability are gradually enhanced. Furthermore,
compared with model 1 and model 2, the prediction accuracy for model 3 increase a lot,
which concludes the uncertainties in corrosion length and width do affect the growth of
corrosion depth a lot.
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4.4. Case Study 3: Gamma Distribution Hypothesis
4.4.1. Traditional Gamma Corrosion Growth Model (Model 1)

In this gamma growth model, it is assumed that the amount of corrosion per year
obeys a gamma distribution. The growth of the defect depth is characterized by:

d(t) = d0 + dg(t) (21)

F(dg(t)
∣∣∣α, β, t) = βαt

(
dg)

αt−1exp(−βdg

)
/Γ(αt) (22)

where dg(t) denotes the homogeneous gamma process. The probability density function of
dg(t) is given by Equation (22), where α and β are shape and scale parameters of gammar
process, respectively. Moreover, in our paper, the scale parameter β is assumed to be
48 according to the specific value. We use the shape parameter α as the main output
parameter of the BP neural network. According to this notion, we establish a BP neural
network model, and the results are shown in Figure 8. Furthermore, the prediction results
have the same trend with the actual values, but there still are some prediction errors.

Figure 8. Comparison results of model 1 and the real results: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.
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4.4.2. Gamma Process Corrosion Growth Model Considering the Uncertainties of Initial
Corrosion Time and the Shape Parameters (Model 2)

In this model, the uncertainties of the initial corrosion time and the shape parameters
are considered in the BP neural network. We compare this model 2 with model 1 and the
actual value. These results are shown in Figure 9.

Figure 9. Comparison results of the two models and the real results: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.

The tendency of the results is the same as the uniform corrosion model and exponential
model. The model which considers uncertainties of initial corrosion time and shape
parameters has better prediction results.

4.4.3. Gamma Corrosion Growth Model Considering the Uncertainties of Corrosion Size (Model 3)

The steps are the same as linear and exponential growth models, and we also consider
the uncertainties in corrosion size over time in the proposed BP neural network. The
comparison results for models 1, 2, and 3 are shown in Figure 10. The differences between
the predicted value and real values are also summarized in Table 8.

After considering the uncertainties in the length and width of corrosion over time, the
results of model 3 are closer to the actual values. Additionally, from model 1 to model 2 to
model 3, accuracy and stability are gradually enhanced. As linear, exponential and Gamma
corrosion growth models can be used to describe most corroded the pipelines’ degradation
working cases. So, we take these three hypothetical growth models as examples, and our
proposed BP neural network models’ rationality, effectiveness, and universal applicability
are verified.
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Figure 10. Comparison results of the three models and the real results: (a) sample 1; (b) sample 2; (c) sample 3; (d) sample 4.

Table 8. Variance of the difference between the predicted value and real value.

Sample 1 Sample 2 Sample 3 Sample 4

Model 1 0.1120 0.1681 0.1172 0.3019
Model 2 0.1057 0.1121 0.1028 0.1324
Model 3 0.0880 0.0858 0.0687 0.0754

5. Conclusions

This paper proposed BP neural network models for pipeline useful life prediction
considering the uncertainties in initial corrosion time and corrosion size. Furthermore,
we use the field data from the Sinopec Pipeline Storage and Transportation Co., Ltd. to
demonstrate the effectiveness of the proposed model. We first preprocess the collected field
data, and we can use these data (pipe parameters, corrosion location, corrosion size, etc.) as
input random variables to construct the neural network model. Three gradually improved
models are considered in the pipeline RUL prediction, and the uncertainties are added
to each model to make the hypothetical pipeline corrosion situation closer to reality. At
the same time, by comparing the results of the neural network with the real values, it
can be seen that the results are relatively close, which fully illustrates the effectiveness
and the rationality of the BP neural network method in predicting the corrosion degree
of pipelines. Three proposed BP neural network models are compared with actual values,
a corresponding comparative analysis of the results shows that the model 3 which considers
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the uncertainties from corrosion initial time and corrosion size produce more accurate
prediction results. Lastly, we use three case studies to demonstrate the effectiveness of the
proposed models. Three types of corrosion growth models, namely uniform, exponential
model, and gamma process models, are applied to the proposed models mentioned above.
The comparison results prove that the proposed models have universal applicability to
different working conditions.
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Abstract: KDP crystals constitute the only laser-frequency conversion and electro-optical switches
that can be used in laser systems for inertial confinement fusion. However, KDP crystals are difficult
to produce because of their inherent softness, brittleness, water-solubility, and temperature sensitivity.
The authors’ group developed a water-dissolution polishing method in previous studies to obtain
near-damage-free KDP surfaces. In this article, the effect of the wetting characteristics of the water
dissolution polishing fluid on the crystal surface—a factor rarely considered in the usual process
optimization—on the polished surface quality was comprehensively studied. The mean radius of
micro water droplets at 5 wt.% and 7.5 wt.% water content was approximately 0.6 nm and 1.2 nm,
respectively. Theoretically, the smaller micro water droplet size is beneficial to the polished surface
quality. When the water content was 5 wt.%, due to the poor wetting characteristics of the polishing
fluid, surface scratches appeared on the polished surface; when the water content was 7.5 wt.%, the
effects of the wetting characteristics and the radius of the micro water droplets reached a balance,
and the polished surface quality was the best (Ra 1.260 nm). These results confirm that the wetting
characteristics of the polishing fluid constitute one of the key factors that must be considered. This
study proves that the wetting characteristics of the polishing fluid should be improved during
the optimization process of polishing fluid composition when using oil-based polishing fluids for
ultra-precision polishing.

Keywords: KDP crystals; water-dissolution polishing; wetting characteristics; surface quality

1. Introduction

Potassium dihydrogen phosphate (KH2PO4 and KDP) crystals have excellent nonlin-
ear electro-optical properties and currently constitute the only material that can be used
as electro-optical switching and frequency doubling conversion elements in laser-induced
inertial confinement fusion (ICF) technology [1]. High-power ICF laser devices require a
high number of large-size, ultra-high-quality KDP crystal elements. For instance, this is the
case of the National Ignition Facility [2,3], which requires a large diameter-thickness ratio
(410 mm × 410 mm × 10 mm), high surface quality (surface roughness root mean square
(rms) ≤ 5 nm, transmission wave-front aberration less or equal than λ/6 PV, and high
laser-induced damage threshold (≥15 J/cm 2) for more than 600 pieces of KDP components.
KDP crystals are materials that are extremely difficult to process owing to their soft and
brittle nature, strong anisotropy, and extreme sensitivity to processing temperature [4].
Moreover, KDP crystals are soluble in water (solubility of 33 g/100 g H2O at 25 ◦C) [5], and
prolonged exposure to air will absorb moisture and damage the processed surface, further
increasing the difficulty of ultra-precision processing and storage of KDP crystals.
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Researchers have explored multiple techniques to process KDP crystals. Single-point
diamond turning is the most important technique to process KDP components in engi-
neering, producing KDP crystals with a high surface quality. However, micro-waviness
appears on the surface of these crystals [6,7]. Such micro-waviness can have an impact on
the laser-induced damage threshold of the KDP samples [8]. Moreover, the mechanical
processing can produce subsurface damage that affects the optical performance of the KDP
elements [9,10].

Ultra-precision grinding is also a commonly used technique in the processing of large-
size optical components [11,12]. Qu et al. [13,14] successfully applied an ultra-precision
grinding method to obtain ultra-smooth KDP crystal surfaces. Yin et al. [15] developed a
magnetorheological polishing technique with controlled fluid-crystal temperature differ-
ence to improve the polishing quality and efficiency. Shi et al. [16] developed a combined
magnetorheological and ion beam polishing treatment to be applied on the surface after
fly-cutting. The ion beam was used to remove residual iron ions from the surface after
magnetorheological polishing, which increased the crystal laser-induced damage threshold.
Gao et al. [17] proposed an abrasive-free jet polishing method for KDP crystals to address
surface particle residues and thermal effects. Despite the significant progress achieved,
problems such as abrasive grain embedding, surface atomization, iron powder embedding,
and high cost remain. Ultra-precision processing of large-size KDP crystal elements is still
one of the limitations of ICF engineering.

The research group authoring this paper developed an oil-based, abrasive-free pol-
ishing fluid with an “water-in-oil” structure exploiting the water-soluble nature of KDP
crystals, and verified the feasibility of this water-soluble processing method by obtaining a
non-destructive and ultra-smooth surface via a continuous polishing method only through
the physical dissolution of micro water droplets in the polishing fluid [18]. A flattened
polishing with surface roughness rms of 2.182 nm and flatness of 22.013 µm (KDP crystal
size of 100 mm × 100 mm × 10 mm) was achieved using an indefinite eccentric motion [19].
Meanwhile, in combination with computer-controlled optical surfacing technology, which
is widely employed for large-size optical component processing, a tool influencing the
function of the water-dissolution numerical control polishing method, was implemented
by using small tools to process large-size KDP crystals [20]. Thus, the micro waviness
on the surface after single-point diamond turning processing was successfully removed,
reducing the surface roughness rms to values below 3 nm [21]. The laser-induced damage
thresholds of KDP crystals after processing by different methods were also compared, and
the morphology of laser damage points was analyzed. It was concluded that the proposed
water-dissolution polishing could enhance the laser-induced damage thresholds of KDP
crystals [22].

In a previous study, the effect of water content of oil-based water-dissolution polishing
fluid on the surface roughness of KDP crystals was also studied. We found that the surface
roughness after polishing does not always decrease with the decrease of the water content
of polishing fluid, and that the surface roughness becomes worse when the water content
of polishing fluid is too low (5 wt.%). However, theoretically, the lower the water content is,
the smaller the size of micro water droplets in the polishing fluid becomes, and the better
the surface quality should be. In addition, we also experimentally found that there is a
significant difference in the wetting characteristics of the crystal surface among polishing
fluids with different water contents. Furthermore, the effect of wetting characteristics on
the quality of ultra-precision polishing has been rarely reported.

To analyze the factors affecting the quality of KDP water-dissolution polishing, the
effect of the wetting characteristics of polishing fluid on the crystal surface—a factor rarely
considered in the usual process optimization—on the polishing quality was investigated in
the current study.
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2. Correlation between Surface Roughness and Water Content during the
Water-Dissolution Polishing Process of KDP Crystals
2.1. Selective Removal Mechanism of Water-Dissolution Polishing

The selective removal mechanism of water-dissolution, ultra-precision polishing of
KDP crystals that can produce ultra-smooth surfaces is shown in Figure 1. In the oil-based
polishing fluid used, the micro water droplets are wrapped in surfactants and dispersed in
the oil-phase mother liquor to form a “water-in-oil” structure. In the polishing area, the
polishing pad is in contact with the crystal surface material under a certain pressure. Under
such a mechanical action, the “water-in-oil” structure at the rough peak of the polishing
pad and the crystal surface are squeezed and deformed by friction, and the crystal material
at the high point is dissolved and removed by the released water. The dissolved products
are then carried away from the crystal surface by the mechanical action of the polishing
pad and the flowing action of the polishing fluid, while at the low concave part of the
crystal surface, the polishing pad is not in direct contact with the crystal material, and the
“water-in-oil” structure is in a stable state, so no dissolution phenomenon occurs. This
achieves selective removal of the crystal surface roughness peak and reduces the crystal
surface roughness [18].
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Figure 1. Illustration of the selective removal of material from a KDP crystal.

2.2. Analysis of the Effect of Water Content of Water-Dissolution Polishing Fluid on the Polished
Surface Roughness

The size of the micro water droplets in the “water-in-oil” polishing fluid is directly
related to the polished surface roughness. If the size of the micro water droplets is too
large, the ultra-smooth surface with nanoscale roughness will not be formed. The micro
water droplet size in the polishing fluid with different water contents was measured by a
dynamic light scattering (DLS) instrument (model no.: ALV-NIBS); the results are shown in
Figure 2. The micro water droplet radius was basically distributed within 10 nm, which
proves the feasibility of the above described removal mechanism. Note also that the micro
water droplet size in polishing fluid increases with the increase of water content in the
polishing fluid. The average values of micro water droplet radius when the polishing
fluid contained 5 wt.%, 7.5 wt.%, and 10 wt.% water were approximately 0.6 nm, 1.2 nm,
and 3.8 nm, respectively. Theoretically, the lower the water content of the polishing fluid,
the smaller the size of the micro water droplets—which should be more favorable for the
selective removal of crystal surface roughness peaks—and the lower the surface roughness
after polishing.
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Figure 2. Radius distribution curve of micro water droplets in different polishing fluids.

In a previous study, we analyzed the variation pattern of the surface roughness of
KDP crystals after polishing with the water content of the water-dissolution polishing
fluid (as shown in Figure 3). When the water content was greater than 7.5 wt.%, the
surface roughness decreased significantly with the decrease of water content, as expected.
However, when the water content was reduced to 5 wt.%, the surface roughness value after
polishing was higher than that at 7.5 wt.% [21], and it did not keep decreasing with the
decrease in water content, which was inconsistent with the theoretical analysis based on
the micro water droplet size.
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Figure 3. Variations in surface roughness with water content of polishing fluid (the data used to plot
this curve are from [21]).

3. Analysis of the Effect of Polishing Fluid Viscosity on the Surface Quality of
Water-Dissolution Polishing

In the traditional polishing process, it is generally assumed that a lower viscosity of
the polishing fluid will be beneficial to obtain a higher quality surface. Gutmann et al. [23]
considered that a high viscosity polishing fluid cannot be easily transported to the process-
ing area between the polishing pad and the polished surface compared to a low viscosity
polishing fluid, which will lead to a lubrication state in the polished area that is not con-
ducive to processing and affects the quality of the polished surface, with defects such as
scratches possibly occurring. Mullany et al. [24] assumed that a lower viscosity of polishing
fluid leads to a higher friction, which can improve the material removal rate of polishing,
and is conducive to obtaining an ultra-smooth surface.

Changes in the water content of the polishing fluid during the water-dissolution
polishing of KDP crystals can also cause changes in viscosity. In this study, an NDJ-1
rotary viscometer was used to measure the viscosity of a polishing fluid with different
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levels of water content. The measurement results are shown in Figure 4. The viscosity
of the polishing fluid increased with the increase in water content. According to the
results of Gutmann, Mullany, and others, the viscosity of polishing fluid is lower when
the water content is lower, which should theoretically facilitate the processing, but is not
consistent with the actual results when KDP crystals are processed by water-dissolution
ultra-precision polishing methods. Therefore, the difference in viscosity is not the reason
for the degradation in polished surface quality when the water content is too low.
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4. Analysis of the Effect of the Wetting Characteristics of Polishing Fluid on the
Surface Quality of Water-Dissolution Polishing

In actual processing, the surface of KDP crystals and a polishing pad with a certain
degree of elasticity do not perfectly fit each other. A large number of small-size gaps
exists between the rough peak of the crystal surface and the polishing pad (as shown in
Figure 5). Selective localized water-dissolution at the rough peaks of the crystal surface
can only occur when the polishing fluid is able to enter these gaps sufficiently. During the
polishing process, if the polishing fluid cannot be guaranteed to fully enter the small-size
gaps between the polishing pad and the KDP crystal, the rough peak will lack sufficient
polishing fluid to ensure that material removal occurs. Thus, even direct contact friction
between the polishing pad and the crystal surface will occur locally, which will have a
negative effect on the quality of the polished surface and directly affect the acquisition of
an ultra-smooth surface.
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Given that the size of the rough peak on the KDP crystal surface is extremely small
(micro-nanometer scale), the gaps between the polishing pad and the surface can be
approximated as micro-nanometer scale pipes, demanding the consideration of the effect
of fluid capillarity. To evaluate the ability of the polishing fluid to enter the pore space
between the polishing pad and the crystal surface, denoted as Ea, with reference to the
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formula for calculation of the column rise height h of the fluid in the capillary, Ea can be
considered to be positively correlated with h:

Ea ∝ h =
2γ cos θ

ρgr
(1)

where γ is the surface tension, θ is the contact angle, ρ is the density of the fluid, and r is the
radius of the capillary. Therefore, to analyze Ea with a certain pore size, the surface tension,
contact angle, and density of the polishing fluid need to be examined and analyzed.

The surface of the polyurethane polishing pad was covered with pores and channels.
It provided a certain storage capacity for polishing fluid, which could quickly penetrate
into the surface layer of the polishing pad. Thus, the contact angle of the polishing fluid on
the surface of the polishing pad can be approximated to be close to 0◦. Therefore, in the
present study, we assumed that the contact angle of the water-dissolution polishing fluid
on the surface of KDP crystal was the main parameter impacting Ea. The contact angle can
be a direct measurement of the wettability of a fluid on a solid surface, i.e., the ability and
tendency of a fluid to spread out on a solid surface. It is the angle between the tangent line of
the liquid–gas interface and the solid–liquid interface at the junction of the solid–liquid–gas
phase (as shown in Figure 6). The contact angle satisfies the Young equation:

cos θ = (γSG − γSL)/γLG (2)

where γLG is the gas–liquid interfacial tension, γSG is the solid–gas interfacial tension, and
γSL is the solid–liquid interfacial tension. When θ = 0◦, the liquid can completely wet the
solid surface (the contact angle of ethanol on the surface of KDP crystal is 0◦); when θ < 90◦,
the liquid can wet the solid surface; and when θ > 90◦, the solid surface is hydrophobic,
and the liquid cannot wet the solid surface.
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If the contact angle of the polishing fluid on the surface of a KDP crystal is large, the
polishing fluid will not easily enter the processing area between the polishing pad and the
crystal. Therefore, to evaluate the wettability of the polishing fluid with different water
contents on the surface of KDP crystals, the contact angle was measured. The surface
roughness of the KDP crystal in the test was 3–5 nm, which was close to the surface state in
the ultra-precision polishing process; the droplet volume of the polishing fluid was 5 µL to
avoid the influence of the droplet’s self-weight on the contact angle.

The test results of the contact angles of polishing fluid on the KDP surface are shown
in Figure 7. The wettability of the polishing fluid on the KDP surface was the worst when
the water content was 0 wt.%, and the contact angle reached 52.6◦, but it could still wet
the KDP crystal surface. The contact angle was 46.2◦ when the water content of polishing
fluid was 5 wt.%. The contact angle of polishing fluid on the surface of the KDP crystal
decreased with the increase of water content, and the decreasing trend was linear. When
the water content increased to 20 wt.%, the contact angle decreased to 19.1◦.
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Figure 7. Contact angles of polishing fluid with different water contents on the KDP surface.

According to Equation (1), in addition to the contact angle, the polishing fluid density
and surface tension are also important factors affecting its access to the polishing area.
In this study, we used a DSA100 surface tension meter to measure the surface tension
of polishing fluids with different water contents through the “hanging drop method”.
Therefore, the surface tension was determined by the radius of curvature of the bottom of
the hanging drop and the shape factor of the droplet when the droplet reached static-force
(tension to gravity) equilibrium. The surface tension of polishing fluids with different water
contents is listed in Table 1.

Table 1. Surface tension of polishing fluids with different water contents.

Water Content Measuring Results Density (g/cm3) Surface Tension (mN/m)

0 wt.%
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The surface tension of water at room temperature was 72.7 mN/m, and the surface
tension of other organic components of the polishing fluid was approximately 10–40 mN/m.
Note from Table 1 that only a very small increase of the surface tension of polishing fluid
occurred with the increase of water content; this tension was basically maintained at
approximately 25 mN/m; when the water content increased from 0% to 20%, the density of
the polishing solution slightly increased from 0.82 g/cm3 to 0.887 g/cm3. The changes in
contact angle were then relatively large. The variation of the value of cosθ was much greater
than that of γ and ρ. Thus, it can be concluded that the surface tension and density have
much less influence on the ability of the polishing fluid to enter the pore space between the
polishing pad and the crystal surface than the contact angle.

Substituting the experimentally measured contact angle, surface tension, and density
into Equation (1), we can easily conclude that the lower the water content of the polishing
fluid, the worse its ability to enter the pore space between the polishing pad and the
crystal surface. This means that in actual water-dissolution polishing, the use of polishing
micro-emulsions with a too low water content will lead to the polishing fluid to enter the
processing area with some difficulty, and even with local “unlubrication-friction“ of the
polishing pad and crystal, the surface quality of the polished KDP crystal will be affected.

In addition to Ea, the wetting work reflects the firmness of the solid–liquid interfacial
bonding, and can also characterize the ability of polishing fluid to wet the KDP crystal
surface. The wetting work Wa is calculated according to Equation (3). It can be concluded
that the larger its value, the stronger the solid–liquid interfacial bonding, and the easier to
wet the solid surface. Table 2 lists the wetting work Wa calculated according to the results
of surface tension and contact angle measurements. It is evident that W a increases basically
linearly with the increase of water content of polishing fluid, which is consistent with the
variation trend of Ea. This further proves that the water content of the water-dissolution
polishing fluid directly affects the wettability of the processed surface, thus affecting the
polishing quality.

Wa = (γSG + γLG)− γSL = γLG(1 + cos θ) (3)

Table 2. Wetting work of polishing fluids with different water contents.

Water Content Contact Angle (◦) Surface Tension (mN/m) Wetting Work (mN/m)

0 wt.% 52.6 24.78 39.83
5 wt.% 46.2 24.90 42.13

7.5 wt.% 42.8 25.02 43.38
10 wt.% 40.3 25.29 44.58
15 wt.% 29.1 25.58 47.93
20 wt.% 19.1 25.73 50.04

To verify the above analysis, the surface of KDP crystals polished with a polishing
fluid containing 7.5 wt.% water was polished for 20 min with a polishing fluid containing
5 wt.% water. To ensure that the observations of the polished surface were representative,
five points on the KDP surface were observed with an optical microscope (Olympus MX40,
Tokyo, Japan), as shown in Figure 8.
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Figure 8. Schematic showing the five observing points on the KDP crystal.

For the water-dissolution polishing method, the material is removed by water dissolu-
tion with micro water droplets in the polishing fluid, and a super smooth surface without
scratches was obtained by polishing with a polishing fluid containing 7.5 wt.% water (as
shown in Table 3). Under the condition of sufficient supply of polishing fluid, the surface
quality of the polished KDP with polishing fluid containing 5 wt.% water crystal was not
further improved. Moreover, microscopic scratches appeared locally on the crystal surface
that caused damage to the polished surface.

Table 3. KDP surface after polishing with different water contents of polishing fluid.
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Table 3. Cont.
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The surface roughness of KDP crystal was measured with a three-dimensional 
profilometer (ZYGO Newview 5022, Middlefield, Connecticut, USA) over an area of 0.35 
× 0.26 mm (the measuring results are shown in Figure 9). When the water content was 
greater than 7.5 wt.%, the surface roughness decreased significantly with the decrease in 
water content. The surface roughness value was Ra 1.918 nm and Ra 2.652 nm after being 
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These experimental results are consistent with the previous analysis. When using oil-
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The polished surface quality of KDP crystals was jointly determined by the micro water 
droplet size and the wetting characteristics of the polishing fluid on the KDP surface. The 
wettability of the polishing liquid on the KDP surface was enhanced with the increase in 
water content, and it was easier for the water-dissolution polishing fluid with high water 
content to enter the micro-porosity between the polishing pad and the crystal surface. 
However, when the water content was greater than 7.5 wt.%, the size of micro water 
droplets in the polishing fluid also increased substantially, thereby departing from 
achieving a high-quality surface. At this time, the surface quality after polishing still 
decreased with the decrease of water content. However, when the water content was 
reduced to 5 wt.%, the surface quality deteriorated due to the reduced wettability of the 
polishing solution on the KDP surface, even though the mean micro water droplet radius 
was reduced from 1.2 nm at 7.5 wt.% to 0.6 nm. When the water content was 7.5 wt.%, the 
wetting characteristics of the polishing fluid and the effect of the micro water droplet 
radius reached a balance, and the surface quality was optimized after polishing. 
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The surface roughness of KDP crystal was measured with a three-dimensional pro-
filometer (ZYGO Newview 5022, Middlefield, CT, USA) over an area of 0.35 × 0.26 mm
(the measuring results are shown in Figure 9). When the water content was greater than
7.5 wt.%, the surface roughness decreased significantly with the decrease in water content.
The surface roughness value was Ra 1.918 nm and Ra 2.652 nm after being processed with
a polishing fluid with water content of 10 wt.% and 15 wt.%, respectively. The surface
roughness value decreased to Ra 1.260 nm after being processed with a polishing fluid
with water content of 7.5 wt.%, while the surface roughness value increased to Ra 1.660 nm
after being processed with a polishing fluid with water content of 5 wt.%. When the water
content was lower than 7.5 wt.%, continuing to reduce the water content of the polishing
fluid would lead to a decrease in surface quality.
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These experimental results are consistent with the previous analysis. When using oil-
based polishing fluid, if the wettability of the polishing fluid on the surface of the workpiece
is too low, a significantly negative impact on the polishing quality is caused. The polished
surface quality of KDP crystals was jointly determined by the micro water droplet size and
the wetting characteristics of the polishing fluid on the KDP surface. The wettability of
the polishing liquid on the KDP surface was enhanced with the increase in water content,
and it was easier for the water-dissolution polishing fluid with high water content to enter
the micro-porosity between the polishing pad and the crystal surface. However, when the
water content was greater than 7.5 wt.%, the size of micro water droplets in the polishing
fluid also increased substantially, thereby departing from achieving a high-quality surface.
At this time, the surface quality after polishing still decreased with the decrease of water
content. However, when the water content was reduced to 5 wt.%, the surface quality
deteriorated due to the reduced wettability of the polishing solution on the KDP surface,
even though the mean micro water droplet radius was reduced from 1.2 nm at 7.5 wt.% to
0.6 nm. When the water content was 7.5 wt.%, the wetting characteristics of the polishing
fluid and the effect of the micro water droplet radius reached a balance, and the surface
quality was optimized after polishing.

5. Conclusions

When using a “water-in-oil” polishing fluid for ultra-precision polishing of KDP
crystals, theoretically, the lower the water content, the easier to obtain lower surface
roughness. In this study, we analyzed the anomalous phenomenon that the surface quality
decreases when the water content of the polishing fluid is too low in the process of water-
dissolution polishing of KDP crystals. The conclusions are as follows:

1. The radius distribution of micro water droplets in water-dissolution polishing fluid
was within 10 nm, and it increased significantly with the increase in water content.
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The mean value of the micro water droplet radius was approximately 0.6 nm when
the polishing fluid contained 5 wt.% of water, it was approximately 1.2 nm with a
water content of 7.5 wt.%, and it was approximately 3.8 nm when the water content
was 10 wt.%.

2. The viscosity of the polishing fluid increased with the increase of water content;
theoretically, a lower viscosity should be more conducive to polishing the surface
quality. Thus, the polishing fluid viscosity was not considered as a key factor affecting
the quality of water-dissolution polishing of KDP crystals.

3. By measuring the contact angle and surface tension, it was concluded that the wetting
characteristics of the polishing solution on the crystal surface were significantly
affected by the water content. The higher the water content, the better the polishing
fluid wet the crystal surface, and the easier to enter the micro-porosity between the
polishing pad and the crystal surface, which is theoretically beneficial to obtain a
high-quality surface.

4. The surface roughness value of KDP was Ra 1.260 nm after being processed with a
polishing fluid containing 7.5 wt.% water, while the surface roughness value increased
to Ra 1.660 nm after being processed with a polishing fluid with a water content
of 5 wt.%, and the surface became clearly scratched. Concerning the KDP crystal
water-dissolution polishing method, a low water content of the polishing solution
led to a decrease in the wettability, making it difficult to enter the gaps between the
polishing pad and the crystal surface, and thus leading to a degradation in the quality
of the polished surface. The polished surface quality of KDP crystals was jointly
determined by the micro water droplet size and the wetting characteristics of the
polishing fluid on the KDP surface. When the water content was 7.5 wt.%, the wetting
characteristics of the polishing fluid and the effect of micro water droplet radius were
balanced and the best polished surface quality was achieved.

5. When using oil-based polishing fluids for ultra-precision processing, in addition to
conventional factors such as viscosity, size of polishing particles (abrasive particles,
microdroplets, etc.), and polishing speed, the wetting characteristics of the polish-
ing fluid on the processed surface constituted one of the key factors that must be
considered. In the future, we will further optimize the polishing fluid composition
and incorporate appropriate additives to obtain a water-dissolution polishing fluid
with good microemulsion radius and wetting characteristics to further improve the
surface quality of KDP crystals after polishing. The present study also proved that the
wetting characteristics of the polishing fluid should be improved during the optimiza-
tion process of polishing fluid composition when using oil-based polishing fluids for
ultra-precision polishing.
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Abstract: Two sandwiched ZnO/Metal/ZnO transparent conductive thin films, 50nm ZnO/Cu/50nm
ZnO (abbreviated as ZnO(Cu)) and 50nm ZnO/Ti/Cu/Ti/50nm ZnO (abbreviated as ZnO(Ti/Cu))
were deposited by magnetron sputtering technology. The comparative analysis of experiment results
shows that the introduction of the Ti layer is beneficial to the overall properties of ZnO(Ti/Cu) thin
film compared to ZnO(Cu) thin film with the same metal layer thickness. The effect of the annealing
temperature on the performance of the two film systems was studied. Although the carrier concen-
tration did not always increase with annealing temperature, the sheet resistances did decrease due to
the obvious increase of mobility. The transmittance of ZnO(Cu) thin films increases with annealing
temperature, while that of ZnO(Ti/Cu) films increases at first and then decreases. The optical band
gap of ZnO(Cu) thin films increases with temperature, but is lower than that of ZnO(Ti/Cu) thin
films, whose bandgap first increases with temperature and then decreases. The figure of merit of
the ZnO(Ti/Cu) film is better than that of ZnO(Cu), which shows that the overall performance of
ZnO(Ti/Cu) films is better, and annealing can improve the performance of the film systems.

Keywords: optical properties; sheet resistance; transparent conductive thin film; annealing temperature;
ZnO/Metal/ZnO

1. Introduction

As a transparent conductive oxide, zinc oxide (ZnO) is a wide-bandgap semiconductor
with high transmittance in the visible range [1,2], which has led to its broad application
in the fields of flat panel displays, camera tubes, solar cells, organic light-emitting diodes,
liquid crystal displays and so on [3,4]. However, pure ZnO has a high resistivity and cannot
meet the requirements of transparent conductive films due to two mutually restrictive
factors: high transmittance and low resistivity in the visible light range. Sandwiched
ZnO/Metal/ZnO multilayer thin film combining metal with a semiconductor can effec-
tively improve the electrical conductivity without reducing the optical transmittance [5]
because the metal in the middle layer can conduct electrons in order to reduce the resistivity.
Various metal-sandwich ZnO multilayers, such as ZnO/Ag/ZnO [6], ZnO/Au/ZnO [7],
ZnO/Al/ZnO [8] and ZnO/Cu/ZnO [9–12], have been developed. Due to the positive
effect of copper in improving electrical conductivity and optical properties, ZnO(Cu) sand-
wiched multilayer has attracted much interest.

Various technologies, such as magnetron sputtering [11,12], atomic layer deposi-
tion [13] and sol-gel [14], have been used to fabricated ZnO(Cu) sandwiched films on
different substrates, such as glass [11–14] and flexible polyethylene naphthalate [15]. Simu-
lation and experimental methods were used to study the influence of Cu and ZnO layer
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thickness on the performance of ZnO(Cu) sandwiched film. Both theoretical analysis
and experimental results prove that the electrical conductivity and optical properties of
oxide transparent conductive films with a Cu interlayer depend considerably on its thick-
ness [10–18]. Generally speaking, electrical conductivity will be improved with the increase
of Cu layer thickness because of its excellent conductivity, but the transmittance will in-
crease at first, reach the maximum value at a certain thickness, and then decrease sharply
because of the absorption in the Cu layer. Although ZnO is one of the best choices for
the semiconductor layer, oxygen chemisorption on its surface and grain boundaries of
ZnO result in higher resistivity [17]. Therefore, the electrical properties of pure ZnO are
unsuitable. To solve this problem, ZnO films are usually treated by annealing to improve
the stability of the film by releasing strain energy and improving the crystal shape [19].
Previous studies [16,18] have shown that the annealing atmosphere and temperature affect
the properties of the ZnO/Cu/ZnO multilayers.

Reducing the absorption of light in the metal layer is an effective measure to improve
the properties of metal-sandwich ZnO multilayers. However, ultrathin Cu films (i.e., less
than 10 nm) are susceptible to oxidation and corrosion, which significantly affect their
electrical and optical properties [15]. One solution is to cover the layer with a protective,
ultrathin film with stronger reducibility. Previous research has demonstrated that a contin-
uous, ultrathin Cu/Ti bilayer film in which the Ti film acts as a protective film can improve
the performance and stability of the transparent conductive electrode [19–21].

In this paper, two ZnO-based transparent conductive thin-film systems, consisting
of either sandwiched Cu or Ti/Cu/Ti metal layers, were fabricated using magnetron
sputtering technology and were annealed at temperatures from 100 ◦C to 400 ◦C in an Ar
atmosphere.

Comparative experiments and characterization analysis, such as microstructure analy-
sis, sheet resistance and optical properties, were investigated, and the influence of annealing
temperature on performance was studied.

2. Experiment

Two ZnO transparent conductive thin-film systems (50nm ZnO/Cu/50nm ZnO and
50nm ZnO/Ti/Cu/Ti/50nm ZnO) were fabricated on glass substrates using magnetron
sputtering technology. The sputtering equipment (Explorer14, Seattle, WA, USA) had three
target guns, allowing it to perform RF sputtering of ZnO and the DC sputtering of Cu
and Ti (both purity grades were 99.99%) in an Ar atmosphere with a base pressure of
2 × 10−5 Pa. Then, the fabricated thin-film systems were annealed in a high temperature
furnace for 30 min at temperatures from 100 ◦C to 400 ◦C in an Ar atmosphere.

The crystallization structures of the two ZnO transparent conductive thin-film systems
created at the various annealing temperatures were determined using X-ray diffraction
(XRD) (Xpert Pro, Rotterdam, The Netherlands). In order to evaluate the performance of
the two film systems, the four-point probe method and ultraviolet and visible spectropho-
tometer (Shimadzu UV-3600, Kyoto, Japan) were used to measure the sheet resistance and
transmission spectra, respectively.

3. Results and Discussion

The transmission spectra of unannealed ZnO/10nm Cu/ZnO, ZnO/20nm Cu/ZnO
and ZnO/5nm Ti/10nm Cu/5nm Ti/ZnO, as measured by ultraviolet and visible spec-
trophotometer, are presented in Figure 1. It can be noted that the transmittance of
ZnO/10nm Cu/ZnO is higher than that of ZnO/20nm Cu/ZnO. This is similar to pre-
vious experiment results showing that the transmittance of ZnO(Cu) thin-film systems
decreases as Cu film thickness increases [10,16,17]. As listed in Table 1, the transmittance
of ZnO/5nm Ti/10nm Cu/5nm Ti/ZnO is also higher than that of ZnO/10nm Cu/ZnO
in the wavelength range of 470–780 nm. The reasons for this phenomenon need to be
analyzed in combination with the characteristics of Cu and Ti. It has been proven that
the reflective effect and light absorption of Cu are the two main influencing factors of
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transmittance reduction, and they have a different degree of influence at short and long
wavelengths [10,22–24]. That is, the reflective effect of the Cu film layer is the main cause
for the transmittance reduction in the short-wavelength region, while light absorption
affects the long-wavelength region. To be specific, in short wavelengths (less than 470 nm),
the extinction coefficients of Cu and Ti are close, which means that the introduction of Ti
layers has little effect on the attenuation of light absorption. However, because Ti has a
higher refractive index than Cu, the reflection effect is more obvious, which leads to the
transmittance of ZnO/5nm Ti/10nm Cu/5nm Ti/ZnO thin film being lower than that of
ZnO/10nm Cu/ZnO in this region. In the wavelength range of 470–780 nm, since the
extinction coefficient of Ti is significantly lower than that of copper, the addition of the Ti
layer is beneficial to transmittance by reducing the effect of light absorption, as shown in
Table 1. It is worth mentioning that the transmittance of the sandwiched ZnO/Metal/ZnO
film is lower than that of the ZnO single film with the same thickness due to the reflective
effect and light absorption of the metal interlayer. This has been confirmed by previous
study [16].

Table 1. The refractive index and extinction coefficient of ZnO, Cu and Ti at different wavelengths [24].

Wavelength
(nm)

Refractive Index Extinction Coefficient

ZnO Cu Ti Cu Ti

387.44 2.264 1.231 1.500 2.068 2.12

413.27 2.181 1.185 1.590 2.208 2.17

442.79 2.122 1.168 1.680 2.363 2.25

476.85 2.078 1.152 1.750 2.504 2.34

516.58 2.045 1.12 1.810 2.603 2.47

539.04 2.032 1.038 1.860 2.592 2.56

563.55 2.019 0.826 1.920 2.602 2.67

590.38 - 0.468 2.010 2.809 2.77

619.9 - 0.272 2.110 3.326 2.88

652.53 - 0.214 2.220 3.667 2.99

688.78 - 0.213 2.360 4.043 3.11

729.294 - 0.223 2.540 4.433 3.23

826.53 - 0.26 2.980 5.26 3.32

In order to further compare the electric conductivity of three thin films, their sheet
resistances are exhibited in Table 2. ZnO/20nm Cu/ZnO thin film has the minimum sheet
resistance, while ZnO/10nm Cu/ZnO has the maximum. The reason for the change of sheet
resistance can be explained intuitively. As a semiconductor material, the ZnO thin film has
a high resistivity in the ZnO/Metal/ZnO film structure, hence, the overall conductivity of
the film structure depends largely on the sandwiched metal layer introduced to improve
the conductivity. Therefore, the increase of the metal layer thickness greatly reduces the
sheet resistances of the ZnO/Metal/ZnO multilayer film structure. On the other hand,
because the conductivity of Cu is superior to that of Ti, the resistance of thin film with
20nm Cu is less than that of 5nm Ti/10nm Cu/5nm Ti, although the overall thicknesses of
both of the metal layers is 20 nm.

281



Micromachines 2022, 13, 296

Micromachines 2022, 13, 296 3 of 12 
 

 

ZnO/5nmTi/10nmCu/5nmTi/ZnO is also higher than that of ZnO/10nmCu/ZnO in the 
wavelength range of 470–780 nm. The reasons for this phenomenon need to be analyzed 
in combination with the characteristics of Cu and Ti. It has been proven that the reflective 
effect and light absorption of Cu are the two main influencing factors of transmittance 
reduction, and they have a different degree of influence at short and long wavelengths 
[10,22–24]. That is, the reflective effect of the Cu film layer is the main cause for the trans-
mittance reduction in the short-wavelength region, while light absorption affects the long-
wavelength region. To be specific, in short wavelengths (less than 470 nm), the extinction 
coefficients of Cu and Ti are close, which means that the introduction of Ti layers has little 
effect on the attenuation of light absorption. However, because Ti has a higher refractive 
index than Cu, the reflection effect is more obvious, which leads to the transmittance of 
ZnO/5nmTi/10nmCu/5nmTi/ZnO thin film being lower than that of ZnO/10nmCu/ZnO in 
this region. In the wavelength range of 470–780 nm, since the extinction coefficient of Ti is 
significantly lower than that of copper, the addition of the Ti layer is beneficial to trans-
mittance by reducing the effect of light absorption, as shown in Table 1. It is worth men-
tioning that the transmittance of the sandwiched ZnO/metal/ZnO film is lower than that 
of the ZnO single film with the same thickness due to the reflective effect and light ab-
sorption of the metal interlayer. This has been confirmed by previous study [16]. 

. 

Figure 1. The optical transmission spectra of three unannealed ZnO transparent conductive thin-
film systems. 

Table 1. The refractive index and extinction coefficient of ZnO, Cu and Ti at different wavelengths 
[24]. 

Wavelength 
(nm) 

Refractive Index Extinction Coefficient 
ZnO Cu Ti Cu Ti 

387.44 2.264 1.231 1.500 2.068 2.12 
413.27 2.181 1.185 1.590 2.208 2.17 
442.79 2.122 1.168 1.680 2.363 2.25 
476.85 2.078 1.152 1.750 2.504 2.34 
516.58 2.045 1.12 1.810 2.603 2.47 
539.04 2.032 1.038 1.860 2.592 2.56 
563.55 2.019 0.826 1.920 2.602 2.67 
590.38 - 0.468 2.010 2.809 2.77 
619.9 - 0.272 2.110 3.326 2.88 

652.53 - 0.214 2.220 3.667 2.99 

Figure 1. The optical transmission spectra of three unannealed ZnO transparent conductive thin-film
systems.

Table 2. Sheet resistance and figure of merit of the three ZnO transparent conductive thin films.

Figure Sheet Resistance (Ω/sq) Figure of Merit

ZnO/10nm Cu/ZnO 10.1 0.00181

ZnO/20nm Cu/ZnO 5.5 0.00004

ZnO/5nm Ti/10nm Cu/5nm Ti/ZnO 6.6 0.01060

It is expected that both optical transmittance and electric conductivity of transparent
conductive films are maximized as they are two important parameters for transparent
conductive thin film. In fact, optical transmittance and electric conductivity are two mutual
constraints: improvement of optical transmittance (or electrical conduction) will lead to
a decrease in electrical conduction (or optical transmittance). Therefore, an evaluation
parameter named figure of merit was introduced by Haacke to evaluate the performance of
transparent conductive film. The expression is defined as [25]:

ΦTC =
T10

RS
(1)

where T is the peak transmittance and RS is the sheet resistance. As listed in Table 2, the ΦTC
of ZnO/20nm Cu/ZnO is the minimum, which indicates that the overall performance of
ZnO/20nm Cu/ZnO is the worst although it has the minimum sheet resistance. ZnO/5nm
Ti/10nm Cu/5nm Ti/ZnO has the best performance.

It is known that the metal layer thickness has a significant effect on the performance of
ZnO/Metal/ZnO transparent conductive thin films, which is also reflected in these films.
Obviously, the figure of merit for ZnO/20nm Cu/ZnO is lower than that of ZnO/10nm
Cu/ZnO. This indicates that the overall performance of ZnO/20nm Cu/ZnO is inferior
to that of ZnO/10nm Cu/ZnO. The main reason is that, although an increase in thickness
of the Cu layer is beneficial to the improvement of conductivity, it greatly reduces the
transmittance. On the other hand, although the metal layer thickness of ZnO/5nm Ti/10nm
Cu/5nm Ti/ZnO is also increased, its overall performance is improved, which is reflected in
the increase of the figure of merit. It shows that the introduction of the Ti layer is helpful to
the improvement of overall performance. This indicates that the Ti layer plays an important
role in improving the overall performance of the conductive films.

To further study the performance evolution of ZnO transparent conductive thin film
under various annealing conditions, two film systems, ZnO/20nm Cu/ZnO (abbreviated
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as ZnO(Cu)) and ZnO/5nm Ti/10nm Cu/5nm Ti/ZnO (abbreviated as ZnO(Ti/Cu)) were
annealed at different temperature. Figures 2 and 3 present the XRD spectra of the two film
systems after annealing. As shown in Figure 2, each spectrum has two distinct diffraction
peaks. The first peaks, belonging to ZnO, are hexagonal wurtzite, which indicates that ZnO
films grow preferentially toward (002) orientation. The second peaks, corresponding to
Cu(111), obviously indicate that Cu films grow toward (111) preferred orientation. The
intensity of the Cu(111) peak increases with the temperature. This shows that annealing can
improve the crystallization quality of the Cu layer. However, in Figure 3 it is observed that
the ZnO hexagonal wurtzite polycrystalline structure with the (002) preferred orientation
have been formed, and their peak intensities increase with the temperature. However, the
diffraction peaks that can represent Cu are not obvious, which indicates that Cu does not
crystallize very well. This is different from the XRD patterns of ZnO(Cu) thin films.
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The electrical properties of the two annealed thin-film systems are presented in
Figure 4. The electrical conductivity of both film systems was improved with the increase
of temperature. In detail, the sheet resistances of ZnO(Ti/Cu) thin films decreased from
6.59 Ω/sq to 5.19 Ω/sq when annealing temperature was raised from room temperature to
400 ◦C; the decrease of sheet resistance was smaller than that of ZnO(Cu) thin films, whose
sheet resistance decreased from 5.54 Ω/sq to 2.68 Ω/sq. Their mobility shows an increasing
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trend with the temperature. The carrier concentration of ZnO(Cu) thin films tends to in-
crease continuously while that of ZnO(Ti/Cu) thin films increases from room temperature
to 300 ◦C and then decreases. The reasons for this change in electrical properties can be
explained simply as follows. The annealing process is conducive to the improvement of the
quality and the degree of crystallization of the thin film (as obviously shown in the XRD
patterns in Figure 3). It leads to the decrease of free electron scattering, which induces the
increase of the carrier concentration and mobility [26]. Further, for ZnO(Cu) thin films, the
increase of the carrier concentration and mobility leads to the decrease of sheet resistance.
On the other hand, for ZnO(Ti/Cu) thin films, the particle size of the nanomaterials will
increase obviously as the annealing temperature goes up to 300 ◦C, after which the carrier
concentration will finally decrease under the influence of the quantum size effect. If the rate
of carrier concentration decrease is lower than that of mobility increase, the conductivity of
the thin films is improved.
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Figure 4. Electrical properties of two ZnO transparent conductive thin films with varying
annealing temperatures.

The transmission spectra of two annealed film systems are presented in Figures 5 and 6.
For the ZnO(Cu) film system, there are two crests in the spectra at wavelengths of about
380 nm and 580 nm. The wavelength shift of peak transmittance around the center wave-
length of 380 nm is not obvious. However, the center wavelength of peak transmittance
in long wavelengths shifts towards the longer wavelength regions. It can be noted that
all the optical transmittances are lower than 60% in the range of wavelengths shown in
the figure. It is also observed that there is only one crest in the spectrum, and all the
peak optical transmittances are higher than 75% for ZnO(Ti/Cu) multilayers annealed at
different temperatures. In order to clearly exhibit the relation between transmittance and
temperature, the maximum transmittances of the two annealed multilayer film systems
are presented in Figure 7. It is noted obviously that the transmittance of ZnO(Ti/Cu) thin
films is higher than that of ZnO(Cu) thin films. In detail, the transmittance of ZnO(Cu)
thin films increases with the annealing temperature. In particular, when the temperature
increases from 300 ◦C to 400 ◦C, there is a large improvement in transmittance. But for
ZnO(Ti/Cu) thin films, the transmittance shows a trend of increasing at first and then
decreasing. That is, the multilayer has the maximum transmittance (about 87%) when the
annealing temperature is 300 ◦C. Although annealing can improve the optical properties of
the sandwiched ZnO/Metal/ZnO films to a certain extent, the reflective effect and light
absorption of the metal layers still exist. Therefore, the average visible transmittance of
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sandwiched ZnO/Metal/ZnO films after annealing is lower than that of ZnO single film
with the same thickness.

Micromachines 2022, 13, 296 7 of 12 
 

 

decreasing. That is, the multilayer has the maximum transmittance (about 87%) when the 
annealing temperature is 300 °C. Although annealing can improve the optical properties 
of the sandwiched ZnO/metal/ZnO films to a certain extent, the reflective effect and light 
absorption of the metal layers still exist. Therefore, the average visible transmittance of 
sandwiched ZnO/metal/ZnO films after annealing is lower than that of ZnO single film 
with the same thickness. 

. 

Figure 5. Optical transmission spectra of the ZnO(Cu) film system with varying annealing temper-
atures. 

. 

Figure 6. Optical transmission spectra of the ZnO(Ti/Cu) film system with varying annealing tem-
peratures. 

Figure 5. Optical transmission spectra of the ZnO(Cu) film system with varying annealing temperatures.

Micromachines 2022, 13, 296 7 of 12 
 

 

decreasing. That is, the multilayer has the maximum transmittance (about 87%) when the 
annealing temperature is 300 °C. Although annealing can improve the optical properties 
of the sandwiched ZnO/metal/ZnO films to a certain extent, the reflective effect and light 
absorption of the metal layers still exist. Therefore, the average visible transmittance of 
sandwiched ZnO/metal/ZnO films after annealing is lower than that of ZnO single film 
with the same thickness. 

. 

Figure 5. Optical transmission spectra of the ZnO(Cu) film system with varying annealing temper-
atures. 

. 

Figure 6. Optical transmission spectra of the ZnO(Ti/Cu) film system with varying annealing tem-
peratures. 

Figure 6. Optical transmission spectra of the ZnO(Ti/Cu) film system with varying annealing
temperatures.

Micromachines 2022, 13, 296 8 of 12 
 

 

. 

Figure 7. The maximum transmittance of the two multilayers with different annealing tempera-
tures. 

According to the transmittance spectra in Figures 5 and 6, the relationship curve be-
tween the (αhv)2 and hv of the two multilayer film systems with different annealing tem-
peratures can be obtained, as shown in Figure 8, where α is the absorption coefficient and 
h is the photon energy. For ZnO/Metal/ZnO thin-film materials, the relationship between 
the α and hv can be expressed as [12,18,27–30]: 

(αhv)2 = Λ(hv−Eg) 

where Λ is a constant and Eg is the optical bandgap. Normally, Eg is extrapolated from the 
linear part of the relationship curve to the hv axis, as shown in Figure 8. The optical 
bandgaps of two annealed film systems are presented in Figure 9. The optical bandgap of 
ZnO obtained from ZnO(Cu) thin films (3.15~3.19 eV) is lower than that of ZnO(Ti/Cu):  
3.20~3.23 eV, which varies near the theoretical value (~3.2 eV) [31,32]. In particular, the 
bandgap of ZnO(Cu) thin film increases with temperature, while that of ZnO(Ti/Cu) first 
increases and then decreases. The increase of bandgap after annealing is caused by the 
Burstein–Moss migration effect [33], which is related to the increase of carrier concentra-
tion in the film (Figure 4). The increased carriers fill in the lower energy level of the con-
duction band, making the valance electrons transfer to the higher energy level, thus in-
creasing the bandgap width. As to the ZnO(Ti/Cu) thin films, the decrease of the bandgap 
between 300 °C and 400 °C is due to the increase of the particle size of the film, whose 
quantum size effect reduces the carrier concentration, leading to the bandgap narrowing. 

  

Figure 7. The maximum transmittance of the two multilayers with different annealing temperatures.

285



Micromachines 2022, 13, 296

According to the transmittance spectra in Figures 5 and 6, the relationship curve
between the (αhv)2 and hv of the two multilayer film systems with different annealing
temperatures can be obtained, as shown in Figure 8, where α is the absorption coefficient
and h is the photon energy. For ZnO/Metal/ZnO thin-film materials, the relationship
between the α and hv can be expressed as [12,18,27–30]:

(αhv)2 = Λ(hv − Eg)

where Λ is a constant and Eg is the optical bandgap. Normally, Eg is extrapolated from
the linear part of the relationship curve to the hv axis, as shown in Figure 8. The optical
bandgaps of two annealed film systems are presented in Figure 9. The optical bandgap of
ZnO obtained from ZnO(Cu) thin films (3.15~3.19 eV) is lower than that of ZnO(Ti/Cu):
3.20~3.23 eV, which varies near the theoretical value (~3.2 eV) [31,32]. In particular, the
bandgap of ZnO(Cu) thin film increases with temperature, while that of ZnO(Ti/Cu) first
increases and then decreases. The increase of bandgap after annealing is caused by the
Burstein–Moss migration effect [33], which is related to the increase of carrier concentration
in the film (Figure 4). The increased carriers fill in the lower energy level of the conduction
band, making the valance electrons transfer to the higher energy level, thus increasing the
bandgap width. As to the ZnO(Ti/Cu) thin films, the decrease of the bandgap between
300 ◦C and 400 ◦C is due to the increase of the particle size of the film, whose quantum size
effect reduces the carrier concentration, leading to the bandgap narrowing.
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The figures of merit of the ZnO(Cu) and ZnO(Ti/Cu) film systems after annealing are
presented in Figure 10. The figure of merit of ZnO(Ti/Cu) is higher than that of ZnO(Cu).
This shows that the performance of ZnO(Ti/Cu) is superior to that of ZnO(Cu). To be more
specific, the higher annealing temperature increases the figure of merit for ZnO(Ti/Cu),
but not obviously for ZnO(Cu). In other words, annealing has greatly improved the
performance of ZnO(Ti/Cu). The figure of merit is highest when the annealing temperature
is 300 ◦C although its conductivity is worse than thin film annealed at 400 ◦C. This means
that the ZnO(Ti/Cu) thin film annealed at 300 ◦C has the best overall performance [17].
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4. Conclusions

Two metal-sandwiched ZnO transparent conductive thin-film systems (50nm ZnO/Cu/
50nm ZnO and 50nm ZnO/Ti/Cu/Ti/50nm ZnO) were fabricated, and the comparative
analysis of their properties shows that the introduction of Ti layers can improve the overall
performance of the film while maintaining the same overall metal layer thickness. The
influence of the annealing temperature on the performance of two film systems was studied.
The XRD patterns show that ZnO films have the (002) preferred orientation in both film
systems, and the Cu films have [111] crystal orientation in 50nm ZnO/Cu/50nm ZnO
films but do not crystallize very well in 50nm ZnO/Ti/Cu/Ti/50nm ZnO films. Annealing
improved the conductivity of the two films due to a combination of changes in carrier
concentration and mobility (although carrier concentration did not always increase with
annealing temperature). The optical transmittance of ZnO(Ti/Cu) thin films with different
annealing temperatures were higher than that of ZnO(Cu) thin films. The transmittance of
ZnO(Cu) thin films increased with the annealing temperature, while that of ZnO(Ti/Cu)
thin films increased from 100 ◦C to 300 ◦C and then decreased with higher temperatures.
The bandgap of ZnO obtained from ZnO(Cu) thin films increased with temperature but
remained lower than that of ZnO(Ti/Cu), which first increased and then decreased with
temperature. The figure of merit of the ZnO(Ti/Cu) thin film is higher than that of ZnO(Cu),
which indicates that the performance of ZnO(Ti/Cu) thin films is superior to ZnO(Cu). By
comparing figures of merit, it can be determined that annealing can improve the perfor-
mance of the film systems.
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Abstract: In electrohydrostatic drive actuators, there is a demand for temperature and pressure
monitoring in complex environments. Fiber Bragg grating (FBG) has become a promising sensor
for measuring temperature and pressure. However, there is a cross-sensitivity between temperature
and pressure. A gold-plated FBG is proposed and manufactured, and an FBG is used as a reference
grating to form a parallel all-fiber sensing system, which can realize the simultaneous measurement
of pressure and temperature. Based on the simulation software, the mechanical distribution of the
pressure diaphragm is analyzed, and the fixation scheme of the sensor is determined. Using the
demodulator to monitor the changes in the reflectance spectrum in real-time, the pressure and ambient
temperature applied to the sensor are measured. The experimental results show that the temperature
sensitivity of gold-plated FBG is 3 times that of quartz FBG, which can effectively distinguish the
temperature changes. The pressure response sensitivity of gold-plated FBG is 0.3 nm/MPa, which
is same as the quartz FBG. Through the sensitivity matrix equation, the temperature and pressure
dual-parameter sensing measurement is realized. The accuracy of the temperature and pressure
measurement is 97.7% and 99.0%, and the corresponding response rates are 2.7 ms/◦C and 2 ms/MPa,
respectively. The sensor has a simple structure and high sensitivity, and it is promising to be applied
in health monitoring in complex environments with a high temperature and high pressure.

Keywords: optical fiber sensor; gold-plated fiber Bragg grating; pressure; temperature sensing

1. Introduction

The electro-hydrostatic actuator (EHA) is a highly integrated actuator [1,2], which
can be widely used in the field of hydraulic transmission and control. However, the EHA
structural system is complex and the working environment is harsh. There are defects, such
as poor control accuracy, the difficulty in predicting failures, and low maintainability, which
limit its operational reliability on major equipment. Monitoring the important working
parameters of the temperature and pressure of the whole machine in the EHA system
through sensing technology to form a feedback and regulation mechanism, can improve
the control accuracy and reliability of the EHA.

At present, the reported electrical pressure and temperature integrated sensors are
mainly used for normal temperature and low pressure monitoring [3–5], and there are few
reports on integrated sensors that can be used in high temperature and high pressure harsh
environments. Compared with the conventional electrical sensors, optical fiber sensors [6,7]
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have attracted attention for their stable chemical properties, anti-electromagnetic interfer-
ence, compact structure, low cost, diverse functions, good insulation performance, and light
weight. However, the research of optical fiber sensors mostly focuses on single-parameter
measurement. To date, the optical fiber multi-parameter integrated sensors that meet the
special needs of extreme environments are still problems that need to be tackled.

The related research of optical fiber temperature sensing mainly focuses on, for in-
stance, the Mach–Zehnder interferometer [8–10], Michelson interferometer [11,12], Fabry–
Perot interferometer [13,14], long period grating [15,16], and fiber Bragg grating (FBG) [17–37].
Although the above-mentioned various sensors can be directly used for temperature mea-
surement, there are some shortcomings. For example, the structure of the Mach–Zehnder
interferometer cannot be made into a probe structure; the structure of the Fabry–Perot
interferometer is poor in stability; and the large measuring point size of the long-period
grating leads to inaccurate measurements. In contrast, FBG has attracted much attention
due to its small size, low cost, easy manufacturing, and high maturity. In 2003, NASA [17]
adopted a distributed quartz fiber grating sensing system and installed the fiber sensing
network on the X-38 space shuttle to realize the real-time monitoring of the temperature of
the composite fuel tank. To date, the FBG sensor based on quartz fiber formed a relatively
stable industrialized temperature detection system, with a temperature response sensitivity
of about 0.01 nm/◦C [18–20]. In 2021, Keith M.Alcock et al. [21] used the optical fiber sensor
to measure the temperature of a lithium-ion battery, realizing the miniaturized installation
of the optical fiber sensor. In the same year, Angela Brindisi et al. [22] equipped a fiber optic
sensor on a small landing gear, based on the mechanical sensing performance of FBG, to
evaluate whether there was a hard landing and the degree of the hard landing. In order to
improve the sensitivity, people have made various attempts, including corrosion, coating,
and other methods. Finally, it was found that corrosion does not help much to improve the
temperature sensitivity of the grating, and it is easy to introduce physical interference, such
as the refractive index and humidity. Therefore, optical fiber coating has become the focus
of attention. Additionally, gold-plated optical fiber has the advantages of high expansion
coefficients, good adhesion of gold atoms to optical fibers, and a mature manufacturing
industry. Compared with quartz FBG, gold-plated FBG has a higher temperature response
sensitivity, and gold-plated FBG also responds to strain, which can realize high temperature
and high pressure measurements. In 2015, Monaghan et al. [23] used a metalized packaging
method to improve the temperature sensitivity of FBG. In 2017, Liu Yanchao et al. [24]
proposed a method for the in situ detection of lithium-ion batteries by pasting gold-plated
fiber Bragg grating (FBG) sensors during the production of lithium-ion batteries. In 2019,
Wu Hao et al. [25] used gold-plated grating and quartz grating cascades to realize the
temperature and strain sensing measurements; the temperature response sensitivity was
26.5 pm/◦C in the range of 30–70 ◦C, and the strain response sensitivity was 1.19 pm/µε
up to 400 µε. In the same year, I. Laarossi et al. [26] used gold-plated gratings to measure
the temperature and strain; the measurement response sensitivity was 1.10 pm/µε and
3.7 pm/◦C, respectively. In 2021, Yanjun Zhang et al. [27] conducted research on gold-
plated FBG; the sensitization characteristics of the sensor were theoretically analyzed, and
the response characteristics of the sensor were studied. To date, gold-plated FBG is mostly
used in plasmon resonance [28–30] and battery biomarkers [31,32], and there have been
few studies on the temperature and pressure.

Pressure value monitoring in EHA health monitoring is also very important. The
pressure range of the pure optical fiber sensing structure is generally in the order of
kPa [33–36], and with the help of a cantilever beam and diaphragm structure, it can reach
the order of MPa [37–41]. In 2013, Lijun Li et al. [37] developed the FBG pressure sensor in
order to meet the needs of coal mine production safety, with a sensitivity of 0.5983 nm/MPa
in the range of 0 to 7.15 MPa. In 2016, Wang Hui et al. [38] designed a fiber grating
pressure sensor combined with a cantilever beam, and the pressure sensitivity reached
3 × 103 nW/MPa in the measurement range of 0–6 MPa. In the same year, Hongtao
Zhang [39] proposed a high-sensitivity pressure sensor based on FBG wavelength detection
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to measure the downhole pressure in oil and gas wells, and the sensitivity of the sensor
can reach 230.9 pm/MPa in the range of 0 to 20 MPa. In 2017, Yiping Wang et al. [40]
developed a high-sensitivity pressure sensor using phase shifted FBGs, and achieved a
high-sensitivity measurement of 418.8 MHz/MPa in the sensing range of 0–4 MPa. In 2019,
Zhen’an Jia et al. [41] proposed an FBG pressure sensor using a composite structure; the
composite structure included a square diaphragm, a steel truss, and a vertical beam, and
the pressure sensitivity of the sensor was 622.71 pm/MPa in the range of 0 to 2 MPa.

The above studies mostly focused on the measurement of the temperature or pressure,
but the temperature and pressure responses of the sensor were all wavelength types. The
combined effect of the temperature and pressure causes cross-interference between the data.
How to overcome the multi-parameter interference and meet the needs of temperature and
pressure sensor monitoring in a complex environment is the key point of later research. In
order to achieve the simultaneous response to pressure and temperature, Nan Wang [42]
of the PLA Naval Armament Department integrated and multiplexed the optical fiber
pressure sensors and temperature compensation gratings to achieve rapid temperature
compensation at low and normal temperatures, and complete 8 MPa large-scale high-
precision pressure sensing; the response sensitivity was 0.15 nm/MPa. In 2019, Wenhua
Wang et al. [43] proposed a Fabry–Perot interferometer and FBG cascaded fiber optic
pressure sensor, and measured a pressure response of 0–1 MPa and a temperature response
from 5.6 to 26.4 ◦C. In 2021, Qinggeng Fan et al. [44] designed a high-sensitivity square
diaphragm pressure sensor based on FBG, and conducted theoretical and experimental
verifications. The experimental results show that the pressure sensitivity of the sensor
is 3.402 pm/kPa, in the range of 0–200 kPa, and the temperature response sensitivity is
19.29 pm/◦C at 20–55 ◦C; this structure is suitable for low pressure measurement. In the
existing papers, the research mostly focuses on the low-pressure and low-temperature
section; however, the single-parameter measurement of temperature can already reach a
high temperature [45]. However, for the temperature measurement under high pressure,
the current research generally stays at room temperature, and there is less measurement
and monitoring in the high-temperature and high-pressure complex environments.

In this paper, a high-temperature-resistant pressure diaphragm-type FBG temperature
and pressure dual-parameter sensor is developed. The mechanical characteristics of the
pressure sensitive diaphragm are simulated, the position range of the sensor on the pressure
diaphragm is guided, and the working principle of the sensor is discussed. Based on the
temperature and pressure characteristics of the gold-plated grating, which is different
from the quartz grating, combined with the sensitivity matrix equation, the purpose of
constructing a temperature and pressure dual-parameter sensor monitoring on the sensing
probe is realized. The experimental results show that the optical fiber sensor has great
potential in the simultaneous sensing and measurement of temperature and pressure.

2. Principle and Design

The preparation of gold-plated FBG is based on the photosensitive characteristics of
optical fibers to produce FBG. By using ultraviolet light, some specific optical waveguide
structures can be written into the optical fiber. After forming the optical fiber optical
waveguide device using electron beam evaporation or the magnetron sputtering system
gold plating method, the outer surface of the FBG can be gold-plated. FBG is packaged with
a material with a large thermal expansion coefficient to improve the temperature sensitivity.
The experimental design of the temperature and pressure sensing probe structure design is
shown in Figure 1a. The overall diameter of the probe is 11 mm and the height is 5 mm.
The sensing probe is divided into three parts, including a hexagonal nut-type cap for fixing
the elastic diaphragm and the threaded connection structure below; the diaphragm is used
to sense the pressure and the grating is pasted on it. The connection with the pressure
supply device is based on a threaded connection end, which cooperates with a hexagonal
nut to form a fixation to the diaphragm, and the physical diagram of the developed sensing
probe is shown in Figure 1b,c. When the fluid pressure acts on the circular diaphragm,
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the diaphragm is deformed. The slight stretching and deformation of the fiber grating
will cause the center wavelength of the fiber grating to shift, and the center wavelength
shift will reflect the fluid pressure value. The gold-coated FBG and reference quartz FBG
used in the experiments have the different grating pitches of 523.52 nm and 528.40 nm,
respectively. Different grating pitches ensure that they have different center wavelengths,
which is convenient for data analysis. In addition, they are all single-mode fibers with a
fiber diameter of 250 µm and a FBG length of 300 mm. Considering the two-level difference
of the grating length and diameter, the parallel connection of the gratings is selected for
sensor installation, as shown in Figure 1d. The center wavelength of the reflection spectrum
of the dual FBG is different, and the two sensing probes can be analyzed separately and the
reflection spectrum can be coupled through the fiber coupler.
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Combined with the working environment of the pressure sensor, and based on ANSYS
software, a mechanical simulation of a circular pressure diaphragm with a diameter of
1.5 cm, a thickness of 2 mm, and a material of 0Cr17Ni12Mo2 (AISI316) are carried out. As
shown in Figure 2, the stress distribution in the linear part of the diaphragm at the middle
diameter of 1 cm is relatively uniform, so that the force part of the FBG is concentrated on
the center of the diaphragm as much as possible to obtain a more uniform stress distribution.
When fluid pressure acts on the circular diaphragm, the diaphragm is deformed, and the
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slight stretching and deformation of the FBG will cause the center wavelength of the fiber
grating to shift, and the center wavelength shift will reflect the fluid pressure value.
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The sensor measurement of the temperature and pressure environments can be ob-
tained by designing a dual grating parallel structure with different response sensitivities. In
terms of the temperature measurement, for the FBG structure, the thermo-optical effect and
thermal expansion effect affect the change of the optical path difference. Therefore, when
the ambient temperature changes, the length and effective index of the FBG will change.
The optical path difference can be expressed as the following formula [46]:

λb = 2ne f f Λ (1)

Among them, Λ is the grating pitch and neff is the effective refractive index of the
core. When the ambient temperature acts on the FBG, the reflection spectrum will drift. In
the formula, the coefficient of the thermal expansion and the optical path are constants.
It is easy to obtain a reflection peak that is proportional to the temperature difference. In
other words, the reflection peak changes with the outside temperature. We can obtain the
ambient temperature by monitoring the frequency spectrum.

dλb
dT

= 2
(

ne f f
dΛ
dT

+ Λ
dne f f

dT

)
(2)

The change of the grating pitch caused by the thermal expansion effect [47] is:

dΛ
dT

= α·Λ (3)

The change in the effective refractive index of the fiber caused by the thermo-optic
effect is:

dne f f

dT
= ne f f ·ε (4)
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So the temperature sensitivity [48] is:

KT =
dλb
dT
· 1
λb

= α + ε (5)

α =
dΛ
dT
· 1
Λ

(6)

ε =
dne f f

dT
· 1
ne f f

(7)

In the formula, KT is the temperature sensitivity, α is the thermal expansion coefficient
corresponding to the optical fiber material, and ε is the thermo-optic coefficient. Due to the
difference in the doping composition and doping concentration, the expansion coefficient
α and the thermo-optic coefficient ε of the various optical fibers are quite different, so the
temperature response sensitivity will also be different.

In terms of the pressure, among all the external factors that cause the FBG wavelength
shift, the most direct is the mechanical parameter. This is because no matter whether the
grating is stretched or squeezed, it will cause the change of the grating period Λ, and the
elasto-optical effect of the fiber itself makes the effective refractive index neff also change
with the change of the external stress state. Therefore, the use of FBG can be made into an
optical fiber stress–strain sensor, where the wavelength shift caused by the stress can be
uniformly described by Equation (8):

∆λb = 2ne f f ∆Λ + 2∆ne f f Λ (8)

where ∆Λ is the deformation of the fiber grid under stress, and ∆neff is the elastic-optical
effect of the fiber.

Differentiate both sides of the expression (1) of the center wavelength to obtain the
following formula:

dλb = 2ne f f dΛ + 2Λdne f f (9)

Divide both ends of Equation (9) by the terms on both sides of Equation (1) to obtain
the following equation:

dλb
λb

=
dne f f

ne f f
+

dΛ
Λ

(10)

Since the change of the refractive index of the optical fiber material is less affected by
the stress, the influence of the refractive index, n, can be ignored. The above formula can be
simplified to:

dλb
λb

=
dΛ
Λ

=
∆L
L

(11)

L represents the total length of the optical fiber, and ∆L represents the longitudinal
expansion and contraction of the optical fiber.

In addition, since the grating is fixed on the elastic diaphragm, the change in the
length of the grating ∆L is mainly affected by the elastic diaphragm. Therefore, the pressure
response sensitivity of the two types of sensors is relatively similar from a theoretical point
of view.

3. Experiment and Discussions

When conducting temperature experiments, keep the pressure constant and only
change the temperature of the thermostat. The experimental temperature device is shown
in Figure 3. The optical fiber grating demodulator used in this experiment adopts the U.S.
MICRON OP ICS company SI 155; its minimum resolution is 0.02 nm, and the demodulator
integrates a coupler, ASE light source (1510 nm–1590 nm), and signal demodulation system.
The OMEGA thermometer has an accuracy of 0.5 ◦C. The length of the quartz fiber grating
and the gold-plated grating in the experiment are both 3 mm, the wavelengths of the center
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after the structure is fixed are 1537.16 nm and 1551.48 nm, and the reflectivity is 90% and
30%, respectively.
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In order to study the temperature response, the FBG is placed in a thermostat. The
experiment carried out two temperature rising and falling experiments. The two tempera-
ture response curves can overlap well, and the four temperature response curves of the
rising and falling temperatures can also overlap well, indicating that the sensor probe has
good repeatability, as shown in Figures 4 and 5. During the heating process, the center
wavelength of the FBG decreases linearly with the increase in temperature. Similarly,
during the cooling process, the center wavelength of the fiber grating decreases linearly
with the decrease in temperature.
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Figure 6 is a diagram of the pressure response of the FBG pressure sensor based on
the data collected in Table 1, which is the temperature experimental data measured at
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30 ◦C to 120 ◦C. The points in the figure are the measured data, and the fitting line is
obtained by the least squares linear fitting. From the results of the experimental data
analysis, the temperature response sensitivity of the sensor during the two heating pro-
cesses are 0.009 nm/◦C and 0.027 nm/◦C, respectively. Combining the resolution of the
spectrometer and the sensitivity of the gold-plated FBG, the sensor has a temperature
resolution of 0.8 ◦C. Based on the measured wavelength, the sensitivity coefficient, and
standard temperature value, the maximum temperature error is 2.5 ◦C, so the measure-
ment accuracy δ can be obtained through the accuracy measurement equation as follows:
δ = 100% − 2.5/(140 − 30) × 100%= 97.7%.
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A pressure measurement system was designed, as shown in Figure 7. The probe was
placed at the impulse tube of the pressure gauge. As the external pressure changes, the
pressure diaphragm is deformed, and the grating is also deformed, which in turn causes the
pitch of the grating to change. Therefore, the FBG pressure sensing system can demodulate
the spectrum corresponding to the FBG at different pressure. The pressure source used
in the experiment was the CW-600T pressure calibrator, which was connected with the
sensor by the threaded interface (M20 × 1.5). The sensor, coupler, ASE light source, and
demodulation system were connected to each other by optical fibers. The pressure gauge
for monitoring the pressure source of the fiber grating pressure sensor was produced by the
Xi’an Instrument Factory, with a range of 0–60 MPa and an accuracy of 0.01-level standard
pressure gauge. The ASE light source emitted a beam of broadband light that entered the
sensor probe through the coupler, and the modulation system demodulated the center
wavelength of the FBG. The circular diaphragm was deformed due to the pressure, and the
center wavelength at this time was less than the unpressurized center wavelength.
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Table 1. Wavelength data collected during the temperature rise and fall.

T/◦C

Wavelength
Corresponding to the

First Temperature
Change of the

FBG/nm

Wavelength
Corresponding to the
Second Temperature

Change of the
FBG/nm

Wavelength
Corresponding to the

First Temperature
Change of the

Gold-Plated FBG/nm

Wavelength
Corresponding to the
Second Temperature

Change of the
Gold-Plated FBG/nm

↑

30 1537.16 1537.16 1551.48 1551.48
40 1537.24 1537.24 1551.72 1551.72
50 1537.32 1537.32 1551.96 1551.96
60 1537.4 1537.4 1552.2 1552.2
70 1537.48 1537.46 1552.44 1552.44
80 1537.56 1537.56 1552.68 1552.68
90 1537.64 1537.64 1552.94 1552.90

100 1537.72 1537.72 1553.16 1553.16
110 1537.8 1537.8 1553.4 1553.4
120 1537.86 1537.88 1553.64 1553.64
130 1537.96 1537.96 1553.88 1553.88
140 1538.04 1538.04 1554.12 1554.12

↓

140 1538.04 1538.04 1554.12 1554.12
130 1537.96 1537.96 1553.88 1553.88
120 1537.88 1537.88 1553.64 1553.64
110 1537.8 1537.8 1553.4 1553.4
100 1537.72 1537.72 1553.16 1553.18
90 1537.64 1537.64 1552.92 1552.92
80 1537.54 1537.56 1552.68 1552.68
70 1537.48 1537.48 1552.44 1552.44
60 1537.4 1537.4 1552.2 1552.2
50 1537.32 1537.34 1551.96 1551.96
40 1537.24 1537.24 1551.72 1551.72
30 1537.16 1537.16 1551.48 1551.48
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Figure 7. The actual photograph for the pressure measurement system.

The experiment carried out two compression processes and monitored the peaks at
1537.04 nm and 1551.60 nm, respectively. During the boost process, the center wavelengths
of the FBGs decreases linearly with the increase in the pressure, as shown in Figures 8 and 9.
Similarly, during the depressurization process, the center wavelengths of the FBGs increase
linearly as the pressure decreases.
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Figure 9. The change of the gold-plated FBG center wavelength with pressure.

Table 2 is the experimental data collected under the different temperature environ-
ments, and Figure 10 is the FBG pressure response graph. The experimental results show
that the pressure response sensitivity of the FBG and gold-plated FBG is similar, which
is 0.3 nm/MPa at 0.1 MPa to 40 MPa. The sensor has good linearity, and the response
curves of the two pressure rise-and-fall processes can be well overlapped. Combining
the resolution of the spectrometer and the sensors’ sensitivity, the gold-plated FBG has a
temperature resolution of 0.8 ◦C. Based on the measured wavelength, sensitivity coefficient,
and standard pressure value, the maximum temperature error is 0.4 MPa, so the measure-
ment accuracy can be obtained through the accuracy measurement equation as follows:
δ = 100% − 0.4/(40 − 0.1) × 100% = 99.0%.

The response time of the temperature and pressure is a key parameter of the sensor,
especially when the sensor is used in some extreme environments. Its influence mainly
includes the following four parameters: the elastic deformation speed of the diaphragm
structure, the change speed of the pressure to be measured, the change of the refractive
index of the optical fiber material and the grid with the temperature and pressure, and
the response time of the detector. A fast response experiment was carried out, and the
response time of the FBG was measured by the time constant, which is defined as the time
taken when the temperature or pressure rises to 63.2% of the steady-state value, that is, the
collected signal rises from the initial value to 63.2%. The results show that the response
times of the temperature and pressure are 2.7 ms/◦C and 2 ms/MPa, respectively.

300



Micromachines 2022, 13, 195

Table 2. Wavelength data collected during the pressure rise and fall.

P/MPa

Wavelength
Corresponding to the
First Pressure Change

of the FBG/nm

Wavelength
Corresponding to the

Second Pressure
Change of the

FBG/nm

Wavelength
Corresponding to the
First Pressure Change

of the Gold-Plated
FBG/nm

Wavelength
Corresponding to the

Second Pressure
Change of the

Gold-Plated FBG/nm

↑

0.1 1537.24 1537.04 1551.6 1551.5
5 1535.66 1535.66 1549.96 1550.08

10 1534.08 1534.18 1548.54 1548.48
15 1532.68 1532.78 1546.98 1546.92
20 1531.18 1531.18 1545.48 1545.49
25 1529.73 1529.66 1544 1543.98
30 1528.14 1528.14 1542.58 1542.54
35 1526.66 1526.68 1541 1540.99
40 1525.16 1525.18 1539.54 1539.38

↓

40 1525.16 1525.16 1539.5 1539.48
35 1526.66 1526.72 1540.98 1541.04
30 1528.16 1528.16 1542.6 1542.58
25 1529.66 1529.74 1544.06 1544.08
20 1531.24 1531.16 1545.48 1545.38
15 1532.66 1532.66 1547 1547.08
10 1534.16 1534.16 1548.54 1548.44
5 1535.72 1535.66 1550.04 1550.04

0.1 1537.16 1537.28 1551.58 1551.38
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Figure 10. Fitting curve of the pressure response sensitivity of the double grating sensor probe and
the error bars.

As shown in Figure 11, connect the sensor probe to the pressure gauge so that the
sensor probe can sense the pressure signal, and at the same time place the sensor in the
thermostat, so that the sensor can sense temperature and pressure information at the
same time. Based on the dual-parameter sensor probe, the temperature and pressure are
measured at the same time, and the spectral data at different moments are obtained, as
shown in Figure 12.
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Figure 12. Measure the spectra with temperature and pressure.

When the temperature and pressure act on the sensor, the sensitivity matrix equation
can be used to achieve the dual-parameter differential measurement, such as Equation
(12), where kx is the temperature and pressure response sensitivity of the two sensors, λ0

is the initial wavelength, T is the temperature to be measured in the experiment, and the
subscripts 1 and 2 are used to distinguish two different sensor structures. The wavelength
λ can be expressed as follows:

[
λ1
λ2

]
=

[
λ0

1
λ0

2

]
+

[
k1 k2
k3 k4

][
T
P

]
(12)

[
λ1 − λ0

1
λ2 − λ0

2

]
=

[
k1 k2
k3 k4

][
T
P

]
(13)

By multiplying the reciprocal matrix and combining the formula, the temperature and
pressure parameters can be obtained as follows:

[
kT1 kP
kT2 kP

]−1[
λ1 − λ0

1
λ2 − λ0

2

]
=

[
kT1 kP
kT2 kP

]−1[ kT1 kP
kT2 kP

][
T
P

]
(14)
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[
T
P

]
=

[
kT1 kP
kT2 kP

]−1[
λ1 − λ0

1
λ2 − λ0

2

]
(15)

The initial wavelengths λ0
1 and λ0

2 of the detection wavelengths in the experiment are
1537.04 nm and 1551.60 nm, respectively. The temperature response sensitivities, kTx, of the
two sensing structures are 0.008 nm/◦C and 0.024 nm/◦C, respectively, and the pressure
response sensitivities kPx are both 0.3 nm/MPa. Substituting each parameter into formula
(15) can obtain formula (16), which is used to measure the environmental parameters.
Specifically, with the help of the matrix method, the temperature and pressure values at
different time points can be detected at the same time, as shown in Figure 13.

[
T
P

]
=

[
0.008 0.3
0.024 0.3

]−1[
λ1 − 1537.04
λ2 − 1551.60

]
(16)Micromachines 2022, 13, x FOR PEER REVIEW  14  of  16 

 

 

 

Figure 13. The temperature and pressure conditions to be measured based on the spectrum analysis 

of the sensor probe. 

4. Conclusions 

This paper proposes and manufactures an all‐optical fiber sensor system based on 

the  parallel  structure  of  gold‐plated  FBG  and  quartz  FBG, which  can  simultaneously 

measure  temperature and pressure. As  the  temperature and pressure sensitivity of  the 

two sensor structures are different, we can measure the temperature and pressure by mon‐

itoring the response of the wavelength in real‐time based on the sensitivity matrix equa‐

tion. The experimental results show that the pressure response sensitivity of the quartz 

FBG and gold‐plated FBG are both 0.3 nm/MPa. The temperature sensitivity of the gold‐

plated FBG  is 0.024 nm/°C with a resolution of 0.8 °C, and the sensitivity of the quartz 

FBG is 0.008 nm/°C with a resolution of 0.067 MPa, which can distinguish the temperature 

and pressure changes well. The sensor probe has the advantages of a simple structure, 

easy production, small size, high sensitivity, and dual‐parameter measurement, which 

can be applied to monitor the running status of the EHA. 

Author Contributions: Conceptualization, N.Z., Q.L. and P.Y.; Data curation, N.Z. and Z.Z.; Formal 

analysis, N.Z. and L.Z. (Libo Zhao); Project administration, B.T. and Z.J.; Resources, Y.C., L.Z. (Libo 

Zhao), B.T. and Z.J.; Software, K.Y. and L.Z. (Liangquan Zhu); Writing‐original draft, N.Z.; Writing‐

review & editing, Q.L. and P.Y. All authors have read and agreed to the published version of the 

manuscript. 

Funding: This work is supported by the Postdoctoral Innovative Talent Support Program (Grant 

No.  BX20200274),  the  National  Natural  Science  Foundation  of  China  (Grant  Nos.  52105560, 

51890884, 51720105016), the Postdoctoral Science Foundation (Grant No. 2021M702596), and the Na‐

tional Science and Technology Major Project (Grant No. J2019‐V‐0006‐0100). 

Conflicts of Interest: The authors declare no conflict of interest. 

References 

1. Zhang, H.; Ding, L.; Zhang, W.; Li, C. Performance analysis of an electro‐hydrostatic actuator with high‐pressure load sensing 

based on fuzzy PID. Mech. Sci. 2021, 12, 529–537. https://doi.org/10.5194/ms‐12‐529‐2021. 

2. Lei, Z.; Qin, L.; Wu, X.; Jin, W.; Wang, C. Research on Fault Diagnosis Method of Electro‐Hydrostatic Actuator. Shock Vib. 2021, 

2021, 6688420. https://doi.org/10.1155/2021/6688420. 

3. Oh, B.; Park, Y.‐G.; Jung, H.; Ji, S.; Cheong, W.H.; Cheon, J.; Lee, W.; Park, J.‐U. Untethered soft robotics with fully integrated 

wireless  sensing  and  actuating  systems  for  somatosensory  and  respiratory  functions.  Soft  Robot.  2020,  7,  564–573. 

https://doi.org/10.1089/soro.2019.0066. 

4. Wang, L.; Zhu, R.; Li, G. Temperature and strain compensation for flexible sensors based on thermosensation. ACS Appl. Mater. 

Interfaces 2019, 12, 1953–1961. https://doi.org/10.1021/acsami.9b21474. 

5. Zhang, L.; Yang, M.‐Z.; Liang, X.‐F.; Zhang, J. Oblique tunnel portal effects on train and tunnel aerodynamics based on moving 

model tests. J. Wind Eng. Ind. Aerodyn. 2017, 167, 128–139. https://doi.org/10.1016/j.jweia.2017.04.018. 

0 200 400 600 800 1000 1200 1400 1600
20

40

60

80

100

120

140

-10

0

10

20

30

40

50

Temperature

T
em
pe
ra
tu
re
(℃
) Pressure(M

P
a)

 

Time(s)

 
Pressure

Figure 13. The temperature and pressure conditions to be measured based on the spectrum analysis
of the sensor probe.

4. Conclusions

This paper proposes and manufactures an all-optical fiber sensor system based on the
parallel structure of gold-plated FBG and quartz FBG, which can simultaneously measure
temperature and pressure. As the temperature and pressure sensitivity of the two sensor
structures are different, we can measure the temperature and pressure by monitoring the
response of the wavelength in real-time based on the sensitivity matrix equation. The
experimental results show that the pressure response sensitivity of the quartz FBG and
gold-plated FBG are both 0.3 nm/MPa. The temperature sensitivity of the gold-plated
FBG is 0.024 nm/◦C with a resolution of 0.8 ◦C, and the sensitivity of the quartz FBG is
0.008 nm/◦C with a resolution of 0.067 MPa, which can distinguish the temperature and
pressure changes well. The sensor probe has the advantages of a simple structure, easy
production, small size, high sensitivity, and dual-parameter measurement, which can be
applied to monitor the running status of the EHA.
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