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Theory and Applications of Web 3.0 in the Media Sector
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Abstract: We live in a digital era, with vast technological advancements, which, among others, have
a major impact on the media domain. More specifically, progress in the last two decades led to the
end-to-end digitalization of the media industry, resulting in a rapidly evolving media landscape. In
addition to news digitization, User-Generated Content (UGC) is dominant in this new environment,
also fueled by Social Media, which has become commonplace for news publishing, propagation,
consumption, and interactions. However, the exponential increase in produced and distributed
content, with the multiplied growth in the number of plenary individuals involved in the processes,
created urgent needs and challenges that need careful treatment. Hence, intelligent processing and
automation incorporated into the Semantic Web vision, also known as Web 3.0, aim at providing
sophisticated data documentation, retrieval, and management solutions to meet the demands of the
new digital world. Specifically, for the sensitive news and media domains, necessities are created both
at the production and consumption ends, dealing with content production and validation, as well
as tools empowering and engaging audiences (professionals and end users). In this direction, state-
of-the-art works studying news detection, modeling, generation, recommendation, evaluation, and
utilization are included in the current Special Issue, enlightening multiple contemporary journalistic
practices and media perspectives.

Keywords: web 3.0; semantic web; media industry; journalistic practices; journalism 3.0; news
semantics; news recommendation; media automations; disinformation; hate speech

1. Introduction

In today’s exploding Web landscape, vast amounts of information (documents, images,
sounds, videos, multimedia storylines, etc.) are produced and published daily from various
sources worldwide. As a result, the formation of the news agenda becomes tricky, as does
the process of being credibly and reliably informed. Hence, plenary individuals, both in
the roles of news consumers and content contributors (usually wearing the hat of citizen
journalists), but also professional journalists and media communication experts, often find
it difficult to retrieve specific and detailed information about a (complicated) topic to form
a comprehensive informing or reporting view [1–4]. Today’s news is mostly published
in an irregular way, with multimedia assets (posts and articles, comments, reactions, etc.)
propagating through a network of unstructured forms of data (and metadata). Users
have to navigate multiple content instances and interconnecting nodes, lacking an efficient
infrastructure to quickly discover, acquire, and analyze the information needed, which
limits the news stream’s exploitation prospects. Consequently, new challenges arise for
algorithmic media automations concerning both news production and consumption ends
(i.e., machine-assisted reporting, content selection/generation, validation, publishing,
recommendation, retrieval, personalization, semantics, and so on) [5–11].

Since digital informing and mediated communication dominate today’s ubiquitous
society, content creation and publishing are no longer restricted to large organizations,
with anyone being able to upload information in multiple formats (text, photos, audio, or
video) [12]. Social media have emerged and broadly expanded to become the common
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everyday practice for thousands of people, offering simplicity, immediacy, and interac-
tivity [1–4,12]. Furthermore, the proliferation of mobile devices (smartphones, tablets,
etc.) and their inherent content-capturing and networking capabilities fueled citizen and
participatory journalism paradigms, enabling plenary users to contribute User-Generated
Content (UGC) fast and effortlessly (i.e., personal or public information, such as news
events/stories, articles, opinions, comments, etc.) [1,9–14]. At the same time, the plurality
of data and news streams created urgent needs for better content documentation, validation,
and management [1,4,9–15]. Hence, the advancement of the Semantic Web (SW) or Web 3.0
has been envisioned as a sophisticated solution to the above problems and challenges
aspiring intelligent multimedia processing, analysis, and creation techniques [4,9,10,16].

Web 3.0 stands as the physical extension of the current Web where information is
given a well-defined meaning, better enabling computers and people to work in coopera-
tion [4,9–14]. Therefore, it can be seen as an Internet service with sophisticated technological
features, in which proper/standardized documentation and semantic tagging will be de-
livered with the help of algorithms (in fully or semi-automated processes) [4,9,10]. These
features attempt to form a Web environment in which humans and machines understand
and interpret web-streamed information in the same context. The so-called SW services
embody and integrate technologies aiming to complete the transition from today’s Web
of documents to a Web of well-documented data, where every piece of information will
be accompanied by its semantic, conceptual, and contextual metadata. Fully structured
and clarified relations to others (users, events, stories, models, etc.) will expedite data
visualization and display purposes, also facilitating interoperability and integration be-
tween systems, environments, and applications, interconnecting concepts rather than just
documents [4–10,16–19]. Thus, journalists and plenary individuals (content contributors
and news consumers) will be able to efficiently discover, integrate, and reuse pieces of
information from various sources. At this point, where the journalism and news industries
intersect with Web 3.0, well-established journalistic practices/workflows are challenged
by more sophisticated semantically enhanced procedures towards the transition to Jour-
nalism 3.0 [4–8,20,21]. As a result, the advanced technological framework unlocks various
data exploitation capabilities, leading to higher functional levels. For instance, newsroom
automations can expedite Web-Radio/-TV services with innumerous live streaming and
post-processing augmentations [22,23], while they can also provide framing insights for
better organizing blogs and news online [24] or data monitoring and gathering options for
post-analysis purposes [25,26].

Contemporary Semantic Web and Big Data technologies are continuously elaborated
to advance multimodal data analysis concerning information classification, semantic con-
ceptualization and contextualization, content validation, and management automations,
which can be primarily deployed in the sensitive news and media domains [1–4,16,19–29].
These modular automation and augmentation layers can fuel interaction mechanisms be-
tween corporations, machines, and individuals to accelerate crowdsourcing procedures for
constructing and maintaining suitable media repositories [16,18,27,29]. Thereafter, digital
literacy initiatives and audience engagement strategies can enhance the impact of SW
services in the media world and the broader society. The current Special Issue enlightens
the above perspectives through theoretical, algorithmic/technological, and case-study con-
tributions, discussing challenges and state-of-the-art solutions on news detection, classifica-
tion, (semantic) analysis and evaluation [12,18,27,29,30], automated modeling/prediction,
generation, and recommendation of news content [19,31–33], evolution, aesthetics, and
integration evaluation of Web 3.0 elements in news websites [34–36].

2. Contributions

The current Special Issue focused on enlightening the above multidisciplinary areas,
inviting researchers to submit featured research works on intelligent media processes
and practices related to news production, validation, management, publishing, etc., plac-
ing semantic services and metadata processing towards automated content generation,
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recommendation, and assessment. Eleven (in total) contributions (Ci, i = 1 . . . 11) were
finally published within this Special Issue, elaborating on the perspectives of Theory and
Applications of Web 3.0 in the Media Sector. The present section outlines the conducted
works and their research outcomes, with Table 1 highlighting each article’s scientific focus
and contribution.

Table 1. Contributions by research areas, involved technologies, and proposed solutions.

Contributions Research Area/Focus Involved Technologies/Solutions

Contribution 1 (C1) Hate speech detection and
emotion analysis

Natural language processing and machine/deep learning
algorithms in news semantics, web interface for data
crowdsourcing and datasets creation

Contribution 2 (C2)
Financial forecasting from news websites and

social networks using huge
volumes of data (big data)

Natural language processing and machine/deep learning
algorithms in stock forecasting, sentiment analysis,
investment recommendations

Contribution 3 (C3) Assessment of news homepages over the years
(aesthetic-, functional-, content-wise)

Content analysis, aesthetics, and responsive design aspects (web,
mobile, multiformat), audience analytics/insights, social
instrument (interviews)

Contribution 4 (C4) Automated news generation/publishing for
earth observation/disaster reporting

Big data and artificial intelligence algorithms in breaking news
detection, sentiment analysis, and automated/personalized
news-report generation

Contribution 5 (C5) Semantic preprocessing for breaking news
detection (in Drone Journalism)

News streams monitoring/semantics, spatiotemporal and
contextual detection of (breaking) news events, Drone
Journalism recommendations

Contribution 6 (C6) Semantic web integration analysis
(in Art and Culture websites)

Contextual features, metrics, art/culture websites features,
semantic web integration assessment

Contribution 7 (C7) Audio semantic analysis and visualizations for
audiovisual forensics

Semantic visualizations of machine/deep learning and signal
processing to detect audio tampering

Contribution 8 (C8) Social network analysis and visualization for
tracing disinformation

Natural language processing and machine/deep learning
algorithms in tracing and visualizing suspicious/inaccurate
informatory streams

Contribution 9 (C9) Analysis of aesthetic trends and semantic web
adoption of media outlets

Automated archival data extraction and analysis to assess Semantic
Web integration trends, DOM structure complexity, graphics, and
color usage

Contribution 10 (C10) News recommendation systems (NRS)
modeling and evaluation

Experimental approach treating the NRS as a black box, entailing
users as testers of algorithmic systems (algorithmic/collaborative
audit methods)

Contribution 11 (C11) Chatbot Media Automations in
Professional Journalism

Experimental approach on the use of chatbot tools that are
evaluated metric-wise and through social instruments (workshops)

The first paper presents the development and evaluation of a web interface (with its
algorithmic backend) for creating and querying a multi-source database containing hate
speech content [12]. Vrysis et al. (2021) implemented a Graphical User Interface (GUI)
within the European project PHARM (Preventing Hate against Refugees and Migrants)
to monitor and model hate speech against refugees and migrants in Greece, Italy, and
Spain. The monitoring includes Social Media content, i.e., Twitter, YouTube, and Facebook
comments and posts, as well as comments and articles from a selected list of websites,
with the platform supporting the functionalities of searching (the formulated dataset), web-
scrapping, and annotating additional records to contribute new samples to the repository.
As an outcome, textual hate speech detection and sentiment analysis are provided using
novel methods and machine learning algorithms, which can be used either for tracking and
evaluating external web streams or for self-checking articles before making them public,
also supporting media literacy. The interface and the involved methods are objectively
(metric-based) and subjectively assessed, with the gained positive evaluation confirming
the approach’s usefulness and the interface’s usability (Contribution 1).

The second paper focuses on automated stock forecasting using both financial and
textual data from news websites and social networks (Twitter, Stocktwits), combining
methods from various scientific fields, such as information retrieval, natural language
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processing, and deep learning [31]. Theodorou et al. (2021) present the supportive platform
ASPENDYS, developed as part of the homonymous European research project, intending to
facilitate the management and decision making of investment actions through personalized
recommendations. The implicated processing relies on technical analysis and machine
learning methods for the financial data treatment, with textual data being analyzed in terms
of reliability and sentiments towards an investment. As an outcome, investment signals are
generated for a certain transaction combining the financial and sentiment analysis insights,
which are finally recommended to the investors. A watchful assessment is conducted
concerning the interface and its functionalities (i.e., portfolio management, sentiment
analysis, extracted investment signals), with the application use cases illustrating practical
uses and validating the approach’s helpfulness and impact (Contribution 2).

The third paper deals with the evolution of news presentation in online newspapers,
monitoring their visual progress from simple digital editions that merely served to dump
content from print newspapers (rigidity) to sophisticated multi-format multimedia products
with interactive features (exuberance) [34]. Peña Fernández, Casado del Río, and García-
González (2021) conducted a longitudinal study on the design of online media, analyzing
the front pages of five general information Spanish newspapers (elpais.com, elmundo.es,
abc.es, lavanguardia.com, and elperiodico.com (accessed on 20 April 2023)) over the past
25 years (1996–2020). Further, six interviews were conducted in parallel with managers
of different online media outlets. The evaluation results, combining content analysis
and subjective assessment of the interviewees’ responses, revealed an evolution from
static and rigid layouts to dynamic, mobile, and responsive formats, displaying a balance
between text and visual elements. The analysis included the language used, multimedia
features, audience habits, and the degree of the offered interactions. Hence, without
explicitly tackling semantic services evolution, the current work indicated presentation and
functional changes in the online media frontpages, some of which are triggered by shifting
to Web 3.0, while others point to the need for further semantic automations, customizations,
and personalization in the upcoming Web eras, 3.0 and beyond (Contribution 3).

The fourth paper focuses on collecting and processing diverse and heterogeneous
information, where multimedia data can be extracted from different sources on the Web [19].
In the context of the Journalism 3.0 vision, Tzouma, Zamichos, Efthymiadis, Drosou, and
Tzovaras (2021) explore the possibility of creating a tool for utilizing Earth observations,
i.e., to manage the massive volumes of image data, thus helping media industry profes-
sionals in the selection, usage, and dissemination of such (news) content to the public.
Hence, intending to make productive satellite images for professionals who are not familiar
with image processing (as other related tools require), a novel platform is implemented
to automate some of the journalistic practices, i.e., to detect and receive breaking news
information early in real time (especially for events related to disasters, such as floods and
fires) to retrieve and collect Earth observation images for a certain event and to automat-
ically compose personalized articles adapted to the authors’ writing styles. The crafted
EarthPress platform comprises the user interface, the user manager, the database manager,
the breaking news detector, the data fusion, the data/image processing, the journalist
profile extractor, and the software bot (EarthBot) that is responsible for the text synthesis,
thus containing dominant semantic web features. Based on the conducted analysis and
assessment, EarthPress represents an added-value tool, not only for professional journalists
or editors in the media industry but also for freelancers and article writers who use the
extracted information and data in their articles (Contribution 4).

The fifth paper casts light on the semantic preprocessing of Web and Social Media
informatory streams, aiming to detect breaking news events, especially those suited for
drone coverage (e.g., physical disasters, such as earthquakes or storms, fire or traffic
accidents, traffic jam problems, etc.) [18]. Niarchos, Stamatiadou, Dimoulas, Veglis, and
Symeonidis (2021) elaborate on the need for news validation and documentation using
piece-of-evidence material, such as visual and multimedia documents of photo/video
footage. While reporters and mobile journalists can serve this requirement, a quick on-site
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presence is not always feasible due to access or distance/time difficulties that might cause
unwanted delays and poor capturing quality. To face these demands, Drone Journalism (DJ)
uses Unmanned Aerial Vehicles (UAVs)/drones to help journalists and news organizations
capture and share breaking news stories. The current paper envisions a DJ framework
to mediate real-time breaking news coverage, introducing a data retrieval and semantics
preprocessing approach to detect and classify news events suitable for DJ coverage. Based
on this, breaking news alerts/notifications are sent to drone operators along with automated
preparations of flight plans, embodying the existing regulatory framework, security, and
ethical matters. Backend implementation and pilot evaluation of the proposed system are
conducted, with a modular architecture facilitating the integration of news alerts sent by
mobile devices, elaborating on the inherent localization and networking capabilities to
extract time-, location-, and context-aware semantic metadata. The pilot results and the
received feedback rated the proposed approach useful in providing the contextual and
spatiotemporal attributes of breaking news, with a more holistic coverage of the events
offered by combining diverse drone footage and UGC mobile streams (Contribution 5).

The sixth paper addresses the fields of art and culture, some of the most eager to
integrate with the Semantic Web since metadata, data structures, linked (open) data, and
other building blocks of this Web of Things are considered essential in cataloging and
disseminating art- and culture-related content (e.g., the Getty vocabularies project and the
Europeana initiative) [35]. Giannakoulopoulos et al. (2022), motivated by the constantly
evolving nature of art, which is the subject of many journalist blogs and websites, pro-
ceeded to investigate the use of Semantic Web technologies in media outlets that diffuse
art- and culture-related content. The study formulates quantitative metrics to evaluate
Semantic Web integration in art and culture media outlets, analyzing the impact of that
integration on websites’ popularity in the modern competitive landscape of the Web. A vast
array of art-related media outlets was investigated, ranging greatly in size and popularity,
based on a variety of metrics that were consolidated into a comprehensive integration
rating. Consequently, the connection between Semantic Web integration and popularity
was analyzed through a gradient boosting analysis. They conclude that studying and
analyzing the tangible presence of the Semantic Web are vital steps to monitor its progress
and stay on course to achieve its true potential, which, so far, remains largely untapped.
Apart from its importance in art and culture media, the conducted research methodology
and practical implementation may be extended to multiple topics/domains and broader
multidisciplinary collaborations in the news and media industries, where semantic services
are expected to have a highly positive impact (Contribution 6).

The seventh paper focuses on the development of a computer-supported toolbox with
online functionality for assisting technically inexperienced users (journalists or the public)
in visually investigating the consistency of audio streams to detect potential interventions
coupled with disinformation [29]. Vryzas, Katsaounidou, Vrysis, Kotsakis, and Dimoulas
(2022) elaborated on previous research [37,38] to set an audio forensics web environment
(which is very limited), emanating on the photo/image forensics examples (and their
offered functionalities), with multiple related platforms being already available online [39].
The proposed framework incorporates several algorithms on its backend implementation,
including a novel CNN model that performs a Signal-to-Reverberation ratio (SRR) esti-
mation with a mean square error of 2.9%. Hence, it is, for instance, feasible to monitor
the conditions of the sound-capturing site (i.e., the “room acoustics”) to detect recording
inconsistencies and possible audio tampering. Users can access the application online to
upload the audio/video file (or YouTube link) they want to inspect audio-wise. Then, a
set of interactive visualizations are generated as outcomes of Digital Signal Processing
and Machine Learning models, facilitating audio continuity and consistency evaluation.
Users can evaluate the authenticity of the dataset samples, with files stored in the database
supplemented by analysis results and crowdsourced annotations. Audio semantics bring
added value to audiovisual forensics and multimedia disinformation detection, featuring
lighter processing (compared to video) with the sound’s inherent continuity (i.e., the sound
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is always present in a recording, regardless of the microphone steering and the camera’s
viewing angle). Pilot evaluation results validated the usefulness of the aimed functionality,
also considering that very few related applications exist (Contribution 7).

The eighth paper also focuses on the online misinformation problem, introducing
a tool for analyzing the social web and gaining insights into communities that drive
misinformation online [27]. More specifically, Papadopoulou et al. (2022) present the
MeVer NetworkX analysis and visualization tool, which helps users delve into Social Media
conversations, gaining insights about how information propagates and accumulating
intuition about communities formed via interactions. The multidisciplinary contribution
of MeVer lies in its easy navigation through a multitude of features, providing valuable
insights about the account behaviors and data propagation in Online Social Networks,
i.e., Twitter, Facebook, and Telegram graphs, while also encompassing the modularity to
integrate more platforms. Four Twitter datasets related to COVID-19 disinformation were
utilized to present the tool’s functionalities and evaluate its effectiveness. As the authors
conclude, to the best of their knowledge, MeVer stands as the only tool supporting the
analysis of multiple platforms and even providing cross-platform investigations, aiming at
facilitating the demanding work of journalists and fact checkers to combat disinformation.
The presented use cases utilizing the advanced functionalities offered by the tool validated
the usefulness and impact of the approach. For instance, aggregation and visualization
capabilities provide easy ways to navigate large graphs without special knowledge. Hence,
the crafted functionalities usher in semi-automatic procedures that increase productivity,
promote cooperation, and save time, making the tool applicable even to average users
(Contribution 8).

The ninth paper emphasizes aesthetic trends and Semantic Web adoption of media
outlets, as identified through automated archival data extraction and analysis processes [36].
Lamprogeorgos, Pergantis, Panagopoulos, and Giannakoulopoulos (2022) employed vari-
ous web data extraction techniques to collect current and archival information from popular
news websites in Greece to monitor and record their progress through time. Specifically,
HTML source code and homepage screenshots were collected for a large number of web-
sites (the top 1000 online media outlets based on Web traffic) using automated archival data
extraction techniques to investigate the evolution of their homepage throughout different
time instances for two decades. This gathered information was used to identify Semantic
Web integration trends, Document Object Model (DOM) structure complexity, number of
graphics, color usage, and more. The identified trends were analyzed and discussed as a
means to gain a better understanding of the ever-changing presence of the media industry
on the Web, with the evolution of Semantic Web technologies proving to be rapid and
extensive in online media outlets. Furthermore, website structural and visual complexity
presented a steady and significant positive trend, accompanied by increased adherence to
color harmony. In conclusion, the study underlines the constantly evolving World Wide
Web, influenced both by the rise and fall of technologies and by the continuous changes
in human nature through cultural trends, global events, and globalization in general. The
conducted study and its novel methods can be extended to provide valuable knowledge
pertaining not only to the present but hopefully preparing us for the future. In the end,
tracing the advancements of the Semantic Web and the aesthetic evolution of user interfaces
can be valuable tools at the disposal of every online media outlet (Contribution 9).

The tenth paper deploys an experimental approach to model and validate a news
recommending system (NRS) in a mainstream medium-sized news organization [32].
Spyridou, Djouvas, and Milioni (2022) examined the performance of a ready-to-use (of the
shelf) NRS application by observing its outputs. Specifically, using an experimental design
entailing users as system testers, the authors analyzed the composition of the personalized
MyNews area on the basis of accuracy and user engagement. Addressing the development
of algorithms for news media that differ from other media offerings in terms of their
civic role, a two-fold aim was pursued: first, to identify the implicated parameters and
discover the underlying algorithmic functionality, and second, to evaluate, in practice,
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the NRS efficiency through the deployed experimentation. Results indicate that while the
algorithm manages to adapt between different users based on their past behavior, overall
it underperforms due to flawed design decisions rather than technical deficiencies. The
requirement to populate the personalized agenda with a large number of news items, the
imperative of recency, the problem of unsystematic tagging and the underuse of available
content reduced the capacity of the algorithm to offer a successful personalized agenda.
As an outcome, the study offers insights to guide/improve NRS design, considering the
production capabilities of the news outlets while supporting their business goals along
with users’ demands and journalism’s civic values. Despite not being a core technological
work, this research offers valuable feedback for developing and implementing content
recommendation algorithmic solutions for news offering (Contribution 10).

The eleventh paper approaches the current issue from the perspective of interactivity
and chatbots, which started infiltrating the media sphere [33]. More precisely, Kotenidis,
Vryzas, Veglis, and Dimoulas (2022) focused on new/innovative ways offered by chatbots
to news outlets in creating and sharing their content, with an even larger emphasis on
back-and-forth communication and news-reporting personalization. The research high-
lights two important factors to assess the integration efficiency of chatbots in professional
journalism. Firstly, the chatbot programming feasibility by plenary individuals without
technological background (journalists and media professionals in the current scenario)
using low-code platforms. Secondly, the usability of the crafted chatbot news-reporting
agents, as perceived by the targeted audience (broader news consumers). Hence, today’s
most popular chatbot creation platforms are analyzed and assessed within a three-phase
evaluation framework. First, the offered interactivity features are evaluated within an ap-
propriate metrics framework. Second, a two-part workshop is conducted with journalists
operating the selected platforms (with minimum training) to create their chatbot agents for
news reporting. Third, the crafted chatbots are evaluated by a larger audience concerning
the usability and overall user experience. The study found that all three platforms received
positive evaluations, with high usefulness and usability scores. Professional journalists
expressed their confidence in using the suggested platforms for chatbot design, which
implies an important attitude change, given that attendees were either unaware or skeptical
before the experimental process and the quick guiding. Thus, chatbots are, in fact, suitable
for achieving some of the wanted media automations, without requiring prior knowledge
of semantic web technologies (Contribution 11).

Based on the provided insights and inspired by [16], an overview of the works included
in the Special Issue is presented in Figure 1, mapping their role and contribution across
a generic end-to-end model of semantic media services and automations. The discussed
topics and the associated solutions are depicted with their future extensions, thus forming
a holistic vision encompassing important milestones of adopting Web 3.0 technology (and
beyond) in the media industry. Among others, the diagram projects the relation and
complementarity of the eleven scientific contributions (Ci) to the different model phases
and functionalities. Hence, the research works included in this Special Issue are highly
representative, appropriately demonstrating the main processes of the end-to-end chain.
Nevertheless, future multidisciplinary research and collaborations are also highlighted
and anticipated, augmenting the outcomes and the impact of the current “Future Internet
Special Issue Theory and Applications of Web 3.0 in the Media Sector”.
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Figure 1. Future Internet volume on Theory and Applications of Web 3.0 in the Media Sector: a generic
end-to-end model embodying the discussed topics/solutions and a generic one [16].

Table 2 lists all eleven (11) contributions incorporated in this Special Issue with their
associated citations.

Table 2. List of contributions with their associated citations.

Contribution 1 (C1) [12] Vrysis, L.; Vryzas, N.; Kotsakis, R.; Saridou, T.; Matsiola, M.; Veglis, A.; Arcila-Calderón, C.; Dimoulas, C. A
Web Interface for Analyzing Hate Speech. Future Internet 2021, 13, 80. https://doi.org/10.3390/fi13030080

Contribution 2 (C2) [31]

Theodorou, T.-I.; Zamichos, A.; Skoumperdis, M.; Kougioumtzidou, A.; Tsolaki, K.; Papadopoulos, D.; Patsios,
T.; Papanikolaou, G.; Konstantinidis, A.; Drosou, A.; Tzovaras, D. An AI-Enabled Stock Prediction Platform
Combining News and Social Sensing with Financial Statements. Future Internet 2021, 13, 138.
https://doi.org/10.3390/fi13060138

Contribution 3 (C3) [34] Peña-Fernández, S.; Casado-del-Río, M.Á.; García-González, D. From Rigidity to Exuberance: Evolution of
News on Online Newspaper Homepages. Future Internet 2021, 13, 150. https://doi.org/10.3390/fi13060150

Contribution 4 (C4) [19]
Tsourma, M.; Zamichos, A.; Efthymiadis, E.; Drosou, A.; Tzovaras, D. An AI-Enabled Framework for
Real-Time Generation of News Articles Based on Big EO Data for Disaster Reporting. Future Internet 2021, 13,
161. https://doi.org/10.3390/fi13060161

Contribution 5 (C5) [18]
Niarchos, M.; Stamatiadou, M.E.; Dimoulas, C.; Veglis, A.; Symeonidis, A. A Semantic Preprocessing
Framework for Breaking News Detection to Support Future Drone Journalism Services. Future Internet 2022,
14, 26. https://doi.org/10.3390/fi14010026

Contribution 6 (C6) [35]
Giannakoulopoulos, A.; Pergantis, M.; Konstantinou, N.; Kouretsis, A.; Lamprogeorgos, A.; Varlamis, I.
Estimation on the Importance of Semantic Web Integration for Art and Culture Related Online Media Outlets.
Future Internet 2022, 14, 36. https://doi.org/10.3390/fi14020036

Contribution 7 (C7) [29]
Vryzas, N.; Katsaounidou, A.; Vrysis, L.; Kotsakis, R.; Dimoulas, C. A Prototype Web Application to Support
Human-Centered Audiovisual Content Authentication and Crowdsourcing. Future Internet 2022, 14, 75.
https://doi.org/10.3390/fi14030075

Contribution 8 (C8) [27]
Papadopoulou O., Makedas T., Apostolidis L., Poldi F., Papadopoulos S., Kompatsiaris I. MeVer NetworkX:
Network Analysis and Visualization for Tracing Disinformation. Future Internet. 2022; 14(5):147.
https://doi.org/10.3390/fi14050147

Contribution 9 (C9) [36]
Lamprogeorgos, A.; Pergantis, M.; Panagopoulos, M.; Giannakoulopoulos, A. Aesthetic Trends and Semantic
Web Adoption of Media Outlets Identified through Automated Archival Data Extraction. Future Internet 2022,
14, 204. https://doi.org/10.3390/fi14070204

Contribution 10 (C10) [32]
Spyridou, P.; Djouvas, C.; Milioni, D. Modeling and Validating a News Recommender Algorithm in a
Mainstream Medium-Sized News Organization: An Experimental Approach. Future Internet 2022, 14, 284.
https://doi.org/10.3390/fi14100284

Contribution 11 (C11) [33] Kotenidis, E.; Vryzas, N.; Veglis, A.; Dimoulas, C. Integrating Chatbot Media Automations in Professional
Journalism: An Evaluation Framework. Future Internet 2022, 14, 343. https://doi.org/10.3390/fi14110343
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3. Conclusions

With the complete digitalization of the end-to-end media processes, the interest has
shifted to automating content production, distribution, and management. The so-called
Semantic Web services are already present in the media industry, facilitating the works
of both professional journalists and the broader news-consuming audience through the
offered functionalities of automatic news/data generation, adaptation/personalization, rec-
ommendation, and retrieval. Representative works published in this Special Issue verified
that notable progress has been made, with significant ongoing multidisciplinary research
focusing on the domains of journalism and media, encompassing multiple angles (techno-
logical, algorithmic, journalistic, communicational, social, pedagogical, etc.). Nevertheless,
further research needs to be conducted for the transition to the new media environment to
be completed.

In today’s highly diversified and ubiquitous society, where vast volumes of data and
informatory streams are uncontrollably distributed among multiple networking terminals,
users, and communities, critical processes of data evaluation and management need to be
supported by technological means and addressed through interdisciplinary approaches.
The portrayed conclusions also line up that people and broader society should not be
defensive towards upcoming technologies and services that they are currently unaware and
skeptical of but, instead, should be willing to become actively involved in the conducted
evolutions from which they can only earn knowledge, skills, and digital literacy. Previous
experience has shown whatever (media) tools are helpful to the targeted users will prevail
in the end, no matter what, with the critical question shifting to how quickly and efficiently
an optimal and fair configuration can be reached. Hence, a cooperative spirit among
multiple disciplines is necessary to most appropriately shape these new trends to benefit
our societies and democracies, i.e., serving the citizens’ rights for objective, timely, and
reliable news informing, also aligning with the broader civic values of journalism.

Data Availability Statement: Data supporting this article can be found in the listed contributions
and their associated Data Availability Statements.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Social media services make it possible for an increasing number of people to express their
opinion publicly. In this context, large amounts of hateful comments are published daily. The PHARM
project aims at monitoring and modeling hate speech against refugees and migrants in Greece, Italy,
and Spain. In this direction, a web interface for the creation and the query of a multi-source database
containing hate speech-related content is implemented and evaluated. The selected sources include
Twitter, YouTube, and Facebook comments and posts, as well as comments and articles from a
selected list of websites. The interface allows users to search in the existing database, scrape social
media using keywords, annotate records through a dedicated platform and contribute new content
to the database. Furthermore, the functionality for hate speech detection and sentiment analysis of
texts is provided, making use of novel methods and machine learning models. The interface can be
accessed online with a graphical user interface compatible with modern internet browsers. For the
evaluation of the interface, a multifactor questionnaire was formulated, targeting to record the users’
opinions about the web interface and the corresponding functionality.

Keywords: hate speech detection; natural language processing; web interface; database; machine
learning; lexicon; sentiment analysis; news semantics

1. Introduction

In today’s ubiquitous society, we experience a situation where digital informing
and mediated communication are dominant. The contemporary online media landscape
consists of the web forms of the traditional media along with new online native ones and
social networks. Content generation and transmission are no longer restricted to large
organizations and anyone who wishes may frequently upload information in multiple
formats (text, photos, audio, or video) which can be updated just as simple. Especially,
regarding social media, which since their emergence have experienced a vast expansion
and are registered as an everyday common practice for thousands of people, the ease of
use along with the immediacy they present made them extremely popular. In any of their
modes, such as microblogging (like Twitter), photos oriented (like Instagram), etc., they
are largely accepted as fast forms of communication and news dissemination through a
variety of devices. The portability and the multi-modality of the equipment employed
(mobile phones, tablets, etc.), enables users to share, fast and effortless, personal or public
information, their status, and opinions via the social networks. Thus, communications
nodes that serve many people have been created minimizing distances and allowing free
speech without borders; since more voices are empowered and shared, this could serve as
a privilege to societies [1–8]. However, in an area that is so wide and easily accessible to
large audiences many improper intentions with damaging effects might be met as well,
one of which is hate speech.
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It is widely acknowledged that xenophobia, racism, gender issues, sexual orientation,
and religion among others are topics that trigger hate speech. Although no universally
agreed definition of hate speech has been identified, the discussion originates from dis-
cussions on freedom of expression, which is considered one of the cornerstones of a
democracy [9]. According to Fortuna and Nunes (2018, p. 5): “Hate speech is language
that attacks or diminishes, that incites violence or hate against groups, based on specific
characteristics such as physical appearance, religion, descent, national or ethnic origin,
sexual orientation, gender identity or other, and it can occur with different linguistic styles,
even in subtle forms or when humor is used” [10]. Although international legislation and
regulatory policies based on respect for human beings prohibit inappropriate rhetoric, it
finds ways to move into the mainstream, jeopardizing values that are needed for societal
coherence and in some cases relationships between nations, since hate speech may fuel
tensions and incite violence. It can be met towards one person, a group of persons, or to
nobody in particular [11] making it a hard to define and multi-dimensional problem. Specif-
ically, in Europe as part of the global North, hate speech is permeating public discourse
particularly subsequent to the refugee crisis, which mainly -but not only- was ignited
around 2015 [12]. In this vein, its real-life consequences are also growing since it can be a
precursor and incentive for hate crimes [13].

Societal stereotypes enhance hate speech, which is encountered both in real life and
online, a space where discourses are initiated lately around the provision of free speech
without rules that in some cases result to uncontrolled hate speech through digital technolo-
gies. Civil society apprehensions led to international conventions on the subject and even
further social networking sites have developed their own services to detect and prohibit
such types of expressed rhetoric [14], which despite the platforms’ official policies as stated
in their terms of service, are either covert or overt [15]. Of course, a distinction between
hate and offensive speech must be set clear and this process is assisted by the definition of
legal terminology. Mechanisms that monitor and further analyze abusive language are set
in efforts to recognize aggressive speech expanding on online media, to a degree permitted
by their technological affordances. The diffusion of hateful sentiments has intrigued many
researchers that investigate online content [11,13,15,16] initially to assist in monitoring the
issue and after the conducted analysis on the results, to be further promoted to policy and
decision-makers, to comprehend it in a contextualized framework and seek for solutions.

Paz, Montero-Díaz, and Moreno-Delgado (2020, p. 8) refer to four factors, media
used to diffuse hate speech, the subject of the discourse, the sphere in which the discourse
takes place, and the roots or novelty of the phenomenon and its evolution that each one
offers quantification and qualification variables which should be further exploited through
diverse methodologies and interdisciplinarity [17]. In another context, anthropological
approaches and examination of identities seek for the genealogy through which hate
speech has been created and sequentially moved to digital media as well as the creation
of a situated understanding of the communication practices that have been covered by
hate speech [13]. Moreover, on the foundation to provide a legal understanding of the
harm caused by hateful messages, communication theories [18] and social psychology [19]
are also employed. Clearly, the hate speech problem goes way back in time, but there are
still issues requiring careful attention and treatment, especially in today’s guzzling world
of social media and digital content, with the vast and uncontrollable way of information
publishing/propagations and the associated audience reactions.

1.1. Related Work: Hate Speech in Social Media and Proposed Algorithmic Solutions

Hate speech has been a pivotal concept both in public debate and in academia for
a long time. However, the proliferation of online journalism along with the diffusion of
user-generated content and the possibility of anonymity that it allows [20,21] has led to the
increasing presence of hate speech in mainstream media and social networks [22,23].

During the recent decades, media production has often been analyzed through the
lens of citizen participation. The idea of users’ active engagement in the context of main-
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stream media was initially accompanied by promises of enhancing democratization and
strengthening bonds with the community [24,25]. However, the empirical reality of user
participation was different from the expectations, as there is lots of dark participation,
with examples ranging from misinformation and hate campaigns to individual trolling
and cyberbullying; a large variety of participation behaviors are evil, malevolent, and
destructive [22]. Journalists identify hate speech as a very frequently occurring prob-
lem in participatory spaces [8]. Especially comments, which are considered an inte-
gral part of almost every news item [26], have become an important section for hate
speech spreading [27].

Furthermore, an overwhelming majority of journalists argue that they frequently
come upon hate speech towards journalists in general, while most of them report a strong
increase in hate speech personally directed at them [28]. When directed at professionals,
hate speech can cause negative effects both on journalists themselves and journalistic
work: it might impede their ability to fulfill their duties as it can put them under stark
emotional pressure, trigger conflict into newsrooms when opinions diverge on how to
deal with hateful attacks or even negatively affect journalists’ perception of their audi-
ence [28]. Hence, not rarely, professionals see users’ contributions as a necessary evil [27]
and are compelled to handle a vast amount of amateur content in tandem with their other
daily tasks [29].

To avoid problems, such as hate speech, and protect the quality of their online outlets,
media organizations adopt policies that establish standards of conduct and restrict certain
behaviors and expressions by users [30]. Community managers are thus in charge of
moderating users’ contributions [31], by employing various strategies for supervising,
controlling, and enabling content submission [32]. When pre-moderation is followed, every
submission is checked before publication and high security is achieved. However, this
method requires considerable human, financial, and time resources [27]. On the other
hand, post-moderation policies lead to a simpler and more open approach but can lower
the quality [33], exposing the platform to ethical and legal risks. Apart from manual
moderation, some websites utilize artificial intelligence techniques to tackle this massive
work automatically [34], while others implement semi-automatic approaches that assist
humans through the integration of machine learning into the manual process [35].

The automation of the process of hate speech detection relies on the training and
evaluation of models, using annotated corpora. The main approaches include lexicon-
based term detection and supervised machine learning. Lexicons contain a list of terms,
along with their evaluation concerning the relation to hate speech. The terms are carefully
selected and evaluated by experts on the field, and they need to be combined with rule-
based algorithms [36–38]. Such algorithms are based on language-specific syntax and
rules. Computational models such as unsupervised topic modeling can lead to insight
regarding the most frequent terms that allow further categorization of the hate-related
topics [39,40]. In supervised machine learning approaches, models are trained using
annotated corpora. Baseline approaches rely on bag-of-words representations combined
with machine learning algorithms [36–41]. More recent methods rely on deep learning and
word embeddings [42,43]. The robustness of a supervised machine learning algorithm and
its ability to generalize for the detection of hate in unseen data relies on the retrieval of vast
amounts of textual data.

Big data analytics of social media contents is an emerging field for the management
of the huge volumes that are created and expanded daily [44]. Most social media services
offer dedicated application programming interfaces (APIs) for the collection of posts and
comments, to facilitate the work of academics and stakeholders. Using a dedicated API, or
a custom-made internet scraper makes it easy to retrieve thousands of records automat-
ically. Twitter is the most common choice, due to the ease-of-use of its API, and its data
structure that makes it easy to retrieve content relevant to a specific topic [36,37,41]. While
textual analysis is the core of hate speech detection, metadata containing information about
the record (e.g., time, location, author, etc.) may also contribute to model performance.
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Hate speech detection cannot be language-agnostic, which means that a separate corpus or
lexicon and methodology needs to be formed for every different language [36,37,45]. More-
over, a manual annotation process is necessary, which, inevitably introduces a lot of human
effort, as well as subjectivity [36]. Several annotation schemes can be found in literature,
differing in language, sources (e.g., Twitter, Facebook, etc.), available classes (e.g., hate
speech, abusive language, etc.), and ranking of the degree of hate (e.g., valence, intensity,
numerical ranking, etc.) [37]. The selected source itself may influence the robustness of the
algorithmic process. For instance, Twitter provides a maximum message length, which
can affect the model fitting in a supervised training process [36]. Multi-source approaches
indicate the combination of different sources for analytics [46]. In [47] for example, Twitter
data from Italy are analyzed using computational linguistics and the results are visualized
through a Web platform to make them accessible to the public.

1.2. Project Motivation and Research Objectives

Based on the preceding analysis, there is missing a multilingual hate-speech detection
(and prevention) web-service, which individuals can utilize for monitoring informatory
streams with questionable content, including their own user-generated content (UGC)
posts and comments. More specifically, the envisioned web environment targets to offer an
all-in-one service for hate speech detection in text data deriving from social channels, as
part of the Preventing Hate against Refugees and Migrants (PHARM) project. The main
goal of the PHARM project is to monitor and model hate speech against refugees and
migrants in Greece, Italy, and Spain to predict and combat hate crime and also counter its ef-
fects using cutting-edge algorithms. This task is supported via intelligent natural language
processing mechanisms that identify the textual hate and sentiment load, along with related
metadata, such as user location, web identity, etc. Furthermore, a structured database is
initially formed and dynamically evolving to enhance precision in subsequent searching,
concluding in the formulation of a broadened multilingual hate-speech repository, serving
casual, professional, and academic purposes. In this context, the whole endeavor should
be put into test through a series of analysis and assessment outcomes (low-/high-fidelity
prototypes, alpha/beta testing, etc.) to monitor and stress the effectiveness of the offered
functionalities and end-user interface usability in relation to various factors, such as users’
knowledge and experience background. Thus, standard application development proce-
dures are followed through the processes of rapid prototyping and the anthropocentric
design, i.e., the so-called logical-user-centered-interactive design (LUCID) [48–52]. There-
fore, audience engagement is crucial, not only for communicating and listing the needs
and preferences of the targeted users but also for serving the data crowdsourcing and
annotating tasks. In this perspective, focusing groups with multidisciplinary experts of
various kinds are assembled as part of the design process and the pursued formative
evaluation [50–52], including journalists, media professionals, communication specialists,
subject-matter experts, programmers/software engineers, graphic designers, students,
plenary individuals, etc. Furthermore, online surveys are deployed to capture public
interest and people’s willingness to embrace and employ future Internet tools. Overall,
following the above assessment and reinforcement procedures, the initial hypothesis of this
research is that it is both feasible and innovative to launch semantic web services for detect-
ing/analyzing hate speech and emotions spread through the Internet and social media and
that there is an audience willing to use the application and contribute. The interface can be
designed as intuitively as possible to achieve high efficiency and usability standards so that
it could be addressed to broader audiences with minimum digital literacy requirements. In
this context, the risen research questions (RQ) elaborated to the hypotheses are as follows:

RQ1: Is the PHARM interface easy enough for the targeted users to comprehend and
utilize? How transparent the offered functionalities are?
RQ2: What is the estimated impact of the proposed framework on the journalism pro-
fession and the anticipated Web 3.0 services? Are the assessment remarks related to the
Journalism profession?
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2. Materials and Methods

As a core objective of the PHARM project is to build a software environment for
querying, analyzing, and storing multi-source news and social media content focusing on
hate speech against migrants and refugees, a set of scripts for Natural Language Processing
(NLP) has been developed, along with a web service that enables friendly user interaction.
Let the former be called the PHARM Scripts, the latter the PHARM Interface, and both
of them the PHARM software. All these implementations are constantly elaborated and
updated as the project evolves, the source code of the PHARM Scripts, along with the
required documentation, is publicly available as a GitHub repository (http://github.com/
thepharmproject/set_of_scripts, accessed on 18 March 2021), while the PHARM Interface
has the form of a website (http://pharm-interface.usal.es, accessed on 18 March 2021). The
detailed documentation of the algorithms is out of the scope of the current work, so only a
brief presentation of the relevant functionality follows. Comprehensive documentation
and use instructions for the interface are available online (http://pharm-interface.usal.
es/instructions, accessed on 18 March 2021) in English, Greek, Italian and Spanish.

2.1. Data Collection

The core outcome of the PHARM software concern a multi-source platform for the
analysis of unstructured news and social media messages. On the one hand, it is very
important for hate speech texts to include both data (texts of the news or social media
messages) and metadata (location, language, date, etc.). On the other hand, the diversity
of the sources is unquestionable and thus, mandatory. Therefore, several sources have
been selected for the collection of content related to hate speech, while all the required
technical implementations have been made to collect the necessary data from these sources.
The sources include websites in Greek, Italian, Spanish as well as Twitter, YouTube, and
Facebook and concern articles, comments, tweets, posts, and replies. The list of the
sources was initialized and updated by the media experts. The list of the sources includes
22 Spanish, 12 Italian, and 16 Greek websites that are prone to publishing hate speech
content in the articles or the comments section. Site-specific scripts for scraping have
been developed for the collection of semi-structured content (including the accompanying
metadata) from the proposed websites, while content from open Facebook groups and
pages, as well as websites that are not included in the list, are supported using a site-
agnostic scraping method. Tweets are gathered using a list of hashtags and filters containing
terms relevant to anti-immigration rhetoric and YouTube comments are collected using
search queries relevant to immigration. To store, query, analyze and share news and
social media messages, PHARM software adopts a semi-structured format based on JSON
(JavaScript object notation), adapted to media features.

2.2. Data Format

Taking into account the requirements of the project (i.e., the use of some relevant extra
information for hate speech analysis), the sources that are used for scraping content (i.e.,
website articles and comments, YouTube comments, tweets), interoperability and compat-
ibility considerations for importing and exporting data between the PHARM Interface,
PHARM Scripts, and third-party applications, some general specifications for the data
format have been set. The main field is the text (i.e., content), accompanied by the id,
annotations, and meta fields. The meta field is a container that includes all metadata. A
minimum set of metadata is used for all platforms (i.e., type, plang, pdate, phate, psent,
pterms, ploc). These fields are found for all records across different sources. Table 1 presents
the proposed data scheme.
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Table 1. The common fields of the specified data format.

Field Description

id unique identifier
text content

annotations hate speech and sentiment annotations
meta/type type of text (tweet, article, post, comment, etc.)

meta/plang language detection via PHARM Scripts
meta/pdate datetime estimation via PHARM Scripts
meta/phate hate speech detection via PHARM Scripts
meta/psent sentiment analysis via PHARM Scripts

meta/pterms frequent terms collection via PHARM Scripts
meta/ploc geolocation estimation via PHARM Scripts
meta/meta unsorted metadata

In the cases of web scraping, metadata depends on the available data provided by
each site, whereas for YouTube comments and tweets, where the corresponding API is
used, specific metadata have been selected and are stored along with the text. Table 2
demonstrates the fields that are used for data that originate from the Twitter and YouTube
social media platforms.

Table 2. The metadata fields that are exploited for the YouTube and Twitter records.

Twitter YouTube

tweet id comment id
is retweet reply count
is quote like count
user id video id

username video title
screenname channel

location video description
follower count author id

friend count author name
date date

2.3. Data Analysis

The most notable analysis methods that are used in the PHARM software concern
date, time, and geolocation estimation, language detection, hate speech detection, and
sentiment analysis. Various software libraries have been deployed for implementing the
supported analysis methods, along with custom algorithms that have been developed
specifically for the PHARM software. A brief description of these methods follows.

Language Detection: The PHARM software mainly processes text produced in Greek,
Italian, and Spanish languages but many of the sources may contain texts in other languages
or local dialects [53]. To work with these three national languages, a procedure to detect
the language of the media text when it is not properly declared has been specified. An
ensemble approach for improved robustness is adopted, querying various language detec-
tion libraries simultaneously. Amongst the used libraries are the textblob and googletrans
Python libraries [54,55].

Geolocation Estimation: Geolocation identification of the collected texts is considered
useful for analysis [53]. Therefore, a method for detecting geolocation from text data
has been implemented. Named entities are extracted from texts and geocoded i.e., the
geographical coordinates are retrieved for the found entities. The named entities include
geopolitical entities (GPE) (i.e., countries, cities, states), locations (LOC) (i.e., mountains,
bodies of water), faculties (FAC) (buildings, airports, highways, etc.), organizations (ORG)
(companies, agencies, institutions, etc.). For this method, the Nominatim geocoder, along
with openstreetmap data are used [56].
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Datetime Estimation: Besides location and language, when metadata is available,
relevant extra information for hate speech analysis can be used. Some of this extra informa-
tion, such as date or time, may be available in different formats, introducing the necessity
of standardization. Therefore, a method for detecting and standardizing date and time
information from meta- and text- data has been implemented. A couple of Python libraries
(e.g., dateparser, datefinder, and parsedatetime) are exploited for detecting datetime objects
in texts. This is based on metadata analysis, where date information is commonly present.
If datetime detection fails for the metadata, the same workflow is applied to the text data.

Hate Speech Detection: Undoubtedly, hate speech detection is a core algorithmic
asset for the project. Therefore, a couple of methods for detecting hate speech have been
implemented, based on both an unsupervised and a supervised approach. The former
concerns a lexicon-based method relying on a dictionary containing static phrases, along
with dynamic term combinations (i.e., adjectives with nouns), while the latter refers to a
machine learning procedure. For both methods, a language model is loaded (according
to the language of the text) and common normalization practices are taking place (lower-
casing, lemmatization, stop-word and punctuation removal). In the first case, the targeted
terms are being searched and the text, while in the second, a recurrent neural network
(RNN) undertakes the task of detecting hate speech [41,57]. For this reason, a pretrained
tokenizer and a deep network consisting of an embedding layer, a gated recurrent unit
(GRU) layer, and a fully connected layer are deployed. The models and the tokenizer have
been trained using the Keras framework [58].

Sentiment Analysis: Similarly, two methods for sentiment analysis in the context of
hate speech against refugees have been embedded in the interface [45,59]. These follow the
same concepts as in hate speech detection but exploiting different lexicons and training
data. The unsupervised method adopts many key aspects of the SentiStrength algorithm,
such as the detection of booster, question, and negating words [60]. The supervised model
for sentiment analysis follows the same architecture as the one for hate speech detection,
trained on a different corpus.

Topic Modeling: The lexicons for both hate speech and sentiment analysis were
developed by a team of experts in the field of journalism, communication, and media.
To facilitate the process with automated text analysis, exploratory content processing
techniques for topic modeling and entity collection have been deployed as well. The
dictionaries have been built using frequent words, boosted by entity extraction based
on ter frequency (TF) for absolute entity counting and term frequency-inverse document
frequency (TF-IDF) for proportional counting, showing how important an entity is for the
document or even the entire corpus [39,59].

2.4. Project Analysis and Usability Evaluation

The defined research questions and the elongated conclusions were supported by
an empirical survey regarding the evaluation of the developed interface, while its statis-
tical results are presented in the respective section of the manuscript. In this context, a
multifactor questionnaire was formulated, targeting to record the users’ opinions about
the web interface and the corresponding functionalities. It has to be noted that in this
section, an overview of the questionnaire is exhibited, along with the survey identity, while
a detailed description can be accessed in the manuscript appendix. The evaluation process
was categorized into 8 major factors, namely the efficiency (7 items), usability (12 items),
learnability (5 items), satisfaction (11 items), navigation (4 items), content (6 items), inter-
activity (5 items) and design (3 items) of the web interface. Furthermore, the participants
were called to answer about the area that the web interface usage could cover according to
their interests (5 items) and the scope of utilization in public information and awareness
(6 items). Taking into account the main functionalities of the web interface, a stand-alone
question was posed regarding the assessment of the contribution of the project towards
the identification of hate speech mechanisms and sentiment loads in text data. All the
aforementioned metrics were measured on a 5-level Likert scale, ranging from 1—strongly
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disagree to 5—strongly agree. The demographic questions that were involved in the sur-
vey addressed gender (male, female, other, no answer), age (18–22, 23–30, 31–40, 41–50,
over 50), education (high school, vocational learning, bachelor, master, Ph.D.), computer
familiarity (Likert scale 1–5), Internet familiarity (Likert scale 1–5), news awareness (Likert
scale 1–5) and the profession (in 9 categories) of the participants. However, a dedicated
binary inquiry was inserted recording if the participant works/ has worked as a journalist
(yes-no), because of the additive value in the assessment of the web service that focuses on
hate speech detection. Table 3 summarizes the set of questions that were implicated in the
current survey.

Table 3. Overview of the formulated questionnaire.

# Questions/Factors Measure

1 Efficiency-7 items Likert Scale 1–5
2 Usability-12 items Likert Scale 1–5
3 Learnability 5 items Likert Scale 1–5
4 Satisfaction-11 items Likert Scale 1–5
5 Navigation-4 items Likert Scale 1–5
6 Content-6 items Likert Scale 1–5
7 Interactivity-5 items Likert Scale 1–5
8 Design-3 items Likert Scale 1–5
9 “Use for” scenarios-5 items Likert Scale 1–5
10 Public Information and Awareness-6 items Likert Scale 1–5
11 Contribution to hate speech/ sentiment detection Likert Scale 1–5
12 Gender Male/Female/Other/No answer
13 Age 18–22, 23–30, 31–40, 41–50, 50+

14 Education Highschool, Vocational Learning,
Bachelor, Master, PhD

15 Computer Familiarity Likert Scale 1–5
16 Internet Familiarity Likert Scale 1–5
17 News Awareness Likert Scale 1–5
18 Profession 9 Categories
19 Working/has worked as Journalist Binary Yes-No

The survey was conducted mainly via the social media channels of the authors, while
the final number of gathered responses reached n = 64. The temporal length upon the
completion of the survey ranged from 7 to 10 min, while in this duration the participants
had to navigate and interact with the website interface and at the same time to answer the
projected inquiries regarding its evaluation. The moderate number of responses can be
justified on the multidisciplinary nature of the conducted research, which prerequisites
more expertise and of course more time since several tasks were involved during the
assessment process. Nevertheless, the aforementioned argument favors the reliability of
the evaluation results because of the volunteered engagement of the 64 users in the survey.
Finally, it has to be highlighted that this is the first time that the project is assessed, aiming at
preliminary evaluation remarks for further optimizing crucial aspects of the interface based
on the participants’ opinions. A reliability test was conducted on the questionnaire, based
on Cronbach’s alpha, revealing the respective coefficient a = 0.87, therefore supporting
confident statistical results in the following section. Table 4 presents the basic demographic
information of the respondents.

18



Future Internet 2021, 13, 80

Table 4. Demographic Information of Participants.

# Question Answers-Distribution

1 Gender Male (28.1%), Female (71.9%)

2 Age 18–22 (12.5%), 23–30 (43.8%), 31–40 (34.4%),
41–50 (4.7%), 50+ (4.7%)

3 Education Highschool (14.1%), Vocational Learning (1.6%),
Bachelor (31.3%), Master (45.3%), PhD (7.8%)

4 Computer Familiarity 1 (3.1%), 2 (29.7%), 3 (20.3%), 4 (34.4%), 5 (12.5%)
5 Internet Familiarity 1 (1.6%), 2 (18.8%), 3 (9.3%), 4 (54.7%), 5 (15.6%)
6 News Awareness 1 (0%), 2 (3.1%), 3 (21.9%), 4 (37.5%), 5 (37.5%)
7 Working/has worked as Journalist Yes (46.9%), No (53.1%)

During the survey preparation, all ethical approval procedures and rules suggested
by the “Committee on Research Ethics and Conduct” of the Aristotle University of Thessa-
loniki were followed.

3. Results

The results of the current research concern the presentation of the functionality and
usability, along with the multi-faceted evaluation of the implemented web interface.

3.1. The Implemented Web Interface

The PHARM Interface serves as the front-end of the PHARM software. It is the
graphical interface for exposing data and functionality to the users and relies on the
back-end, which consists of the PHARM scripts. For the development of the interface,
the Python web framework Flask has been used. The choice is justified, as the NLP
and data analysis scripts are also written in Python and, following this approach, all the
functionality of the interface can be included within a common software project. The
graphical user interface (GUI) has been mainly designed in Bootstrap, a popular HTML,
CSS, and JavaScript library. Additional HTML, CSS, and JavaScript blocks have been
added where needed. The Flask project has been deployed on a virtual machine and is
served using the Waitress, a production-quality pure-Python web server gateway interface
(WSGI) with very acceptable performance. The PHARM Interface is accessible at http:
//pharm-interface.usal.es (accessed on 18 March 2021). The home screen of the Interface
gives some basic information about the PHARM project and provides a starting point for
accessing the supported NLP methods (Figure 1).

Let us further describe the software by analyzing the types of users and the actions that
have been formally specified. The core functions of the Interface are five: search, analyze,
scrape, annotate, and submit, whereas two types of users have been defined: the visitor and
the contributor. A visitor can search and analyze hate speech data, while the contributor
can also scrape, annotate and submit relevant content. The functions that are available to
all users can be considered as public, while the rest as private. The private functionality is
only accessible by registered users which are intended to be media professionals. Figure 2
demonstrates the succession of all functions in a single workflow, divided into the two
aforementioned groups. As the current work focuses on the public functionality of the
interface, only a brief description of the private functions is given.
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Figure 1. The home screen of the Preventing Hate against Refugees and Migrants (PHARM)
web interface.

Figure 2. The private (orange) and public (blue) functionality of the PHARM Interface.

Search: One of the main functionalities of the interface is the navigation through the
hate speech records contained in the database. The user can view records for any supported
language (English, Greek, Italian, Spanish) or, additionally, filter the results by applying a
variety of filters. The available filters are:

• Source selection (tweets, Facebook posts and replies, website articles and comments).
• Date and time selection (show results inside a specific period).
• Annotation filtering (hate/no hate, positive/neutral/negative sentiment).
• Keyword filtering (a search query for finding occurrences to texts).

The user can preview the records as a list, download them as a CSV or a JSON
file, or display detailed information for each item. The search results can be viewed
and downloaded either in the “simple” or the “scientific” form, disabling or enabling
the presence of metadata, respectively. Figure 3 presents the search results screen of
the interface.

Analyze: When a record is selected, or a text is placed on the home screen, a detailed
report appears. The location is marked on a map and the results of various text analysis
algorithms are presented with graphics (icons, bars, etc.). The results concern hate speech
detection and sentiment analysis (for both unsupervised and supervised classification
methods), frequent entity detection, and geolocation estimation. Figure 4 depicts the
analysis screen of the PHARM interface.
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Figure 3. The search results screen of the PHARM Interface.

Figure 4. The analysis screen of the PHARM Interface.

Scrape: The PHARM interface enables the mass-collection of text data from two
popular platforms: Twitter and YouTube. A user can collect hate speech data from Twitter,
by selecting language (Greek, English, Italian, or Spanish) and invoking the process. The
tweets are collected based on language-specific lexicons that have been developed in the
context of the project. The process stops after a user-configurable time interval and a link is
provided for downloading a JSON file that contains the data. These data may be further
used for annotation, submission to the PHARM database, or any other NLP task. In the
case of YouTube, instead of selecting the language, a search query should be set. The search
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query can include individual search terms or a combination of them, separated by a comma.
The resulting data can be downloaded as a CSV or JSON file.

Annotate: The annotation process is powered by the Doccano tool [61]. Doccano is an
annotation management system for text data and can be used for developing datasets for
facilitating classification, entity tagging, or translation tasks. In the context of the PHARM
project, it is used for text classification and each record should be labeled with specific tags
denoting hate speech and sentiment load.

Submit: Data entry can be executed either one by one or massively. Concerning the
first method, the user should set all data (text) and metadata (source, language, date, hate,
sentiment, etc.) via the corresponding input forms (i.e., text fields, radio buttons, etc.). If
data are already formed appropriately, they can be imported as a JSON file too.

3.2. Analysis and Usability Evaluation Results

The web interface was developed during the last year, while critical alpha evalu-
ation tests were conducted inside the research team. Furthermore, the implemented
interface was subjected to a beta assessment process by experts in the scientific fields
of web design, web graphics, etc., aiming at the detection and correction of problematic
aspects/ flaws at an early stage. Consequently, the final step of the evaluation was the
conducted broadened empirical survey via the formulated questionnaire of Section 2.4,
while in this section the extracted results are presented. Specifically, Figure 5 exhibits
the responses regarding the suitability of the web interface towards the hate speech and
sentiment loads detection mechanisms in text data, gathering 75% of agree/strongly agree
evaluation score.

Figure 5. Responses to the suitability of the PHARM interface.

As Table 5 presents, the eight evaluation factors are constituted by various numbers
of items, therefore for homogeneity and statistical purposes, the average scores of the
Likert-scaled items were computed for each metric. Table 5 exhibits the mean and standard
deviation values of the assessment factors based on the responses of the n = 64 participants.
The results showed that in all aspects the web interface grades are prone to four with
a lower to one standard deviation, therefore indicating a well-designed web interface,
with increased usability, presenting comprehensive content, navigation, and interaction
mechanisms, and being easy-to-learn. Of course, these general results are further processed
towards the determination of inner class correlations and group scores differentiations to
address the defined research questions of the survey.
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Table 5. Statistical values of evaluation factors.

# Factor Mean Standard Deviation

1 Efficiency 3.72 0.73
2 Usability 3.95 0.64
3 Learnability 3.97 0.68
4 Satisfaction 3.71 0.73
5 Navigation 3.93 0.82
6 Content 3.74 0.55
7 Interactivity 3.85 0.67
8 Design 3.66 0.88

One of the main concerns for the effective engagement of users into a web interface is
their knowledge background, possible previous experience in similar services, etc. There-
fore, while addressing RQ1, the evaluation metrics were examined in relation with com-
puter and Internet familiarity of the implicated users, towards the extraction of meaningful
results. Taking into consideration that the factors of computer familiarity and Internet
familiarity are answered in a 5-level Likert scale, the subjective judgment of knowledge
background is unavoidably inserted in the statistical analysis. Because of possible error
propagation due to the moderate number of participants and also the preliminary nature of
the conducted survey, the responses in these two factors are grouped into two major cate-
gories. Specifically, the recoded categories are poor familiarity (including Answers 1 and 2)
and good familiarity (including Answers 4 and 5), leaving out the moderate/ ambiguous
level of computer and Internet familiarity (Level 3 in Likert scale), therefore functioning in
a binary mode. Taking into consideration the continuous-form variables of the evaluation
factors and the nominal two-scaled grouping of computer and Internet familiarity items,
the statistical analysis proceeded into independent samples t-test methods, in order to com-
pute the average scores differentiations of the assessment values into the formulated groups
of participants.

Figure 6 graphically exhibits the crosstabulation matrices of average evaluation scores
of the groups, while Table 6 presents the calculated values of the conducted t-tests, with
significance level a = 0.05. In this context, statistically significant differentiations in
average scores between groups were computed for usability, learnability, navigation
in the computer familiarity groups, while only for the first two ones in the Internet
familiarity groups.

Because of the specific contribution of the PHARM Project in hate speech detec-
tion in textual data, affecting public news and awareness, the second research question
(RQ2) refers to the assessment of the web interface from participants that work (or have
worked) in journalism compared to simple users with other professions. For this rea-
son, a dedicated independent samples t-test was conducted for the evaluation scores of
these two groups (answering YES if they work/have worked as journalists and NO if not
the case).

Figure 7 presents the average values of the eight evaluation factors for the two subsets
of participants, while Table 7 exhibits the related t-test outputs, again in a = 0.05 significance
level. As can be observed, there was statistical significant difference in the average scores
of the two groups only for the efficiency evaluation factor.
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Figure 6. Average evaluation scores of the two groups for computer and internet familiarity variables.

Table 6. T-tests results for correlation between the evaluation factors and the groups of computer
and Internet familiarity variables.

# Factor
Computer Familiarity Internet Familiarity

t-Value p-Value t-Value p-Value

1 Efficiency 0.598 0.554 0.105 0.917
2 Usability −2.514 0.018 * −2.067 0.045 *
3 Learnability −2.283 0.030 * −2.217 0.032 *
4 Satisfaction −1.015 0.318 −0.821 0.416
5 Navigation −2.265 0.031 * −0.349 0.728
6 Content −1.267 0.215 −1.347 0.185
7 Interactivity −1.231 0.228 −0.525 0.602
8 Design −0.764 0.451 −0.517 0.608

* Statistically significant difference between groups at a = 0.05 significance level

Figure 7. Average evaluation scores of groups in Journalism variable.
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Table 7. Independent samples t-test of evaluation scores for the groups of working/ have worked as
journalists or not.

# Factor t-Value p-Value

1 Efficiency 2.230 0.029 *
2 Usability −0.399 0.691
3 Learnability 0.096 0.924
4 Satisfaction 0.275 0.784
5 Navigation −0.033 0.974
6 Content 0.425 0.672
7 Interactivity 0.750 0.456
8 Design −0.278 0.782

* Statistically significant difference between groups at a = 0.05 significance level

4. Discussion

Overall, as Figure 6 presents, the PHARM interface was positively evaluated by
the engaged participants (75%), while special attention was given to the remaining 25%
concerning possible problems or negative aspects and functionalities of the platform, for
subsequent developed versions. While referring to RQ1, the second column of Table 6
indicates that there is statistical significant difference between the mean scores of the groups
of computer familiarity with respect to usability (p = 0.018), learnability (p = 0.030), and
navigation (p = 0.031) evaluation factors of the interface. This fact is also validated in
Figure 6, since the average values for the computer poor familiarity group are substantial
lower versus the good familiarity one, in the factor of usability (2.96 vs. 4.01), learnability
(3.00 vs. 4.03) and navigation (2.50 vs. 3.97). These results imply that amateurs in computer
science participants confronted potential difficulties while navigating or learning how to
utilize the web interface. In this context, some modifications are necessary for further
optimizing the end-user interface to become more comprehensive, with increased usability.
Nevertheless, for the rest of five evaluation factors, there was no statistically significant
difference between the groups of computer familiarity, which is in accordance with the
similar average values in these cases of Figure 6. Consequently, the conducted tests
indicated towards the users’ satisfaction and web service efficiency, along with the inclusion
of adequate content, design, and interactivity mechanisms.

Almost the same results were retrieved for the two groups of Internet familiarity
(RQ2), since there was statistically significant difference only for usability (p = 0.045)
and learnability (p = 0.032) metrics (without any difference in navigation). The average
evaluation scores of Internet poor familiarity group were substantially lower compared to
the good familiarity one for usability (3.17 vs. 4.05) and learnability (3.20 vs. 4.09), while
there were no crucial differentiations for the remaining six evaluation factors. Taking into
consideration the aforementioned results, the web interface was, in general, positively
evaluated by all participants for most of its aspects, while specific actions are required
in further optimizations/evolvement of the platform, to address the low usability and
learnability scores for the less technologically experienced users. For instance, short
“how-to” videos and simplified versions of manuals are already discussed among the
research team members, to address the usability, navigation, and learnability deficiencies
for potential amateur users.

With regard to RQ2, the extracted p values of Table 7 indicate that there is a statistically
significant difference of evaluation scores between the two groups only for the factor of
the efficiency (p = 0.029) of the web platform, while the exact average values are 3.51 for
the subset who work/ have worked in journalism compared to 3.91 for those who have no
relationship with it. This fact implies that the first group remains somehow skeptical about
the effectiveness of the web service towards the detection of hate speech and emotional load
in text, which mainly relies on human-centric approaches due to the implicated subjectivity.
Therefore, the integrated natural language processing modules will be further evolved to
achieve maximum precision, persuading for applicability of the innovative automations
without human intervention. However, it has to be highlighted that in all other assessment
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metrics there was no substantial difference in the average evaluation scores, validating
the high-quality content, design, navigation mechanisms, etc., either for professionals or
simple users (with scores usually close to four for both groups).

The web service that has been presented in the current paper is part of a software
framework for the collection and analysis of texts from several social media and websites,
containing hate speech against refugees. The web service covers the functionality of
web scraping, annotating, submitting annotated content and querying the database. It
supports multi-language and multi-source content collection and analysis. This allows the
formulation of a comprehensive database that can lead to the development of generalized
hate speech and sentiment polarity modeling. This is expected to contribute significantly
in the enhancement of semantic aware augmentation of unstructured web content. Future
plans include an in-depth evaluation of state-of-the-art technologies in the big data volumes
that are collected and annotated constantly through the PHARM software. Providing the
functionality and the database online, makes it accessible to the public and allows more
people to get involved. The results of the formative evaluation that are presented validate
the appeal of the project to the target audience, and provide important feedback for the
improvement of future versions. Subsequent larger scale and more generalized evaluation
phases will follow, according to the adopted human-centered LUCID design.
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Abstract: In recent years, the area of financial forecasting has attracted high interest due to the emer-
gence of huge data volumes (big data) and the advent of more powerful modeling techniques such
as deep learning. To generate the financial forecasts, systems are developed that combine methods
from various scientific fields, such as information retrieval, natural language processing and deep
learning. In this paper, we present ASPENDYS, a supportive platform for investors that combines
various methods from the aforementioned scientific fields aiming to facilitate the management and
the decision making of investment actions through personalized recommendations. To accomplish
that, the system takes into account both financial data and textual data from news websites and the
social networks Twitter and Stocktwits. The financial data are processed using methods of technical
analysis and machine learning, while the textual data are analyzed regarding their reliability and
then their sentiments towards an investment. As an outcome, investment signals are generated based
on the financial data analysis and the sensing of the general sentiment towards a certain investment
and are finally recommended to the investors.

Keywords: Web 3.0; machine learning; sentiment analysis; portfolio optimization; portfolio manage-
ment; media industry; social media; model-based trading

1. Introduction

The financial services sector provides services in the field of finance to individuals
and corporations. This part of the economy consists of a variety of financial firms including
finance companies, banks, investment houses and insurance companies. The industry of
financial services is probably the most important sector of the economy, leading the world
in terms of earnings and equity market capitalization.

Individuals may access financial markets such as stocks and bonds through investment
services. Brokers that are either individuals or online services facilitate the buying and
selling of securities. Financial advisors are responsible for the assets management as well
as the trades of the portfolio assets. Additionally, quant fund is the latest trend of financial
advice and portfolio management, with fully automated algorithmic portfolio optimization
and trade executions. Quant funds refer to investment funds whose securities are chosen
based on the quantitative analysis of numerical data. The analysis is performed by software
programs which utilize advanced mathematical and Artificial Intelligence (AI) models.
These models deal with several challenging tasks in the financial services sector, such as
the accurate prediction of the stock prices. In contrast with traditional methods, quant
funds rely on algorithmic or systematically programmed investment strategies. Thus, they
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are not human-oriented and their decisions rely only on data analysis. In this way, they
can be very useful tools for supporting investors in their investment’s decision making.
Regarding the stock prices prediction, many methods have been proposed by researchers
since the beginning of the stock market [1–7].

Moreover, during the last years with the advent of big data and machine learning in
Web 3.0 technologies, financial forecasting and model-based trading have gained growing
interest. Web 3.0 is the third generation of Internet services for websites and applications
that focus on using a machine-based understanding of data to provide a data-driven and
semantic web. While the traditional methods for financial forecasting were based on
the analysis of the stock prices of the past, nowadays, the efforts consider a variety of
data. More specifically, the huge amount of available data can be found on social media
and from the media industry (articles and posts) that may be related with significant
societal and political events. These events, as well as the extracted information from their
sentiment analysis, may reflect the stock prices and trends of certain assets. Additionally,
investors tend to follow the general sentiment on a specific topic, something that affects
their final decisions. However, the use of machine learning algorithms and the large
amount of structured data that is produced on a daily basis can give them a more clear
and personalized view of the sentiment and trend of their portfolio assets, assisting their
final decisions.

In this work, we propose ASPENDYS, an interactive web-platform that offers sup-
portive information to investors. The primary aim of the ASPENDYS platform is to assist
investors in the decision making related with stock investments, taking into consideration
multiple sources and a large amount of data by using state of the art prediction algorithms.
Initially, in Section 2, we review the related literature and defined the research gap and
question that our work needs to cover and answer respectively. Then, in Section 3, we
describe the methodology, architecture, data, components and functionalities developed
in the ASPENDYS project. More specifically, the research methodology is described in
Section 3.1 and the architecture of the platform is analyzed in Section 3.2. In Section 3.3,
we describe all the data used by the algorithms of the components. Section 3.4 describes
the algorithms that were used for the extraction of both articles sentiments and the asset
sentiments. Additionally, Section 3.5 analyzes the methodology that was used in the pro-
duction of the data reliability metric. Moreover Section 3.6 describes the methodologies
that are supported for the optimization of the user portfolio. Finally, Section 3.7 presents
the different investment signals generators that are developed and used in the ASPENDYS
platform. In Section 4, we describe the resulting user interface of the ASPENDYS platform,
as well as two application use cases. Additionally, in Section 5, we present the summary of
this work and in Section 6 we analyze how we answered the research questions as well as
the limitations of our study.

2. Related Work

In this section, a detailed literature review is presented regarding stock prediction and
sentiment analysis methods. The section consists of three subsections. Initially, the related
works are divided into two eras, the “before AI era” and the “AI era”. Moreover, works
that justify the correlation of the stock predictions and the general sentiment extracted
from social media are presented. Following this, the academic gaps, the research questions
that arise and the contribution of the proposed platform are defined.

2.1. Before AI Stock Predictions Solutions

The first research attempts in the field of stock prediction values are based either
on econometric models or on technical indexes. The most popular statistical models,
which are widely utilized in econometrics for future prices prediction, are ARIMA and
ARMA [2]. Two popular indexes are utilized for stock assets price prediction: Moving
Average Convergence Divergence (MACD) and Relative Strength Index (RSI). The Volatility
of Average Convergence Divergence [8] is found to be effective for the prediction of a
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specific asset [8]. Moreover, both indexes are proved to be more efficient in stock market
trends prediction than SELL and BUY strategies [9]. Nowadays, state-of-the-art methods
are based mainly on machine learning and deep learning algorithms that have been found
that they achieve better results in stock market prediction.

Moreover, the stock prediction can be enhanced by, or even solely based on, market
information that can be derived from the news spread and circulated in the societal sphere.
Numerous studies have been conducted with the aim to capitalize on this available infor-
mation, particularly since it can be accessed conveniently via digital media. Thus, the field
of sentiment analysis, and the closely related opinion-mining field, emerges. The subject
of the sentiment analysis is the automatic extraction of sentiments, evaluations, attitudes,
emotions and opinion. The emergence and growth of these field takes place in tandem with
the rise of the social media on the web, e.g., reviews, forum discussions, blogs, micro-blogs,
Twitter and social networks, and is clearly related to the fact that a huge volume of data
containing opinions is recorded and available. Sentiment analysis has evolved to be one of
the most active research areas in natural language processing. Data mining, web mining
and text mining also employ sentiment analysis. Apart from being a computer science
field, it has expanded to management sciences and social sciences due to its importance
to business and society and sentiment analysis systems have found their applications in
almost every business and social domain [10,11]. The stock market domain of course could
not constitute an exception.

Two main approaches to the problem of extracting sentiment automatically, prior to
the emergence of AI, can be identified: the lexicon-based approach for automatic sentiment
analysis and the statistical classifier approach. The lexicon-based approach involves calcu-
lating a sentiment for a document from the semantic orientation of words or phrases in the
document. The lexicons contain words or multiword terms tagged as positive, negative or
neutral (sometimes with a value reflecting the sentiment strength or intensity). Examples
of such lexicons include the Hu & Liu Opinion Lexicon, the SentiWordNet Lexicon, the
Multi-perspective Question Answering (MPQA) Subjectivity Lexicon, the General Inquirer,
the National Research Council Canada (NRC) Word-Sentiment Association Lexicon and
the Semantic Orientation Calculator (SO-CAL). The statistical text classification approach
involves building classifiers from labeled instances of texts or sentences, essentially a
supervised classification task [11–13]. Most notably, two lexicon-based mood tracking tools,
OpinionFinder that measures positive versus negative mood and Google-Profile of Mood
States that measures mood in terms of six dimensions, were used in a context related to
the scope of the present work to investigate the hypothesis that public mood states are
predictive of changes in DJIA closing values [14].

Issues regarding lexicon-based methods include the fact that the dictionaries are deemed
to be unreliable, as they are either built automatically or hand-ranked by humans [11], as
well as the need for the lexicons to be domain specific. Moreover, given a sufficiently
large training corpus, a machine learning model is expected to outperform a lexicon-based
model [13].

2.2. AI Era Stock Predictions Solutions

Future price prediction is a complicated task in machine learning field as it is not clear
if asset prices embody investors’ behavior or stock prices time series are random walks.
In the literature, various AI-based and state-of-the-art studies attempted to predict future
prices [3–5]. A variant of Neuro-fuzzy system which employs both recurrent network and
momentum is utilized for the prediction of four assets of Dhaka stock exchange [3]. Various
machine and deep learning methods are used, such as K-Nearest Neighbor regression,
Generalized Regression Neural Networks (GRNN), Support Vector Regression (SVR),
Multi-Layer Perceptron (MLP), Recurrent Neural Network (RNN), Gaussian Processes and
Long-short term memory (LSTM) to predict future values of 111 stock market assets [4].
The employment of Wavenet model to predict the S&P 500 future prices achieves lower
Mean Absolute Scaled Error (MASE) compared with the aforementioned methods [5]. The
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effectiveness of Wavenet model is the main motivation to be utilized in the prediction of
assets’ future values in platform.

With the emergence of AI-based techniques, deep learning neural networks became
the dominant approach to tackle natural language and text processing. These deep learning
approaches include many networks types such as Fuzzy Neural Networks, Convolu-
tional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) and more recently
transformer-based neural networks [15–17]. Numerous studies have been conducted
aiming to leverage the great amounts of available data to extract more accurate and ex-
ploitable stock market information. Sentiment analysis and machine learning principles
were applied to find the correlation between “public sentiment” and “market sentiment”;
firstly, Twitter data were used to predict public mood and subsequently stock market
movement predictions based on the predicted mood and the previous days’ DJIA values
were performed [15]. In a later work, sentiments were derived from Yahoo! Finance Mes-
sage Board texts related to a specific topic of a company (product, service, dividend, etc),
employing thus the “topic sentiment” and not the “public sentiment”. The sentiments were
incorporated into the stock prediction model along with historical prices [18]. Sentiment
analysis and supervised machine learning principles were also applied to the tweets about
a company and the correlation between stock market movements of the company and the
sentiments in tweets was analyzed, concluding that a strong correlation exists between
the rise and fall in stock prices with the sentiments expressed in the tweets [19]. In [6],
the proposed prediction model was based on sentiment analysis of financial news and
historical stock market prices. In the scope of the specification of trading strategies, taking
into account the decaying effect of news sentiment, thus deriving the impact of aggregated
news events for a given asset, was also proposed [20]. Trading strategies that utilize textual
news along with the historic prices in the form of the momentum to obtain profits were
designed by Feuerriegel and Prendinger [7].

Many works have been published concerning financial forecasting and portfolio
management platforms utilizing AI technologies. Researchers are addressing the challenges
arising from the application of AI technologies in quantitative investment. In particular,
they have designed and developed an AI-oriented Quantitative Investment Platform, called
Qlib. It is based on attempts to build a research workflow for quantitative researchers,
utilizing the potential of AI technologies. Their platform integrates a high-performance data
infrastructure with machine learning tools dedicated for quantitative investment scenarios.
It provides flexible research workflow modules with pre-defined implementation choices
regarding investment, as well as a database dedicated to scientific processing of financial
data, typical for tasks in quantitative investment research. Finally, by including basic
machine learning models with some hyper-parameter optimization tools, the authors
reported that Qlib outperforms many of the existing solutions [21].

There are recommendation systems supporting investment decisions, which are based
on extracting buy/sell signals retrieved from technical analyses and predictions of machine
learning algorithms. Through the platform’s interface, users are able to derive their own
conclusions and manage their investment decisions by evaluating the analyzed information
by the system. The authors’ development was based on retrieving historical financial
data regarding various financial products: stocks, funds, government bonds, certificates,
etc. The predictions on the future behavior of a product were derived through machine
learning regression algorithms, such as Random Forest, Gradient Boosting, MLP and
KNNeighbors. The technical analysis factors were calculated by utilizing indicators such
as Relative Strength Index (RSI), Stochastic Oscillator (STOCH), Simple Moving Average
(SMA), Exponential Moving Average (EMA) and others. Finally, their platform provides
representations of prices’ time-series, tables and charts including financial products’ open-
high-low-close values that depend on the aforementioned analyses [22].

Some works integrate sentiment analysis with a SVM-based machine learning method
for forecasting stock market trends [23]. Their contribution consists of considering the
day-of-week effect to derive more reliable sentiment indexes. The financial anomaly day-
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of-week effect [24], which indicates that the average return on Mondays is much lower
than that on the other weekdays, influences the accuracy of the investor sentiment indexes.
Researchers are using this effect by introducing an exponential function on past sentiment
changes on weekends and then generalize to holidays, to adjust the sentiment indexes. To
forecast stock market movement direction, they extract features from unstructured financial
review textual documents from which the sentiment indexes are constructed. Lastly, a
SVM model is employed to produce the stock price predictions by implementing five-fold
cross validation and a rolling window approach.

Some works employed sentiment analysis on Twitter posts in an attempt to produce
social signals to be used along with historical market data, in order to predict cryptocur-
rency prices. They tackled the sentiment analysis task using VADER, and, along with
features produced from market data, they trained MLP, SVM and RF algorithms [25].

There are works that used stock price historical data in combination with financial
news articles’ information to predict the prices of stocks. Testing the performance of
ARIMA, Facebook Prophet and RNN models without textual information, as well as the
performance of RNNs with additional textual information, they concluded that the latter
performed better. More precisely, their results show that an RNN using price information
combined with textual polarity calculated by the nltk Python library, in most cases per-
formed better than the aforementioned models as well as than that of an RNN operating
with price data along with the text as inputs [26].

2.3. Defining the Academic Gaps and Research Questions

Based on the aforementioned analysis, it is concluded that there are various methods
in the literature that deal with the stock prediction. These methods utilize either statistical
methods or AI methods including DNNs. Most of the presented methods use historical
values of the stock prices in order to predict the forthcoming prices, while there are others
that try to predict stock prices through sensing the general sentiment on social media.

Even though there are many works dealing with stock prediction, there are still some
gaps that have to be considered. First, for the stock prediction, most of the existing works
are based on stocks’ historical values. This approach lacks of considering other information
that may be significant, such as social or political events that are depicted in news articles
and social media posts. Such information may lead to the early detection of critical changes
in the trends of stock prices. Feuerriegel and Prendinger [7] proved that such information
can be considered by sensing public sentiment on social media. Thus, the monitoring and
analysis of social medias’ sentiment can be of added value for the stock prediction. In this
aspect, there is a lack of platforms that handle and combine both historical stock prices
and the general sentiment for the investment recommendation. Second, although there are
many platforms or systems that provide advice for investments, also called robo-advisors,
they usually act automatically without providing to the investors the information that
led to their recommendations. Thus, the interpretability of their recommendations is not
well established. Finally, there is the need for an interactive platform that will collect and
analyze data in a daily basis and provide investment recommendations not only for specific
assets but for an investor’s portfolio. The suggestions should be personalized to the profile
of the users so that different advice can be provided to risky and conservative investors.

Following the above research gaps, we propose ASPENDYS, an interactive web-
platform that offers supportive information to investors, thus facilitating the decision
making related with stock investments. The platform consists of several tools and methods
that utilize key technologies of the computer science. These include Natural Language Pro-
cessing (NLP), a sub-field of computer science, and artificial intelligence that can accurately
extract information and insights contained in the textual data as well as categorize and
organize these data. Additionally, in the ASPENDYS platform, deep learning (DL) tech-
nologies were used, which is a sub-field of machine learning concerned with algorithms
inspired by the structure and function of the brain called artificial neural networks.

The research questions (RQ) that have arisen are as follows:
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RQ1: Is the ASPENDYS platform able to provide investment recommendations by
combining both historical stock prices and the extracted sentiment, for an asset, through
the sensing of social media and news websites?

RQ2: Can ASPENDYS platform be used as a supportive tool for investors that will
assist their investment decision making and monitoring?

3. Materials and Methods

3.1. Methodology

Initially, the work started with the collection of the requirements from real users.
For this purpose, a questionnaire was created that was shared to 30 individuals of the
investment private sector in Greece. The end users became aware of the scope of the
ASPENDYS project and the goals of the systems that is going to be developed before filling
in the questionnaire. The results of this research led to the definition of the specification of
the ASPENDYS platform as well as its architecture. More specifically, we concluded that
there was a necessity for implementing components that will collect data from different
sources, check the reliability of these data, generate investment signals and optimize the
user portfolio. All of these components should be integrated into a web application with a
friendly user interface. Following that, we defined the system architecture and declared
the connections among the platform components as it is described in the following sections.
The next step in our research was the literature review for the specific research field in
order to identify the state of the art in the stock market prediction, as described in detail in
the previous section. Based of this literature review, we started implementing each of the
architecture components. Moreover, we defined the sources of both textual and historical
stock prices. Regarding the textual data, we defined that we should use news websites in
order to collect news articles that regard certain assets. In addition, for the collection of
information from social media, Twitter and Stocktwits were selected. Twitter is one of the
most popular social media sites where users express their opinion on various topics. In
addition, they utilize the functionality of hashtags, which allows the filtering and retrieval
of information in an efficient way. Moreover, Stocktwits was selected, as it is very similar
to Twitter and its users are mainly investors. Regarding the retrieval of the stock prices,
Yahoo! Finance was selected, since it provides both historical and up-to-date stock prices
that are updated daily. The final step of our work was the integration of the modules
to a unique platform that exports each component service through RESTful APIs to the
ASPENDYS web application as well as to run several use cases in order to validate our
system, which is described in Section 4.

3.2. System Architecture

In Figure 1, the architecture of the ASPENDYS platform is illustrated. The platform is
separated into seven modules: Data Collection, Database Management System, Portfolio
Optimization, Sentiment Analysis, User Portfolio Management and User Interface.

The Data Collection module is responsible for the extraction of data from various
data sources. It consists of two sub-modules: one retrieves data from the social media
using the Twitter and Stocktwits API, and the other extracts articles and financial data
using the News API and the Yahoo! Finance API. The Database Management System is
responsible for storing and retrieving the data from news articles and financial indicators
that are collected from the Data Collection module. Additionally, this module is used for
user management, for both registration and user data retrieval. The DBMS that is used
is a MySQL server, and the application logic is implemented in Python. The Portfolio
Optimization module is triggered by the User Interface, and its results are shown on it.
This module proposes a better synthesis of the portfolio based on different methods, which
are analyzed in the following subsection.
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Figure 1. ASPENDYS platform architecture.

The Sentiment Analysis module uses input from the Data Collection module through
the database in order to produce the sentiment of the articles and the respective assets.
Using the User Portfolio Management module, the user of the platform is able to create
a new portfolio as well as update the current one. The interaction with this module can
be done through the User Interface and the results are stored in the Database Manage-
ment System. The Signal Generators module consists of four sub-modules that generate
investment signals using different input data. These sub-modules are sentiment, machine
learning, technical analysis and mixed signal generators; more details are provided in the
following sections. The User Interface is the front-end of the ASPENDYS platform where
the user is able to visualize the data in graphs and tables, as well as manage their portfolio.
It is an Angular application [27] that communicates with the data management system as
well as the portfolio optimization and the user portfolio management module.

3.3. Data Collection

In this section, the data collection processing of both texts and prices is described.
Texts are sorted in short-text data derived from Twitter and Stocktwits and long-text data
derived from financial news article platforms, whereas stock prices come from the Yahoo!
Finance site. All data, both textual and numerical, are stored and integrated in SQL type
database. In next subsections, data collection processing and data features are presented
in detail.

3.3.1. Twitter

To collect tweets from the social media platform Twitter, we used tweepy [28], an
open-source Python library, which handles the connection to Twitter’s API [29] given the
required account information and streams tweets based on certain word filters and other
search parameters. On a daily basis, the platform collects tweets for each asset, based
on the condition of including the asset’s name or using a set of relevant hashtags. The
information stored for each tweet is tweet’s id, text, number of re-tweets, creation date,
user’s screen name, whether the user is verified, user creation date, number of followers,
status count, number of friends and, finally, number of mentions, URLs and hashtags used.
A tweet is stored in the database, after checking its credibility and if its id (incremental
integer value) is larger than the most recently stored tweet in the database, ensuring that no
duplicates are stored. The credibility of the tweets is checked by classifying them into two
classes (credible or non-credible) by a Random Forest classifier trained on the CREDBANK
dataset [30] and based on the rationale described in [31]. The features of tweets used as
input for the classifier are: the user creation date, whether the user is verified, the status
count and the numbers of followers, friends, mentions and URLs and hashtags used.
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3.3.2. Stocktwits

Regarding the collection of data from Stocktwits social media platform, we used
Stocktwits’ API [32]. Stocktwits for each asset are retrieved daily using the asset’s ticker.
The information stored for each one is the id, text, number of mentioned users, creation
date, sentiment of the stocktwit as generated by the platform, username, user creation date
(join date), whether the account is official, number of followers and number of accounts
that the user is following. Consequently, the credibility of the stocktwits is checked, and
they are stored in the database if their id is larger, meaning they are more recent than
the last Stocktwits post in the database. The credibility of the stocktwits is checked using
the same Random Forest classifier used in the case of tweets retrieved from Twitter, the
only difference being the features used as input for the classifier. Since less information is
available for these stocktwits, only the creation data, whether the account is official and
the numbers of followers and accounts that the user is following are used as input for the
classifier, with all other count features regarded as equal to zero.

3.3.3. News Articles

To perform sentiment analysis on news data, concerning the involved assets, we collect
news articles on a daily basis from six liable sources: BBC News, Reuters, Coin-telegraph,
Yahoo! Finance, The Wall Street Journal and Bloomberg. The search terms applied to
retrieve relevant articles is the asset’s name, as well as the asset’s ticker. For some assets,
only the asset’s name was used as a search term, as their ticker is a too vague term (e.g., C
for Citigroup, V for Visa or F for Ford). For the articles’ collection, a set of web scrapers
were developed and used in combination with the Python library NewsAPI [33].

The following information is collected for every gathered news article: the article’s
title, the full text, posting date, writer and source’s website. Subsequently, the collected
articles are checked to not have a very similar body with each other, as well as with every
article in the database. To achieve this, the text similarity between each pair of articles is
calculated, utilizing the NLP Python library Spacy [34]. The motivation behind this is to
avoid storing and analyzing the same article multiple times, as particularly similar articles
could indicate that the same article has been retrieved multiple times from different sources
or that the same article with minor changes has been re-posted. In both cases, very similar
articles need to be filtered out.

3.3.4. Assets Values

For the collection of the assets values, the Python module “pandas datareader” [35]
was used, in order to extract data from the Yahoo! Finance API. More specifically, it collects
open, close, high, low, volume and adjusted close values for each asset on a daily basis.
The open value is the initial price of each asset when a trading session starts and the close
value is the last exchange price at the expiration of a trading session. The adjusted close
value amends an asset’s close price to reflect that asset’s value after accounting for any
corporate actions. The high value is the highest selling price of the asset and the low value
is the lowest selling price of the asset during trading hours. The volume value is the total
number of shares exchanged between stakeholders during trading hours multiplied by the
current selling price of the asset.

3.4. Sentiment Analysis

In this paper, we apply text sentiment analysis to extract the sentiment of stock-
related texts, namely articles, tweets and stocktwits. We aim to capture the sentiment
regarding a specific asset as expressed in a number of texts whose reliability we have
previously confirmed.

3.4.1. Articles and Tweets Sentiment Method

We perform sentiment classification per article, tweet or stocktwit on 5-point scale
ranging from −2 to 2. The scores [−2, −1, 0, 1, 2] correspond to the five different classes
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[very negative, negative, neutral, positive, very positive]. (Through the UI, the user has
access to the sentiment value attributed to each article, tweet or stocktwit, as well as the
text of the article itself).

For the classification task, we used the neural network transformer-based model,
Bidirectional Encoder Representations from Transformers (BERT) [17]. BERT is a language
model for Natural Language Processing (NLP) that has achieved state-of-the-art results in
a wide variety of NLP tasks. To adapt BERT to our specific task, we fine-tuned it on the
Stanford Sentiment Treebank-5 (SST-5) dataset [36] for fine-grained sentiment classification.
The fine-tuned model accepts as input the text and outputs the class ([−2, −1, 0, 1, 2])
attributed to text providing thus an estimation of the sentiment best describing the text.

3.4.2. Asset Sentiment Method

We approach the task of estimating the total sentiment corresponding to a specific
asset in the present moment by equally weighting the asset sentiment derived from the
most recent, newly sourced, texts and the averaged sum of the previous decayed asset
sentiment values and computing their average. For the computation of the asset sentiment
from the recent texts, we first aggregate all the recently acquired and not processed yet
texts (articles, tweets and stocktwits) related to the specific asset, and then, using the
model described above, we attribute sentiment values to each of the texts and after that we
average the values.

3.5. Author and Source Reliability

Author and source reliability is the process where an indication of the level of trust-
worthiness of an article author or of a news feed site is extracted. This module is not related
with social media platform post reliability but it does correspond with news media articles
reliability. Unless news media articles are considered legit and reliable, ASPENDYS plat-
form receives numerous articles from various sources so the extraction of their reliability is
useful information. This task is complicated because there are no objective criteria for the
reliability of an author or a media source according to recent studies. More specifically, the
annotation of news articles is required to be performed by humans to classify them as either
reliable or unreliable [37,38]. This process has been found to be biased since humans proved
to be affected by the popularity of the author or news site [38,39]. Additionally, in some
cases, it is taken for granted that textual data are labeled as written by a reliable author or
not [40]. It is remarkable that state-of-the-art methods focus either on fake news detection
or on author reliability rather than on the employment of a global method resolving both
of these issues. In this study, based on the intuition that reliable level is not absolute but
relative, both author and source reliability are estimated based on similarity with the rest
of all of the items. More specifically, a profile for each author and source is generated and
for each these items the average similarity with the others is computed; the item with the
highest similarity is assigned a predefined high score; and, lastly, for the rest of items,
values proportional to the highest value are assigned. Generally, in the case of author and
source reliability, the more similar a profile is to the others, the higher is the reliability score
assigned to it. To estimate the similarity between items, we utilize the function words for
each sentence [41]. Function words were found to be content-independent and efficient in
the extraction of writing profile of authors. More specifically, they belong to a specific set
of parts of speech such as prepositions, conjunctions and pronouns. Each function word
is relative to either itself or another function word if they are inside the same sentence
provided they are contained in the processing window. The assigned score for each word
is based on both adjacency network and Markov chain model, as its relation with another
word decreases as their distance increases. For the comparison of the writing profiles of
authors and sources, Kullback–Leibler divergence is utilized.
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3.6. Portfolio Optimization

Portfolio Optimization is the process that determines the distribution of stock market
products that make up a portfolio based on certain sizes. These figures are usually the
expected profit and risk, always based on the assumption that the risk is intertwined and
proportional to the profit. The real revolution in portfolio management came in 1952 from
Harry Markowitz (Nobel Prize in Economics in 1990), who introduced and built what
became known as Modern Portfolio Theory (MTP). Modern Portfolio Theory is aimed at
investors. It applies the way in which we can optimize/maximize the expected return of a
portfolio given the level of risk we want to take. Similarly, given the desired performance of
a portfolio, we can build a portfolio with the least possible risk [42,43]. Regarding the current
project and for the Portfolio Optimization of the users, we applied the follow methodologies:

• Portfolio Optimization based on Modern Portfolio Theory [44] is based on fundamen-
tal concepts of Statistics such as Variance and Correlation. It proves that it is more
important to measure the performance of a portfolio by the total portfolio of products
that make it up. The set of Optimized Portfolios constitutes a curve called the Efficient
Frontier. Thus, with each desired expected return (Y-Return axis), we are able to know
our Optimized Portfolio that results from the corresponding point in the curve and
of course corresponds to the minimum risk. Similarly, for each level of risk we are
willing to take (X axis—Standard Deviation (Risk)), we look for the corresponding
point in the Effective Front curve, which returns us the Optimized Portfolio with the
maximum possible return.

• Portfolio Optimization based on Modern Portfolio Theory is the selection of the
minimum variance-risk (Minimum Variance Portfolio), which is a variation of the
Modern Portfolio Theory. From the Efficient Frontier curve, we choose the point that
constitutes a diversified Optimized Portfolio consisting of stock products that provide
the least possible risk.

• Portfolio Optimization Based on the Black–Litterman Model is a mathematical Portfo-
lio Optimization model developed in 1990 at Goldman Sachs by Fischer Black and
Robert Litterman and published in a more enriched version in 1992 in the Financial
Analysts Journal. This model solves some problems faced by institutional investors
but also ordinary traders when they apply the Modern Portfolio Theory in practice.
The innovation of Black–Litterman model is that the investors are able to define certain
views for each one of the assets of the portfolio [45–47].

• Portfolio Optimization based on the Risk Parity model is a Portfolio Optimization
strategy used extensively by many investment schemes (mainly hedge funds) for
maximum return, given a level of risk through the portfolio risk method (Equally-
weighted risk contributions portfolio). Each product participates in the Portfolio in
the same way as in the total variation of the Portfolio [48,49].

3.7. Signals Generators

In the proposed platform, we developed four different investment signals generators.
More specifically, the generator based on the asset sentiment, the machine learning genera-
tor, the technical analysis generator and the mixed generator. These generators produce
two types of signals: the SELL signal that proposes to the user to sell the asset and the BUY
signal that proposes to user either to increase the percentage of investment in a specific
asset or to buy this asset if it is not included in their portfolio. In the following subsections,
we describe in details these components.

3.7.1. Sentiment Signal Generator

The method (strategy) we implemented for the sentiment signal generation utilizes
the (total) asset sentiment along with the historic prices in the form of the momentum. The
rationale behind this choice is that we want to invest in assets with both a high polarity
sentiment and previous momentum in the same direction. Thus, trading signals based
on sentiment are generated only if both the asset sentiment and the asset’s historic prices
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provide an evidence of continuation in the same direction. Regarding the sentiment analysis
expressed in the articles and the social media posts, the fact that there was no available
dataset containing financial texts annotated with fine-grained sentiment labels constituted a
challenge. For this reason, the Stanford Sentiment Treebank-5 (SST-5) that contains reviews
from the Internet Movie Database (IMdb) was used to fine-tune our model, based on the
fact that is constitutes a reliable dataset with fine-grained (5 classes) sentiment annotations.

3.7.2. Machine Learning Signals

Financial Signals are based on predicted close values, which are formed to belong to
one of the following categories: BUY and SELL. For the extraction of the predicted values,
a deep learning method that is based on a modified version of WaveNet model [50] was
found to be effective in the multivariate forecasting of financial time series [5].

The prediction of time series is implemented under the condition of other highly
correlated time series based on Wavenet model standards. The WaveNet model [50] is
implemented with the application of a dilated convolution neural network to distinguish
the predicted prices from the actual prices, instead of utilizing the recurrent connections in
which the preceding values are taken into account. In the dilated convolution process, a
filter is applied in a more extended area than its length and the input values are skipped by
a stable step.

The architecture of the method combines one convolutional layer and two dense layers
with Relu activation function. The hyper-parameters of the model were set as follows: the
number of kernels equal to 64, the kernel size equal to 2, the time-step equal to 1 and the
processing window equal to 64. The input vector is based on 60 financial indices found
to be effective in stock price forecasting [51] and is estimated by the combination of open,
close, low, high, volume and adjusted close values of market stocks. Input data are initially
preprocessed by applying the min-max normalization method on them.

Feature selection is based on method developed by Yuan et al. [52]. More specifically,
the Random Forest feature selection algorithm is applied on the input data. A financial
index considered more important when it increases the difference between the out of bag
score in a feature vector with added random noise and the out of bag score in the initial
feature vector. Finally, 44 financial indices out of 60 are selected. The post-processing
of predicted values is defined as their transformation to financial signals, so each predic-
tion should be mapped to one of the two aforementioned categories. For this purpose,
each prediction is transformed to its percentage variation in relation with the preceding
prediction value to be estimated as the return values of each asset. In the case of the
return value is higher than double the summation of average and standard deviation of
the return distribution, the extracted signal is equal to BUY. When the return value is lower
than double the standard deviation minus the average of return distribution, the signal is
assigned to be equal to SELL.

3.7.3. Technical Analysis

Technical Analysis is an investment and trading tool that spots investing opportunities
and produces trading signals by analyzing statistics that come from the traders and markets’
activity such as the price action and the trading volume. Technical Analysis focuses mainly
on the study of the price and the volume of a trading asset.Additionally, the Technical
Analysis is based on the Efficient Market Hypothesis, a hypothesis that states that the
prices of stock market products reflect all the information that concerns them. Technical
analysis also assumes that values move in iterative patterns and that these patterns are
often repeated. The main problem that Technical Analysis faces is that it often contains
subjectivity. Indicators, oscillators and other objective tools should be used; all technical
analysts should see the same indicator and the same values, without being dependent
on them. The portfolio optimization presents various challenges such as the fact that too
many transactions are proposed. This is addressed by properly configuring the system and
selecting low-cost changes. Minimal variation portfolios without the expected returns can
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also be proposed. This can be resolved by minimizing the tracking error in the portfolio. At
the same time, the mean variance optimization is restrictive. In this case, an optimization
algorithm can be selected with a few limitations. As many times one of the products
participating in the portfolio takes too much weight in the portfolio, , the selection of
products should be based on specific rules to avoid this. The tools of Technical Analysis
thoroughly study the ways of supply and demand of a trading asset and how these factors
affect the price, trading volume and volatility. Technical Analysis is also used for the
production of short-term trading signals through charting tools as well as a tool for the
evaluation of certain trading assets regarding the relative markets or relative sectors [53,54].
Recently, many new developments have appeared in the Technical Analysis field including
methodologies, algorithms, indicators, oscillators, etc. [55], but they are all based on three
very simple assumptions [56]:

1. Prices reflect anything: Most technical analysts believe that any factor that is correlated
to a trading asset, which is tradable in the global markets, from the fundamentals
up to the market psychology, is already reflected in its price. This assumption is
aligned with the famous Efficient Market Hypothesis (EMH), which comes to the
same conclusions regarding the prices. Therefore, what technical analysts suggest is
price analysis, which, according to the aforementioned assumption, contains all of the
information of the asset such as the supply and demand of a stock or a commodity.

2. Price movements are trending: Technical analysts expect that the asset prices, even
in random market movements, come out in trends, no matter what the observation
timeframe is. The price of a stock, most likely, will continue following the trend,
instead of moving randomly or erratically. Most Technical Analysis strategies contain
trend as a basic feature.

3. History tends to repeat itself: Technical analysts believe that history repeats itself.
The repetition of price movements is often attributed to market psychology that
tends to be quite predictable as it is based on emotions such as fear, over-optimism,
panic, etc. Technical analysts use chart patterns to analyze emotions and possible
subsequent movements in the markets to understand trends. In recent decades,
countless trend-setting techniques have been developed, with different approaches
and tools.

Regarding the current project, to extract trading signals, we used the following Tech-
nical Analysis tools and indicators:

• MACD Indicator (Moving Average Convergence-Divergence) to define the market trend.
• ADX Indicator (Average Directional Index) to define the market trend strength.
• High and low prices in specific timeframes to find supports and resistances (price

levels that are difficult to breakout either in a bullish trend (resistance) or in a bearish
trend (support).

• RSI Indicator (Relative Strength Index) to define any possible overbought/oversold
price levels in order to spot any possible corrective movements or even a trend reversal.

• ATR Indicator (Average True Range) to define the market volatility in order to apply
the optimum risk management as well as the stop loss and take profit levels.

Trading signals (BUY/SELL) are produced, by combining all the above indicators [53–58]:

• MACD Indicator gives the market trend. MACD > 0 means uptrend, which is a BUY
signal, while MACD < 0 means downtrend, which is a SELL signal.

• ADX Indicator should be >25 in order to have enough market strength. It is a filter to
both BUY/SELL signals.

• Current price should NOT be close to resistance for BUY signals or close to support
for SELL signals. It is a filter for both BUY/SELL signals.

• The asset should NOT be in overbought condition for BUY signals or in oversold
condition for SELL signals, as defined through RSI indicator.

• The suggested size of each signal is defined through ATR as well as the suggested
take profit/stop loss levels.
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3.7.4. Mixed Signal Generator

Machine learning, Sentiment Analysis and Technical Analysis modules consider each
asset price as independent. In mixed signals module, the intuition that each asset behavior
is affected by prices of other assets is taken into account. Signals of all modules are
integrated and it is assumed that each asset close price prediction should be based on both
close prices and signals of itself and others.

For this purpose, it is essential for close prices of assets to be transformed in financial
signals. Based on the moving average rule described in work [59], the extracted mixed
signals are compared to the values between long-run and short-run moving averages with
a band value taken into account. More specifically, in the case that the long-run moving
average is higher than the summation between the corresponding short-run and the band
value, the BUY signal appears.

In contrast, a SELL signal is derived in the case where the long-run average is lower
than the short-run counterpart minus the band value. Cases in which the difference
between the long-run and short-run moving average is between 0 and the band value are
not taken into consideration. The long-run moving average is defined as equal to 50, the
corresponding short-run equal to 1 and the band equal to 0.01 as dictated by Gunasekarage
and Power [59] as the optimal parameters combination to achieve maximum profit. To
train the input data, the method described by Spyromitros-Xioufis et al. [60] is employed,
which is an advanced version of logistic regression algorithm with the extension of a Lasso
regularization term.

4. Results

The results of this research concern the presentation of the user interface functionality
as well as some use cases of the presented platform.

4.1. Aspendys User Interface

The ASPENDYS User Interface is separated into two main views that contain widgets:
the Portfolio Management view and the Investment Sentiment Analysis view. Both views
share a common component which is the Investment Signals. In the following subsections,
these resulting views are analyzed in detail.

4.1.1. Portfolio Management

The Portfolio Management view is one of the two main views of the ASPENDYS
platform. It contains four unique widgets that assist the user to be informed about the
process of their portfolio as well as to manage it: (1) the Portfolio Overview; (2) the
Profit/Loss History; (3) the Signal Acceptance History; and (4) the Current Portfolio
Synthesis. These four widgets are included in the specific view, as shown in Figure 2
and analyzed in this section. The Portfolio Management view also contains the widget
Investment Signals that is common in both views of the platform.
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Figure 2. ASPENDYS Portfolio Management.

• The Portfolio Overview widget contains information regarding the user portfolio and
their values are updated each time the platform receives news asset values. Specifically,
the information illustrated contains:

– Profit/Loss: The profit or the loss of the portfolio in both absolute value (dollars)
and percentage.

– Min Value: The minimum value in dollars that the portfolio has reached in the
selected date period.

– Max Value: The maximum value in dollars that the portfolio has reached in the
selected date period.

– Sharpe Ratio: The Sharpe Ratio value of the portfolio.
– Min Return Symbol: The symbol with the minimum return as well as the absolute

value in dollars of the return.
– Max Return Symbol: The symbol with the maximum return as well as the absolute

value in dollars of the return.
– Initial Value: The initial investment value; by default, we have set this value to

$100,000 for each user.
– Current Value: The current value of the portfolio, which is the addition of both

cash and assets value.

• The Profit/Loss History widget contains a line chart with the time series of profit/loss
in the selected time period. The available periods are the current week, month
and year.

• The Signal Acceptance History widget contains a table with all the BUY signals that
have been accepted by the user. This table consists of:

– Symbol: The name of the symbol to which the signal refers.
– Type: The type of the signal depending on the generator that produced it (senti-

ment, technical, machine learning or mixed)
– Success: A Boolean value that declares if the portfolio gain value is following this

signal or not.
– Acceptance Date-Time: The date and time that the user accepted this BUY signal

for the specific asset.
– Sell Date-Time: The date and time that the user accepted a SELL signal for the

specific asset.
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• The Current Portfolio Synthesis widget contains the percentages of all the assets of the
portfolio as well as the selected Risk Profile and the Optimization Method. Moreover,
in this widget, the user is able to edit their portfolio, as shown in Figure 3, by adding
new assets, increasing their investment percentages or selling assets. Additionally, the
user is able to change the Risk Profile or the Optimization Method, which are inputs
to the portfolio optimization service.

Figure 3. Edit User Portfolio.

4.1.2. Investment Sentiment Analysis

The Investment Sentiment Analysis view is one of the two main views of the AS-
PENDYS platform. It contains unique widgets that assist the user to be informed about the
sentiment of their portfolio assets, as well as the sentiment of articles that refer to these
assets. More specifically, the Portfolio Investment Sentiment, the Investment Sentiment
Change Notifications and the Sentiment Analysis of News and Articles are the three wid-
gets that are included in the specific view, as shown in Figure 4 and analyzed below. The
Investment Sentiment Analysis view also contains the widget Investment Signals that is
common in both views of the platform. The specific view is fed by data that are generated
by the components analyzed in Section 3.4.

Figure 4. ASPENDYS Investment Sentiment Analysis.
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• The Portfolio Investment Sentiment widget contains a pie chart with the percentages
per sentiment for all the portfolio assets as well as the absolute value in dollars that
corresponds to each sentiment. Moreover, this widget contains the current portfolio
value as well as the percentage of profit or loss respectively. Additionally, in this
widget, all the portfolio assets are displayed along with the state of their sentiment
and the probability that this sentiment is accurate.

• The Investment Sentiment Change Notifications widget contains a table with all
sentiment changes of the portfolio assets. The columns of this table are:

– Symbol: The name of the symbol to which this entry refers.
– Sentiment: The sentiment status of the specific symbol. The values it can be

assigned are Very Negative, Negative, Neutral, Positive and Very Positive.
– Change: The combination of the previous with the current state of sentiment.
– Index: The index shows how much a symbol’s sentiment state has improved or

worsened.
– Date/Time: The date and time describe when this change was detected.

By selecting one of these changes, the user is able to see the timeline of the asset values
together with the produced signals from the components in Section 3.7, as shown in
Figure 5.

Figure 5. Asset values and signals timeline.

• The Sentiment Analysis of News and Articles widget contains the most recent articles
and news that correspond to the assets of the users portfolio. The sentiment of each
article is generated by the components analyzed in Section 3.4.1.

4.1.3. Investment Signals

The investment signals widget is a common widget in both Portfolio Management
View and Investment Sentiment Analysis View. The data used in this widget are generated
by the components in Section 3.7. As shown in Figure 6, it contains a table with the most
recently generated signals for the assets that belong to the user portfolio.

The columns of the investment signals table include the symbol, signal, type and
success probability, analytically:

• Symbol: The name of the asset that the signal refers to.
• Signal: The signal value can be either SELL or BUY.
• Type: The type of signal that can be Technical, Sentiment, Machine Learning or

Mixed and indicates the generator that produced this signals Technical Analysis
Generator, Sentiment Analysis Generator, Machine Learning Generator and Mixed
Signals Generator, respectively.

• Success Probability: This probability is a metric that generated by each component
and indicates the probability of this signal being successful.

The user is able to select one or more signals that they want to accept, and, by pressing
the update portfolio button shown in Figure 6, the view in Figure 7 appears, where the
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user is able to increase the percentage of the assets that have BUY signals or sell the assets
with SELL signals.

Figure 6. ASPENDYS Investment Signals.

Figure 7. Update Portfolio using signals.

4.2. Application Use Cases

In this section, we analyze two different use cases of the ASPENDYS platform. The
first use case is about the portfolio of a user that has invested a large amount of money into
specific assets that have large value per piece using an aggressive risk profile, while the
second use case is about a portfolio that has invested a smaller amount of money to assets
with smaller value using a conservative risk profile.

More specifically, in Table 1, the assets of the aggressive portfolio are depicted as
well as the amount that has been invested in each of them when they were initialized on
01/02/2021. The total amount of the investment is $79,833.25 and the remaining cash
is $20,166.75.

Regarding the aggressive portfolio, on 05/02/2021, the sentiment analysis generator
produced a BUY signal for the asset Twitter and the investor of this portfolio accepted
this signal increasing the percentage of this asset to 35.22%. On 16/02/2021, the Technical
Analysis Generator produced a SELL signal for the assets Facebook and Alibaba and the
investor of this portfolio accepted this signal. Additionally, on 01/03/2021, the Mixed
Generator produced a SELL signal for the asset Netflix and the investor of this portfolio
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accepted this signal. The result of this use case was to increase the value of the portfolio
by 2.95%, while, if the investor did not accept any of the signals, the value of the portfolio
would increase by 0.69%. Figure 8 shows the progression of the portfolio value. The green
line shows the actual value of the portfolio with the signals that have been accepted, while
the blue line shows the portfolio value if the signals had been discarded.

Table 1. The assets of the aggressive portfolio, together with the invested amount in dollars as well
as the percentage that each asset takes up in the portfolio.

Asset Percentage Amount

Facebook 22.97% $22,974.64
Alibaba 18.99% $18,994
Twitter 16.89% $16,891.3
Netflix 20.97% $20,973.24

Figure 8. Aggressive portfolio value timeline.

In Table 2, the assets of the conservative portfolio are illustrated as well as the amount
that has been invested in each of them when they were initialized on 01/02/2021. The total
amount of the investment is $26,534.11 and the remained cash $73,465.89.

Table 2. The assets of the conservative portfolio, together with the invested amount in dollars as well
as the percentage that each asset takes up in portfolio.

Asset Percentage Amount

Google 5.86% $5863.11
Apple 6.11% $6119.84
Oracle 4.25% $4259.61
Tesla 8.09% $8091.89
Cisco 2.19% $2199.66

Regarding the conservative portfolio, on 06/02/2021, the Machine Learning Generator
produced a SELL signal for the asset Apple and the sentiment analysis generator produced
a SELL signal for the asset Tesla, the investor of this portfolio accepted these signals. On
22/02/2021, the Technical Analysis Generator produced a BUY signal for the asset Oracle
and the investor of this portfolio accepted this signal increasing the percentage of this asset
to 18.32%. The result of this use case was to increase the value of the portfolio by 3.28%,
while, if the investor did not accept any of the signals, the value of the portfolio would
have decreased by 2.14%. Figure 9 shows the progression of the portfolio value. The green
line shows the actual value of the portfolio with the signals that have been accepted, while
the red line shows the portfolio value if the signals had been discarded.
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Figure 9. Conservative portfolio value timeline.

5. Discussion

In recent years, the revolution in data analysis offered by the big data approach
enables the generation of new AI tools in several fields. These advances have created the
need for new decision-making systems for the generation of modern investment models.
The current trends in the financial sector create the demand for automated portfolio
management services. This type of portfolio management can combine several approaches
such as machine learning using data analysis to select underlying investments and technical
analysis systems assessing the likely magnitude of potential price moves based on historical
correlations. Moreover, nowadays, opinions are no longer something that needs to be
sampled via focus groups or surveys. Instead, content derived from social, event and
news media sites and vendors who interpret and spread those data are providing data
streams that offer insight into the thinking of their myriads users. The sentiment analysis of
news stories and social posts using machine learning is a trending topic. There are trained
models that automatically identify if social media posts and news stories about an asset are
positive or negative, assisting investors to stay ahead of future price movements.

In this paper, we describe in detail the ASPENDYS platform, an AI-enabled platform
for financial management. More specifically, the ASPENDYS platform is a high-level
interactive interface offering end users the functionalities of monitoring, modifying and
expanding their portfolio. The AI technologies that were developed in the context of this
project produce investment signals through the components of the ASPENDYS system such
as machine learning, sentiment analysis and technical analysis component. This creates a
dynamic tool that can be used by investors in order to assist them in the decision-making
process. The user interface is a modern web application that combines all the capabilities of
a Web 3.0 application, processing information with near-human-like intelligence, through
the power of AI systems, to assist end users in their investment decisions. Different
data sources were used in this project to extract information regarding the assets that we
studied. Specifically, social media posts from Twitter and Stocktwits as well as articles from
news agencies such as BBC News, Reuters, Coin-telegraph, The Wall Street Journal and
Bloomberg were used for the production of the assets’ sentiment. Moreover, the Yahoo!
Finance API was utilized to acquire the assets’ daily values for the technical analysis and
machine learning signals prediction.

During the use cases examined in this paper, we concluded that the use of the AS-
PENDYS platform in the investment decisions process could increase the profit of a port-
folio. More specifically, in the aggressive portfolio use case, the ASPENDYS platform
suggestions assisted the investor to increase their portfolio value by approximately 3%,
while, in the use case of the conservative portfolio, the suggestions led to an increase of
almost 5% in the portfolio value. The technologies used in the specific project implement
state-of-the-art algorithms in the area of technical analysis, machine learning and senti-
ment analysis, a necessary feature in a modern portfolio management and model-based
trading platform. In addition, the combination of all these technologies in the field of stock
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market prediction positions the ASPENDYS platform in the Web 3.0 applications of the
financial sector.

6. Conclusions

As mentioned in Section 2, there are several works that deal with stock prediction;
most of them are based on stocks’ historical values, without taking into consideration
information that may affect the stock prices, such as social or political events. While
referring to RQ1, the system takes into account both financial data (e.g., stocks’ closing
values) and textual data retrieved from either reputable news websites or social networks
(i.e., Twitter and Stocktwits). For processing the financial data, different methods of
technical analysis and machine learning [5,50] are utilized. The outcome of the analysis
is the generation of investment signals for buying or selling stocks. Because the textual
data are retrieved from various sources and in large quantities, they are firstly correlated
through text analysis with the available financial symbols of the platform, and then filtered
based on their reliability. Then, only the reliable data are analyzed for extracting their
sentiment. By aggregating and recording the daily sentiment of each stock, time series
with the sentiment of the stocks are created. By combining these time series and the price
indices of the stocks, the system is able to recommend additional signals based on the
general sentiment for the stocks.

Additionally, regarding RQ2, the ASPENDYS platform can serve users as a mean for
managing and monitoring their investments. After being registered on the platform, the
users can define a set of assets that they are interested in investing into or monitoring their
course. This set of assets forms the user’s portfolio. The system is capable of predicting
investment signals, related to a portfolio, and alerting the end users when necessary.
Finally, the platform provides, through dedicated tools, the complete analysis of the user’s
investment movements, presenting historical data with their investments, their portfolio
profit within a certain period and the course of each asset independently.

However, there are some limitations in the proposed platform. More specifically,
the fine tuning of sentiment analysis models is a difficult task because there is a lack of
open source annotated datasets that contain articles and tweets in the field of economics.
Therefore, as mentioned in Section 3.7.1, we have to use datasets from another sector that
is a sub-optimal option. From a technical point of view, the specific implementation has
not been tested in terms of scalability; however, a future plan is the deployment of the
ASPENDYS platform in a business infrastructure where these kind of tests can be done.
Moreover, another future plan for the proposed platform could involve the implementation
and the adaptation of the algorithms and models to the cryptocurrency industry. In addition,
the part of the sentiment analysis could be enhanced in the future by integrating lexicons
such as the VADER (Valence Aware Dictionary for sEntiment Reasoning) lexicon [61].

Author Contributions: Conceptualization, A.D., A.K. (Athanasios Konstantinidis) and G.P.; method-
ology, T.-I.T., A.Z. and A.K. (Athanasios Konstantinidis); software, T.-I.T., A.Z. and T.P.; validation,
M.S., A.K. (Anna Kougioumtzidou), K.T. and D.P.; formal analysis, G.P.; investigation, M.S. and A.K.
(Anna Kougioumtzidou); resources, K.T. and D.P.; data curation, T.-I.T. and A.Z.; writing—original
draft preparation, T.-I.T. and A.Z.; writing—review and editing, T.-I.T. and A.Z.; visualization, T.-I.T.
and A.Z.; supervision, A.D.; project administration, D.T.; and funding acquisition, A.D. All authors
have read and agreed to the published version of the manuscript.

Funding: This work was partially supported by the ASPENDYS project co-financed by the Eu-
ropean Regional Development Fund of the European Union and Greek national funds through
the Operational Program Competitiveness, Entrepreneurship and Innovation, under the call RE-
SEARCH–CREATE–INNOVATE (project code:T1EDK-02264).

Data Availability Statement: All data that are not subjected to institutional restrictions are available
through the links provided within the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

48



Future Internet 2021, 13, 138

References

1. Corbelli, R.; Vellasco, M.; Veiga, Á. Investigating Optimal Regimes for Prediction in the Stock Market. In Proceedings of the 2020
IEEE Congress on Evolutionary Computation (CEC), Glasgow, UK, 19–24 July 2020; pp. 1–8.

2. Rounaghi, M.M.; Zadeh, F.N. Investigation of market efficiency and financial stability between S&P 500 and London stock
exchange: Monthly and yearly forecasting of time series stock returns using ARMA model. Phys. A Stat. Mech. Its Appl. 2016,
456, 10–21.

3. Mahmud, M.S.; Meesad, P. An innovative recurrent error-based neuro-fuzzy system with momentum for stock price prediction.
Soft Comput. 2016, 20, 4173–4191. [CrossRef]

4. Makridakis, S.; Spiliotis, E.; Assimakopoulos, V. Statistical and Machine Learning forecasting methods: Concerns and ways
forward. PLoS ONE 2018, 13, e0194889. [CrossRef] [PubMed]

5. Borovykh, A.; Bohte, S.; Oosterlee, C.W. Conditional time series forecasting with convolutional neural networks. arXiv 2017,
arXiv:1703.04691.

6. Khedr, A.E.; Yaseen, N. Predicting stock market behavior using data mining technique and news sentiment analysis. Int. J. Intell.
Syst. Appl. 2017, 9, 22. [CrossRef]

7. Feuerriegel, S.; Prendinger, H. News-based trading strategies. Decis. Support Syst. 2016, 90, 65–74. [CrossRef]
8. Wang, J.; Kim, J. Predicting stock price trend using MACD optimized by historical volatility. Math. Probl. Eng. 2018, 2018.

[CrossRef]
9. Chong, T.T.L.; Ng, W.K. Technical analysis and the London stock exchange: Testing the MACD and RSI rules using the FT30.

Appl. Econ. Lett. 2008, 15, 1111–1114. [CrossRef]
10. Liu, B. Sentiment analysis and opinion mining. In Synthesis Lectures on Human Language Technologies; Morgan & Claypool

Publishers: San Rafael, CA, USA, 2012.
11. Taboada, M.; Brooke, J.; Tofiloski, M.; Voll, K.; Stede, M. Lexicon-based methods for sentiment analysis. Comput. Linguist. 2011,

37, 267–307. [CrossRef]
12. Esuli, A.; Sebastiani, F. Sentiwordnet: A publicly available lexical resource for opinion mining. In LREC; Citeseer: Princeton, NJ,

USA, 2006; Volume 6, pp. 417–422.
13. Khoo, C.S.; Johnkhan, S.B. Lexicon-based sentiment analysis: Comparative evaluation of six sentiment lexicons. J. Inf. Sci. 2018,

44, 491–511. [CrossRef]
14. Bollen, J.; Mao, H.; Zeng, X. Twitter mood predicts the stock market. J. Comput. Sci. 2011, 2, 1–8. [CrossRef]
15. Mittal, A.; Goel, A. Stock Prediction Using Twitter Sentiment Analysis. Available online: http://cs229.stanford.edu/proj2011/

GoelMittal-StockMarketPredictionUsingTwitterSentimentAnalysis.pdf (accessed on 18 February 2021).
16. Ain, Q.T.; Ali, M.; Riaz, A.; Noureen, A.; Kamran, M.; Hayat, B.; Rehman, A. Sentiment analysis using deep learning techniques:

A review. Int. J. Adv. Comput. Sci. Appl. 2017, 8, 424.
17. Devlin, J.; Chang, M.W.; Lee, K.; Toutanova, K. Bert: Pre-training of deep bidirectional transformers for language understanding.

arXiv 2018, arXiv:1810.04805.
18. Nguyen, T.H.; Shirai, K.; Velcin, J. Sentiment analysis on social media for stock movement prediction. Expert Syst. Appl. 2015, 42,

9603–9611. [CrossRef]
19. Pagolu, V.S.; Reddy, K.N.; Panda, G.; Majhi, B. Sentiment analysis of Twitter data for predicting stock market movements. In

Proceedings of the 2016 International Conference on Signal Processing, Communication, Power and Embedded System (SCOPES),
Paralakhemundi, India, 3–5 October 2016; pp. 1345–1350.

20. Yu, X. Analysis of New Sentiment and Its Application to Finance. Ph.D. Thesis, Brunel University London, Uxbridge, UK, 2014.
21. Yang, X.; Liu, W.; Zhou, D.; Bian, J.; Liu, T.Y. Qlib: An AI-oriented Quantitative Investment Platform. arXiv 2020, arXiv:2009.11189.
22. Hernandez-Nieves, E.; Bartolome del Canto, A.; Chamoso-Santos, P.; de la Prieta-Pintado, F.; Corchado-Rodríguez, J.M. A

Machine Learning Platform for Stock Investment Recommendation Systems. In Distributed Computing and Artificial Intelligence,
17th International Conference; Dong, Y., Herrera-Viedma, E., Matsui, K., Omatsu, S., González Briones, A., Rodríguez González, S., Eds.;
Advances in Intelligent Systems and Computing; Springer International Publishing: Cham, Switzerland, 2021; pp. 303–313.
[CrossRef]

23. Ren, R.; Wu, D.D.; Liu, T. Forecasting Stock Market Movement Direction Using Sentiment Analysis and Support Vector Machine.
IEEE Syst. J. 2019, 13, 760–770. [CrossRef]

24. Shiller, R.J. From Efficient Markets Theory to Behavioral Finance. J. Econ. Perspect. 2003, 17, 83–104. [CrossRef]
25. Valencia, F.; Gómez-Espinosa, A.; Valdes, B. Price Movement Prediction of Cryptocurrencies Using Sentiment Analysis and

Machine Learning. Entropy 2019, 21, 589. [CrossRef]
26. Mohan, S.; Mullapudi, S.; Sammeta, S.; Vijayvergia, P.; Anastasiu, D.C. Stock Price Prediction Using News Sentiment Analysis.

In Proceedings of the IEEE Fifth International Conference on Big Data Computing Service and Applications (BigDataService),
Newark, CA, USA, 4–9 April 2019; pp. 205–208. [CrossRef]

27. The Modern Web Developer’s Platform. Available online: https://angular.io/ (accessed on 13 September 2020).
28. Roesslein, J. Tweepy Documentation. Available online: http://docs.tweepy.org/en/v3.5.0/ (accessed on 12 September 2020).
29. Twitter Developers. Available online: https://developer.twitter.com/en/docs/tweets/sample-realtime/guides/recovery-and-

redundancy (accessed on 5 August 2020).

49



Future Internet 2021, 13, 138

30. Mitra, T.; Gilbert, E. Credbank: A large-scale social media corpus with associated credibility annotations. In Proceedings of the
International AAAI Conference on Web and Social Media, Oxford, UK, 26–29 May 2015; Volume 9.

31. Buntain, C.; Golbeck, J. Automatically identifying fake news in popular twitter threads. In Proceedings of the 2017 IEEE
International Conference on Smart Cloud (SmartCloud), New York, NY, USA, 3–5 November 2017; pp. 208–215.

32. Stocktwits API Overview. Available online: https://api.stocktwits.com/developers/docs (accessed on 7 October 2020).
33. Newsapi Documentation. Available online: https://newsapi.org/docs (accessed on 27 July 2020).
34. Honnibal, M.; Montani, I.; Van Landeghem, S.; Boyd, A. spaCy: Industrial-strength Natural Language Processing in Python.

2020. Available online: https://zenodo.org/record/4769120#.YKca8aERVPY (accessed on 10 October 2020).
35. Remote Data Access-Pandas 0.18.1 Documentation. Available online: https://pandas.pydata.org/pandas-docs/version/0.18.1

/remote_data.html#remote-data-yahoo (accessed on 25 June 2020).
36. Pang, B.; Lee, L. Seeing stars: Exploiting class relationships for sentiment categorization with respect to rating scales. arXiv 2005,

arXiv:cs/0506075.
37. Rieman, M.M.; Kennedy, A.S.; Ray, M.R. Perceived Credibility in News Depending on Author Race & Statistical Evidence.

Available online: https://digitalcommons.onu.edu/student_research_colloquium/2021/papers/28 (accessed on 22 April 2020).
38. Sousa, S.; Bates, N. Factors influencing content credibility in Facebook’s news feed. Hum. Intell. Syst. Integr. 2021, 3, 69–78.

[CrossRef]
39. Bates, N.; Sousa, S.C. Investigating Users’ Perceived Credibility of Real and Fake News Posts in Facebook’s News Feed: UK

Case Study. In International Conference on Applied Human Factors and Ergonomics; Springer: Berlin/Heidelberg, Germany, 2020;
pp. 174–180.

40. Singh, R.; Choudhary, N.; Bindlish, I.; Shrivastava, M. Neural network architecture for credibility assessment of textual claims.
arXiv 2018, arXiv:1803.10547.

41. Segarra, S.; Eisen, M.; Ribeiro, A. Authorship attribution through function word adjacency networks. IEEE Trans. Signal Process.
2015, 63, 5464–5478. [CrossRef]

42. Markowitz, H. Portfolio Selection. J. Financ. 1952, 7, 77–91. [CrossRef]
43. Mangram, M. A Simplified Perspective of the Markowitz Portfolio Theory. Glob. J. Bus. Res. 2013, 7, 59–70.
44. Haugen, R.A. Modern Investment Theory, 5th ed.; Prentice Hall Finance Series: Portfolio Analysis; Prentice Hall International:

Hoboken, NJ, USA, 2001.
45. Walters, C.J. The Black-Litterman Model in Detail. SSRN Electron. J. 2014, 65. [CrossRef]
46. Sankaran, H.; Martin, K. Using the Black-Litterman Model: A View on Opinions. J. Invest. 2018, 28. [CrossRef]
47. Black, F.; Litterman, R. Global Portfolio Optimization. Financ. Anal. J. 1992, 48, 28–43. [CrossRef]
48. Roncalli, T.; Weisang, G. Risk Parity Portfolios with Risk Factors. SSRN Electron. J. 2012, 16. [CrossRef]
49. Maewal, A.; Bock, J. A Modified Risk Parity Method for Asset Allocation. SSRN Electron. J. 2018, 3. [CrossRef]
50. Oord, A.V.D.; Dieleman, S.; Zen, H.; Simonyan, K.; Vinyals, O.; Graves, A.; Kalchbrenner, N.; Senior, A.; Kavukcuoglu, K.

Wavenet: A generative model for raw audio. arXiv 2016, arXiv:1609.03499.
51. Krauss, C.; Do, X.A.; Huck, N. Deep neural networks, gradient-boosted trees, random forests: Statistical arbitrage on the S&P 500.

Eur. J. Oper. Res. 2017, 259, 689–702.
52. Yuan, X.; Yuan, J.; Jiang, T.; Ain, Q.U. Integrated long-term stock selection models based on feature selection and machine

learning algorithms for China stock market. IEEE Access 2020, 8, 22672–22685. [CrossRef]
53. Liu, J. Stock selection by using fundamental analysis and technical analysis. Available online: https://hdl.handle.net/10356/77

920 (accessed on 18 May 2021).
54. Patel, K.V. A study on technical analysis with special preference to insurance sector companies with the help of MACD and RSI.

Int. J. Adv. Res. Manag. Soc. Sci. 2019, 8, 71–86.
55. Farias Nazário, R.T.; e Silva, J.L.; Sobreiro, V.A.; Kimura, H. A literature review of technical analysis on stock markets. Q. Rev.

Econ. Financ. 2017, 66, 115–126. [CrossRef]
56. Picasso, A.; Merello, S.; Ma, Y.; Oneto, L.; Cambria, E. Technical analysis and sentiment embeddings for market trend prediction.

Expert Syst. Appl. 2019, 135, 60–70. [CrossRef]
57. Crawford, J. How to Successfully Trade Support and Resistance. Available online: https://www.learntotradeforprofit.com/

support-resistance/ (accessed on 11 July 2020).
58. Investopedia. Available online: https://www.investopedia.com/ (accessed on 2 March 2020).
59. Gunasekarage, A.; Power, D.M. The profitability of moving average trading rules in South Asian stock markets. Emerg. Mark.

Rev. 2001, 2, 17–33. [CrossRef]
60. Spyromitros-Xioufis, E.; Tsoumakas, G.; Groves, W.; Vlahavas, I. Multi-target regression via input space expansion: Treating

targets as inputs. Mach. Learn. 2016, 104, 55–98. [CrossRef]
61. Sohangir, S.; Petty, N.; Wang, D. Financial sentiment lexicon analysis. In Proceedings of the 2018 IEEE 12th International

Conference on Semantic Computing (ICSC), Laguna Hills, CA, USA, 31 January–2 February 2018; pp. 286–289.

50



future internet

Article

From Rigidity to Exuberance: Evolution of News on Online
Newspaper Homepages

Simón Peña-Fernández *, Miguel Ángel Casado-del-Río and Daniel García-González

Citation: Peña-Fernández, S.;

Casado-del-Río, M.Á.;

García-González, D. From Rigidity to

Exuberance: Evolution of News on

Online Newspaper Homepages.

Future Internet 2021, 13, 150.

https://doi.org/10.3390/fi13060150

Academic Editors: Andreas Veglis

and Charalampos Dimoulas

Received: 28 April 2021

Accepted: 7 June 2021

Published: 9 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Faculty of Social and Communication Sciences, University of the Basque Country (UPV/EHU), Barrio Sarriena,
48940 Leioa, Spain; miguelangel.casado@ehu.eus (M.Á.C.-d.-R.); daniel.garcia@ehu.eus (D.G.-G.)
* Correspondence: simon.pena@ehu.eus

Abstract: Since their emergence in the mid-90s, online media have evolved from simple digital
editions that merely served to dump content from print newspapers, to sophisticated multi-format
products with multimedia and interactive features. In order to discover their visual evolution, this
article conducts a longitudinal study of the design of online media by analyzing the front pages of
five general-information Spanish newspapers (elpais.com, elmundo.es, abc.es, lavanguardia.com,
and elperiodico.com) over the past 25 years (1996–2020). Moreover, some of their current features
are listed. To this end, six in-depth interviews were conducted with managers of different online
media outlets. The results indicate that the media analysed have evolved from a static, rigid format,
to a dynamic, mobile, and multi-format model. Regarding the language used, along with increased
multimedia and interactive possibilities, Spanish online media currently display a balance between
text and images on their front pages. Lastly, audience information consumption habits, largely
superficial and sporadic, and the increasing technification and speed of production processes, means
that news media have lost in terms of the design part of the individual personality they had in their
print editions. However, they maintain their index-type front pages as one of their most characteristic
elements, which are very vertical and highly saturated.

Keywords: online media; design; front pages; digital editions; journalism; web 3.0; visualisation;
multimedia; interaction

1. Introduction

Throughout history, the design of print newspapers has maintained a long tradition of
conventions, rules, and standards for the display and hierarchization of information with
which readers were familiarized for decades [1–3].

However, since the emergence of the Internet and the first online media in the mid-90s,
the media has constantly had to confront challenges such as permanently updating infor-
mation, multiplied content and formats, and the appearance of new formats and screens for
reading [4]. During the 25 years since then, their evolution has been characterized by the
wide range of multimedia and multi-format possibilities [5] and their ongoing mutation,
encouraged by constant technological change [6]. “The main feature of this format is that it
possibly does not have a final model. There shall be no newspaper of the future, but rather
a newspaper of a determined present, conditioned by specific technologies in constant
movement and cultural and professional concepts. There is no final destination, and no
model that stabilizes with success. The new paradigm is constant evolution. The final
format may be constant change” [7].

Despite the broad interest sparked amongst researchers in the online media field of
study, design is one of the scopes that has received the least attention [8], although there are
some monographs that specifically address this issue [9–14] and different specific studies
on the design of digital newspapers [15,16]. Research has also been carried out on the
user experience and engagement of online media, and the way news is read on different
devices [17–21].
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In this evolutive context, the goal of this article is to analyze the main visual transfor-
mations that online media have undergone in their first 25 years of history. Specific research
questions are to discover the specific characteristics of current online news consumption
(RQ1), to determine their textual and/or visual nature (RQ2), and to characterize their
main features from a journalistic-design perspective (RQ3).

2. Evolution of the Design of Online Media

2.1. From Dumping to Webpage (1996–2000)

The appearance of the first digital editions on the Internet in the mid-1990s was
characterized by simply dumping print-publication content to the new format [22], without
generating new content or developing new design criteria and hierarchization. The lack of
specific principles means that this stage can be defined as “proto design” stage for digital
newspapers [23]. Generally, these first editions fundamentally met the professional and
corporate imperative of occupying a space in the new environment, without excessive
concern for how this objective was achieved [24].

During these initial years, far from having a standard model [25], the media experi-
mented, to greater or lesser success, with different kinds of resources (frames, buttons, etc.)
to present news, many of which rapidly fell into disuse, during turbulent beginnings when
newspapers were quickly redesigned [26] (Figure 1).

Figure 1. Print-publication dumping in early abc.es online edition (27 March 1997). Compiled by
the authors.

Beginning in 1998, the media began generating complementary content (and not
only exclusively journalist content) to attempt to attract an audience that was gradually
peering into the new news window. These webpages, which had found new competitors
in the webpages created by telecommunications operators, aimed to develop a channel
for commerce and advertising in parallel, combining information, entertainment, and
services [7].

In 1998, the arrival of dynamic HTML facilitated organization of contents on the page,
and the architecture began to display side or top navigation menus, and also long vertical
areas where contents were organized [23]. Moreover, the availability of cascade-style
sheets (CSS) helped with separating the structure of the documents from their formal
presentation [26].
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2.2. From Digital Editions to Online Media (2001–2007)

Although the beginnings were faltering, this lack of definition did not last long, and
changes were quick to come. In a bit more than 5 years after their creation, all the main
newspapers had pages where the content specifically created for the web was pushing over
information from the print editions and beginning to steal the spotlight. Online media thus
began to emancipate from the analogical media from whence they had come and that had
inspired them, and began developing their own narrative and visual, specifically digital,
characteristics. One could no longer speak of simple adaptations or digital editions of
pre-existing media, but rather of online media with their own, independent personality.

While during these years technical limitations made it difficult for images to find
their space on media webpages, more varied graphic resources began to appear, with the
incipient presence of videos [27]. In the page architecture, the most customary structure
during this period was called “Inverted L” or “Trident,” splitting the page into three areas:
the masthead and general navigation menu were placed on top, while the detailed menu
was to the left, and the news occupied the main part of the screen, organized in vertical
fashion [23] (Figure 2).

Figure 2. “Trident” structure in elperiodico.com and elmundo.es (August 2002). Compiled by the authors.

2.3. Mobile Devices Come into Play (2007–2014)

After a decade of consuming online media almost exclusively through personal
computer monitors, the launch of the iPhone in 2007 and the emergence of the first tablets
were the most emblematic milestones in a new way of consuming information that was
quick to spread: mobile phones [28]. Although the first mobile interfaces had appeared
in the late 90 s and there were already alternative information formats like the PDA
(Personal Digital Assistant) and communication technologies like SMS (Short Message
Service) and MMS (Multimedia Message Service), their success up until that point had
been meagre [29,30]. The reduced use of these devices, their small screen size, and the low
capacity of mobile data networks had limited these initiatives to the creation of simple
content, complementary in nature to the traditional media discourse [31] (Figure 3).
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Figure 3. elmundo.es app (24 July 2012) (accessed on 17 April 2021). Compiled by the authors.

However, the spread of the 3G (2000) and 4G (2010) data networks and the populariza-
tion of smartphones contributed to the emergence of exclusive downloadable applications
and the development of exclusive narratives and formats that coexisted with content origi-
nally created for other formats. In addition to its ubiquitous nature, this fourth screen [32]
was multimedia in nature and had interactive and convergent potential, providing for
double or non-exclusive news consumption.

2.4. Adaptable Web Design and Apps (2014–Current)

Since then, the emergence and later success of mobile devices as a format for news
consumption has led news media to prioritize rapid, versatile publication of contents in all
kinds of formats and media. The number of platforms from whence information can be
consumed has multiplied, and all of them (desktop computer, laptop, tablet, mobile phone,
watches, etc.) need their own specific format.

The first response to this need was adaptive web design [33], with which several
design versions of the page are created in different formats adapted to the most common
screen widths (for example, 320 px, 480 px, 760 px, etc.). The website detects the screen
size of each device that connects and offers the option that best fits that size with previ-
ously programmed style sheets [34]. This is all in a complex set of languages into which
the webpages are structured in HTML5, giving them a style with the CSS, and adding
functionalities with Javascript [5].

Adaptive design, however, bears certain limitations. Since it is based on rigid tem-
plates, it forces one to make different designs for each one of the most customary screen
widths. For this reason, regardless of the size of the screen making the connection, the
website can only offer one of the pre-established designs.

The adaptive design evolved, giving birth to responsive web design [34,35], which
allows one to fluidly adjust the content of the website to any device. To this end, instead of
using predefined templates, grids that automatically adjust in number and percentage size
to the window used to view the content are used, which in practice means a practically
unlimited number of viewing options.

These adaptable web design modalities, whether adaptive or responsive, provide
for content that adjusts to very different screens (mobiles, tablets, monitors) from whence
news is accessed, and are the key to the success of mobile and multi-platform news
consumption. On the other hand, from the perspective of media design, adaptable web
design has limited options for journalists to control page architecture and how users view
the information, preferring accessibility and ease in news consumption. On the other hand,
content distribution can substantially vary from one browser to another, which creates
completely different user experiences with one same product.
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In parallel fashion, in this last stage, mobile apps also appeared for the consumption
of online news [36]. More than anything, they provide for more complete multimedia
integration of content [37]. Apps are the first real alternative to the almost exclusive
consumption of news through web browsers.

For the media, apps are formats that garner high loyalty, since they are a source of
monomedia consumption; however, for the time being, they have not yet managed to
take over a significant portion of news consumption. Their complex development, their
exclusive nature (with a specific app for each media outlet), constant changes in formats,
and the consequent need to update apps, as well as the impossibility of showing all formats,
has limited their implementation until now [4].

3. Materials and Methods

To analyze the visual evolution of Spanish online media (Figure 4), the analysis of
five general-information news media that share a conjoint trajectory throughout the entire
analyzed period were used as a base: elpais.com, elmundo.es, abc.es, lavanguardia.com
and elperiodico.com (accessed on 17 April 2021).

Figure 4. Evolution of El País homepage. Compiled by the authors.

In total, 125 front pages were analyzed, one per year from each one of the selected
media outlets between 1996 and 2020. The front pages were viewed with the digital Internet
Archive [38], which stores original screenshots of the webpages, given that the media’s
digital newspaper archives have adapted old content to the current design [16].

To analyze the front pages, we considered existing methodological proposals to
analyze digital media [27,39,40], based on which a file was drawn up that included the
number of news pieces and images; the total page surface area, with special attention to the
verticality; and the graphic surface area as variables for the longitudinal study of the design.
Journalistic content (news and opinion) were accounted for, and commercial contents were
not considered. Moreover, the study is focused on studying front-page elements and does
not consider other issues such as page architecture and user experience.

To describe the media consumption habits, the data from the reports published annu-
ally by the Association for Media Research (AIMC: Madrid, Spain) [41] have been used.
For its 2020 report, 29,097 interviews were conducted with the population residing in Spain
over 14 years of age. The data on the number of visits to the web pages and their origin
have been obtained from Similarweb (2021) [42].

In parallel, six in-depth interviews were conducted with news media managers to
learn the current design features in Spanish online media. These include traditional media
(elpais.com, elmundo.es), native media (diario.es, elconfidencial.com, elespanol.com), and
audio-visual media (rtve.es) (accessed on 17 April 2021).

4. Results

4.1. Web, Mobile, and Multi-Format Consumption

While Spanish online media outlets came to be 25 years ago as complementary digital
versions of print media that simply dumped their content and were mainly consumed
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from desktop computers, the emergence of smartphones and tablets, as well as increased
telephone network data capacity, radically modified these habits.

Thus, online media are now leading formats in the consumption of news, much more
so than traditional media (Figure 5). According to the AIMC, in 2019, 51.1% of newspaper
audiences access news content exclusively through the internet, as opposed to 31.5% who
consume exclusively on paper, and 17.4% who use both formats. This inversion in format
preference has not reduced total consumption of news; rather, to the contrary, it has led to
total newspaper audiences rising from 36.5% of the population in 2000 to 42.5% in 2019 [41].

Figure 5. Evolution of newspaper audiences according to format (Penetration %). Compiled by the
authors on the basis AIMC (2020) [41] data.

Secondly, while consumption is now mainly online, the desktop computer has lost
main device status for consulting news online. In the past 5 years, audience evolution by
device [41] shows that while consumption from personal computer has slightly lowered
(from 13.6% to 11.1%), on smartphones it has doubled, reaching 23.5% (Figure 6). As such,
the mobile phone is now very much the main device for consulting online news pieces
(58.9%), ahead of computers (28%), tablets (12.8%), and other devices (0.3%).

Figure 6. Evolution of newspaper audiences by format device (Penetration %). Compiled by the
authors on the basis AIMC (2020) [41] data.

News media managers corroborate this about-face in news consumption habits, which,
in addition to other aspects, entailed a change in the time distribution of audiences, with
the emergence of a great peak in information consumption from mobile devices first thing
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at night, which now joins first thing in the morning (in this case, with most consumption
from the computer) and at noon (Interviews I1, I2, I3, I4, I5, I6). The transformation of
newsrooms from a paper model, with a closing time to prepare a morning edition, to a 24-h
news flow, also forced them to change their work routines.

Thirdly, in a news ecosystem where almost everything has changed, one element
remains unalterable: among the readers of the newspapers, online news is still mainly con-
sumed through web browsers (76.7%), much more than apps (19.8%), and other information
viewers (3.5%) that have not taken off as news consultation devices (Figure 7).

Figure 7. Evolution of newspaper audiences by format device (Penetration %). Compiled by the
authors on the basis AIMC (2020) [41] data.

4.2. Balance between Text and Images

The history of online news has also been a story of evolution, from an almost exclu-
sively written model to another model where text and images have a balanced, comple-
mentary presence. In this section, technological evolution was a powerful conditioning
factor on visual evolution, because while the limited internet bandwidth capacity initially
fostered heavy text content, today, the balance between text and images reigns, with a
model where practically each front-page news piece is accompanied by its own image.
Thus, the ratio that relates the number of images to the number of news currently displays
an almost complete balance (1:1.2) (Figure 8).

Figure 8. Ratio of the use of headlines and images in Spanish online media. Compiled by the authors.
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Amongst texts, headlines have taken on almost exclusive protagonism in designs.
Although in the first years imitations of print references led to the inclusion of subheadlines
and small text lead-ins on front pages, barring some cases with the top news on the page,
practically all front-page news pieces on online media simply have a headline and an
image, without any other text accompaniment.

Additionally, the protagonism of images has radically increased. While the limitations
of existing networks and the visual legacy of print media made photo news practically the
only highlighted visual element on front pages during the first 10 years, in the past 5 years,
the analyzed media outlets’ front pages displayed practically 100 images associated with
news content.

This radical transformation in the distribution of content cannot be understood with-
out visual protosensitivity in the media, given that, since their beginnings, they linked
visual content on their front pages, although this content could not be viewed in integrated
fashion from the front pages themselves.

4.3. Saturation and Verticality

Adaptable web design and mobile and multi-format consumption led to online media
losing part of the visual singularity that characterized print media, preferring accessibility
and adaptability of content. The increasing technification of production processes (with
the need to combine different programming languages) took journalists away from online
media design tasks, which are now in the hands of web programmers.

In an enormously complex setting of devices and formats, online media prioritize
making professionals’ work easier in creating multi-platform content by implementing
content management systems (CMS) to simplify content creation and publication tasks
to the maximum. While self-publishing programs such as QuarkXPress and Adobe InDe-
sign grant newsrooms control, practically without technical mediation in the process of
preparing print newspapers, with the incorporation of the web, the number of languages
multiplies, which requires specialized staff with great knowledge of programming, and
brings the work of journalists to platforms with limited design options.

However, despite losing part of this visual singularity that characterized print media,
online media have incorporated a very characteristic visual trait that sets them apart from
other webpages: high saturation of news pieces on extremely vertical homepages.

During their first 10 years of history, homepages scarcely increased in size, and news
pieces were almost exclusively text. However, the progressive incorporation of more news
pieces on front pages, as well as their accompanying images, fostered an exponential
increase in the size of these front pages, multiplying their original size by up to 10 times
(Figure 9).

Figure 9. Evolution of the length of front pages of Spanish online media (in pixels). Compiled by
the authors.

58



Future Internet 2021, 13, 150

Despite attempts to seek out a certain balance in the horizontal layout of news con-
tent on the page, today, online media are characterized by the extreme verticality of their
index-type front pages. Thus, during the first 10 years of history, online media showed a
more contained attitude, and their covers included less than 50 news items a day, but since
2010 the trend of publishing a much larger number of content has increased significantly,
displaying on average over 100 news pieces and images (in 2020, 134.6 and 111.8, respec-
tively). This trend is seen equally in all the media, although in the case of ABC, the number
currently reaches almost 200 (Figure 10).

Figure 10. Number of news pieces on the front page of Spanish online media. Compiled by the authors.4.4. Front pages and
SEO as access windows.

Pages to access online media have therefore evolved from a design with a selective
display case of content that emulated the front pages of print newspapers, to another, laid
out as an exhaustive meta-front page for all sections of the newspaper.

The exuberant supply of content contrasts with readers’ consumption habits. For the
time being, general data indicate that reading news on online media continues to be brief
and superficial. If we consider three basic indicators (Table 1) (average visit time, average
viewed pages, and bounce rate), we see epidemic consumption of the news pieces supplied.
Thus, for the five media outlets analyzed, the average visit duration is 6 min and 16 s, the
average pages viewed per visit is 2.9, and the “bounce rate” (meaning, the percentage of
visitors who invest less than 30 s in the website before going to a different one) is 54.8%
(Table 2). Higher consumption through mobile phones has worsened this trend, given that
they reduce the time spent on reading in comparison with desktop computers.

Table 1. Media circulation and visits. Compiled by the authors on the basis of OJD (2020) [43] and
Similarweb (2021) [42] data.

Circulation (Paper) Visits per Month (Web)

elpais.com 72.471 137.95 M
elmundo.es 45.111 113.05 M

abc.es 53.436 81.10 M
lavanguardia.com 73.296 78.81 M
elperiodico.com 33.506 27.67 M
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Table 2. Online media access channels. Compiled by the authors on the basis of Similarweb
(2021) [42] data.

Average Time Pages per Visit Bounce Rate

elpais.com 6:27 2.32 59.44%
elmundo.es 6:17 3.27 52.26%

abc.es 5:36 2.85 50.32%
lavanguardia.com 5:50 3.28 59.11%
elperiodico.com 7:12 2.82 52.80%

These consumption habits have at least two implications on design. On one hand,
we must also consider people accessing specific news pieces without going through the
front page in this average; for example, through links shared on social media. On the other,
they explain that online media front pages decide to supply the maximum number of news
pieces possible on their front page, so that the visitor who is going to devote a limited
amount of time to reading the media outlet can not only do a quick scan of current news
but can also quickly find the pieces they wish to read in depth.

Access channels to online media also explain these consumption habits (Figure 11). In
all analyzed media outlets, 38.9% of visits directly access the webpage, writing the name in
the address bar, while access through search engines is 49.3% (largely by searching for the
name of the outlet), and social media is at 5.6%.

Figure 11. Online media access channels. Compiled by the authors on the basis Similarweb [42] data.

As such, the media’s front pages have lost their status as the exclusive window
to access the newspapers. While mobile consumption has encouraged more superficial
searches for content that foster the creation of highly saturated index-type front pages, new
channels to access contents (search engines and social media) have made journalistic SEO a
new window to access news.

Monitoring traffic generated by each one of the news pieces is capitally important for
online newsrooms (Interviews I1, I3, I5, I6), although news media managers indicate that
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the main objective is knowledge of the most loyal users, and not sporadic visitors that may
congregate around news pieces. In turn, this policy is aligned with subscription payment
policies, which almost all Spanish online media now have.

Regarding hierarchization criteria for news pieces, current events continue to be at
the top of front pages, while content with a less journalistic, more lightweight profile
(technology, services), are concentrated on the lower half of pages. In the middle, after
current events, are highlighted recommended articles (features, interviews) and opinion
texts. Hierarchization criteria for news pieces continue to be purely professional, and the
media refuse to use automatic configurations to organize their content (Interviews I1, I2, I3,
I4, I5).

5. Discussion and Conclusions

In the past 25 years, design of online media has evolved from simple complementary
editions of the analogical media that housed a mere transfer of content, to complex online
media distributed in multi-format mode by an adaptable web design.

In terms of design, growing technification of the process of displaying news pieces, and
the multi-format nature of their distribution, have sacrificed part of the visual singularity
that characterized the press, and left media design in the hands of staff who often lack
journalistic or design training [44], while journalists work with content management
systems (CMS) [45]. However, we must not forget that the design of journalist news has
always entailed different disciplines working together for a purpose [46,47].

While traditional press design bore front pages that were enormously synthetic and
highly hierarchized, governed by very stable conventions, today’s online media are gov-
erned by generic web design patterns, such as usability [48], information architecture [49],
interaction [50–52], and user experience [5].

Despite this, news sites can be considered as a specific type of website that shows
some peculiarities. The use of the web has provided the media with specific characteristics
such as rapid content updating, multimedia or interaction, which have transformed, over
the years, the way in which information is presented. Thus, online newspaper homepages
have evolved from a rigid model to a dynamic one, with its own visual identity. In this
regard, the most distinctive element of online media design is the presence of highly vertical
and saturated index-type front pages, which continue to operate as display cases for an
exuberant supply of news pieces [16], which forces constant displacement in order to view
the profuse supply of content [53].

In terms of content, front pages have evolved from an almost exclusively text model
to another model characterized by balance between text and images, which indicates a
growing visual trend [15] and underlines the fundamental role that images play in online
journalism, ahead of other multimedia formats [54]. Thus, the convergence of content
that pivoted around the use of text as a nuclear element that characterizes news media
webpages has declined [31].

Moreover, the design of online media has been conditioned by changes in audiences’
reading habits, going from customary consumers of one sole format to broadening their
customary news diet to a greater number of media outlets, which has fostered an exponen-
tial increase in sporadic and superficial consumption of news [55]. This has reconfigured
front pages, which have gone from being selective display cases to meta front pages with
sections and indices for news pieces.

Additionally, front pages have lost their status as the exclusive access point to news
pieces since online media now conjointly draw in over half of their readers through search
engines and social media. For this reason, SEO techniques rival traditional criteria for
relevance and hierarchization in the most relevant sources to access the media [56]. In visual
terms, we can state that while journalistic design was focused on the design of newspapers,
in online media, the design of journalistic information takes care of information as a new
unit of value [57].
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In the immediate future, the beginning of a new visual transformation of online media
will be influenced by factors such as the new forms of non-linear storytelling, sharing and
authoring [58] or the use of augmented reality [59], while the development of subscription
models, with more loyal audiences that directly access the media, may be the main future
challenge in this sphere [60].
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Abstract: In the field of journalism, the collection and processing of information from different
heterogeneous sources are difficult and time-consuming processes. In the context of the theory
of journalism 3.0, where multimedia data can be extracted from different sources on the web, the
possibility of creating a tool for the exploitation of Earth observation (EO) data, especially images
by professionals belonging to the field of journalism, is explored. With the production of massive
volumes of EO image data, the problem of their exploitation and dissemination to the public,
specifically, by professionals in the media industry, arises. In particular, the exploitation of satellite
image data from existing tools is difficult for professionals who are not familiar with image processing.
In this scope, this article presents a new innovative platform that automates some of the journalistic
practices. This platform includes several mechanisms allowing users to early detect and receive
information about breaking news in real-time, retrieve EO Sentinel-2 images upon request for a
certain event, and automatically generate a personalized article according to the writing style of
the author. Through this platform, the journalists or editors can also make any modifications to the
generated article before publishing. This platform is an added-value tool not only for journalists and
the media industry but also for freelancers and article writers who use information extracted from
EO data in their articles.

Keywords: Web 3.0; article composition; Earth observation (EO); journalism 3.0; media industry;
journalistic workflow; journalistic practices; text generation with artificial intelligence (AI); disaster
reporting; EarthPress

1. Introduction

With today’s use of the web, it is possible to access a huge amount of multi-modal
information, such as documents, images, videos, etc. This information is generated from
different sources and is often difficult to collect. In this new forming environment, while
making it possible for journalists to access this huge volume of information, it is often
difficult to collect, correlate, and exploit this heterogeneous data, and therefore, it is
difficult for journalists to have a complete overview of an issue of a complex topic. This
happens because the majority of the information available on the internet is published
in an unstructured way. The collection and correlation of unstructured information is a
demanding and time-consuming process. Therefore, there is a need for the creation of tools
that will collect data from different sources and convert them into structured data with the
use of new technologies, allowing all users to have access to them. These new technologies
are shaping a new advanced web form called Web 3.0 or the semantic web.

Web 3.0 can be viewed as an extension of the current form of the web. An interpretation
of Web 3.0 is that it is an internet service that contains advanced technological features
that leverage machine-to-machine interaction but also human-to-human cooperation [1,2].
Web 3.0 entails multiple key elements, such as the semantic web and artificial intelligence
(AI) that can be leveraged in order to create added-value web-based applications. Within
this context, web-based applications that combine AI and Big Data have gained great value
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in recent years and made possible the retrieval of unstructured data from different sources,
as well as the analysis and correlation of the extracted information, in order to use them
in decision-making or for the automation of time-consuming processes. In addition, the
combination of these technologies has led to the analysis of demanding information with
great value, such as Earth observation (EO) data.

EO offers a wide and timely covering solution via the fleet of space-borne sensors
orbiting the earth at any time and the Big Data piling up at main storage and satellite
facilities and hubs of ESA and NASA. The EO data produced are becoming tremendous
in volume and quality, and thus, their retrieval, processing, and information extraction is
time-consuming and demanding in terms of skills and resources. Therefore, AI methods
and cloud technologies have been leveraged for the processing and data extraction of EO
data. Once these data are processed, they can offer information of great value that can be
leveraged from any end-user without restrictions or need for special knowledge.

One of the areas of interest, where the extracted information of EO data along with
the web-based applications of Web 3.0 could be combined, is the media industry and, more
specifically, journalism. Corresponding tools of advanced technologies developed in the
context of Web 3.0 can change the way journalists collect, process, and eventually interpret
information, helping the transition to Journalism 3.0. Journalism 3.0 can be seen as the
direction of using advanced technologies by journalists to automate journalistic practices
and workflows. Web-based applications using advanced technologies in this context,
can be exploited by journalists and automate or semi-automate some of the journalistic
practices and workflows followed. In the context of Journalism 3.0, new added-value
technologies are applied in the media industry, such as AI, allowing journalists to use the
results of scattered information analysis and fusion in order to create news articles promptly
for several topics. In particular, new deep learning and machine learning methods offer
new capabilities for a variety of automatic tasks, such as automated content production
and others, such as data mining, news dissemination, and content optimization [3]. In
general, the use of EO data and images, which contain valuable information, could benefit
journalists through the provision of additional information extracted from the EO data
processing. Such information might concern the percentage of an affected area from a
disaster (e.g., flood, fire, earthquake, etc.).

This paper presents the concept of a new innovative web-based platform, called
EarthPress. The EarthPress platform aims to deliver added-value products to editors
and journalists, allowing them to enrich the content of their publications. EarthPress
leverages EO data to generate automatically personalized news articles using also the
information extracted from the analysis of EO data. This platform uses AI methods for
the aggregation of data from different sources, such as texts from news articles of different
websites and posts on social media, and using their analysis and utilization as input for the
automatic generation and composition of a news article. The utilization of EO data within
the EarthPress platform gives great value to the information that will be provided in the
generated text since journalists and users that are interested in the EO data currently cannot
easily have access to them or analyze them, because EO data analysis is a demanding and
time-consuming procedure.

From the analysis of the collected data, the most trending topics are extracted and
provided to the end-users, allowing them to be selected. For each topic, any available infor-
mation (e.g., EO images, images from social media, social media posts, news articles, etc.)
referring to this event are also retrieved and made available to the end-users. With this
information, the user can select the ones that s/he wants to use and generate a personalized
article through the EarthPress platform. For the personalization of the generated article, the
writing style of the author is extracted using AI methods and is transferred to the generated
text using previously written articles of the user as a basis. The personalized article that is
provided as output of the EarthPress platform is trimmed and finalized by the journalist
within the given layout constraints.

66



Future Internet 2021, 13, 161

The platform includes AI methods for not only the collection and analysis of the data
retrieved and the generation of the final article but also for the evaluation of the quality
of the retrieved data. Currently, journalists have access to a pile of information for the
generation of an article; however, they cannot easily discriminate which of this information
is valid and which sources are trustworthy enough. Therefore, in order to avoid spreading
misinformation, one of the key aspects of this platform is to provide qualitative data to
journalists from verified sources and also to use this verified information for the synthesis
of the final news article. Misleading content and fake news included in news articles
and posts from social media are eliminated. High quantity journalistic articles and posts
from well-known journalist’s profiles on social media are collected and promoted. Non-
trustworthy sources are excluded from the list of data sources in order to minimize the risk
of providing misleading information. The quality of information is the most important
feature of the platform as we aim to implement a solution that will have ethical features
and will not promote the production of false news or its reproduction. The news article
generated by the EarthPress platform will be also evaluated within this scope.

The focus of EarthPress is disaster reporting (e.g., floods, fires, drought, pest, earth-
quake, erosion/ sedimentation, avalanche), as journalists are challenged in such cases to
find the area of interest, collect and analyze any available information in minimal time,
and write a detailed article reporting the disaster’s status or outcome. The main scope
of this platform is to semi-automate the journalistic workflows and provide journalists
with the resources and opportunity to create news articles by having a vast amount of
qualitative information available. It will act as an intelligent assistant for the journalist,
offering enhanced possibilities for content-rich reports. AI techniques make unsupervised
querying through Big Data piles feasible. Moreover, EO data resources and geospatial
data will become accessible for exploitation by domain-unexperienced users. Tailor-made
solutions will be promoted. Hence, the editor’s or journalist’s profile will be consulted to
allow for a high-level specification of learning AI tasks and reporting.

1.1. Related Work

An important parameter related to the functionality of the platform includes the
analysis of EO data and, specifically, EO images. A variety of such platforms exist [4,5],
most of which offer tools for the processing and analysis of data from satellites. The
platform will offer the feature for automatic processing of EO images in real time.

Global Disaster Alert and Coordination System (GDACS) [6] provides a disaster
manager and disaster information systems worldwide and aims to fill information and
coordination gaps in the aftermath of major disasters in the first phase. The platform
is a cooperative framework of the United Nations and the European Commission. The
GDACS provides real-time access to web-based disaster information systems and related
coordination tools.

Emergency and Disaster Information Service (EDIS) [7] is another platform that aims
to monitor and document all the events on Earth that may cause disaster or emergency.
The platform is operated by the National Association of Radio Distress-Signaling and
Infocommunications, and it monitors and processes several foreign organizations’ data to
get quick and certified information.

GLIDE [8] is another platform that provides extensive access to disaster information in
one place, as well as a globally common unique ID code for disasters. Documents and data
pertaining to specific events can be retrieved from various sources or are linked together
using the unique GLIDE numbers. In addition to a list of disaster events, GLIDE can also
generate summaries of disasters, e.g., by type, country, or year and also provides export of
data sets in charts, tabular reports, or statistics.

Different methods for the processing of EO images were used, according to literature,
and particular methods were applied for building footprint extraction from EO images.
For this reason, architectures for image segmentation [9–11] have been reviewed. Other
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methods of processing of EO images used for the implementation of the platform concern
the detection of the affected areas from floods and water in general [12,13] and fire [14,15].

One of the important features supported by the platform concerns the personalization
of the generated text. For transferring users’ writing style according to literature, methods
to extract the user’s sentiment [16,17] have been implemented.

In literature, the task of text generation includes a vast number of methods. A sum-
mary of multiple texts that maintains the information of these texts can be used for text
synthesis. State-of-the-art approaches in the field of summarization, in general, and
multi-document summarization, in particular, are all based on the Transformer [18], a
model that leverages the mechanism of attention and achieves avoidance of utilizing re-
currency and convolution [19–22]. The state-of-the-art PEGASUS model [23] is a large
Transformer-based encoder–decoder model pre-trained on massive text corpora with a
self-supervised objective and is designed for use in both single and multi-document sum-
marization cases. Notably, some other, more general purpose state-of-the-art NLP models,
such as BART [24] and T5 [25], can produce results comparable with those of PEGASUS,
in a few-shot and zero-shot multi-document summarization settings, suggesting that un-
like single-document summarization, highly abstractive multi-document summarization
remains a challenge [23].

Data-to-text generation (D2T) is a subtask for the generation of text using piles of data
as input. Data-to-text generation is a promising subtask of study with many applications
in media, paper generation, storytelling, etc. In their work, Harkous, H et al. [26] present
the DATATUNER, a neural end-to-end data-to-text generation system that makes minimal
assumptions about the data representation and target domain. DATATUNER achieves
state-of-the-art results in various datasets. Another work presented by Kanerva, J et al. [27]
aims to generate news articles about Finnish sports news using structured templates/tables
of data and pointer-generation network. In the work of Rebuffel, C et al. [28], a hierarchical
encoder–decoder model is proposed for transcribing structured data into natural language
descriptions. In other papers, like the one presented by Mihir Kale [29], they use pre-
trained models, such as T5 [25] and BART [24], for data-to-text generation, achieving
state-of-the-art results in various datasets.

1.2. Motivation and Contribution

In the era of Big Data, where a vast amount of data is produced on a daily basis, there
is the necessity for the implementation of new tools or platforms that are able to facilitate
the selective collection, filtering, and processing of this information so useful information
can be extracted and used in different fields of the market. One of these fields is the media
industry. Journalism is closely related to the retrieval, evaluation, and filtering of raw
information, as well as, to the combination of knowledge retrieved from multiple sources
and the publishing of news stories that are based on these data. Thus, Web 3.0 applications
that are able to facilitate the above journalistic practices are of great significance and comply
with the transition towards Journalism 3.0.

In this work, we present EarthPress, an interactive web-platform whose scope is
to facilitate journalists and editors in synthesizing news articles about disasters. The
platform combines various methods from different scientific fields, such as information
retrieval and artificial intelligence and, more specifically, natural language processing and
image processing. EarthPress services allow its users to have access to multimedia data
(e.g., documents, videos, images, etc.) from multiple sources regarding disasters such as
floods and fires. Moreover, the EarthPress platform detects automatically, and in real-time,
breaking news related to disasters. The latter is achieved by monitoring publications in
social media. The detected breaking news is presented to journalists through the platform’s
interactive user interface (UI). Additionally, the platform consists of models that are able to
retrieve, process, and extract useful information and statistics from EO data, which can be
used by editors and journalists in order to enrich the content of their publications. Finally,
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the platform provides services that can combine all the above and generate automatic
ready-to-print news articles, considering also the writing style of the journalist.

In summary, the platform can facilitate the following journalistic practices:

• Data collection: raw data need to be available (search for data on the web).
• Data filtering: the process of filtering relevant information from the news story.
• Data visualization: the process of transforming data and creating visualizations to

help readers understand the meaning behind the data.
• Story generation (publishing): process of creating the story and attaching data and

visuals to the story.

2. Materials and Methods

This section presents the architecture of the platform, along with a description of
the modules and sub-modules included in it. Initially, and before the presentation of the
plat-form’s architecture, the method for collecting user requirements and specifications in
order to define the functionalities of the platform is presented.

2.1. Collection of User Requirements

In software development, an important step before the implementation of a platform
is the collection and analysis of user requirements. Thus, before the implementation
of the EarthPress platform and the definition of its architecture, an online international
workshop was conducted in March of 2021, aiming to determine the needs of journalists,
current practices followed, and attitudes towards the EarthPress platform. The target
audience, 134 participants, of the workshop was both journalists and academics. Many
of the participants had experience in using EO data and in using other platforms for
article generation. In the workshop, the use and importance of EO data were presented,
along with the concept of the EarthPress platform. For this workshop, a questionnaire
including both closed and open-ended questions aiming to identify the opinion, needs, and
current practices followed by the participants when writing an article was designed. The
questionnaire was available online for one week, and the link was sent to all participants at
the end of the workshop. The results of the collected data analysis are presented in this
sub-section.

The designed questionnaire included two parts. In the first part, demographic infor-
mation of the users, such as their gender, age, background, etc., was requested (Table 1).
Additionally, one of the questions in the first part asked the users to answer if they pre-
viously used or are currently using information from EO data in their articles and if they
have previously used other platforms for article generation. This was general information
requested in order to have a better view of the sample used.

Table 1. Demographic information of the Participants.

Question Answer-Distribution

Gender Male (19.4%), Female (79.1%), Prefer not to say (1.5%)
Age 19–21(82.6%), 22–51(17.4%)

Education Students (95.5%), Other (4.5%)
Experience in using EO data Yes (26.1%), No (73.9%)
Experience in using article

generation platforms Yes (7.5%), No (92.5%)

The second part of the questionnaire concerned the retrieval of information about the
type of data and current practices used during the generation of an article and the flow
that is followed for the retrieval and analysis of EO data. In this part, the participants
highlighted the main problems or issues currently existing in the field of journalism related
with the scope of the platform. The issues presented by the majority of the participants
concerned the fact that they did not have the means to collect adequate information for a
certain topic and that the collection of all information for the generation of an article was a
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time-consuming task. As a second issue, they mentioned the restricted time frame they
had for writing an article. Additionally, most participants responded that it was difficult
to collect EO images related to a specific area of interest where the event had occurred
and analyze them in order to extract any data included. Regarding the usefulness of the
EO data, they mentioned that they would be interested in using such information when
creating an article; however, this information should be processed. Moreover, another
answer provided by some of the participants highlighted the existence of fake news among
the news stories published by other journalists for an event as a problem.

Additionally, the participants mentioned that it was crucial for the journalists to
receive this information in a timely fashion and have access to all available multimedia and
data (e.g., videos, analytics, local news posted, etc.) on a specific topic in order to use them
for the article composition. In this context, the EarthPress platform will provide images
and local news retrieved for a certain event/disaster to the end-users, allowing them to
select the information that is taken into consideration for the text generation.

From the open-ended questions, the suggestions proposed mentioned that the plat-
form would be a useful tool for journalists and other professionals and that by using this
platform, journalists would have a chance to be more precise, avoid fake news, and provide
qualitative news articles to the public. The elimination of misleading information and data
sources was mentioned in more than one answer provided, making the importance of this
issue a high priority for the EarthPress platform.

The requirements and specifications extracted from this survey were valuable for the
definition of the EarthPress platform’s architecture and functionality. Initially, the fact
that users presented the text generation process as a time-consuming task and that EO
data were not easily retrievable on time was very important, since these two major issues
are the basis of the platform’s scope. The platform strives to solve the aforementioned
issues through the early detection of trending issues, the presentation of qualitative data
to the user, and the direct extraction of information produced by the analysis of EO data.
Furthermore, it is important that all information that is currently useful for the journalists
during the composition of an article, such as posts from social media platforms and articles
from websites, is available to the users through a platform in order to be easily accessible
at all times.

Considering the generation of an article and based on the fact that most of the partici-
pants had previous experience with such platforms, the requirement extracted concerns
about the ability of a user to edit an article and receive qualitative information extracted
by the analysis of EO data on time in order to use them for the information extraction.
Regarding the multimedia used for the final article, images, and statistics, along with video,
were highly rated options by the participants. Therefore, the platform should be able not
only to retrieve this information when it is available but also to provide it to the users and
allow them to select which information will be used for the final article.

According to the analysis of the data provided in this sub-section, the architecture of
the EarthPress platform was enhanced in order to include not only the basic modules but
also to include the corresponding modules and meet the requirements extracted.

2.2. System Architecture

The system’s architecture is presented in Figure 1. The proposed architecture consists
of eight main modules, which are the: (a) user interface, (b) user manager, (c) breaking news
detector, (d) data fusion (e) database manager (f) image processing, (g) journalist profile
extractor, and (h) EarthBot module. The architecture of the platform includes two parts,
the front-end, and the back-end. The front-end concerns the design of the platform’s user
interface (UI), while the back-end includes the platform’s database, the implemented AI
methods for image processing and text synthesis, as well as, algorithms for data collection
and data filtering. A detailed description for each sub-module is provided in the following
sub-sections, while a description of the user interface is available in Section 3.
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Figure 1. Platform’s architecture.

2.3. User Interface

The user interface module refers to the interactive interface of the platform, which
allows users to interact with the other modules of the system, as well as visualize the results
of the user’s searches and the generated article. The purpose of this module is to allow the
smooth interaction of the users with the system. Through this interface, users will be able
to interact with the system in a user-friendly way without any restrictions or requirements.

2.4. User Manager

The main scope of this module is the registration of new users to the EarthPress
platform, as well as the logging-in of the already registered users. It is responsible for
(a) the registration of new users to the platform, (b) the authentication process of users when
they log in to the platform, and (c) the updating of the users’ profile. The corresponding
APIs are included in this module, aiming at the exchange of all data required among the
related modules.

2.5. Database Manager

This module is a data storage mechanism for storing all the available information from
all modules of the platform. The types of data stored vary according to the needs of each
module. The input data for this module are outputs from other modules, such as tweets,
articles, and any additional information provided by the user via the user interface, such
as any previously written documents by the user that will be used for the personalization
of the generated text.

2.6. Breaking News Detector

The instant detection of breaking news, as well as the collection of data related to
the breaking news, is of great significance for journalists. In this scope, a module that
detects breaking news and collects relevant news data is included within the platform’s
architecture. Within the EarthPress platform, the important news that we are trying to
detect is related to either natural or human-made disasters. To detect breaking news related
to disasters, the platform uses the Twitter social network.

The breaking news detector is composed of several sub-modules that perform different
functionalities. Two of the sub-modules are related to the data retrieval from Twitter. At
first, the trending topic-monitoring sub-module downloads tweets that contain certain,
pre-defined, keywords related to disasters, and second, the topic (disaster) classification
sub-module monitors the trending topics of certain areas and recognizes trending topics
related to disasters.
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From the tweets that have been extracted and are related to a natural disaster, it is
important to extract information such as the type of disaster, the location, and the date of
the event. For this reason, the keywords and main entities extraction sub-module is used
to extract the most important words and phrases from the posts retrieved, along with the
aforementioned information. For this task, the YAKE algorithm has been used [30]. These
keywords are used as input by the article retrieval sub-module, whose aim is to collect
news articles that will contain these certain keywords.

Finally, to ensure that the output of the breaking news detector does not contain
articles and tweets with false/misleading content, the collected information is checked
for their reliability and the detection of fake news. It is essential to ensure that the output
information of the breaking news detector does not contain articles and tweets with
false/misleading content, as these data will be used to compose the final news article in
the EarthBot module. For this reason, deep learning methods have been developed that
automatically detect and filter out any text with misleading content to ensure the quality of
the output information.

2.7. Data Fusion

As mentioned previously, the information that will be used for the generation of the
final article comes from different sources. This information needs to be correlated and
stored in a grouped way in the database so that it can be used more easily when requested.
To store the information in a grouped way so that it refers to common events for every user
in the database, a mechanism for comparing and correlating the different information has
been implemented.

2.8. EO Image Processing

The scope of this module is to analyze EO images and extract any available infor-
mation included. The EO images are retrieved using a sentinel-2 parser responsible for
downloading sentinel-2 images from the Copernicus Open Access Hub, according to an
area of interest and a timestamp. The users select these input parameters when they select
a topic of interest from the user interface presented in Section 3. This image is further
processed for the detection of affected areas and changes in buildings that have occurred
from a disaster. Two distinct sub-modules with different scopes have been included in
the EO image processing module: the first one, called the “building footprint extraction
and damage detection sub-module” aims to detect damages within an urban area using
RGB images and is based on the buildings that exist within a certain area. The second one.
Called the “affected area detection” sub-module, is independent of the type of area and
can detect floods and burned areas based on sentinel-2 images.

The outcomes of the processing are the processed EO images retrieved, accompanied
by rough statistics on the impacted area (e.g., surface, type of land cover/land use affected).
The numerical information, provided as output, is taken into consideration during the
generation of the news article, giving an added value to the generated news article. On the
other hand, the processed EO images are made available to the end-user through the User
Interface, allowing them to select if they would like these images to be presented in the
final article or not.

The sub-modules included in this module are:

2.8.1. Sentinel-2 Parser

The sentinel-2 parser has been implemented for the retrieval of EO images. This parser
receives input coordinates showing the location of the event selected by the user and a
timestamp. A before and an after depiction of the location provided are retrieved from the
Copernicus Open Access Hub in order to be processed through the sub-modules included
in the image processing module.

This sub-module is not only responsible for the retrieval of the sentinel-2 images
but also for their conversion to RGB images in order to be used as input in the building
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footprint extraction and damage detection sub-module. It should be mentioned that the
sentinel-2 data that will be retrieved will include 13 spectral bands: four bands at 10 m, six
bands at 20 m, and three bands at 60 m spatial resolution.

2.8.2. Building Footprint Extraction and Damage Detection Sub-Module

This sub-module implements a key EO data processing function by providing the
capability to detect buildings in satellite imagery and the capability to detect changes in
the footprint of the building(s) given images from a time point preceding and a time point
following a (disastrous) event (e.g., an earthquake).

The building footprint extraction and damage detection sub-module uses RGB im-
age(s) as input and provides as output a PNG image file of the segmentation map depicting
the two classes, “building” and “not building”, along with a text file presenting the build-
ing footprint area in square meters. Both sets of data will be used for the synthesis of the
final article.

2.8.3. Affected Area Detection

The sub-module of affected area detection aims to detect the affected areas using
the images retrieved from the sentinel-2 parser as input. Using two different methods,
this sub-module can detect both the areas affected by water, through the water change
detector and the burned areas, through the burned area detector. The water change detector
processes images from the sentinel-2 and outputs processed images and numerical data
relating to flood disasters. Similarly, the burned area detector also processes images from
the sentinel-2 sub-module and extracts processed images and numerical data relating to
fire disasters.

Both modules provide the processed images as output, depicting the affected areas
with the use of additional layers over the initial image and numerical data including the
percentage of the affected area. The images and the numerical data resulting from this
analysis are used for the composition of the final article. The images can be included in the
final article, while the numerical data will be used within the context of the generated text,
aiming to provide additional information to the user, which in other cases might not be
feasible to be retrieved.

2.9. Journalist Profile Extractor

The scope of the EarthPress platform is not only to generate articles that include EO
data but also to provide personalized articles that follow the writing style of each author.
Each author has a unique way of writing and presenting news. In order to personalize
the generated text and, in particular, to transfer the style of the writer to the generated
text, a module that creates the user’s profile from their previously published articles has
been designed. This module is intended to define the user’s profile by extracting the
words/phrases that a journalist uses more frequently on his/her articles, along with the
sentiment that the journalist usually uses when composing an article on a certain subject.
This module consists of the following submodules:

2.9.1. Journalist Specific Keyword Extractor

As mentioned previously, the aim of the journalist specific keyword extractor is to
extract the most significant and more frequently used keywords from the documents
provided by the user when creating their profile. The most frequent words that a user tends
to use in the document are extracted using the keywords extraction method, similar to those
used in Section 2.6. These words, named keywords in this context, are an important asset
for the article generation as with the words used by the user in an article, the dynamics of
the text are alternated.
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2.9.2. Sentiment Analysis

The sentiment is an important asset for writing an article. Journalists, and authors
in general, tend to write an article having a certain sentiment according to the event’s
outcome. The tone of each article can be retrieved by analysis of a document, resulting
in the extraction of the document’s sentiment. This characteristic is important for the
personalization of the article through text style transfer since the tone of the article will be
adjusted to the sentiment generally used by the author in similar articles.

Using the database manager, the documents provided by the user as input during
the user’s profile creation are retrieved from the database. These documents are further
analyzed in the sentiment analysis in order to extract the sentiment used by the user in the
articles. For this purpose, the BERT [16] model has been developed and integrated within
the platform. For each journalist, his/her previously published articles are considered. The
sentiment that is more frequently used by a journalist for describing a news story related
to a certain type of disaster will be finally extracted and passed to the EarthBot module for
the final article creation process.

2.10. EarthBot

The EarthBot module is the last module of the EarthPress architecture and is respon-
sible for the automatic generation of news articles. The EarthBot is responsible both for
the text synthesis of the article as well as the final article composition that integrates both
the generated text and multimedia content selected by the user. In order to achieve that,
EarthBot integrates different AI technologies, such as multi-document summarization,
name entity recognition and keywords extraction, and data-to-text generation, for the
generation of the textual part of the article.

The input data of EarthBot are posts from social media and news articles relevant to a
disaster, along with statistics that are extracted from the processing of EO data by the EO
image-processing module. The social media posts and the news articles are processed, so
the most important keywords and main entities can be extracted from them. Additionally,
these posts are inserted into the multi-document summarization method supported in
order to have a common summary of all documents as output. These two types of data
are passed as input to the news article text synthesis sub-module, which is responsible for
generating the text content of the final article. This sub-module supports two options that
are further described in sub-Section 2.10.3.

Moreover, the news article generation sub-module receives the journalist’s profile as
its input for the personalization of the generated text. The composition of the final article is
achieved by combining the produced text and images selected by the user by the article
composition sub-module. In order to achieve all the aforementioned tasks, this module
consists of the following sub-modules:

2.10.1. Additional Keywords Generation

The terms keyword and key phrases are used interchangeably in this context. Apart
from the extraction of the keywords that are present in a text (i.e., in posts and documents
retrieved), additional, absent keywords that are not present in the initial text can poten-
tially be generated using deep learning sequence-to-sequence models. These additional
keywords are used as input for the text synthesis sub-module. For the implementation of
the additional keywords generation, the method described in [22] is used.

2.10.2. Multi-Document Text Summarization

Multi-document summarization is the task of producing summaries from collections
of thematically related documents, as opposed to the single-document summarization
that generates the summary from a single document. In the scope of the EarthPress
platform, for the text generation task, a multi-document summarization method is used
initially to generate summaries of groups of thematically related articles or tweets. For the
implementation of multi-document summarization, the PEGASUS [24] model has been
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developed and integrated within the platform. The produced summary will be further
provided as input for the text generation.

2.10.3. News Article Text Synthesis

This sub-module implements the task of generating the textual part of the news
article. The generated article describes the event that the user chooses from the available
topics resulting from the breaking news detector. The generated text should be consistent,
coherent, and syntactically correct. Once the text is generated, the user can edit it and make
changes or additions according to his/her preferences.

The user has the opportunity to choose one of the two options supported for the
generation of the news article. For the first option, all available information and data
extracted from the EO data processing are mapped to predefined text templates. For this
reason, a rule-based system will be used to translate the data to map them to the templates.
For the implementation of these methods, the method described in [31] is used.

For the second option, two deep learning approaches are followed. For the first
approach, a deep neural network is deployed. This method uses data keywords/key-
phrases and data extracted from the EO image processing module and the journalist profile
extractor as input. The processing of the data is based on a tokenizer that encodes the
data into useful representations for computational purposes. Finally, the processed data
are used as input to the model used for the text generation. For this approach, the T5
model [25] is used.

For the second approach, a deep neural network is implemented that uses a summary
from different textual data as it was produced by the multi-document summarization
sub-module. Subsequently, the output summary is aggregated with information from
the EO image-processing module and the journalist profile extractor and forms the final
news article.

A key difference between the two approaches lies in the different nature of the input
data for the deep learning models. In the first approach, keywords/key-phrases and other
non-textual data extracted from tweets and articles will be used as input data. In the
second method, the tweets and articles themselves will be used for input data without
an intermediate stage of extracting information from them. The platform will support
both approaches.

2.10.4. Article Composition

This submodule is responsible for the composition of all the individual elements that
make up the final article. Data from different modalities (text, images) should correspond
to each other (e.g., the content of the first paragraph of the text should correspond with
the following image, captions should correspond with the images). If the user chooses
the first method to produce the text, as described in Section 2.10.3, then the texts and the
corresponding images will be placed in specific predefined positions.

If the user chooses the second method for the final news article generation, a heuris-
tic algorithm is used to correlate data from different modalities and synthesize a well-
presented article. The end-users will be able to edit the final article (e.g., rearrange the text
and the image places) according to their own needs and preferences. The users will be able
to make changes in the content of the generated text. The input data for this submodule
are the generated news article, processed EO images resulted from the image processing
module, links, hashtags, and image captions.

3. System Presentation

The EarthPress platform is a web-based application for Web 3.0, allowing users to
receive information about events occurring in a certain location, retrieve analyzed EO data,
and generate a news article by selecting one of the two options supported for the text
generation. This platform provides a user-friendly interface through which the users can
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interact with the EarthPress platform and its functionalities. In particular, a user through
the user interface of the EarthPress platform has the following abilities:

• Log in and register to the platform;
• Create and edit their profile and upload any previous articles that they want to be

used for text generation;
• Receive a list of current breaking news, filter and select a category;
• View the retrieved EO images and the features extracted from them;
• Generate an article, edit, and store it.

The user can fill in the profile when s/he has already registered in the system. The user
can set the language that s/he uses when writing an article. Moreover, they can upload
their previously published news articles (Figure 2) in order for the system to recognize and
extract their writing style. The latter will be used as input to the module that is responsible
for the text synthesis (EarthBot) in order to personalize the automatically generated article.
The module that is responsible for the journalist profile extraction is described in Section 2.8.
The EarthBot module is described in Section 2.9. The final article will be composed of the
automatically personalized generated text, along with any retrieved images selected from
the user. The images that will be included in the final article will be both processed EO
images and images retrieved from Twitter’s posts.

Figure 2. User profile view, depicting the ability of a user to upload and remove any uploaded
documents stored in his/her profile.

When the user has created his/her profile, s/he is transferred to the main view of the
platform. The main view includes initially a table presenting a list of the breaking news
events, along with additional information (Figure 3) resulting from the breaking news
detector module, presented in Section 2.5. This table is updated periodically aiming to
provide any new information to the user. The user is allowed to interact with this table and
filter this list of breaking news according to the features provided for each event, such as
the location of an event, etc.

The user is able to be select the area of interest from the interactive map. The next step
is to click on the corresponding button in the main view and receive related information
about the selected event. Based on the requirements presented in Section 2.1, users tend
to search on social media platforms for information about a topic; they are using such
information for the creation of an article, along with other news articles and images posted
on social media. Therefore, all this information should be available to the user on the
related material section in the user interface (Figure 3). The user should be able to look at
all the available material and select the articles and posts that s/he wants to be included in
the final article.
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Figure 3. Visualization of all the available material and EO images based on the selected event.

As presented in Figure 3, the user can select the posts and articles that will be used
for the generation of the final article. Additionally, the user can select from two different
categories of multimedia. The first category, called “related images” in Figure 3, includes
images retrieved from social media and are the ones posted by users. The second cate-gory,
called “related EO images” in Figure 3, includes the EO images retrieved and the processed
ones resulting from the image processing module. From the related articles, posts, and
images provided, users can select at least one of them to be used in the final article.

77



Future Internet 2021, 13, 161

Once the user has selected the images that s/he wants to be included in the final
article and at least one of the related articles and posts provided, s/he can proceed to
the generation of the article. Aiming to increase user experience, a new view is created
(Figure 4), allowing the user to view, edit, store, and update the generated article. In
particular, through this view the user can remove the keywords that were initially used for
the generation of the text, include new keywords from the list provided and re-generate a
text and view the generated article. An important element for the generation of the text is
the order in which the keywords are entered so that there can be coherence and flow in
the generated text. Therefore, the user will be able to re-arrange the order of keywords.
In this list, additional keywords can be added. The additional keywords can be retrieved
from another list of keywords extracted from the corresponding modules presented in
Section 2.9.1.

 
Figure 4. Additional view presenting the automatically personalized generated text.

This final article will be trimmed and finalized by the users themselves within the
given layout constraints. Furthermore, the user is allowed through this view to save the
generated article on his/her user profile. In addition, the final article will be downloaded
upon request through this view.

4. Discussion

In recent years, the amount of data (documents, images, videos, etc.) that are produced
daily has increased tremendously. This has raised many challenges in different fields, such
as journalism, where the development of new methods that are able to collect and extract
useful information from these vast amounts of information is necessary. Journalistic
practices, such as data-driven journalism, follow four basic steps toward the creation of a
news story, which are: (a) the data collection, (b) data filtering, (c) data visualization, and
(d) story generation. Data collection refers to the collection of raw data while data filtering
refers to the process of filtering and maintaining only the information relevant to the news
story. Data visualization is the process of transforming data in such a way and creating
visualizations to help readers to understand the meaning behind the data. Finally, story
generation (publishing) refers to the process of creating the story and attaching data and
visuals to the story.

However, in each of the aforementioned steps, several difficulties are raised. Multi-
media data collection can be laborious due to the huge amount of available data and to the
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multiple data sources. Moreover, in many cases, programming knowledge may be required
in order to collect data from certain sources. Additionally, the collected data may come in
different specialized formats and may be difficult to be checked and filtered from a person
or a group of persons. Furthermore, much of the collected information may refer to fake
news that has to be filtered out. In addition, the extraction of additional knowledge from
data, such as the EO data, and the creation of easily understandable visualizations may
require expert knowledge. Finally, the combination of the available data and the limited
response time for publishing breaking news makes it a very challenging task. The whole
process is a time-consuming procedure that requires the development of systems that can
tackle the above difficulties.

Towards this scope, this paper presents an innovative Web 3.0 platform, called Earth-
Press, aiming to facilitate professionals of the Media industry by automating many of their
journalistic practices. More specifically, the platform is intended to act as a supportive tool
in many steps of the journalistic workflow, from data collection and data filtering to the
extraction of useful information from the collected data and the automatic synthesis of
news stories. In addition to the provided services, the platform aims to deliver value-added
products to the editors and journalists based on EO data, allowing them, thus, to enrich
their publications and news articles. Such information is important in the news that is
related to disasters such as floods and fires.

EO data are freely available in large quantities. However, the main obstacle to their
wide use by journalists relates to the difficulties in accessing and even processing them
so as to extract additional meaningful information without expert knowledge. Through
this platform, users have the possibility to retrieve and extract valuable information from
EO data and, specifically, from EO images, without having prior knowledge of processing
satellite images. The collected data are automatically processed and provided to the
journalists as valuable information regarding the effect of a disaster on a certain area.

The major market segments that EarthPress targets are: (a) local newspapers, which are
interested in providing breaking news with a high level of personalization; (b) nationwide
newspapers, which are more interested in producing worldwide information; and (c) ePress,
which are generally more specialized and could be interested in accessing more elaborated
information regarding disasters and EO data.

In this paper, the platform’s architecture and its components were presented and
analyzed, as well as, the requirements received by journalists and the platform’s user
inter-face. The basic services provided by the platform are: (a) the detection of breaking
news related to disasters, (b) the collection of EO data from Copernicus and multi-media
data from social media and news sites, (c) the filtering of the collected data based on their
relevance with a disaster event and their credibility, (d) the extraction of useful information
related to a disaster and its effect on an area from EO data through the use of image
processing techniques and (e) the automatic text synthesis of news stories through the
use of AI models that are personalized according to the writing style of each journalist.
Each of these services includes many challenging tasks, from multisource and multi-media
data acquisition and filtering to the fake news detection and the processing of the EO
data, as well as the generation of personalized news articles. The latter deals with various
challenging tasks of the NLP field, such as the extraction of the most important keywords
from a given text, the writing style transference for the personalization of the generated
text, and the text generation of the news article. Text generation is an open research topic
whose scope is to provide human-like written text that is coherent and meaningful. The
training of AI models that deal with text generation is usually a quite demanding process
that requires resources, a huge corpus of training data, and many hours of training. In the
scope of EarthPress, the generated text should be also relative to the news story’s topic and
should avoid containing misleading or erroneous information.

All the aforementioned services included within the integrated platform of EarthPress
can facilitate the journalists significantly in order to reduce the needed time for collecting,
evaluating, filtering, combining, and finally publishing news stories ready-to-be printed.
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However, there are some limitations in the proposed platform that should be taken
into consideration. As it was mentioned previously, text generation is a challenging NLP
task of great research interest. The final generated text should be paid attention to in order
to avoid including misleading or false information, while it should be also coherent and
relevant to the news topic. The fake news detector should check the generated text so the
credibility of the generated text can be ensured. Moreover, the retrieval and processing
of EO data may be a time-consuming process that may require some hours of processing.
Additionally, the accuracy of the results may vary depending on the characteristics of the
available EO data (e.g., different Spatio-temporal resolutions, cloud cover, etc.).

5. Conclusions

With the advent of Big Data, the need for innovative tools that are able to handle this
vast amount of data and extract information of added value has emerged. In the field of
journalism, the latest journalistic practices require the automatic collection and filtering of
information related to a news story from multiple sources, as well as the automation of the
procedure of the news stories generation.

In this work, the concept of the EarthPress platform was presented, an assistive
Web 3.0 platform that targets to facilitate professionals of the media sector in each step
of the journalistic procedure. The EarthPress platform intends to facilitate journalists in
collecting data and automatically composing articles related to disasters such as floods and
fires. Moreover, it aims at extracting added value information from EO data that can be
included in the final news story. Following this, in this paper, the system’s architecture of
EarthPress is presented, which consists of several modules and sub-modules, each of which
serves a different purpose. The main modules of the EarthPress as they are presented in
Figure 1 are, namely, (a) the user interface, (b) the user manager, (c) the database manager,
(d) the breaking news detector, (e) the data fusion, (f) the EO image processing, (g) the
journalist profile extractor, and (h) the EarthBot.

For the definition of the architecture and the user interface of EarthPress, a workshop
with more than 130 participants of the media sector was conducted, aiming to identify the
requirements and the specification of the EarthPress platform. The collected requirements
indicated that a tool or a platform that can facilitate the journalistic procedure in its different
steps is of great interest to the media sector. Additionally, the presented platform will
include AI methods for the validation of the collected data to avoid using misleading
information for the generation of the final news article.

The future steps regarding EarthPress are the implementation and the testing of each
of the architecture’s modules, as well as the evaluation of the platform in real-time with
real users of the media sector.
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Abstract: Nowadays, news coverage implies the existence of video footage and sound, from which
arises the need for fast reflexes by media organizations. Social media and mobile journalists assist in
fulfilling this requirement, but quick on-site presence is not always feasible. In the past few years,
Unmanned Aerial Vehicles (UAVs), and specifically drones, have evolved to accessible recreational
and business tools. Drones could help journalists and news organizations capture and share breaking
news stories. Media corporations and individual professionals are waiting for the appropriate
flight regulation and data handling framework to enable their usage to become widespread. Drone
journalism services upgrade the usage of drones in day-to-day news reporting operations, offering
multiple benefits. This paper proposes a system for operating an individual drone or a set of
drones, aiming to mediate real-time breaking news coverage. Apart from the definition of the
system requirements and the architecture design of the whole system, the current work focuses
on data retrieval and the semantics preprocessing framework that will be the basis of the final
implementation. The ultimate goal of this project is to implement a whole system that will utilize
data retrieved from news media organizations, social media, and mobile journalists to provide alerts,
geolocation inference, and flight planning.

Keywords: breaking news; semantic processing; natural language processing (NLP); drone journal-
ism; events location estimation

1. Introduction

When it comes to event and breaking news coverage, textual representation can be
supplemented with live audio–visual (AV) footage to ensure objective and reliable news
reporting. While citizen and mobile journalists can offer real-time coverage through social
media and User-Generated Content (UGC), they are not always capable of providing quality
footage or even accessing the location of interest. On top of this, in the era of the COVID-19
pandemic, mobility is usually restricted, meaning that entering a once easily accessible
place can become difficult or even impossible for a person. During the last decade, drones
have democratized landscape aerial photography, making it affordable even for individual
professionals and freelancers as well. Hiring or purchasing expensive equipment, such as
helicopters, is no longer needed. At the same time, drones can be used to access areas that
journalists would prefer not to visit while collecting high-quality AV content using their
constantly improving (camera/microphone) equipment. Their relatively small size also
allows their fast and effective deployment in many cases.

Moving from plain text towards AV news coverage and storytelling will improve the
communication of a story [1,2]. AV data are not only valuable for the news consumers, but
these data can be proven to be useful for other professionals during post-processing. This
introduces the demand for high-quality footage for the data to be efficiently used by image
processing tools [3–6].

Even though it is undoubted that drones can be used in several on-field scenarios,
their usage is not yet commonplace. The main reason for this is that ethics and safety
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concerns have led to the adoption of strict operating policies in most countries [7,8]. In
addition, problems concerning intrusiveness and aesthetic ideals have been posed by
photojournalists [9]. The future relaxation of the commercial application restrictions will
enable the media industry and individual reporters/professionals to consistently use them.
In the United States, the New York Times and the Washington Post are already using
drones to take photos and videos of simulated news events at an FAA-designated test site
at Virginia Tech University [10]. They have also started preparing the new generation of
“dronalists”, i.e., journalists trained as Pilots in Command (PICs), to use this new, exciting
technology in day-to-day operations. In this spirit, this work proposes a framework for
future drone journalism services, which will be fully deployable as soon as regulations
have been conducted to overcome the aforementioned restrictions.

The usage of computational and robotic resources is becoming widespread in the
ecosystem of Journalism 3.0. A variety of emerging journalistic forms (textual, audio, and
pictorial) are enriching online media content [11]. Natural language generation (NLG) is
changing production, as it can perform functions of professional journalism on a technical
level [12], leading to automatic news generation [13], sometimes making use of Machine
Learning (ML) and/or natural language processing (NLP) [14–17]. ML is defined as the
study of algorithms that use computer systems to perform tasks without being instructed
to (i.e., learning by example), while NLP, which is a part of Artificial Intelligence (AI),
deals with the analysis and processing of human natural language [18]. While multi-
source news retrieval is becoming commonplace, methods are in development to verify
the newsgathering and the publication process [19–21]. Dedicated search and retrieval
mechanisms, implemented as software agents, can be applied in data that are stored
in intermediate storage locations, inferring useful information for further analysis and
monitoring [22]. Even with the absence of prior knowledge, it is possible to extract events
based on semantics in text and/or speech [23] or a specific timeline of events [24].

Paving the way for “dronalism”, the need for the automated deployment of drones as
autonomous unmanned robotic journalists has emerged. The process of news retrieval and
real-time coverage of an event can be highly automated. Our hypothesis is that today’s
technology is mature enough to allow the implementation of a service for automated
breaking news detection and notification-based communication with a drone manage-
ment subsystem. The main goal is the enhancement of journalistic workflows in news
coverage. More specifically, this paper aims at launching prototype automation services in
drone journalism, facilitating event detection and spatiotemporal localization processes
until the flight-plan execution and the news-scene coverage completion. Prototype data
monitoring and recording processes will be deployed (retrieval, normalization, processing,
and warehousing) to organize, classify, and annotate content/metadata properly. Stream
queries and analysis will rely on the articles/posts of news-sites and social networks (blogs,
Twitter, etc.), along with the transcription and indexing of press media, selected radio,
and TV broadcasting programs. The aim is to accelerate human processing with machine
automation that executes multiple/parallel time-, location-, and context-aware correlations
in real time for event-alerting purposes. The validation of the extracted alerts and the
exploitation of geographical/map information allows ground access areas to be found and
recommended, where Unmanned Aerial Vehicles (UAVs) can take off towards a region
of interest. Thereafter, flight-plan preparation and guided/semi-automated flight naviga-
tion and coverage can be further investigated, as long as specific criteria are met. These
processes make a good fit for this current Special Issue.

One of the key elements that had to be answered from the beginning of the project is
the degree to which the potential users would find the envisioned service useful, and to in-
vestigate the associated requirements and the preferred functionalities to implement, which
is aligned with the analysis phase of standard software development procedures [25,26]. To
achieve this, a survey was carefully designed and conducted to serve the needs of audience
analysis. In this context, it is equally essential to implement and validate the applicability
of the algorithmic breaking news detection back-end, which stands as the core element for
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serving the whole idea. Hence, the whole concept had to be tested both in terms of users’
acceptance and technologic solutions’ applicability. In this direction, NLP systems were
implemented as the initial algorithmic solutions and were thoroughly evaluated at various
levels to provide a convincing proof of concept of the tested scenario.

The current work proposes a framework for functioning and supporting drone jour-
nalism services, incorporating the existing regulatory framework, security, and ethical mat-
ters [8,27,28]. In this context, the technological and functional capacities of drones, i.e., the
capability to create powerful narratives, will be combined with a structured and automated
way of operation, including alerting, control data transfer, and normalization services. The
system is modular, able to integrate UGC and news alerts sent by mobile journalist devices,
making use of the inherent localization and networking capabilities [25,29–33], or even
cooperative drone monitoring, thus offering time-, location- and context-aware data-driven
storytelling. This will lead to the faster and more reliable detection of breaking news
with their contextual and spatiotemporal attributes, using crowd computer intelligence
techniques with appropriate weighting mechanisms. Modularity does not only concern the
retrieval and the processing stage but the output forwarding as well. Alerts will also be
sent to mobile journalists to let them cover the event too. Diverse drone footage and UGC
mobile streams can be combined to offer a more holistic coverage of the events.

The designed system is based on three pillars:

1. Breaking news detection and geolocation inference, which produce notifications to be
sent to a drone handling system or individual drone operators.

2. Flight-plan preparation.
3. Semi-autonomous waypoint-based guidance.

Focus is given on data retrieval and, mainly in the preprocessing phase of the first stage,
the whole system is built adopting a modular design approach, consisting of independent
subsystems, the implementation of which is outside of this paper’s focus and context.

The rest of the paper is organized as follows. A literature review around breaking
news detection is presented in Section 2. Section 3 describes the assumptions made while
formulating the list of actions needed, based on the opinion of field experts. The system
architecture is also described in this section, along with the main functions and the com-
ponents comprising the developed framework. In Section 4, we present the results of the
questionnaire that was distributed for the assessment of the envisioned system, as well as
the performance and the evaluation of the breaking news detection method. Conclusions
are drawn and a discussion is presented in Section 5.

2. Related Work

Drones are already being used in video capturing and news coverage. Research has
been carried out for flight planning and approaching inaccessible locations [34,35]. Such
topics are out of the context of this work, as they refer to problems that will be faced in the
last chain link of the complete system. The current stage of implementation focuses on data
preprocessing and more specifically on breaking news detection; thus, the literature that is
presented below refers to such semantic analysis.

One of the novelties and research contributions of the current work lies in the im-
plemented solutions for the specific problem of multi-source breaking news detection,
which makes a strong proof of concept of the proposed scenario. Based on the conducted
literature/state-of-research review (and to the best of our knowledge), it seems that previ-
ous works dealing with the same problem and under similar constraints are very limited
and/or entirely missing. The majority of similar approaches process social media messages
(mostly tweets) [36–39], and only a few of them exploit website metadata (e.g., HTML
tags [40]) or use the whole article text [41] to detect hot words. Most of the recent works
seem to deal with hot topic detection, which can also be adapted to breaking news detec-
tion. However, these are two different problems in principle, i.e., “breaking news” implies
urgency, while “hot topic” implies popularity. Overall, the current work proposes a holistic
treatment incorporating the detection of breaking news from unstructured data emanated
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by multiple sources (therefore including potential UGC contributions). The implicated
spatiotemporal and contextual awareness perspectives model a semantic processing frame-
work with modular architecture and significant future extensions on drone journalism
news covering automations. A common technique for detecting hot topics is the use of key-
words [36,41]. Such techniques usually show low precision, as they are based on keyword
occurrence frequency in documents written by the general public [36]. The careful selection
of keywords can lead to reliable results. The collection of keywords by social media posts
can be very efficient. If this collection is extracted by selected reliable users, taking into
consideration their influence and expertise can further improve this method [36]. Bok
et al. [36] proposed the use of a modified version of TF-IDF that incorporates a temporal
factor to be able to tackle the difficulty of detecting near-future breaking news.

Natural Language Inference (NLI) includes methods for predicting whether the mean-
ing of a piece of text can be inferred by another [42]. A form of NLI is paraphrasing, which
is also called text pair comparison. Computing the similarity among pieces of text is used
in various applications, and it can be applied in this use case as well. Jensen–Shannon
divergence is used to measure the similarity between two topics, which is used in topic
tracking [43].

An interesting approach is the TDT_CC algorithm—Hot Topic Detection based on
Chain of Causes [37]. This algorithm treats events as topic attributes and uses them to
update a graph, aiming to detect a trend in a large graph in real time. Traditional algorithms
dedicate too much time to traversing a graph, while TDT_CC tackles this issue by focusing
on the structural topology.

Graphs are also used to effectively compute the relevance between textual excerpts [38].
Hoang et al. [38] utilized a term graph to measure the relevance between a tweet and a
given breaking event.

Clustering is used in all of the above methods at some stage. Shukla et al. [39]
applied clustering to filtered, collected tweets and then scored the clusters based on the
number of tweets, which led them to breaking news detection. This is a simple and reliable
technique which can only be applied on social media. In addition, this technique is not
efficient in terms of memory usage and execution time, which makes it quite unusable in
real-world deployments.

Applications that crawl specific websites to gather news can utilize various forms
of metadata to enhance their detection methods. HTML tags constitute such a kind of
metadata. They can be used to isolate the title, the subtitle, or any other semantically
important piece of information to achieve a better detection rate [40]. The major defect of
such an approach is that it is bound to the structure of certain platforms and is vulnerable
to any possible structural change.

3. Materials and Methods

3.1. Assumptions and Setup

In order to validate our concept hypothesis regarding its user acceptance, an empirical
survey was conducted in the form of a questionnaire distributed online to 100 people. Data
were collected within one month (February–March 2021). Typical questions concerning
breaking news capturing, reporting, and sharing were answered, retrieving vital feedback.
Hence, background- and general-interest-related questions were structured in a categorical
form of potential answers, with 5-point Likert scales (1–5, from “Totally Disagree” to “To-
tally Agree”). Binary values (i.e., gender) and higher-dimension lists were also involved.
The items were divided into three subsets, with the former involving questions regarding
the current state of/trends in (breaking) news reporting (Q1–Q4), the second implicating
questions on the envisaged modalities and usability characteristics of the proposed ser-
vice (Q5–Q9), and the latter containing basic characteristics/demographics of the users
(Q10–Q17). The survey formation was validated after discussions and focus groups with
representative users. Specifically, both professional and citizen journalists were involved,
as well as people from the broader journalistic and news reporting field. The survey was
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updated based on the received feedback, investigating the audience interest in a system
that incorporates mechanisms for automatic breaking news detection and their intention to
contribute with their content. The gathered information was used for the estimation of the
anticipated dynamics of the proposed architectural approach. An overview of the chosen
inquiries is presented here, aiming to justify the adoption and configuration of the formed
questionnaire. Detailed information regarding this survey is provided in the associated
Results section, along with the assessment outcomes.

During the survey preparation, all ethical approval procedures and rules suggested by
the “Committee on Research Ethics and Conduct” of the Aristotle University of Thessaloniki
were followed. The respective guidelines and information are available online at https:
//www.rc.auth.gr/ed/ (accessed on 9 July 2021). Moreover, the Declaration of Helsinki
and the MDPI directions for the case of pure observatory studies were also taken into
account. Specifically, the formed questionnaire was fully anonymized, and the potential
participants were informed that they agreed to the stated terms upon sending their final
answers. All participants had the option of quitting any time without submitting any data
to the system.

3.2. Architecture

The envisioned architecture is presented in Figure 1, along with the main functions. It
was designed to target the following objectives:

• To gather original data heterogeneous data sources (web, social media);
• To process and analyze input data to form an event classification taxonomy extracting

breaking news;
• To create automated alerts to trigger drone applicability;
• To support semi-automated/supervised drone navigation (and tagging) through a set

of waypoints (with the notes that a safe landing zone is always needed, predefined, or
detected in deployment time, while PIC in the communication range is required at
all times);

• To develop user-friendly dashboards for drone control;
• To synchronize aerial footage with ground-captured AV streams (e.g., UGC) and

propagate related annotations based on spatiotemporal and semantic metadata (i.e.,
topic, timestamps, GPS, etc.);

• To investigate AV processing techniques for the detection of points/areas of interest in
arbitrary images and video sequences;

• To provide information, training, and support about drone utilization in public based
on local regulations and ethical codes;

• To implement semantic processing and management automation for the captured con-
tent in batch mode, which could be utilized in combination with the other publishing
channels and UGC streams (i.e., for analysis, enhancement, and publishing purposes).

The architectural implementation provides a solid framework, including:

1. A prototype web service with open access to external (third-party) news sources for
the detection of breaking news;

2. Pilot software automating aspects of drone-based newsgathering;
3. Content storage and management repository with indexing and retrieval capabilities;
4. On-demand support and training on the new services.

All legislation matters were accounted for during project deployment and testing
and the associated training sessions. Aiming to address both breaking news detec-
tion and event geographical localization, field journalism experience was also taken
into account.
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Figure 1. The envisioned concept architecture of the proposed model [8].

3.3. Framework Description

The graphical representation of the developed modular architecture is presented in
Figure 2. The underlying components that drive the process of breaking news detection are
described in short. Data propagation for automated, real-time drone coverage of breaking
news events is presented as well. The concept was evaluated by collaborating closely with
a focus group of active journalists that helped to form the outcome.

Figure 2. Block diagram of the implemented data flow.

Figure 2 depicts an overview of the implemented data flow. In the architecture, data
collection starts upon their creation while monitoring several news feeds for events (A).
An extensive effort was put into multi-source event gathering from (a) websites through
data scraping and indexing, (b) written press such as newspapers through digitization
and indexing, and (c) social media, television, and traditional radio through transcription,
which is currently carried out by a news provider collaborator with the use of custom
speech-to-text tools. News extracted by TV and radio is considered especially important.
Many events may be firstly broadcast by these traditional media, as they still have faster
access to specific news agencies. Each event is described as a single and independent data
message, generated by a news feed. Such a data message, e.g., an article or a Twitter tweet,
may imply one or multiple events, but in terms of news coverage, this can be considered
as a single event requiring journalistic action. This initial process produces events to be
propagated to the system after being enriched with additional information that allows
categorization and management that will subsequently help to effectively query for events.
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Events enter the system utilizing a common bus (B), a communication channel that serves
the purpose of conveying information while, at the same time, ensuring data integrity and
avoiding data redundancy (buffered process). It can store data in an intermediate state for
a specified amount of time that can range from minutes to several days. Events that exit the
common channel are stored in a database (C) in a structured way that enables fast indexing
and retrieval. Events are retrieved (D) as sets of filtered information for specified time
windows/ranges and checked for correlation using a multi-step detection algorithm. The
output is a number of real events, along with their statistics, marked as breaking news. For
a drone to be able to interconnect with such a system and operate, geographical information
is needed. This information is extracted using a separate, multi-stage algorithm (E) that
takes into account location-related terms in the actual text of the event, as well as related
imagery that can be retrieved from it. The system is integrated as a web application that
can also accept UGC that enhances user experience.

The framework consists of the modules shown in Figure 3, which outlines the con-
ceptual architectural processes as described above. The innovation of this design lies in
the ability of the system to continuously improve its performance, while also being able to
handle each different input type independently by inserting new “pluggable” entities into
the system (e.g., interaction with the devices of mobile journalists). Detailed information is
given in the following subsections.

Figure 3. Modularized architecture.

Elaborating on the above, the main aim was to set up and configure a modular
architecture, allowing each individual modality (radio, TV, newspaper, etc.) to be added and
treated consistently, in the form of text and images. Hence, uniform text and image-derived
metadata processing steps are introduced and deployed into an integrated framework. It
has to be clarified that individual modules, feeding the framework with input data, are
not fully optimized as part of this paper. Specifically, the back-end crawling service of a
media monitoring collaborator was utilized and tested, representing a real-world scenario.
As already mentioned, the associated utilities rely on OCR and speech-to-text services,
supplemented with human intervention. The whole approach aligns with the objectives of
the paper to provide an end-to-end pipeline encompassing seamless and uniform treatment
of all individual media inputs.
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3.4. Data Retrieval and Management

The process of data retrieval is critical since it provides the necessary information for
the system to operate, while it introduces serious implementation difficulties. The diversity
of available data sources [11] leads to the need for many different ways of handling input,
while there is no lack of corner cases that require special treatment. For example, data
scraping tools [44] can extract information from websites, but every website has a different
structure, which means that each case requires different handling. Moreover, websites
may change their presentation layer on a relatively regular basis, trying to make it more
appealing to the users. Scraping tools are sensitive to changes at the presentation layer,
which leads to the re-engineering of the data collection strategy. The density and the
type of information included in the different data sources make the task of classification
difficult. Text transcript from a radio broadcast contains less information than a simple
post from a social media user profile, yet they need to be stored identically to facilitate
processing capability by analytics tools. Information decomposition to title, text, source,
etc., is currently executed by the news provider we are collaborating with, but ultimately, a
custom implementation will be carried out to support the data retrieval from more sources.

Events are organized as sets of fields, with each one containing specific data types and
content. An event schema is presented in Figure 4, along with an example event (translated
in English). This process is called normalization and is the cornerstone for the creation of a
unified mechanism to execute analytics [45] against really large amounts of information.
The final phase taking place is the enrichment process, which can be described as the
action of adding artificial fields in the original event that would not normally exist. Internal
content and articles’ metadata form useful information that feeds the implemented breaking
news detection system. This data may include title and relevant keywords, media-related
information, and time-, location-, and context-aware metadata, which in terms of NLP
research community terminology are transformed to more solid and crisp representations,
i.e., action, agents, place, time, etc. Despite the requirements that algorithms introduce,
the events are uniformly presented in this form to also be able to propagate the input
outside of this internal ecosystem. A crucial criterion behind the schema design is for it to
be comprehensible by journalists that will need to process the accompanying information
upon breaking news detection.

Figure 4. (a) Event schema; (b) example event (json).

The output of the previous stage is a set of feeds that generate normalized events. A
dedicated stream processor [6,46,47] then handles these data in a parallel manner, ensuring
the integrity of the information included. By definition, a stream processor is a queueing
system that concurrently accepts input from many sources (publishers) and conveys the
events to processes that make use of them (subscribers/consumers). In between, a stream
processor implements a buffer that can reliably store events (in transient status) for a
specified amount of time (up to several weeks, provided that the required storage resources
suffice). It also ensures that events are processed in the same order they entered the system.
Under certain conditions, it can also ensure that the events may be replayed in the output
at most, at least or exactly once, providing the required integrity. Stream processors can be
set up in cluster mode, behaving like a swarm of computational resources that can replicate
the information on their buffers in several different physical machines. This behavior
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helps to avoid information redundancy usually existing in the buffer, making it possible to
recover from software or even hardware breakdowns. Finally, it enables data retrieval by
consumers that greatly improves performance through parallelization.

Events come out of the stream processor by a set of consumer processes (ingestors)
that are responsible for storing the events in a long-term logbook. The used data format
facilitates the storage of massive amounts of data in cloud providers while improving
retrieval by sharing data files and optimizing filtered read queries. TileDB [48,49] was
chosen as the database system that is responsible for the above procedure. This data engine
treats input events as elements in a three-dimensional array, defined as follows: The first
dimension is time, expressed in seconds since a specific date and time in the past, mapping
to the timestamp field of the event. The second dimension is the actual medium (source) of
events. There exists a predefined list of sources identified by special identifiers in integer
format. The third and last dimension is the event identifier, which is unique for a specific
event and helps in discriminating events that have the same timestamp (measured in
seconds). The rest of the available fields of an event are stored in a dedicated cell with
coordinates of timestamp, medium, and event as required by the dimensions of the array
as attributes. Having the events securely stored using an efficient format allows for their
usage in the context of a breaking news reasoner/extractor.

3.5. Breaking News Discovery

Following the setup that was created in Section 3.1, the next step is the utilization of
available data that are stored in the medium of our choice. The target is to infer breaking
news from the total list of available events. It was decided that a reliable approach would
consist of both NLP techniques and expert knowledge; thus, the designed component
combines standard computational methods with empirical rules.

Long-time journalists and reporters were engaged to formulate the breaking news
detection procedure. Table 1 provides a questionnaire that was initially formed in technical
terms (i.e., concerning system implementation) and was further elaborated by incorporating
the feedback given by experienced newsroom professionals. While the utmost target is to
address these queries to a significant number of media professionals and citizen journalists,
an initial validation was obtained by ten (10) targeted users/professionals, different from
those involved in the initial formulation process.

The intention was to proceed with an initial parameterization and setup of the pro-
posed system that could be further configured and fine-tuned, upon receiving more audi-
ence feedback and testing experience.

The prototype algorithm that was implemented is presented in Algorithm 1. The core
of the algorithm is the measurement of the similarity [50–52] of the event title under test
with the rest of the titles that have appeared in the near past.

The main advantage of this technique is that it does not require any prior knowledge
of the processed text, as it uses a model that has already been trained on a set of documents
that serves as a knowledge base. A big data set (500k words) in the Greek language is
obtained and then projected to an applicable vector space [53]. Each word in the corpus
is represented by a 300-dimensional vector. The vectors are calculated using the standard
GloVe algorithm [54], which is a global log-bilinear regression model that combines global
matrix factorization and local context window methods. This algorithm is widely used
as it performs quite well on similarity tasks. The extracted vectors that are also called
word embeddings contain not only the meaning of the word as an arithmetic value but
its relation to other words as well. The described process is unsupervised, capable of
learning by just analyzing large amounts of texts without user intervention. Moreover, it is
possible to use transfer learning—a practice in machine learning where stored knowledge
gained while solving one problem can be applied to a different but related problem—on an
existing trained data set using a lexicon of general interest to extend its functionality, to
achieve a better-contextualized word representation in specific scenarios, where different
buzzwords/lexicons are used (e.g., a journalistic dictionary).
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Table 1. Empirical rules regarding the criteria for announcing an event as emerging.

Survey Question Empirical Results, Subject to Test

In your experience, how many common words
should the title of two articles contain to be
considered to refer to the same event?

One-four or over five words, depending on the
length of the title.

In your experience, what is the maximum time
difference of the articles under comparison to
being considered as referring to the same
extraordinary event?

From thirty minutes to over three hours, with
the shortest duration to provide stronger
indications. However, this does not matter if it
is an extraordinary event it will be constantly
updated.

When developing an algorithmic system for
automated comparison between different
articles, would it make sense to use?

Multiple sequential or sliding time-windows,
with a degree of overlapping.

What criteria would you use to determine the
importance of an article?

Number of sources that simultaneously appear,
number of “reliable” sources, specific thematic
classification (e.g., natural disaster), number of
sharing posts and/or reactions (likes,
comments, etc.).

What extra fields would you consider
important for the purpose?

Author’s name listed, images
attached/enclosed, sources and their reliability.

Each title is also represented by a vector, which is calculated by averaging the vectors
of the words that constitute it. To measure the relevance between two titles, the cosine
similarity between the corresponding vectors is computed [36,39,41,42].

Sc(A, B) =
A × B

||A|| ||B|| (1)

Cosine similarity of zero means that two given sentences have no relevance, while a
value of one implies an absolute match. Various experiments were conducted to define the
minimum value that implies high contextual relevance. The results of these experiments
were given to the field experts that were mentioned earlier, and they set the minimum
threshold to the value of 0.85.

Algorithm 1 Breaking news detection

1: while forever do

2: � get the articles of the past h hours
3: get articles[“timestamp >= now-h”]
4: for article in articles do

5: int counter
6: title ← get_title(article)
7: title_vector ← get_vec(title)
8: for tmp_article in articles do

9: tmp_title ← get_title(tmp_article)
10: tmp_title_vector ← get_vec(tmp_title)
11: s ← similarity(title_vector, tmp_title_article)
12: if s >= t then

13: increment counter
14: end if

15: end for

16: if counter >= m then

17: classify article as breaking
18: end if

19: end for

20: end while
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The detection algorithm is now at the proof of concept stage while it continues to be
improved. We are aiming to introduce more modules that will be part of the “detector”
super module, each one contributing to the process differently. A topic detection model will
also be integrated to improve the filtering of the “candidate” events. The problem of topic
detection is not solved, but there have been promising works that introduced automated
classification methods [55] that can fit in the proposed framework. On top of this, given that
classification algorithms require continuous testing and training using data from reliable
databases, focus is given to the continuous enrichment of the designed database, which
will help in improving the detection methods.

3.6. Geolocation Inference

The next step is to decide whether the event is eligible for real-time drone coverage
or even if a flight plan can be initially designed using waypoints. An important module
that will be plugged into the system is the geolocation module. If input data do not
contain any GPS tags, then the location has to be algorithmically extracted from the article
without compromising the required automation. Combining the knowledge extracted by
the group of the ten (10) experts, mentioned in the previous section, and regarding methods
mentioned in the recent literature led to the formation of the following list of methods:

• Geo-tags from the associated sources [56];
• Geolocation extraction from named entities, such as [19]:

� Geopolitical entities (i.e., countries, cities, and states);
� Locations (i.e., mountains and bodies of water);
� Faculties (i.e., buildings, airports, highways, etc.);
� Organizations (i.e., companies, agencies, institutions, etc.).

• Photo documents of the article, through inverse image search/near-duplicate image
retrieval [57], followed by visual semantics recognition [58] and geographical meta-
data propagation.

The above approaches can work in both a fully and semi-automated fashion, expe-
diting the searching process, which can be substantially propelled by human cognition
and experience. The incorporation of mobile users (UGC contributions) could assist in the
targeted location awareness. In all cases, the system provides an output that optionally in-
cludes location information or alerts the user if it is not possible to extract such information.

At the moment, a related base algorithm has been designed and put into a test, making
an initial proof of concept. Preliminary results have been extracted, but they still cannot be
presented, as the reliability of the implementation is still under dispute.

3.7. Topic Detection

An additional layer of “filtering” is the topic detection/classification module. Topics
of specific categories should never appear as breaking news, e.g., lifestyle news. For
this reason, NLP and ML methods [59] have been implemented to achieve reliable topic
classification and to reduce the input size that will be fed to the detector module. Apart
from filtering, this makes it possible to apply weighting based on the topic, as some topics
are less likely to be breaking.

In our current approach, the vector space models of the documents are calculated as
soon as the documents have been preprocessed (stop-word elimination, stemming, etc.).
After this step, clustering is applied based on the cosine similarity of the vectors [60].
This approach may sound simplistic but gives good results when there are only a few
topics. The involvement of field experts in the implementation procedure enables the
design of a rule-based detection system [42]. Such an approach can be easily implemented
from a programming point of view, but it requires deep knowledge of the domain, which
makes maintainability difficult. This implementation is still in the tuning phase, as the first
conducted evaluation has shown that the percentage of unclassified articles is quite high.
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Eventually, deep learning approaches [37] are going to be implemented and compared
with the aforementioned one to further evaluate its performance. The main advantage of
such methods is that they do not require deep domain knowledge, which leads to faster
implantation and makes maintenance and further development much easier. Beyond
traditional deep learning techniques, there are novel methods such as Deep Reinforced
Learning [21], which can be utilized to achieve even better results.

4. Experimental Results

4.1. Concept Validation through Audience Analysis

To examine audience acceptance of the proposed approach, we undertook an online
survey (N = 100). Online surveys allow for generalized data collection, and they are proven
to be feasible methods to reach a broad and representative sample. Table 2 synopsizes the
final set of questions selected for the needs of this survey. In general, the results showed that
many people are not familiar with what DJ is. The majority of the participants expressed
their interest in the mediated breaking news experience that is aimed to be achieved within
the current project, as thoroughly analyzed below.

Table 2. The analysis questionnaire was answered by 100 people. (1: strongly disagree, 2: disagree,
3: neutral, 4: agree, 5: strongly agree).

Questions Answered in Likert Scale 1 2 3 4 5

Q1 I am interested in breaking news 0 4% 15% 40% 41%

Q2 Cross check upon breaking news alert is necessary 0 0 8% 46% 46%

Q3 An automated breaking news alert system would be useful 1% 6% 16% 59% 18%

Q4 I would use an automated breaking news alert system 2% 4% 19% 53% 22%

Q5 I am familiar with the term “drone journalism” 46% 21% 18% 9% 6%

Q6 Citizen journalists’ contribution with multimodal data (image, video, text)
makes breaking news detection easier 2% 4% 24% 47% 23%

Q7
Contribution with multimodal data (image, video, text) by citizen
journalists’ that use mobile devices with geo-tagging capabilities makes
breaking news detection easier

0 4% 16% 60% 20%

Q8 Citizen journalists’ contribution with multimodal data (image, video, text)
makes local breaking news reporting easier 0 2% 23% 60% 15%

Q9 Citizen journalists’ contribution with multimodal data (image, video, text)
leads to misconceptions 2% 15% 41% 31% 11%

In total, 60% of the respondents are not familiar with the DJ term. However, 85% of
them would use an automated breaking news reporting system similar to the one presented,
while 83,3% of them believe that such a system would be useful. The system is further
validated by the fact that 77% believe that such a system would be useful, while 77% would
use it for automated breaking news reporting. In total, 55% believe that crowdsourced data
coming from citizen journalists that use mobile devices would offer better news coverage,
and the same percentage (55%) believe that GPS-enabled devices would offer better news
localization. This primitive user acceptance is also evaluated by the fact that 58% of the
respondents do not see crowdsourced multimodal content as a threat but rather as an
opportunity for better data management of breaking news.

Demographics

Out of 100 respondents, 27% are male and 73% are female. As far as the age groups
to which the respondents belong, 58%, 31%, and 11% of them belong in the age group of
18–25, 26–40, and above 40, respectively. Most of the respondents’ roles (74%) are that of
news consumers, while only 9% have a journalistic role (either as professional journalists
or professionals in the broader mass communication field). In sum, 17% of the collected
responses come from people that consider themselves as dynamic news consumers and/or
distributors (via personal pages or blogs). Almost all of the respondents (99%) use the
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internet at least once a day, and 78% of them use the internet for news retrieval. Figure 5
below, also presents the MEAN and Standard Deviation values for questions Q1 and Q5 –
Q9, according to the results discussed above.

Figure 5. Graph statistics for the respondents’ group (N = 100), concerning some of the important
questions (namely, Q1 and Q5–Q9). It is noteworthy that although DJ is not that widespread, the
participants showed a high interest in the proposed application. This can be further supported by the
fact that the answers’ MEAN values to the questions Q6–Q8 is near 4 (“Agree”), with S.D. values
kept below 1.

In summary, the results of the conducted survey validate the research hypothesis that
there is an audience willing to share (own) crowdsourced content, contributing to the easier
data management of breaking news, that will provide enhanced DJ interfaces.

4.2. Qualitative System Validation Using Experts (News and Media Professionals)

While the implementation of the major components of the system was completed,
the presented framework is a work in progress concerning its overall integration. Data
gathering, processing, normalization, propagation to the pipeline, and storage are already
in place. Moreover, similarity results are being tested end-to-end, while the algorithm
to extract breaking news is under evaluation using a full load of input events. Geo-tag
extraction is underway along with a flight plan and control system based on a web user
interface. The aforementioned modalities and the system as a whole were validated through
formative evaluation sessions, interviewing experts in the field, working in newsrooms,
and manually performing most of the underlying tasks. The results are presented in Table 3
and Figure 6, in which the mean and standard deviation values of all answers are calculated.
Based on these preliminary results, the usefulness of a system that automatically compares
articles for the purpose of breaking news detection can be evaluated and conclusions can
be extracted, utilities that most of the sample evaluators/experts would use. Lower results
in the trust column are considered expected since the system is under construction and has
to prove its applicability and accuracy in practice, even though there is high confidence
regarding its performance in the field. It is expected that the gradual elaboration of the
systems and the associated datasets would further increase the robustness and efficiency of
the service in different real-life scenarios.

95



Future Internet 2022, 14, 26

Table 3. Questionnaire answered, evaluating the acceptance of presented work by experts (E1–E10)
(1: strongly disagree, 2: disagree, 3: neutral, 4: agree, 5: strongly agree).

Question E1 E2 E3 E4 E5 E6 E7 E8 E9 E10

EQ1 Would you be interested in a system that collects all the news articles to
create a data set? 4 5 4 3 3 4 5 5 4 5

EQ2 Would you be interested in a system to look up information? 2 3 2 2 3 3 3 4 4 5

EQ3 Would you be interested in a system that would allow you to compare
articles with each other? 5 5 4 4 4 5 4 5 5 5

EQ4 Would you be interested in an automatic emergency detection system? 3 5 5 4 4 3 4 4 3 4

EQ5 An automatic breaking news system is useful. 3 4 4 4 4 4 4 4 3 4

EQ6 I would use an automatic emergency detection system. 3 5 5 4 4 4 4 4 4 5

EQ7 I would trust an automatic emergency detection system. 2 3 3 3 3 3 3 4 4 4

Figure 6. Mean and standard deviation of the answers given in the validation questionnaire.

4.3. Preliminary System Evaluation on Real-World Data

During the evaluation process, the need for a news database was raised. Due to the
inexistence of a public and open Greek media news database, a custom one was constructed
and populated, consisting of 38,759 articles, gathered in 175 days from 412 online news
platforms. A custom tool for news-feed collection from real-life aggregators was developed,
aiming to provide the deployed database with necessary data.

Each article was classified as “breaking” or “not breaking” by assigning the respective
label to it. Classification could only be carried out by humans; thus, three experts were
invited to process the article titles of two whole dates (526 articles) and place a “vote” for
each one they perceived as breaking [61]. Two testing sets were created, namely three-vote
unanimous and the two-vote majority. The breaking events of the former set were voted by
all three experts as such, whilst the breaking events of the latter were voted by at least two
experts. The dataset is publicly available on http://m3c.web.auth.gr/research/datasets/
bndb/ (accessed on 9 November 2021).

After constructing this first testing dataset and running the detection tool on it, we
determined the evaluation metrics that should be used. Precision and recall are two of the
most commonly used metrics in information retrieval and classification [62]. Precision is
the fraction of the documents retrieved that are relevant to the user’s information need:

precision =
|{relevant documents}| ∩ |{retrieved documents}|

|{retrieved documents}| (2)

Recall is the fraction of the documents that are relevant to the query that is success-
fully retrieved:

recall =
|{relevant documents}| ∩ |{retrieved documents}|

|{relevant documents}| (3)
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The Precision–Recall curve is one of the most used metrics for the evaluation of binary
classifiers. In the current use-case, this curve is affected by the involved system parameters,
namely time window (tw) that controls observation length, similarity index threshold
(tsi) that estimates the relation of the retrieved articles, and count threshold (cnt) that
summates the number of the retrieved documents within the wanted tsi values. This was
initially checked through empirical observations, with trial-and-error testing to indicate an
appropriate time window of tw = 1800 s (i.e., half an hour). Hence, it was decided to further
elaborate on the behavior of the classifier through the Precision–Recall curve concerning
the change of the similarity threshold (Figure 7) and the count threshold (Figure 8). It
is expected that greater threshold values will have a great impact on Precision, as the
detection algorithm will be “stricter”.

Figure 7. Precision–Recall curve keeping the window at 1800 s and the count threshold at 5 while
increasing the similarity threshold from 0.55 to 1.0 with a step of 0.5: (a) three-vote unanimous set;
(b) two-vote majority set.

Figure 8. Precision–Recall curve keeping the window at 1800 s and the similarity threshold at 0.85,
while increasing the count threshold from 3 to 13 with a step of 1: (a) three-vote unanimous set;
(b) two-vote majority set.

An attempt to evaluate the behavior of the detection system was also made by chang-
ing the time window from 600 to 6000 s while keeping the similarity threshold at 0.85 and
the count threshold at 5, but the results remained the same.

Overall, based on the evaluation results of the trained models, the parameter that
has the greatest impact on the classifier’s behavior is the similarity threshold. Setting
the similarity threshold to 0.75, a Precision value of 0.857 and a Recall value of 0.125
were achieved on the three-vote unanimous set. This leads to the conclusion that most
of the retrieved articles were truly classified as breaking news, whilst the probability of a
breaking article to be retrieved by the system was kept low. This prototype system performs
remarkably better on the two-vote majority set, on which setting the similarity threshold to
0.75 a precision value of 1.0, and a recall value of 0.241 is achieved.
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Recalling the conducted state-of-research review, related works, which deal either
with hot topic detection or breaking news detection, evaluate their results with the same
metrics, achieving average Precision and Recall values of 0.84 and 0.83, respectively [36,40].
It should be highlighted that the accuracy of the systems that try to solve these problems
is still relatively low at the level of 80% [36,40,41]. Given that the current work faces a
broader/more demanding problem, and the proposed solution fertilizes the ground for
future ML/DL elaborations (the full potential of which have not been explored at this
point), we can support the idea that the results achieved are mostly adequate, strongly
validating the targeted proof of concept.

5. Discussion

The aforementioned preliminary results of the implemented prototype were also given
to the field experts mentioned above. Based on their feedback, they are promising, but
quite a few improvements are required. As the database will be growing bigger and more
modules will be implemented and integrated, the results will get better. A bigger database
will not only offer the opportunity of moving to deep learning methods but will also assist
in the introduction of media source weights. Some media are more reliable than others,
which is something that should be taken into consideration by the implemented logic. It
also seems that a custom corpus should be built for training the word vector providing
model, as words in the news continuously change, and a static lexicon will not be able to
cover future cases.

The integration of more input sources will also improve the results, as social media
will provide a greater or at least a different kind of insight than that of the websites. End
users should also be able to choose specific social media accounts to monitor so as not to
burden the system with a high volume of useless data.

The human factor will play a very serious role in the efficiency of this framework. Mo-
bile journalists that will be trusted with both sending alerts to and receiving alerts from the
platform will be carefully chosen. Reliability is the most important trait for both functions,
which means that the selection should be made with the assistance of professionals.

6. Future Work

As soon as the breaking news detection method reaches an ideal state, the next step will
be to work on the other two pillars. Flight-plan preparation demands robust and reliable
geolocation inference. The next milestone will be to provide geo-location information
extracted by the content of the event entities in case they are not explicitly included in
them. It may be impossible to infer the exact location of interest just from textual or visual
data, but humans will always be involved in the process to correct or improve it. This stage
includes the trajectory design as well as logistics operations, such as drone and operator
availability checking as well as requesting flight authorization if required by the law.

The last step will be the provision of semi-autonomous guiding to the drone or the
human operator through waypoints. This process will demand access to three-dimensional
maps and advanced image processing for obstacle avoidance.

7. Conclusions

Drones are very useful in hostile or hazardous environments where the human ap-
proach is considered dangerous and unsafe or when ground coverage is not feasible; there
is also the “disposable drone scenario”, where it is expected that UAVs might not return
to the land zone. Besides the aims of healthier and less dangerous working conditions for
reporters, new storytelling methods can be exploited to raise public awareness on specific
news stories (e.g., a conflict in a war zone, etc.) Extending the above, drone journalism
could be the ideal tool for reporting physical disasters while delivering valuable civil
protection informing services to the public (e.g., monitoring an earthquake or hurricane,
traffic jam, etc.) Additional cases include environmental journalism, nature inspection,
wildlife protection, and sports coverage.
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Future drone journalism services will be able to address numerous challenges that
people are already facing. For instance, environmental issues and the better management
of earth resources are considered very critical for the upcoming decades. Journalists and
news media are obliged to inform people and to help them realize the actual situation as
well as actions that should be taken. UAV surveillance allows for long-term environmen-
tal observation, which could be quite useful in the above directions. New technologies
(i.e., multispectral imaging) will allow the monitoring of invisible changes, which can be
conducted regularly. While the technology of multi-spectral vision is currently expen-
sive, it is more than certain that such imaging tools will be commonly available in the
not-so-far future.

The proposed framework is in alignment with important worldwide initiatives, dedi-
cated to establishing the ethical, educational and technological framework for this emerging
field. People deserve to be properly informed and to be given further assistance on arising
social, techno-economic, legal, and moral matters. Another positive impact is the implemen-
tation of smart systems and the acquisition of large-scale annotated content repositories,
featuring common ground with far-reaching aims, such as the Semantic/Intelligent Web
(Web 3.0/4.0) and the Internet of Things.

The benefits of such a system may be numerous, but amateur and professional users
must be careful when using devices that can record video and audio. Personal data should
be respected by everyone and under all circumstances. Every day, people come before
cameras that are intentionally or unintentionally pointing at them. Drones have a longer
range, which means that footage that includes people should be automatically censored
before being publicly broadcasted. Every action should be governed by journalistic ethics.
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Abstract: Since the dawn of the new millennium and even earlier, a coordinated effort has been
underway to expand the World Wide Web into a machine-readable web of data known as the Semantic
Web. The field of art and culture has been one of the most eager to integrate with the Semantic Web,
since metadata, data structures, linked-data, e.g., the Getty vocabularies project and the Europeana
LOD initiative—and other building blocks of this web of data are considered essential in cataloging
and disseminating art and culture-related content. However, art is a constantly evolving entity and
as such it is the subject of a vast number of online media outlets and journalist blogs and websites.
During the course of the present study the researchers collected information about how integrated
the media outlets that diffuse art and culture-related content and news are to the Semantic Web. The
study uses quantitative metrics to evaluate a website’s adherence to Semantic Web standards and it
proceeds to draw conclusions regarding how that integration affects their popularity in the modern
competitive landscape of the Web.

Keywords: semantic web; media; art; culture; quantitative analysis; internet statistics; world
wide web

1. Introduction

The Semantic Web, as a means to structure and disseminate data through machine-
readability [1], is very important in the fields of art and culture and a cornerstone of
digitized art and cultural heritage collections around the globe [2]. It is also a useful tool
in the field of contemporary journalism, displaying enormous potential for information
gathering, filtering and dissemination [3,4]. Since art and culture themselves are often the
subject of journalistic content, the usage of Semantic Web technologies especially in media
outlets that focus on these specific fields presents a very interesting landscape for research.

In the study presented in this article, the researchers proceeded to get a thorough
glimpse at the landscape of Semantic Web information provided by art and culture-related
websites with an added focus on the reportorial or journalistic aspects of this information.
In order to do so, a variety of relevant websites were identified using a process that involved
both automated and expert manual selection. These identified websites were then perused
by an automated crawling algorithm and metrics about their integration of Semantic Web
technologies were collected. The specific metrics selected were based on the researchers’
expertise in the field of the Semantic Web and its application in art and cultural heritage
and are presented in detail in the methodology section. Moreover, through this expertise an
integration rating system was devised and is presented in detail. The information collected
was further analyzed through means of not only traditional statistical analysis, but also a
machine learning technique known as Gradient Boosting.

Future Internet 2022, 14, 36. https://doi.org/10.3390/fi14020036 https://www.mdpi.com/journal/futureinternet103



Future Internet 2022, 14, 36

The ultimate goal of the study is to present an informed impression of the integration
of various Semantic Web technologies in art and culture-related online media and assess
both the perceived importance of these technologies and, to an extent, a quantitative
measure of that importance in relation to a website’s popularity.

2. Theoretical Background

More than two decades have passed since Tim Berners-Lee and his team envisioned the
Semantic Web, a form of web content that would be readable and, thus, understandable and
comprehensible by machines [1]. One of Semantic Web’s most important properties is this
ability to give more valuable information by automatically searching the meaning structure
of web content [5]. In essence, it would provide structure to the anarchic structure of the
Web in conjunction with the focus on human-centered computing as presented by Michael
Dertouzos [6], an early proponent of the Semantic Web. The Semantic Web, alongside other
web paradigms such as the Social Web which involves the evolution of social media, the 3D
Web which encompasses virtual reality experiences in the Web and the Media Centric Web
which focuses on the transmediative nature of the Web, is a key consisting element of Web
3.0 [7]. Furthermore, new technologies such as Artificial Intelligence and the blockchain
also enhance and improve aspects of the Web, aiming to achieve different goals such as
decentralization, connectivity and ubiquity. Web 3.0 and especially the Semantic Web,
which is the focus of this study, seem to find their way in multiple thematic fields in the
Web, such as news outlets or art and culture-related websites. The rise of increasingly
technologically advanced forms of journalism dispels any questions about the technical
optimization of contemporary journalism [3].

Despite the fact that now there is more pluralism in terms of websites than ever and
more opinions can be heard, the sheer reality is that the majority of this information is left
unstructured [3]. Semantic Web solutions could be valuable for journalistic research. The
Web offered journalists the plurality that was missing but as a result this led to a more
time-consuming process where journalists need to navigate through all the available data
and sources and filter the information they are accessing manually [4]. Semantic Web
technologies could automatically read, comprehend and include or exclude the useful
information and even improve it by reproducing it with added enhancements such as
accessibility features [8], or even advanced user personalization features [9].

Heravi and McGinnis [4] note that a combination of technologies will be necessary to
provide a Social Semantic Journalism Framework. These technologies would undoubtedly
collaborate with each other and serve as inputs and outputs for one another, establishing a
procedure capable of addressing the issue that social media poses to journalists and editors
as they attempt to determine what is noteworthy in user-generated content.

Another field that could benefit from Semantic Web solutions is that of art and cultural
heritage in general. Cultural heritage can be defined as a kind of inheritance to be preserved
and passed down to future generations. It is also linked to group identity and is both a
symbol of and an essential ingredient in the building of that group’s identity [10]. Cultural
heritage is vital to understanding earlier generations and the origins of humanity. The Web
has enabled local, national and global publishing, explanation and debate.

More and more museums, galleries and art-related institutions are transferring part
or all of their collections into the digital space. The quality of a museum’s Web presence
on the Web can lead, not only to increased website visits, but also to increased physical
visitors [11]. However, cultural heritage resources are vast and diverse. They comprise data
or information that is highly structured, very unstructured or semi-structured and derived
from both authorized and unauthorized sources, and also include multimedia data such as
text, images, audio and video data [2]. In order to accommodate the users’ needs, many
usability-related features need to be implemented [12], but a usability-oriented approach is
not the only approach that can help scientists, companies, and schools better understand
cultural data. In the world of the Web, the data architecture of digital museum databases
is quite diverse and calls for advanced mapping and vocabulary integration. This does
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not come as a surprise as libraries, museums and galleries have always had extended and
heterogeneous databases in the physical world as well. Several efforts have been conducted
in recent years to digitize cultural heritage assets using Semantic Technologies such as
RDF and OWL. There are numerous digital collections and applications available today
that provide immediate access to cultural heritage content [13]. Additionally, cultural
heritage is moving into new media of linear and non-linear storytelling, using audiovisual
hypermedia assets and efforts are being made to provide enhanced semantic interaction, in
order to transition such content into the Semantic Web [14].

Since the Web is a space full of available information, it goes without saying that
someone can find available many sources related to art and culture that do not belong
to their organizations but to websites, blogs or platforms focusing on arts and culture.
In fact, art or cultural journalism is a distinctive field of journalism. Janssen [15] in his
study about coverage of the arts in Dutch newspapers between 1965–1990, divided it in
three levels: The first level regards the general newspapers’ general portrayal of art, for
example, the amount of space devoted to the arts in comparison to other topics. The second
level examines disparities in the amount of focus provided to various creative forms or
genres by contrasting, for example, classical and rock music coverage. The third level deals
with the coverage that artifacts belonging to a certain artistic genre or subfield receive,
for instance, the critical response to freshly released films. There was also a classification
between cultural artifacts. The first level concerns the standing of the arts in respect to
other (cultural) domains; the second level concerns the hierarchical relationships between
art forms or genres; and the third level concerns the ranking of works and producers within
a particular artistic domain.

Towards realizing their vision for the Semantic Web, the Semantic Web initiative of the
World Wide Web Consortium (W3C) has developed a set of standards and tools to support
this. Their early work resulted in two significant proposals: the Resource Description
Framework Model and Syntax Specification and the Resource Description Framework
Schema Specification. The W3C consisted of two primary working groups, the RDF Core
Working Group and the Web Ontology Working Group, both of which issued significant sets
of recommendations [16]. Since its inception, the Semantic Web has been evolving a layered
architecture. Although there have been many variations since, its various components are:

- Unicode and URIs: Unicode as the computer character representation standard, and
URIs, as the standard for identifying and locating resources (such as Web pages), offer
a foundation for representing characters used in the majority of the world’s languages
and identifying resources.

- XML: XML and its relevant standards, such as and Schemas and Namespaces, are
widely used for data organization on the Web, but they do not transmit the meaning
of the data.

- Resource Description Framework: RDF is a basic information (metadata) representa-
tion framework that utilizes URIs to identify Web-based resources and a graph model
to describe resource relationships. RDF lays the foundation for publishing and linking
data. There are a number of syntactic representations available, including a standard
XML format.

- RDF Schema: a simple type modelling language for describing classes of resources
and properties between them in the basic RDF model. It provides a simple reasoning
framework for inferring types of resources.

- Ontologies: a richer language capable of expressing more complicated constraints on
the types and attributes of resources.

- Logic and Proof: an (automated) reasoning system built on top of the ontology
structure with the purpose of inferring new relationships. Therefore, a software
agent can deduce whether a certain resource fits its needs by utilizing such a system
(and vice versa).
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- Trust: This component is the final layer of the stack, and it refers to the issues of trust
and trustworthiness of the information [16]. There are two main approaches regarding
trust, the one is based on policy and the second on reputation [17]. Nowadays
technology, trust and proof are regarded as the most emerging research areas of the
Semantic Web [17].

Semantic Web technologies are regarded as an approach to manage knowledge by
utilizing ontologies and semantic web standards, allow individuals to establish data reposi-
tories on the Web, create vocabularies, and write rules for data processing. Linked data are
assisted by technologies such as RDF, SPARQL, OWL and SKOS [18]. Additionally, a very
classic but perhaps outdated framework is the Ranking Semantic Search framework (RSS).
This framework enables ranking of the search results on the Semantic Web and, through
the use of novel ranking strategies, avoids returning disordered search results [19].

Semantic Web technologies can be applied to a website so it will be more easily readable
and accessible by search engines for better Search Engine Optimization (SEO). For instance,
website owners or content managers can enhance their text descriptions with semantic
annotations and check if this leads to a more satisfying user experience. Towards this end,
Necula et al. [20] investigated e-commerce websites and whether there is a correlation
between the enhancement of product text descriptions with semantic annotations and the
perceived consumers’ satisfaction. Their study concluded that the inclusion of semantic
web elements in the products descriptions is important for a more pleasant customer
experience. In fact, one of the most interesting findings was that the consumer regards
knowledge graphs as having high significance in an e-commerce website [20].

A way to add information that is machine-understandable to Web pages that is pro-
cessed by the major search engines to improve search performance is schema.org [21].
Schema.org’s wide adoption is related to its promotion by major search engines as a stan-
dard for marking up structured data in HTML web pages [22]. This adoption addresses a
fundamental issue for the Web, by making it easy to annotate data within websites, at least
for the most common types of Web content [23].

Although using Semantic Web technologies will lead to a more pleasant and usable
user experience, it is not certain that this automatically means an improvement in terms
of popularity. It is a fact that SEO techniques are used in order to improve a website
searchability and consequently popularity, but it is not certain that utilizing Semantic Web
technologies will automatically result in increased popularity. This is what this research
tries to shed light on.

3. Methodology

3.1. Relevant Website Discovery

In order to gain as much information as possible concerning the level of Semantic Web
integration in art and culture-related online media, collecting a big sample of appropriate
websites was an essential requirement. Identifying such websites was a complex process
involving both automated procedures and human expert input, in order to achieve the
best results. The study’s website discovery process did not attempt to genuinely discover
any and all existing appropriate websites, but instead focused on collecting a sufficiently
large sample.

3.1.1. Automated Sampling

The first step in this process was to acquire an up-to-date list of websites belonging to
the generic Top Level Domains (gTLDs) that any person or entity is permitted to register,
which are the .com, .net and .org gTLDs. The rest of original gTLDs (.int, .edu, .gov and .mil)
were excluded since the study’s main focus was on private activity, both commercial and
non-profit. Such a list was acquired through Common Crawl a “non-profit organization
dedicated to providing a copy of the internet to internet researchers, companies and
individuals” [24]. The acquired list concerned websites that were indexed in October 2021
thus making it appropriately relevant. In order to pinpoint websites that offered what the
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study required, a series of keywords were used. These keywords were “art”, “media”,
“entertain” as short for entertainment and “cult” as short for culture. This starting point
of relevant website discovery procured 449,063 Second Level Domains (SLDs), as seen in
Table 1.

Table 1. Initially collected SLD quantities.

gTLD Art Media Entertain Cult

.com 326,153 49,964 7023 10,578

.net 17,577 3195 366 663

.org 28,413 2574 125 2432

Totals 372,143 55,733 7514 13,673

In order to accomplish the above, an automated process was created. This process,
which was developed in PHP, used Common Crawl’s API to receive a list of domains page
by page. Then it proceeded to filter out all subdomains and sub-folders and to check each
domain name for the specified keywords. For domains that were available through both
HTTP and the more secure HTTPS the non-secure version was filtered out. For domains
available both with the www subdomain and without, the ones with www were excluded.
If no secure version was available, the non-secure one was kept. The same principle was
applied with regards to the www subdomain. This procedure’s flowchart can be seen in
Figure 1.

Since the websites would be required to be evaluated on their content in order to
establish that they are indeed relevant to art or culture and include what may be considered
reportorial content, any websites that did not support the English language were excluded.
Dual language websites were accepted as long as English was the primary language. This
decision was largely influenced by the fact that the English language is in a position of
dominance in the Web compared to other languages [25,26]. This is directly related to the
“digital divide”—the inequality present in the information society which stems from the
difficulty of Internet access for a significant portion of humanity [26,27]. The language of a
website was identified based on Common Crawl Index’s language parameter. This reduced
the number of potentially useful websites to 252,105 sites. Consequently, a number of these
websites were filtered out based on the presence in their sTLD of irrelevant words that
share part of them with the aforementioned keywords (i.e., earth, heart, quarter, smart,
chart, part, etc.)

The next step in narrowing down the number of websites that had to be evaluated
was identifying their popularity. Even though the World Wide Web is full of interesting
art blogs, cultural publications, artist collectives and more, it is expected that the most
popular websites are the ones that have the most impact and the ones worth focusing on.
In order to assess each site’s popularity, Alexa’s Web Information Service was used. Alexa
Internet is an Amazon.com company providing insight on site popularity for more than
25 years [28]. The Web Information Service provides information about web sites through
the use of a Web services API. Part of this information is the rank of almost 10 million
websites based on traffic in the last 90 days. An automated process that used Alexa’s Web
Information Service through API requests was implemented in order to gather information
for all the websites in our database. After eliminating all low-traffic websites, a total of
16,616 websites remained.
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Figure 1. Flow chart of the website discovery crawler.
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3.1.2. Expert Screening

In order to identify which of the remaining websites actually corresponded with the
researcher’s intends the rest of the screening was accomplished through manually visiting
and browsing through the websites. This process was conducted by the members of the
research team themselves. The Team consists of multiple experts with years of accumulated
experience in studying the Web presence of Audiovisual Arts and Cultural Heritage.

In an effort to accommodate this intense and time-consuming process, a small-scale
Web application was designed and implemented. Its purpose was to present the researchers
with a number of potential websites alongside some information about them like their
gTLD and the keyword that their SLDs contained. The members of the research team would
then visit the website and after their audit they could choose to evaluate it by selecting the
appropriate of three color-coded options:

- Red indicated that a website that had no relevance to the field of art and culture.
- Yellow indicated that a website was art or culture related but had limited reporto-

rial content.
- Green indicated that a website was not only art or culture-related but also contained a

fair amount of reportorial content.

The two main criteria for this evaluation were each website’s relevance to the fields
of art or cultural heritage and whether the website’s content was even partially of a
journalistic or reportorial nature. Websites that contained information about works of
art, artists and their past and current projects, local or international culture and cultural
heritage, cultural artifacts or places, historical or academic analysis of artworks, and so on,
were considered by the researchers relevant to the fields of art or culture. Such websites
included, but were not limited to, websites of museums, galleries, collections, art schools
and colleges, artist portfolios, organizations or societies promoting art and culture, news
outlets covering relevant matters, artist agencies, art vendors and more. Any non-relevant
websites were marked as “Red” and excluded from the study. The researchers also searched
for reportorial content inside each website such as articles, blog entries, opinion pieces,
artwork analyses, news regarding events or exhibitions, artwork reviews, artist interviews,
historical retrospects, current artistic event discussion and more. Websites that exhibited a
fair amount of such reportorial content were evaluated as “Green” while those that were
relevant to art but exhibited extremely limited or no reportorial content were evaluated
as “Yellow”.

Figure 2 presents a screenshot of the Web application during its use. The interface
also presents the total number of evaluations required, as well as the current number of
evaluations completed by this researcher. Additionally, it presents a small preview of how
the evaluation process is shaping up by indicating how many websites have been so far
evaluated in each category.

Out of a total of 16,616 websites, 12,874 were evaluated as Red, 2653 were evaluated
as Yellow and 1089 were evaluated as Green. In addition, the researchers were encouraged
to suggest additional websites that they knew fit the criteria and were not discovered by
the automated process. This led to an additional 35 websites that were added to the pool
and evaluated as Green, bringing the total number of evaluated websites to 16,651 and the
total value of Green websites to 1124.
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Figure 2. Interface of the Web application created to facilitate the manual screening process.

3.2. Collecting Information

The next step of the study involved investigating the relevant websites in order
to collect information regarding which Semantic Web technologies were integrated in
each website and, where possible, to what extent. As a means of accomplishing this,
an automated procedure was developed and implemented in PHP making use of the
cURL Library, a library created by Daniel Stenbergand to allow for connectivity and
communication with different servers through various protocols [29], and the DOM PHP
extension. All websites evaluated as Yellow and Green were deemed important for this
step, since a website is also an information outlet in and of itself. As a result, 3777 websites
were investigated.

This procedure connected to the websites’ homepage and identified all internal links
presented there. It then proceeded to “crawl” through these links and attempted to detect
the use of various specific methods that had as a goal to assist with each website’s machine-
readability. For every website a maximum of 80 pages, including the homepage, were
crawled, in an effort to avoid spending an overly extended time in a single website. This
number of pages was deemed by the researchers capable of providing a comprehensive
impression of the extent of integration of Semantic Web technologies. After identifying
these technologies, the crawler also attempted to extract metrics on their usage in manners
that will be further elaborated upon below. Out of the 3777 websites, 3632 were successfully
crawled. The unsuccessful attempts included websites that denied automated indexing
through a robots.txt file or where the crawler encountered various technical difficulties.
Figure 3 presents the flow chart of the crawler.
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Figure 3. Flowchart of the Semantic Web technologies detection crawler.

The Semantic Web technologies investigated were:

- The use of RSS feeds;
- The use of HTML5 Semantic Elements;
- The use of the Open Graph protocol;
- The use of Twitter Cards markup;
- The use of schema.org schemas;
- The use of Microformats metadata format.

These different methods of creating a more machine-readable website are detailed below.

3.2.1. RSS Feeds

RSS (RDF Site Summary) is a format that allows the creation of Web feeds [30] that
can be used to allow applications to access a website’s information. It is one of the earliest
attempts at Web syndication and through its popularity in the 2000s it stood in the forefront
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of creating a machine-readable Web. The study’s algorithm detected how many unique
RSS feeds were available in each individual website (variable _rss_feeds).

3.2.2. HTML Semantic Elements

The use of new Semantic Elements was introduced in HTML5 in an effort to help
define the content of various structural elements of the Document Object Model (DOM)
not only to the developer but also to the browser [31]. These are specifically the elements
<article>, <aside>, <details>, <figcaption>, <figure>, <footer>, <header>, <main>, <mark>,
<nav>, <section>, <summary> and <time>. The study’s crawling algorithm located such
elements in a Web page’s structure and counted how many pages of each website included
these elements (variable _html). Additionally, it monitored how many different such
elements were used for each individual website (variable _html_variety).

3.2.3. Open Graph

The Open Graph protocol contains metadata that help create a rich object regarding
each Web page for the purpose of displaying it in a social graph [32]. The protocol follows
a method compatible with W3C’s RDFa (Resource Description Framework in attributes)
recommendation. The most basic metadata element of the protocol is the og:title element
which contains a title for the Web page as it would appear on the graph. The study’s
algorithm detected how many pages of each website included an og:title element (variable
_og). Additionally, it monitored what percentage of these titles where unique to a single
specific page and not a reused generic title (variable _og_variety).

3.2.4. Twitter Cards

Twitter Cards use a markup system to create a rich object specifically for the Twitter
social media platform [33]. Similarly to the Open Graph system, it complies with RDFa
syntax. The Summary card is a twitter card which creates a short summary of the specific
Web page. The title of that summary can be located in the twitter:title metadata element.
The study’s algorithm detected how many pages of each website included a twitter:title
element (variable _twitter). Additionally, it monitored what percentage of these titles where
unique to a single specific page and not a reused generic title (variable _twitter_variety).

3.2.5. Schema.org Schemas

Schema.org is a community-driven collection of structured data schemas [22] for use
on the Internet, founded by Google, Microsoft, Yahoo and Yandex. Its purpose is to make
it easier on website developers to integrate machine-readable data in their websites. The
data can be conveyed using different encodings such as RDFa, Microdata or JSON-LD.
The study’s algorithm detected how many pages of each website included a schema.org
element in any of these three different methods of encoding (variable _schemaorg).

3.2.6. Microformats

Microformats is a set of data formats that can be used to convey machine-readable data.
The various data formats are explicitly declared through the use of HTML Classes [34]. Mul-
tiple such Microformats are available in order to semantically mark a variety of information.
The study’s algorithm detected how many subpages of each website included one of the
following classes indicated usage of a microformat: “adr”, “geo”, “hAtom”, “haudio”,
“vEvent”, “vcard”, “hlisting”, “hmedia”, “hnews”, “hproduct”, “hrecipe”, “hResume”,
“hreview”, “hslice”, “xfolkentry” and “xoxo” (variable _microformats). Additionally, it
monitored how many different such classes were used for each individual website (variable
_microformats_variety).

In addition to the above technologies, the crawling algorithm developed in this study
kept a record on how many pages of each website were crawled (variable _pages_crawled)
as well as any other json + app formats that might appear in a page that might be worth
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investigating (variable _other). A comprehensive table of all variables recorded by the
study’s algorithm is presented in Table 2.

Table 2. List of SWT related variables recorded by the crawler algorithm.

Variable Short Description

_pages_crawled Number of pages crawled
_rss_feeds Number of unique RSS feed links

_html Number of pages with HTML5 Semantic Elements
_html_variety % of HTML5 Semantic Elements used

_og Number of pages with Open Graph Metadata Elements
_og_variety % of og:title values that are unique

_twitter Number of pages with Twitter Summary Card Metadata Elements
_twitter_variety % of twitter:title values that are unique

_schema_org Number of pages with schema.org structured data
_microformats Number of pages with Microformats data formats

_microformats_variety % of Microformats used
_other Number of pages with other json data

3.3. Evaluating Semantic Web Technologies Integration

The multitude of measured quantitative variables that were collected during the
website crawling process are all indicators of a website’s adherence to Semantic Web
standards. They can be used to get a glimpse of how committed each website is to making
its information machine-readable. As part of the effort of documenting this commitment
the researchers have created a 5-star rating system that can translate the measurements
in an easy-to-read comprehensive value dubbed “Semantic Web Technologies Integration
Rating” or SWTI rating.

The rating system focuses on which elements the researchers consider most important
through their expertise in the field of integration of Semantic Web technologies.

The usage of structured data is the first and most important aspect of such an integra-
tion. Schema.org is supported by multiple colossi of the Web such as Google and Microsoft
and Microformats has a long history of effort in promoting machine-readability. Hence,
one star is rewarded for attempting use of these technologies at least to some extent, with a
second star being rewarded to websites that have a more extensive integration.

The creation of rich objects for social media may stem from a different motivation but
nonetheless it is a major contributing factor in the machine-readability of modern websites.
As such, one star is awarded for the implementation of at least one such method, either
Open Graph or Twitter Cards. An additional half star is awarded if the implementation
focuses in providing unique information for each different page of a website, as dictated by
usage guidelines.

The use of HTML5 semantic elements promotes a content-based structure of a website’s
DOM at least to some extent and so it is rewarded with half a star. Additionally, when
the website uses multiple different such elements it becomes an indicator of a quality
implementation and as such it is rewarded with another half star.

Finally, providing an RSS feed has been a popular practice for more than 20 years
and it is a good first step in assisting with machine-readability. Since RSS popularity is
declining, its use awards half a star.

The scoring system is presented in detail in Table 3.
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Table 3. SWTI rating system.

Condition Stars Awarded

Website using at least some schema.org or Microformats structured data. 1
Website using Schema.org or Microformats structured data in at least

50% of its crawled pages 1

Website using Open Graph or Twitter Cards to provide at least one
rich object for social media 1

Website using unique Open Graph or Twitter Card titles for over
50% of its rich objects 0.5

Website using at least one HTML5 Semantic Element 0.5
Website using at least 50% of the different HTML5 Semantic Elements 0.5

Website providing at least one RSS feed 0.5

Total 5

4. Results

4.1. Statistics and Analysis

Table 4 depicts a sample of the first ten entries of our data formation. The first column
shows the websites, the second column presents the ranking of a website based on its
popularity according to Alexa Internet (_alexa_rank). Columns 3 to 7 contain scores for each
of the four major Semantic Web technologies derived by dividing the pages that used each
technology as shown in Section 3.2 (variables _rss_feeds, _html, _og, _twitter, _schema_org)
by the total number of pages crawled (variable _pages_crawled) thus creating the new
variables (_rss_score, _html_score, _og_score, _twitter_score, _schema_score). Columns
from 8 to 10 contain the variables _html_variety, _og_variety and _twitter_variety. The
last column contains the rating for each site based on the SWTI rating system detailed
in Section 3.3 (variable _swti). The variables _microformats, _microformats_variety and
_other, which identified usage of microformats or other json data in each web page were
omitted from further statistical analysis because the percentage of websites with findings
in these metrics was below 1%.

Table 4. Data formation sample.

Domain
Alexa
Rank

RSS
Score

Html
Score

OG
Score

Twitter
Score

Schema
Score

Html
var%

OG
var%

Twitter
var%

SWTI
Rating

03mediainc.com 228,588 60.00 95.00 95.00 0.00 95.00 77 97 0 5.00
10xplusmedia.com 269,411 38.46 96.15 96.15 0.00 96.15 31 96 0 4.50

13artists.com 4,084,650 27.27 90.91 90.91 0.00 81.82 23 100 0 4.50
1531entertainment.com 1,278,072 62.50 100.00 100.00 100.00 0.00 77 100 70 3.00
1913mediagroup.com 4,799,977 60.00 100.00 0.00 0.00 0.00 31 0 0 1.00

1artworks.com 4,141,675 65.22 91.30 91.30 86.96 0.00 31 100 5 2.50
1atbatmedia.com 2,355,870 47.06 100.00 100.00 0.00 100.00 54 94 0 5.00
1media-en.com 2,216,622 101.25 71.25 98.75 0.00 98.75 46 97 0 4.50
03mediainc.com 228,588 30.00 17.50 85.00 0.00 85.00 31 100 0 4.50

10xplusmedia.com 269,411 0.00 100.00 96.25 0.00 100.00 23 99 0 4.00

Table 5 depicts the descriptive statistics for each variable and Table 6 depicts the
frequency related statistics. In Figure 4 the histogram and boxplot of the _alexa_rank
variable are presented, depicting the distribution and dispersion of the variable. The
histogram and boxplot, the distribution and dispersion of the other sample values are
plotted for each of the variables and presented in Appendix A.
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Table 5. Descriptive statistics.

N Minimum Maximum Mean Std. Deviation

_alexa_rank 3632 3736.0 8,887,606.0 4,019,426.703 2,264,259.1955
_rss_score 3632 0.0 300.0 20.325 33.6279

_html_score 3632 0.0 100.0 77.128 35.1675
_og_score 3632 0.0 100.0 65.814 41.7498

_twitter_score 3632 0.0 100.0 31.371 43.5979
_schema_score 3632 0.0 100.0 42.751 44.2935

_swti 3632 0.0 5.0 2.968 1.5851
_html_variety 3632 0.0 92.0 36.697 21.3882

_og_variety 3632 0.0 100.0 70.367 42.8166
_twitter_variety 3632 0.0 100.0 33.598 44.1914

Valid N (listwise) 3632

Table 6. Frequencies.

_alexa
_rank

_rss
_score

_html
_score

_og
_score

_twitter
_sctore

_schema
_score

_html
_variety

_og
_variety

_twitter
_variety

_swti

N
Vald 3632 3632 3632 3632 3632 3632 3632 3632 3632 3632
Mis 0 0 0 0 0 0 0 0 0 0

Mean 4,019,426.70 20.325 77.128 65.814 31.371 42.751 36.697 70.367 33.598 2.968
Std. Err. of Mean 37,571.0403 0.5580 0.5835 0.6928 0.7234 0.7350 0.3549 0.7105 0.7333 0.0263

Std. Deviation 2,264,259.19 33.6279 35.1675 41.7498 43.5979 44.2935 21.388 42.8166 44.1914 1.5851
Variance 5.127 × 1012 1130.837 1236.75 1743.047 1900.77 1961.915 457.45 1833.257 1952.879 2.513

Skewness 0.225 2.702 −1.476 −0.777 0.772 0.226 −0.177 −0.949 0.634 −0.315
Kurtosis −0.808 11.401 0.534 −1.206 −1.309 −1.810 −0.703 −1.003 −1.501 −1.190
Range 8,883,870.0 300.0 100.0 100.0 100.0 100.0 92.0 100.0 100.0 5.0

Minimum 3736.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Maximum 8,887,606.0 300.0 100.0 100.0 100.0 100.0 92.0 100.0 100.0 5.0

Percent

25 2,210,762.75 0.000 75.000 5.212 0.000 0.000 23.000 7.000 0.000 1.500
50 3,915,896.50 3.101 95.000 90.909 0.000 20.000 38.000 100.000 0.000 3.000
75 5,530,911.25 28.571 100.000 100.000 90.183 94.118 54.000 100.000 89.000 4.500

 

 

(a) (b) 

Figure 4. The histogram (a) and boxplot (b) of the _alexa_rank variable showing a relatively nor-
mal distribution.
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Table 7 depicts the descriptive statistics of the _swti variable for websites that were
evaluated as Yellow or Green during the expert screening process described in Section 3.1.2
(variables _swti_yellow, swti_green). Frequency-related statistics for these variables are
presented in Table 8 and their histograms and boxplots in Figures 5 and 6.

Table 7. Descriptive statistics for the SWTI of Yellow and Green websites.

N Minimum Maximum Mean Std. Deviation

_swti_yellow 2553 0 5 2.87 1.600
_swti_green 1079 0 5 3.20 1.524

Valid N (listwise) 1079

Table 8. Frequencies for the SWTI of Yellow and Green websites.

_swti_yellow _swti_green

N
Valid 2553 1079

Missing 1079 2553

Std. Error of Mean 0.032 0.046
Std. Deviation 1.600 1.524

Variance 2.561 2.321
Skewness −0.244 −0.483

Std. Error of Skewness 0.048 0.074
Kurtosis −1.245 −0.997

Std. Error of Kurtosis 0.097 0.149
Range 5 5

Minimum 0 0
Maximum 5 5

Percentiles

25 1.50 2.00
50 3.00 3.50
75 4.50 4.50

 
 

(a) (b) 

Figure 5. The histogram (a) and boxplot (b) of the _swti_yellow variable showing a non-
normal distribution.
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(a) (b) 

Figure 6. The histogram (a) and boxplot (b) of the _swti_green variable showing a non-
normal distribution.

In order to analyze the interrelation between the independent variables _html_score,
og_score, _twitter_score and _schema_score, a Pearson’s r criterion was applied [35]. The
results are shown in Table 9 where the correlations between the variables are depicted. All the
correlations have significance level at 0.000 confirming the statistically significant correlation.

Table 9. Pearson correlations between html_score, og_score, twitter_score and schema_score.

html_score og_score twitter_score schema_score

html_score

Pearson correlation 1 0.393 ** 0.316 ** 0.349 **
sig. 0.000 0.000 0.000
N 3632 3632 3632 3632

og_score
Pearson correlation 0.393 ** 1 0.482 ** 0.422 **

sig. 0.000 0.000 0.000
N 3632 3632 3632 3632

twitter_score

Pearson correlation 0.316 ** 0.482 ** 1 0.099 **
sig. 0.000 0.000 0.000
N 3632 3632 3632 3632

schema_score

Pearson correlation 0.349 ** 0.422 ** 0.099 ** 1
sig. 0.000 0.000 0.000
N 3632 3632 3632 3632

** Correlation is significant at the 0.01 level.

The Pearson’s r coefficients range from 0.316 (the weaker positive correlation between
html_score and twitter score) to 0.482 (the stronger positive correlation between og_score
and twitter score).

In an effort to examine the interrelationship between the collected Semantic Web
metrics and a websites popularity the various websites were ranked according to their
measured SWTI rating (variable _swti_rank) and the Spearman’s rank correlation coefficient
was calculated. The results are presented in Table 10.

Results of the Spearman correlation indicated that there is a significant very small pos-
itive relationship between _swti_rank and _alexa_rank and Y, (r(3630) = 0.0683, p < 0.001).
This correlation despite being very small prompted the researchers to further investigate
the interrelationship between SW integration and popularity using a gradient boosting
analysis which included every metric collected by the crawling algorithm.
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Table 10. Spearman correlation between _swti_rank and _alexa_rank.

Parameter Value

Spearman correlation coefficient (r) 0.06835
p-value 0.0000375

Covariance 161,169,282.6
Sample size (n) 3632

Statistic 4.1275

4.2. Gradient Boosting Analysis Using XGBoost

After samples have been collected, the XGBoost models are built using a grid search
among the parameter space. XGBoost (eXtreme Gradient Boosting) is a fast implementation
of gradient boosting [36]. It is a scalable end-to-end tree boosting system that has been
widely used and achieves state-of-the-art classification and regression performance [37].
It can improve in the reduction of overfitting, the parallelization of tree construction, and
the acceleration of execution. It is an ensemble of regression trees known as CART [38].
The prediction score is calculated by adding all of the trees together, as indicated in the
following equation,

Ŷ =
M

∑
m=1

fm(X) (1)

where M is the number of trees and fm is the mindependent CART tree. In contrast
to Friedman’s [39] original gradient boosting architecture, XGBoost adds a regularized
objective to the loss function. The regularized objective for the mth iteration optimization is
provided by

Lm =
n

∑
i=1

l(yi, ŷl
m) +

m

∑
j=1

Ω
(

f j
)

(2)

where n denotes the number of samples, l denotes the differentiable loss function that
quantifies the difference between the predicted ŷi

m and the target yi and Ω denotes the
regularization term

Ω( f ) = γT +
1
2

λ
T

∑
k=1

wk
2 (3)

where T is the number of nodes and w denotes each node’s weight. The regularization
degree is controlled by two constants, γ and λ. Furthermore, taking into account that for
the mth iteration the following relation holds,

ŷl
m = ŷl

m−1 + fm(xi) (4)

we can recast Equation (2) as,

Lm =
n

∑
i=1

[
l
(

yi, yi
m−1

)
+ gi fm(xi) +

1
2

hi fm
2(xi)

]
+ Ω( fm) (5)

where we introduced the operators, gi = ∂ŷm−1 l
(
yi, ŷm−1) and hi = ∂2

ŷm−1 l
(
yi, ŷm−1),

which are the loss function’s first and second-order derivatives, respectively.
XGBoost makes the gradient converge quicker and more accurately than existing

gradient boosting frameworks by using the second-order Taylor expansion for the loss
function [36]. It also unifies the generation of the loss function’s derivative. Furthermore,
adding the regularization term XGBoost to the target function balances the target function’s
decrease, reduces the model’s complexity, and successfully resolves overfitting [36].

Furthermore, XGBoost can use the weight to determine the importance of a feature.
The number of times a feature is utilized to partition the data across all trees is the weight
in XGBoost [36], and is given by the equation
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IMPF =
M

∑
m=1

L−1

∑
l=1

I
(

Fl
m, F

)
I
(

Fl
m, F

)
(6)

with the boundary conditions, IMPF = 1, if Fl
m == F, else IMPF = 0. M is the number

of trees or iterations, L denotes the number of nodes in the mth tree, L − 1 denotes the tree’s
non-leaf nodes, Fl

m stands for the corresponding feature to node l, and I() denotes the
indicator function.

The Alexa ranking for the websites under investigation is used as the outcome of the
fitted model. The features collected by the crawling mechanism are used as the predictor
variables. Since the main point of the analysis is to identify the most important features
related to semantic web technologies with respect to the ranking of a website, we perform
a grid search for the parameter space of XGBoost. The Alexa ranking is used to extract
four classes using the quartiles with respect to the ranking. This transforms the regression
analysis to a multiclass classification problem with four classes available. The first class is
for the top 25% of the websites in ranking, and the other three classes are for the intervals
[0%, 25%), [25%, 50%) and [50%, 75%] of the remaining websites.

The measure logLoss, or logarithmic loss, penalizes a model’s inaccurate classifications.
This is particularly useful for multiclass classification, in which the approach assigns a
probability to each of the classes for all observations (see, e.g., [40]). As we are not expecting
a binary response, the logLoss function was chosen over traditional accuracy measurements.
The logLoss function is given by

logLoss = − 1
N

N

∑
i=1

M

∑
j=1

yijln
(

pij
)

(7)

where, M is the number of classes, N the number of observations, yij = {0, 1} indicates if
observation i belongs to class j, an pij the respective probability.

The number of pages crawled is used to scale the related features extracted. These are
all page count features for a respective semantic web technology, and the feature extracted
for the rss feeds. In addition, this transformation “scales-out” the number of pages crawled
to isolate the effect, and the importance of the semantic web features measured to ranking.
In particular, the following variables are transformed by dividing with the number of pages
crawled (“_pages_crawled”), “_html”, “_og”, “_twitter”, “_rss_feeds”, “_schema_org”,
“_other”, “_microformats”.

The parameters of machine learning models have a significant impact on model
performance. As a result, in order to create an appropriate XGBoost model, the XGBoost
parameters must be tuned. XGBoost has seven key parameters: boosting number (or eta),
max depth, min child weight, sub sample, colsample bytree, gamma, and lambda. The
number of boosting or iterations is referred to as the boosting number. The greatest depth
to which a tree can grow is represented by max depth. A larger max depth indicates a
higher degree of fitting, but it also indicates a higher risk of overfitting. The minimum sum
of instance weight required in a child is called min child weight. The algorithm will be
more conservative if min child weight is set to a large value. The subsample ratio of the
training instances is referred to as subsample. Overfitting can be avoided if this option is
set correctly. When constructing each tree, colsample bytree refers to the subsample ratio of
features. The minimum loss reduction necessary to make a further partition on a tree leaf
node is referred to as gamma. The higher the gamma, the more conservative the algorithm
is. Lambda represents the L2 regularization term on weights. Additionally, increasing this
value causes the model to become more conservative. We perform a grid search using
the facilities of the Caret R-package [41]. We search the parameter space with the “grid”
method, using 10-fold cross validation for a tuneLength of 30 that specifies the total number
of unique combinations using the trainControl and train functions of the Caret package
(Kuhn 2008). The optimal values identified are
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{eta = 0.3, gamma = 0, min child weight = 5, max depth = 6, subsample = 0.5, colsam-
ple_bytree = 0.5, lambda = 0.5}.

The overall statistics are presented in Table 11 and the statistics by class in Table 12.

Table 11. Overall statistics.

Overall Statistics

Accuracy 0.304
95% CI (0.2742, 0.335)
p-Value 0.0009703
Kappa 0.0727

Table 12. Statistics by class.

Class: 1 Class: 2 Class: 3 Class: 4

Sensitivity 0.3259 0.23504 0.4081 0.25110
Specificity 0.7968 0.79228 0.6905 0.79295

Pos Pred Value 0.3443 0.28205 0.3003 0.28788
Neg Pred Value 0.7830 0.74895 0.7818 0.76056

Precision 0.3443 0.28205 0.3003 0.28788
Recall 0.3259 0.23504 0.4081 0.25110

F1 0.3349 0.25641 0.3460 0.26824
Prevalence 0.2467 0.25771 0.2456 0.25000

Detection Rate 0.0804 0.06057 0.1002 0.06278
Detection Prevalence 0.2335 0.21476 0.3337 0.21806

Balanced Accuracy 0.5613 0.51366 0.5493 0.52203

Figure 7 presents the sorted accuracy for each model fit and Figure 8 displays the
various variables and their importance.

Figure 7. Sorted accuracy for each model fit.
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Figure 8. Feature importance.

5. Discussion

The metrics presented in Section 4.1 provide an interesting overview of the landscape
of Semantic Web technologies integration in media websites with content relevant to art
and cultural heritage. There are some common patterns that seem to emerge while at the
same time each variable presents something unique.

The variable _rss_score provides information about the quantity of different RSS feeds
found in a single website in relation to the total pages crawled for that website. As seen in
the variable’s histogram in Figure A1a the relevant majority of websites do not provide
RSS feeds at all. That being said, the sites that do provide RSS in total are more than the
sites that do not. From the websites that do use RSS as a means to disseminate content
most have an _rss_score value from 1–100. This indicates that they provide one or less
unique RSS feed per page crawled. With the arithmetic mean being ~20, as seen in Table 5,
that would mean that the average website provided 1 RSS feed per 5 pages crawled. This
makes sense since usually RSS feeds contain multiple records of content (articles, products,
comments, etc.) It was observed that a common practice was to provide some general
feeds with multiple records while at the same time providing an additional single record
feed in a single article or artwork page. Very few websites seem to provide an abnormally
large number of RSS feeds. The vast majority of these websites are sites with very few
pages crawled (one or two), which included multiple feeds. These cases account for less
than 2% of total websites and might be the result of technical irregularities. In general,
RSS usage seems to remain somewhat popular despite the technology being past its prime.
A contributor to this might be the fact that many popular Content Management Systems
(such as WordPress or Wix) provide RSS feed support out-of-the-box.

The histogram of the variable _html_score in Figure A2a represents a duality: A large
number of websites use the HTML Semantic Element tags in all of their pages and another
smaller number in none. This is to be expected since adoption of such a technology often
happens in a vertical manner throughout all the pages of a website. The mean of the
variable is ~77, indicating that usage of at least some HTML Semantic Elements is rather
popular. We can obtain more insights regarding these elements through the _html_variety
variable. Its histogram in Figure A6a, shows a relatively normal distribution. The peak of
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that distribution is at 46% which means that most websites that use these elements use 6
out of 13 identified elements. Although the variety of elements used could be higher, the
overall assessment of HTML5 Semantic Elements is encouraging since the technology is
both popular and focused in more than a few different elements. Further observation in
this area can provide information on the more or least used such elements but it is beyond
the scope of this study.

The social media related variables _og_score and _twitter_score have similar his-
tograms, as seen in Figures A3a and A4a, with the bulk of websites either fully committing
to the technology or not implementing it at all. This behavior that was also noted in
_html_score seems to form a pattern. Open Graph seems to be the more popular of the
two with a mean of ~65 vs. one of ~31 as seen in Table 5. This is to be expected since
Open Graph is used by multiple social media platforms and messaging systems to cre-
ate rich previews. Even Twitter itself will create a rich object through open graph if no
Twitter card is available. A Twitter card can even indicate that a preview’s content can
be collected by the appropriate Open Graph meta elements. Looking at the _og_variety
and _twitter_variety variables in Figures A7a and A8a, we can note that most websites
that implement the technologies also ensure that they provide unique information for each
different page of the website. This builds into the already established pattern that when a
website developer decides to implement such a technique the implementation is usually
comprehensive. Although fewer, there are still cases of websites that provided non-unique
titles for the rich object preview.

The structured data related variable _schema_score showed a moderate usage of the
schema.org vocabularies throughout the websites included in this study as it was indicated
by its mean which is at ~42 as seen in Table 5. In its histogram in Figure A5a we notice
the same behavioral pattern as other similar variables. In contrast, the other variables
used to identify structured data usage (_microformats, _microformats_variety, _other) all
recorded very low usage around 1%. A secondary crawling trying to identify elements with
Microformats v2 classes yielded even fewer websites. This indicates that website developer
efforts towards implementing structured data is for the time being focusing mainly on
schema.org which is founded and supported by major players in the field of SEO and the
Web in general.

The Semantic Web Technologies Integration rating as described in Section 3.3 tries to
summarize all above metrics in an overall rating (variable _stwi). This variable had a mean
of ~2.9 as seen in Table 5 which indicates and above average integration and a standard
deviation of ~1.5. In Table 6 the percentile breaking points at 25%, 50% and 75% for this
variable are 1.5, 3 and 4.5 which can be interpreted as an indicator of the rating system’s
quality. In the histogram of the variable, as seen in Figure A9a, we notice two peaks, one
around rating value 2 and one around rating value 4.5. This double peak impression can be
a result of the behavioral pattern of either implementing a technology fully or not at all
that we discerned in the histograms of other individual variables.

As described in Section 3.1.2, the websites were screened by the researchers and split
into categories: Red websites, that were outside the study’s scope and were not crawled,
Yellow, which indicated that a website was art or culture related but had limited reportorial
content and Green, which indicated that a website was not only art or culture related but
also contained a fair amount of reportorial content. In Section 4 we proceeded to distinguish
the information between these two classes, thus creating the variables _swti_yellow and
_swti_green. We can see from Table 7 that the SWTI for Green websites has a mean of
~3.2 which is not only greater than that of the yellow websites but also greater than the
overall mean of _swti. Additionally, in the histograms of these new variables we notice an
overall shift of frequency values towards higher STWI ratings. This is a fair indicator that
websites that purposefully provide more journalistic or reportorial contact concerning art
and cultural heritage also put more effort into implementing Semantic Web technologies.

Studying the interrelationship between several of the variables that were calculated
using metrics from the crawling algorithm described in Section 3.2, there appear to be
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multiple moderate positive correlations between them, as seen in Table 9. This is a clear
indication that when developers decide to start integrating Semantic Web technologies in
their websites, they will often branch to multiple such technologies in order to achieve more
comprehensive coverage. The strong correlation between _og_score and _twitter_score is
also notable since it demonstrates the importance of multiple technologies when focusing
on social media. Developers do not always go for one technology over the other, but they
display a notable preference to implement both.

The Spearman correlation analysis between the ranking of the websites based on
their SWTI rating and their Alexa ranking indicates a very small, yet significant positive
correlation which means that to a small extent, usage of Semantic Web technologies and
website popularity are indeed positively related. This can indicate both that websites that
are popular are more keen to invest in Semantic Web integration and that Semantic Web
integration might actually provide a minimal boost to popularity. To make more of this
linear relationship the researchers proceeded to a gradient boosting analysis the results of
which were presented in Section 4.2.

The Gradient Boosting analysis was performed as mentioned using the XGBoost al-
gorithm and provided some interesting findings. We can see from the overall statistics
presented in Table 11 that overall prediction accuracy surpassed the value of 0.3. Consid-
ering the random prediction accuracy for the four defined intervals would be 0.25 there
appears to be a small but noticeable increase. The increase’s persistence can be observed
by the minimum and maximum values of the 95% confidence interval which are both
above the baseline of 0.25. Moreover, this increase indicates that, even though Semantic
Web integration as measured by this study is not directly correlated with each website’s
overall popularity, it can still be used to an extent to more accurately predict under which
popularity class a website would fall.

By assessing the statistics by class as seen in Table 12, it appears that Class 1, which
includes the top 25% of the websites in ranking, displays higher values than the other
classes in Positive Prediction Value, Precision and Balanced Accuracy. This might indicate
higher credibility of Semantic Web metrics when attempting to predict the popularity of
top-ranking websites.

In Figure 8 the features used in the Gradient Boost analysis are presented by order
of calculated importance in the accurate prediction of popularity. They are clustered in
four groups according to that importance. First and only feature in the most important
cluster is the “_schema_org” feature which is an indicator of the percentage of crawled
pages that include schema.org structured data. Usage of the schema.org vocabularies is
promoted by Google, Microsoft, Yahoo, Yandex and more search engine providers which
means that their inclusion to a larger extent, not only provides machine-readable content,
but also increases the website’s Search Engine Optimization Score (SEO) which in turn
influences popularity.

In the second cluster the features _og, _twitter and _html_variety appear. The first
two assist with social media integration and thus make a page easier to diffuse through the
multiple social media platforms available. The _html_variety feature represents the effort,
from a developer’s perspective, to enhance a web page’s semantic value by using a greater
variety of HTML5 semantic elements.

The other features appear to have less importance and are grouped in the remaining
clusters. Social media-related rich-data content variety as indicated by “_og_variety” and
“_twitter_variety” seems to matter but to a smaller extent. This makes sense if we consider
that content can sometimes be accurately described even without much variation in the
description itself. The feature “_rss_feeds” which indicates the usage of RSS also plays a
more minor role. RSS, though still useful, seems to be of waning importance as a means to
convey machine readable information. Additionally, all metrics relating to microformats
appear to be irrelevant. This is to be expected judging by how few implementations of this
Semantic Web tool were detected during the crawling process.
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6. Conclusions

The Semantic Web since its conception has been embraced by people in the fields of art
and cultural heritage, because it provides valuable tools for organizing and disseminating
digital data, regarding not only works of art and culture but also content relevant to
these works, such as reportorial and academic articles, reviews, opinion pieces, event or
exhibition retrospectives, and more. This study has shed a light on the level of integration
of Semantic Web technologies and how the various metrics that quantify different Semantic
Web technologies can be used not only to assess Semantic Web integration, but might also
influence or predict website popularity to a small extent.

According to the findings, many of the distributions of the various variables displayed
a pattern of having two peaks, one at the lowest and one at the highest value. This
indicates that most websites either completely ignore the use of a specific Semantic Web
technology or fully commit to it, implementing it comprehensively. Additionally, the
moderate correlations between the various metrics indicated that integration with the
Semantic Web as a general goal is mostly either ignored or pursued thoroughly. Finally,
through the Gradient Boosting analysis it was established that the integration of schema.org
structure data in a website was the most important factor in the ability to predict the
website’s popularity.

The research presented in this study was limited in its ability to fully include all
relevant websites. Additional insight might be found in websites that might not have been
discovered by the study’s methodology or that were excluded for not being in English.
Further research, monitoring Semantic Web integration in the websites of developing
countries such as China or India might produce different results and assist in creating a
more comprehensive overview of the landscape of Semantic Web technologies integration.
Additionally, the present research focused exclusively in the areas of art and culture, but
things might be different in other fields. The line of research presented here can continue in
the future, with the focus shifting from media relating to art and culture to media relating
to other fields such as sports, technology, consumer products, and more. The Semantic
Web Technologies Integration rating introduced is content-agnostic and as such can be
used to evaluate integration in any field. Additionally, its simplicity allows its use even
without the automated crawling algorithm described in this article, as long as the data
set of relevant websites is small. Enriching the data-gathering process with even more
technologies that encompass aspects of the Semantic Web as they become popular in the
future is also important and can form a basis for future research.

Studying and analyzing the tangible presence of the Semantic Web is an important step
in evaluating its progress and can be of valuable help in achieving its true potential, which
so far remains largely untapped. The increased relevance of social media and the marketing
importance of SEO can both become incentives to further expand both the quantity and
the quality of machine-readable structured rich data in websites of any magnitude or topic
through technologies such as Open Graph and Schema.org. Furthermore, new challenges
emerge with the decentralization principles brought forward with the popularization of
blockchain technology and the Semantic Web must rise to meet them in order to expand
and encompass all aspects of the World Wide Web as it evolves with unprecedented celerity.
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Appendix A

This appendix presents the histogram and boxplots for the variables _rss_score,
_html_score, _og_score, _twitter_score, _schema_score, _html_variety, _og_variety, _twit-
ter_variety and _swti. These distributions and dispersions are discussed in detail in
Section 5 of this article.

 

 

(a) (b) 

Figure A1. The histogram (a) and boxplot (b) of the _rss_score variable showing a non-
normal distribution.

  

(a) (b) 

Figure A2. The histogram (a) and boxplot (b) of the _html_score variable showing a non-
normal distribution.
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(a) (b) 

Figure A3. The histogram (a) and boxplot (b) of the _og_score variable showing a non-
normal distribution.

 
(a) (b) 

Figure A4. The histogram (a) and boxplot (b) of the _twitter_score variable showing a non-
normal distribution.
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(a) (b) 

Figure A5. The histogram (a) and boxplot (b) of the _schema_score variable showing a non-
normal distribution.

  
(a) (b) 

Figure A6. The histogram (a) and boxplot (b) of the _html_variety variable showing a non-
normal distribution.
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(a) (b) 

Figure A7. The histogram (a) and boxplot (b) of the _og_variety variable showing a non-
normal distribution.

 

 

(a) (b) 

Figure A8. The histogram (a) and boxplot (b) of the _twitter_variety variable showing a non-
normal distribution.
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(a) (b) 

Figure A9. The histogram (a) and boxplot (b) of the _swti variable showing a non-normal distribution.
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Abstract: Media authentication relies on the detection of inconsistencies that may indicate malicious
editing in audio and video files. Traditionally, authentication processes are performed by forensics
professionals using dedicated tools. There is rich research on the automation of this procedure,
but the results do not yet guarantee the feasibility of providing automated tools. In the current
approach, a computer-supported toolbox is presented, providing online functionality for assisting
technically inexperienced users (journalists or the public) to investigate visually the consistency of
audio streams. Several algorithms based on previous research have been incorporated on the backend
of the proposed system, including a novel CNN model that performs a Signal-to-Reverberation-Ratio
(SRR) estimation with a mean square error of 2.9%. The user can access the web application online
through a web browser. After providing an audio/video file or a YouTube link, the application returns
as output a set of interactive visualizations that can allow the user to investigate the authenticity of
the file. The visualizations are generated based on the outcomes of Digital Signal Processing and
Machine Learning models. The files are stored in a database, along with their analysis results and
annotation. Following a crowdsourcing methodology, users are allowed to contribute by annotating
files from the dataset concerning their authenticity. The evaluation version of the web application is
publicly available online.

Keywords: tampering; authentication; misinformation; web application; news; machine learning;
deep learning; crowdsourcing

1. Introduction

News authentication is considered a vital task for reliable informational services. The
COVID-19 pandemic situation that we currently experience showcased the importance
of fact-checking in fighting disinformation to protect our societies and democracies. The
role of audiovisual recording is considered crucial in documenting news articles, thus
convincing audiences about the truth of the underlying events [1–3]. With the advancement
of Information and Communication Technologies and the availability of easy-to-use editing
and processing tools, one unwanted side-effect is the falsification of multimedia assets
(i.e., images, audio, video) to alter the presented stories, making them more appealing
(or intentionally doctored). In this context, unimodal solutions have been implemented
to inspect each of the individual media entities, while multimodal forensic services are
also deployed through online collaborative environments, plug-ins, serious games, and
gamification components [1,2,4,5].

While the detection of manipulated photos/images and the evaluation of the associ-
ated forgery attacks remain critical [6], audio and video content have become even more
popular nowadays. In this context, audio offers some unique features, such as less demand-
ing processing needs and the inherent time continuity, making tampering inconsistencies
easier to reveal [7,8]. Semantic processing and machine learning technologies empower
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today’s digital forensics tools. However, these new capabilities can also be exploited for
counter-/anti-forensic means, requiring constant and continuous effort.

1.1. Related Work

Content verification has always been a very important part of journalistic workflows
and a crucial factor of journalistic ethics and deontology. In the context of Journalism 3.0,
where new business models of low or no pay journalism, combined with news aggregation
and republishing and the reuse of amateur user-generated content (UGC) [9], disinforma-
tion has become a major problem for journalistic practice. As a result, several fact-checking
organizations have appeared in the past decade, intending to find and debunk false claims
that are spread throughout the Web and social media services [10]. Recent research of
academics and organizations has been directed towards highlighting the best practices for
content verification, through international cooperation networks [11].

In the modern media ecosystem, data variety is a very important parameter of big
data volumes [12]. This means that fact-checkers need to manage content in many different
modalities (e.g., text, audio, image, video). Different approaches and methodologies have to
be defined for each case [13]. In disinformation, media assets may be used in a misleading
context to support a false claim, or may be manipulated themselves. In the first case,
an image/audio/video file is followed by an untrue description or conclusion, while in
the latter, the media file has been maliciously edited. Such manipulations may include
actions, such as copying and moving parts of the file to a different place and splicing
in segments of a different file, aiming at affecting the semantic meaning of the file [14].
Common cases can be found in all file types, whether image, audio, or video. In the
case of image tampering detection, spatial techniques can be used to locate suspicious
regions and discontinuities within an image file. Media Verification Assistant is a project
that allows users to upload images and applies several algorithms to provide forensics
analysis [14,15]. In contrast to static images, audio and video files introduce the dimension
of time. In video files, besides the spatial analysis of single image frames, the detection
of temporal discontinuities can be crucial for the spatiotemporal location of malicious
tampering [16]. Such techniques are expected to be computationally heavy. Audio is a very
important modality present in the majority of video files. In this sense, audio can be used
autonomously for the authentication of both audio and video assets. Audio information
retrieval techniques are much less computationally complex. Audio forensics tools are not,
however, as well-explored as those applied to visual information. Two important toolboxes
on the market are the ARGO-FAAS [17] and the EdiTracker plugin [1]. They are, however,
paid services, and not publicly available.

Audio forensics techniques address the processes of audio enhancement, restoration,
and authentication of an audio asset so that it can be considered as evidence in court [18,19].
Authentication techniques aim at detecting artifacts within an audio file that can indicate
malicious editing. Traceable edits can be found in the file container information or in the
audio content [20,21]. Techniques that inspect file container inconsistencies investigate the
metadata, descriptors, or the encoding structure. When the audio content is investigated,
the aim is to use dedicated software to detect certain artifacts that may be inaudible by
human subjects. Several different approaches can be found in the literature.

Electronic Network Frequency (ENF) techniques make use of the phenomenon of
the unintentional recording of an ENF through interference. Electronic networks provide
alternating current with a nominal frequency of 50 or 60 Hz, depending on the region.
However, the real frequency of the current fluctuates around this value. The electronic
equipment that is used for recordings captures this frequency fluctuation, which can act as
a timestamp of the recording. It is possible to isolate and track the ENF in recordings to
check whether there is phase inconsistency in the fluctuation, or even to find the exact time
of the recording from the log files of the electronic networks [22–25].

Other approaches investigate the acoustic environment of the recording, such as the
Signal-to-Reverberation ratio of a room [26,27]. The specifications of a recording device
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have also been proven to be traceable in research, providing an indicator of whether parts
of an audio file were recorded with a different device [20,28–30]. Dynamic Acoustic Envi-
ronment Identification (AEI) may rely on statistical techniques that rely on reverberation
and background noise variance in a recording [31]. Machine learning techniques are proven
to be very useful for acoustic environment identification. Machine learning models do
not rely on the definition of a set of rules for decision-making, but require a dataset of
pre-annotated samples to train a classification model that can identify different classes, in
this case, acoustic environments [31–33].

Another methodology for audio tampering detection investigates file encoding and
compression characteristics. A huge number of highly configurable audio encodings are
available that differ in terms of compression ratio, bitrate, use of low-pass filters, and
more. A file that comes from audio splicing is very likely to contain segments encoded with
different configurations, which can be traceable [34–36]. Most encoding schemes depend on
psychoacoustic models that apply algorithms to discard redundant, inaudible frequencies.
The Modified Discrete Cosine Transform (MDCT) coefficients can be investigated using
statistical or machine learning methods to detect outliers in specific segments of the file [37].
Even when the file is reencoded in another format, there are often traces of the effect of
previous compression algorithms [38–41].

Media authentication can be supported during content production using container and
watermarking techniques, such as hash-code generation and encryption, and MAC times-
tamp embedding. Recovery of the inserted hash code that was generated by algorithms,
such as SHA-512, enables the detection of tampered points within an audio stream [42].
Similarly, embedding timestamp information in files can allow the identification of an
audio excerpt with a different MAC timestamp that has been maliciously inserted [20].

Whether the aim is training machine learning models or evaluating proposed analysis
methods, one crucial part of every audio authentication project is the formation of a dataset.
This is a very complex procedure due to the task’s peculiarities, and it often acts as a
bottleneck for the robustness of such techniques. Not many datasets are available for
experimentation. In [43], a dataset was recorded featuring different speakers, acoustic
rooms, and recording devices. In [44] a dataset with different encodings was created
through an automated process. In [45], existing recordings were edited to create a dataset.
In [7], an automated process was proposed for the creation of a multi-purpose dataset using
an initial set of source files provided by the user.

1.2. Project Motivation and Research Objectives

It has been made clear that machine learning solutions for audio tampering detection
require a dataset for the training of models. Since datasets with real cases of tampered files
are not available, most works require the formulation of artificial datasets for model evalua-
tion. Such datasets are often difficult to handcraft, so they follow automated procedures for
dataset creation, simulating real-world scenarios. As a result, the implemented models are
case- and dataset-specific. There is no evidence for the generalization of the models in mul-
tiple scenarios and tampering techniques. For this reason, it is not yet feasible to integrate
automated audio authentication into professional workflows without supervision, as they
cannot be considered reliable for production and real-world applications. Furthermore,
models that are pre-trained in known datasets and conditions may be more vulnerable to
adversarial attacks [46].

On the other hand, traditional audio forensics techniques require expertise and fluency
with audio analysis tools. In such an approach, human intelligence and experience play a
crucial role in the process of authentication. While this is the most reliable solution and the
preferable option in courtrooms, it cannot provide a viable alternative with massive appeal.
There is an urgent need for tools that can help in the fight against disinformation. Such tools
should be accessible to a broad audience of journalists, content creators, and simple users,
to improve the overall quality of news reporting. Average users do not have the expertise
to apply audio analysis techniques in the same way as professionals of audio forensics.
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The motivation for the current research emerges from the hypothesis that it is feasible
to strengthen a user’s ability to recognize tampered multimedia content using a toolbox
of supervisory tools provided online through an easy-to-use interface. State-of-the-art
approaches for audio analysis and tampering detection were integrated into a web ap-
plication. The application is available publicly through a web browser. The results of
the algorithms do not provide an automated decision-making scheme, but rather a set of
visualizations that can assist the user in a semi-automated approach. This means that the
framework does not include a model that performs binary classification of files as tampered,
or not-tampered, but the final decision is the responsibility of the user, taking advantage of
their perception and experience as well as the context of the media asset. Through the use
of the application, crowdsourcing is promoted for the creation of a dataset with real-world
tampered files for future use.

The remaining of the paper is structured as follows. In Section 2, the proposed web
framework is presented, in terms of the functionality, aims, and technical specifications.
The integrated algorithms and their operating principles are listed without emphasizing
technical details. In Section 3, the evaluation results from the reverberation estimation
models and the initial implementation of the prototype web application are presented. In
Section 4, the research results are summarized and discussed, and the future research goals
of the project are defined. In Section 5, some of the limitations of the presented research
are analyzed.

2. Materials and Methods

As stated in the problem definition section, the proposed approach consists of a frame-
work for the assistance of professional journalists and the public in detecting tampered
audiovisual content. The core of the framework is a web application with a graphic user
interface provided to the public for the submission and analysis of content. The application
incorporates an ensemble of algorithms that provide the user with supervisory tools for
semi-automatic decision-making. The analysis strategy is audio-driven, as it makes use
of the audio channel. The integrated algorithms do not classify files as tampered or not,
but rather support the users in decision-making. The application offers the necessary
crowdsourcing functionality for dataset creation and user cooperation. The framework
was designed and implemented as a component of the Media Authentication Education
(MAthE) project, which aims at providing educational and gamification tools to battle
misinformation [4].

2.1. A Web Application for Audio Tampering Detection and Crowdsourcing

The main goal of the web application is to combine the effectiveness of state-of-the-art
signal processing, machine learning advances and human perception for computer-assisted
audio authentication. The application:

1. Implements state-of-the-art analysis options. An ensemble of algorithms is incorpo-
rated, addressing multiple audio tampering strategies. Such strategies may include
encoding detection, recording conditions, background noise clustering, and others.

2. Follows a modular approach. The algorithms that are provided in the initial imple-
mentation are available as individual modules. This allows the existing algorithms to
be upgraded in the future, as well as the extension of the initially provided toolbox.

3. Supports human-centered decision-making. As was explained, it is within the ra-
tionale of the MaThe solutions to promote computer-assisted decision making. The
algorithmic implementations provide intuitive visualizations aiming at assisting the
user in content authentication, taking also into consideration the user’s personal
experience and perception, as well as the context of the asset under investigation.

4. Is publicly available. As was explained, the web framework aims to address a wide
public. An important prerequisite for this is that it is freely available for anyone to
use and contribute.

134



Future Internet 2022, 14, 75

5. Requires no audio or technical expertise. The design principles prioritize ease-of-use,
following a typical workflow. A more experienced user with a technical and signal
processing background, may get better insight and understanding of the produced
visualizations. However, the detection of outliers or suspicious points in a file timeline
is self-explanatory and does not require a deep understanding of the algorithms
and mechanisms.

6. Promotes crowdsourcing. Users and teams can become involved and contribute to the
project in several ways to further advance the field of audio tampering detection. They
can submit files, annotated as tampered or not tampered, with a brief justification.
Users can also randomly browse files from the dataset, analyze them, and mark them
as tampered or not tampered. Finally, as this is an open-source project following a
modular architecture, researchers and teams are encouraged to contribute with code
and extensions.

The main functionality of the MAthE AudioVisual Authentication framework is shown
in Figure 1. Users can submit files for analysis and investigation, or contribute by annotating
existing files concerning their authenticity. Once a file is submitted, the application returns
analysis results, and the user can decide if they want to submit the file to the database
along with an annotation (tampered or not tampered), submit the file to the database
without annotation, or not submit anything to the database. Contributing users can access
submitted files, annotated or not, examine the analysis results, and provide annotation
(tampered or not tampered), following a crowdsourcing methodology.

 

Figure 1. The MAthE AudioVisual Authentication framework and functionality.

2.2. The Computer-Supported Human-Centered Approach

The main concept of our approach depends on the idea that actors with no expertise
in signal processing, machine learning, and computational methods can benefit from
the visualization output of such techniques with little or no training. Computational
methods in media authentication usually try to detect anomalies within the file under
investigation. Such anomalies can be visually depicted (e.g., with a change in color). A
non-expert user can perceive such depictions and interpret them accordingly, even without
understanding or knowledge of the technical details that led to this visualization. After
locating the suspicious points within the file, the user can base their reaction based on
contextual information and their own critical thought. For example, an object within an
image that looks like an anomaly in the visualizations and also dramatically alters the
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image’s semantic meaning probably indicates tampering. This is the main idea of the
ReVeal project [14], which deals with tampered images and was a major inspiration of the
present work. There is evidence from experiments that users with no technical knowledge
were able to detect tampering of images with the support of such visualizations [6]. In
this approach, a gamification approach was also tested that allowed users to ask for the
help of such a visualization toolbox [5] in order to detect fake news and proceed in the
game [4]. While such techniques are not robust in the automated detection of media content
tampering, they can push the limits of human intellect and support users to make better
decisions on fake content recognition.

In this direction, in the present work, several visualizations based on anomalies that
are detected by audio processing are proposed. Since the audio channel is commonly part
of video files, this toolbox aims at supporting users with no technical expertise to make
decisions on the authenticity of audio and video files.

2.3. An Ensemble of Methods for Audio Tampering Detection

In the related work section, several approaches for tampering detection are presented,
which may fall into specific categories. Such categories include relevant audible or inaudible
artifacts that are produced during the malicious editing of audiovisual files. As a result,
depending on the type of forgery and the technical flaws of such an action, one technique
may be more or less suitable. Hence, the motivation of the project derives from the
hypothesis that it is irrelevant to try to evaluate different approaches to choose the most
efficient, since this cannot be applied universally to every case [8].

The MAthE AudioVisual Authentication approach proposes a superposition of meth-
ods in a modular architecture that includes a dynamic group of algorithmic elements. Such
techniques are either outcomes of previous research work within the project [7,8,47] or were
found in the literature. The modular architecture allows for the modification of existing
functions in the future, as well as its extension with new modules that come from new
research, literature review, or contribution within the academic society.

Another hypothesis that has played an important role in the MAthE architecture
design is that the lack of real-world datasets, as well as the diversity of the characteristics
of tampered files, sets a bottleneck to the maturity of automated decision-making schemes.
Most models are trained with artificially created datasets that address a specific type of
tampering (recording device, room acoustics, encoding, etc.). Moreover, disinformation is
only relevant at certain time points of a file, where the editing alters the semantic meaning
of the recording. This is something that a human subject may easily understand. For this
reason, the proposed design incorporates signal processing tools and machine learning
models in a semi-automated approach [48]. It is not within the project’s expectations to
provide automated massive authentication of archive files, but rather to assist humans
in analyzing and authenticating a specific file under investigation (FUI). The outcomes
of the system require a human-in-the-loop [49] strategy. This is considered an effective
combination of machine processing capabilities and human intelligence.

The initial toolbox of signal processing algorithms that was included in the prototype
version of the MAthE AudioVisual Authentication application is presented below. It is
noted that the technical presentation and validation of every approach is not within the
scope of the current paper. Instead, a short description of the main functional principles
of every category of techniques is given, along with references to publications with the
technical details of different algorithms. The toolbox is dynamic, and it will be supported
by incorporating state-of-the-art feature-based [50,51] and deep [52] (machine) learning
approaches for audiovisual semantic analysis. It can also be deployed as a mobile applica-
tion [53]. It is expected to further grow and evolve through the use of the application and
the continuous dissemination of the MAthE project.
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2.3.1. Common Audio Representations

This family of tools includes typical audio representations, such as waveform, energy
values, and spectrograms. Such tools are available in most typical audio editing applica-
tions. Sound waveforms are the depiction of the amplitude of sound pressure of every
audio sample, expressing the variation in the audio signal in time. For an audio signal with
a common sampling frequency of 44,100 samples per second, waveforms may include a
huge number of samples to be depicted, which can be computationally heavy to represent
in an interactive graph running on a web browser. For this reason, in the proposed toolbox,
time integration is performed, showing the root mean square (RMS) value for successive
time windows as a bar diagram. This is used as a tradeoff to avoid the excess information
redundancy of the waveform. Mel scale spectrograms provide a spatiotemporal represen-
tation of audio signals, depicting the evolution of the spectral characteristics through a
time interval [54]. Spectral information is given for specific frequency bands that apply to
the Mel scale, which is inspired by the psychoacoustic characteristics of human auditory
perception. They are included in the toolbox because they can be useful, and they enhance
the MAthE framework’s all-in-one solution so that users do not have to make use of more
than one piece of software for analysis and decision-making.

2.3.2. Different Encoding Recognition

This family of techniques investigates the existence of small audio segments in the
FUI that have different compression levels or encoding characteristics. This indicates that
they may be segments of another file that were inserted in the original file. One common
naïve approach that can be very effective in some cases is the calculation of the bandwidth,
because most compression algorithms apply low-pass filtering to eliminate the higher
frequencies that are of minor importance to the human auditory perception.

Feature vectors are descriptors of several attributes of a signal. Different encoding
and compression levels, even if they are often proven to be inaudible in listening tests
with human subjects, can affect the features that describe an audio signal. In the Double
Compression technique for audio tampering detection that was proposed in [8], the FUI
was heavily compressed. Features are extracted from the FUI and the compressed signal.
For every time frame, the feature vector difference is calculated between the two signals.
Parts of the FUI that have different encoding are expected to have different feature vector
distances. Moreover, the gradient of differences is calculated. This measure is expected
to reach peak values when there is an alteration in the compression levels, indicating
suspicious points.

The double compression algorithm is summarized as follows [8]:

1. Heavy compression to the audio file under investigation (FUI), thus creating a double-
compressed file (DCF).

2. A feature vector is extracted the FUI and the DCF, creating the (T × F) matrices Fi (t),
where i = 1, 2, T is the number of time frames and F is the length of the feature vector.

3. For every time frame, the Euclidean distance D(t) of the two matrices is calculated
4. D’(t) = D(t) − D(t − 1) is calculated to show the differentiation between successive

time frames.
5. D’(t) is expected to present local extrema in time frames that include a transition be-

tween audio segments of different compression, indicating possible tampering points.

For the feature selection, an audio feature vector was evaluated in [7]. Using a dedi-
cated dataset creation script, a set of audio files were created, containing audio segments
of different compression formats and bitrates. Specifically, segments of mp3-compressed
audio in different bitrates were inserted randomly within an uncompressed file contain-
ing speech. Subjective evaluation experiments with three experts in the field of media
production indicated that human listeners failed completely to detect the inserted seg-
ments for mp3 bitrates above 96 kbps, while they recognized approximately 10% of the
inserted segments for mp3s of 64 kbps [7]. The dataset that was created in [7], along
with the script for customized dataset generation, are documented and provided pub-
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licly at http://m3c.web.auth.gr/research/datasets/audio-tampering-dataset/ (accessed
on 26 January 2022).

The selected feature set includes several frequency domain attributes, namely spectral
brightness, with predefined threshold frequencies 500 Hz, 1000 Hz, 1500 Hz, 2000 Hz,
3000 Hz, 4000 Hz, and 8000 Hz, as well as rolloff frequencies, which are the upper boundary
frequencies that contain energy ratios of 0.3, 0.5, 0.7, or 0.9 to the total signal energy, and
spectral statistics (Spectral Centroid, Spread, Skewness, Kurtosis, Spectral Flatness, 13 Mel
Frequency Cepstral Coefficients, Zero Crossing Rate, and RMS energy). The technical
details of the aforementioned feature vectors are outside the scope of the current paper, but
the methodology and feature evaluation process are presented thoroughly in [7].

2.3.3. Reverberation Level Estimation

Another indicator that several segments of a FUI may have been inserted from a
different file is the effect of acoustic conditions on the recording. Every space has different
reverberation levels that affect the recording. Especially since most newsworthy events are
not recorded in ideal conditions of professional recording studios, a regression model based
on a Convolutional Neural Network architecture [47] was trained using a big dataset of sim-
ulated reverberation to provide a numerical estimations of the Signal-to-Reverberation ratio
for every audio segment. Segments with outlier values are possibly related to malicious
audio splicing.

Convolutional Neural Networks (CNNs) are a type of deep learning architecture that
have gained popularity in audio recognition and event detection tasks [55,56]. One main
reason for their recent widespread is is that there is no need for a handcrafted feature
vector. Instead, a visual representation of the audio information is fed to the networks as an
image, and the input layers extract hierarchical features in an unsupervised manner during
training. Different kinds of input have been evaluated for deep learning techniques, with
spectrograms being the dominant approach [54].

Signal-to-Reverberation-Ratio (SRR) can be a useful attribute that can indicate audio
slicing. SRR expresses the ratio of the energy of the direct acoustic field to the reverberation
acoustic field. It is determined by the acoustic characteristics of the space of the recording,
the positioning of the sound source and the recording device. The distance where the levels
of the direct and the reverberation sound are equal (SRR = 1) is called the critical distance.
At distances closer than the critical distance, we can assume SRR > 1, and at distances that
are farther than the critical distance, SRR < 1. The critical distance itself depends on the
room acoustic attributes.

For recordings that take place under different conditions, the SRR is expected to differ.
When segments from different recordings are pieced together, it is possible to detect the
inconsistency in their SRR, even if it is not audible by human listeners. Calculating the SRR
for different time windows can provide another criterion for audio tampering detection.

In the proposed approach, a deep learning regression model is used for a data-driven
estimation of the SRR, based on simulation data. A 3600-second-long audio file containing
pink noise was created, using the Adobe Audition generator. Using the same software,
reverberation was added to the file with different SRRs. Ten different SRRs were chosen,
resulting in 11 audio files (including the original), producing a 39600-second-long dataset.
The same source audio file was used for all SRRs, so that the model is trained to recognize
the reverberation and not information related to the content of different audio streams. The
selected SRRs are shown in Table 1.

Table 1. The different Signal-to-Reverberation Ratios that were used for the model training.

Signal (%) 100 90 80 70 60 50 40 30 20 10 0
Reverberation (%) 0 10 20 30 40 50 60 70 80 90 100
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The dataset was used for the training of a CNN regression model. The output of the
model is a continuous value from 0 (no reverberation) to 1 (only reverberation). The model
architecture is provided in Table 2.

Table 2. The architecture and hyper-parameters of the CNN model for reverberation level estimation.

Layer Type Configuration

1 Convolutional 2D Layer
16 filters
Kernel size = (3,3)
Strides = (1,1)

2 Max Pooling 2D Layer Pool size = (2,2)
3 Dropout Rate = 0.25

4 Convolutional 2D Layer
32 filters
Kernel size = (3,3)
Strides = (1,1)

5 Max Pooling 2D Layer Pool size = (2,2)
6 Dropout Rate = 0.25

7 Convolutional 2D Layer
64 filters
Kernel size = (3,3)
Strides = (1,1)

8 Dropout Rate = 0.25

9 Convolutional 2D Layer
128 filters
Kernel size = (3,3)
Strides = (1,1)

10 Convolutional 2D Layer
256 filters
Kernel size = (3,3)
Strides = (1,1)

11 Flatten Layer

12 Dense Neural Network
Output weights = 64
Activation = ReLU
L2 regularizer

13 Dense Neural Network Output weights = 64
Activation = ReLU

14 Dropout Rate = 0.25

15 Dense Neural Network Output weights = 24
Activation = Linear

2.3.4. Silent Period Clustering

Besides room acoustics, the background noise also characterizes a recording. The
environmental noise that is recorded in speech recordings is often inaudible, since it is
mixed with a speech signal of a much higher level. However, in the small periods of silence
that occur between words and syllables, the background noise signal is dominant. In
the case of combining two or more recordings to create a tampered audio file, different
background noise patterns may be distinguishable. Initial investigation has shown that by
exporting a feature vector from small segments of silence (~25 ms) and providing them to a
clustering algorithm, it is feasible to separate the different environmental audio classes that
are present in an unsupervised way [8].

2.4. Crowdsourcing for Dataset Creation, Validation, and User Cooperation

Crowdsourcing is a methodology for distributed problem-solving that happens online
by the collective intelligence of a community in a specific predefined direction set by an
organization [49]. It has gained interest thanks to its efficiency and applicability in multiple
domains and tasks [57–61]. In machine learning and automation, it has become very
popular for collaborative problem solving and dataset formulation and validation [57,59].
Users are expected to participate according to intrinsic (fun, personal growth, etc.) and
extrinsic (payment, rewards, etc.) motives [59,60].

Within the MAthE approach, crowdsourcing is promoted in several ways. First of
all, crowdsourcing was promoted for the collaboration on the formulation of a database
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of tampered audiovisual files. The importance of a real-world dataset for the training
and evaluation of different machine learning and computer-assisted tampering detection
approaches was highlighted in the previous sections. When a user provides a file for
analysis in the web application, the file is stored temporarily to perform the analysis. After
the results are provided, the user is asked for permission to save the file in our dataset.
The file can be stored with or without accompanying metadata concerning the user’s final
decision. In case of a positive response, the file is stored.

Besides submitting files, users can also provide validation of existing files in the
database. Such files may have been uploaded by other users but have no evaluation
concerning their integrity, or may be files that are already annotated. It is common practice
to include several annotators to strengthen the reliability and overall quality of the dataset.

In the case of crowdsourcing, the validation of files that have been uploaded by other
users without an evaluation, collective intelligence, and collaboration are integrated into
the framework. Users are encouraged to submit their files even if the analysis did not
help them determine the authenticity of the file, to get help from other users. In case of
a response, the uploader is informed about the other users’ suggestions. This facilitates
collaborative decision making, and is also a more efficient dataset creation strategy because
files are not submitted only when the uploader can decide with confidence.

2.5. Common Use Case Scenarios

For a more efficient presentation of the functionality offered by the interface, the three
most common use case scenarios are presented. In the results section, the implementation
of the functionality in terms of the user experience (UX) choices, and the technical details
are presented.

Scenario 1: A user submits a file and uses the toolbox to determine its authenticity.

In this common scenario, a user submits a file by uploading an audio or video file or
by providing a YouTube link. After the analysis takes place on the server side, the visualiza-
tions are provided to the user. The user locates the points in time where inconsistencies are
observed, listens to the audio, and makes a determination concerning the authenticity of
the file, as was explained in Section 2.2 concerning the user-centered computer supported
design. The user is then asked whether they are willing to contribute the file and their
decision to the database. If they decide not to contribute, the file is deleted.

Scenario 2: A user is unable to decide and asks for help from the community.

The user submits the files, and, after they investigate the visualizations provided by
the toolbox, they are unable to make a decision on the authenticity of the file. The user then
decides to upload the file to the dataset unlabeled, so that it can be accessed by other users.

Scenario 3: A user browses the database to annotate files.

A user wants to contribute by annotating files that are already in the dataset. The
interface provides randomly selected files from the database, along with the visualizations
that come as outputs of the analysis. The user investigates the visualizations and makes a
decision concerning the authenticity of the file, then chooses to submit their decision. Their
decision is saved in the database, containing a label of the file (tampered/not tampered),
and, optionally, the point in time where forging was detected and a short justification. The
media file will still be available to other users for investigation after the annotation process.
This means that a file may have multiple labels from different users, which is a common
practice in crowdsourcing projects, since the input of one user cannot be considered totally
reliable on its own.

3. Results

3.1. Convolutional Neural Network Regression Model for Signal-to-Reverberation-Ratio Estimation

As described in Section 2.2, among the integrated visualizations based on previous
work, a CNN model was trained for the estimation of SRR from audio. The loss function
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that was used for model training was mean square error (mse), which is a common choice
for regression tasks, and Adamax was the optimizer. The goal of a regression training task
is to minimize the difference between the estimated and the real values. The architecture
and hyperparameters of the network were selected based on the existing literature and
the trial-and-error-based micro-tuning during training. For the implementation, the Keras
Python library was used [62]. Mel spectrograms were extracted to be used as input to the
network, with 128 Mel scale coefficients. The spectrograms were extracted using the librosa
library in Python [63]. They were extracted from overlapping windows of 1 s with a 50%
overlap, leading to a final dataset of approximately 79,200 audio samples and a sampling
frequency of 44,100 samples/second. For the output layer of the network, a fully connected
network with a linear activation function was used to provide the predicted continuous
value from 0 to 1. The mean square error was used as a metric for the evaluation of the
network performance. A test set was used, that equals 20% of the entire dataset. The
resulting mse was 0.029 (2.9%), a value that is considered acceptable for the task described.

3.2. Implementation and Deployment of the Prototype for Human-Centered Audio Authentication
Support and Crowdsourcing

The web application was designed using the Flask web framework. This was a rational
choice, taking into consideration the popularity of the Python programming language for
data analysis and the successful deployment of similar web applications by our team [61].
The selection of a popular programming environment for such tasks may make the ex-
tendibility of the framework by contributors more appealing and viable. It was deployed
on a dedicated Ubuntu virtual machine and was run on a Waitress production-quality
pure-Python WSGI server. The application provides a back-end, where the algorithmic
procedures take place, and a front-end graphical user interface.

For audio analysis, namely audio file read, write, and audio feature and spectrogram
extractions, the librosa Python library was used. The PyTube Python library was used
for YouTube video downloading. The AudioSegment Python library was used for mp3
transcoding, in order to implement the double compression algorithm. The CNN model
for SRR estimation was saved as a TensorFlow HDF5 [64] model, and it was loaded during
server launch in order to perform regression on the back end for the provided files.

The interface offers two main functionalities: Analyze and Contribute.
In Analyze mode, the user can provide an audiovisual object for investigation (Figure 2).

The interface gives the choice of uploading a media file or providing a YouTube link. The
analysis takes place on the server and returns a set of interactive visualizations based on
the algorithmic procedures. As explained in Section 2.2, the framework follows a modular
approach, allowing extension with more visualizations in future versions. The diagrams
are generated using the Bokeh library. The main idea is the use of a linked x-axis for all
figures, which is the time axis. This means that, by zooming in on a specific time value
of one of the available diagrams, the user zooms automatically in on the same time value
on all diagrams. This enables a simultaneous combined investigation of the results of all
available algorithmic procedures for the detection of suspicious points within the file. For
example, in Figure 3, by zooming in on a peak of the gradient of the double compression
feature distances (upper right), which indicates a suspicious point, it is clear that the other
diagrams also indicate a possible tampering point. The red circles noting the suspicious
behavior in the three visualizations were added for presentation reasons in this paper and
were not part of the original results by the interface. For further information concerning the
principles of the aforementioned algorithmic procedures, refer to [8]. Moreover, a media
player is provided, where the user can play the audio/video file at a certain point in time
to assist with their decision-making.

141



Future Internet 2022, 14, 75

Figure 2. The interface where users can provide audio/video files for analysis.

Figure 3. An example of combined analysis. The user has zoomed in at a suspicious point in time,
and three of the visualizations indicate forgery.

The media file is uploaded in a temporary folder for the needs of analysis, to be
deleted later. However, the application provides the user with the option to submit the file
to the dataset, along with the analysis results and, optionally, a personal opinion on the
authenticity of the file, as described in Section 2.3. The files, the analysis results, and the
user annotations are stored in the database.
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In the Contribute mode, users can annotate existing files of the database, in a crowd-
sourcing approach (Figure 4). A file is selected randomly. The same environment as in the
Analyze mode is provided. The user has access to a media player, as well as the resulting
set of interactive visualizations for the detection of possible tampering points. It is noted
that the analysis results have already been saved to the database and are loaded directly.
The analysis is a computationally complex procedure that requires time, which makes the
annotation process much more time-consuming. After seeing the analysis, the user can
determine whether and at which point in time the file is tampered, and can also optionally
justify this decision with a short description. It is also possible to skip a certain file and
select another one randomly. The user’s opinion is stored in the database for the extension
of the annotated dataset.

 

Figure 4. In Contribute mode, users can browse files from the database along with their analysis
visualizations, and annotate them concerning the detection of audio tampering.

There is also an About section, for users who wish to get more information concerning
the project and the specifications of the algorithmic implementations, and a Contact section
for anyone who wishes to ask questions or contribute to the project. The current version
of the web application is uploaded to the domain m3capps.jour.auth.gr (accessed on 26
January 2022) in testing mode, for evaluation.

It has been explained that contribution to the project is encouraged and sought after.
Contribution cannot only be achieved through the use of the interface by users who want to
submit files to the database or to annotate existing entries. It can also refer to providing new
models or algorithms and improving the ones we have already incorporated, following
the modular architecture that has been described in Section 3. To address such needs and
also to strengthen the transparency of the proposed procedure, the code of the interface
and the backend functionality has been uploaded to GitHub and can be retrieved at
https://github.com/AuthJourM3C/MATHE-authentication (accessed on 26 January 2022)
under a GNU General Public License v3.0.

4. Discussion

An AudioVisual Authentication application is presented, part of the MAthE project
on computer-aided support of journalists and simple users against misinformation. It spe-
cializes in the authentication of audiovisual content in an audio-driven technical approach.
It has the form of a web application and implements the functionality of a framework
that promotes machine-assisted, human-centered decision making, collective intelligence,
and collaboration in the battle against the malicious tampering of audiovisual content.
The functionality of the application is provided to the end-users through a very simple
and intuitive interface where the user is asked to provide the FUI. The toolbox features
several signal processing modules that are applied to the FUI, providing an interactive
graph that contains several visualizations. These are based on different technical principles
and algorithms that aim to assist the user who makes the final decision. Through crowd-
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sourcing, a dataset of real-world tampered files is expected to be created and validated for
the first time.

Along with a set of algorithms that are based on previous research, a CNN regres-
sion model for SRR estimation was presented and evaluated. The model performs SRR
estimation with an MSE of 0.029, which is an acceptable resolution for the detection of
different acoustic environments. Of course, like all the proposed techniques, it has several
limitations, especially regarding studio recordings, using files with similar room acoustics
for tampering, or simulating the reverberation environment to match the excerpts used for
copy-move forgery.

The main contributions of the research are summarized as follows:

1. A novel approach is proposed for audio tampering detection, where decision making
is held by the human-in-the-loop in a computer assisted environment. This approach
makes use of technical advances, surpasses their limitations and unreliability, and
proposes a solution that can be immediately applied in journalistic practice.

2. The solution is provided openly as a service, allowing its use by journalists and the
audience, without any limitations on their equipment or platform.

3. The application follows a modular approach. This means that the modules that are
integrated in the prototype can be updated easily, and more modules can be added in
the near future.

4. A CNN model for data-driven SRR estimation to be used in the direction of audio
authentication was presented and evaluated.

5. A crowdsourcing approach was introduced for both user collaboration in media
authentication and dataset creation and annotation. Users contribute with their effort
to the extension of the dataset of tampered media files and also assist other users who
request support in the authentication of specific files.

Since this is the initial launch of the application, future research goals include a thor-
ough evaluation of the interface and the provided tools. This can be done in focus groups
containing professionals and also publicly, to evaluate how a broader audience receives the
application. Such workshops can also provide publicity for the project. Crowdsourcing
is a core aspect of MAthE, so it is crucial to approach potential users and engage them
in using the application to collect initial results. The major outcome is expected to be the
dataset, which will be publicly available. After the formulation of the initial dataset, more
intense experimentation on the applicability of different machine learning architectures can
take place. Moreover, the involvement of more contributors from the engineering world
(researchers, students, coders, etc.) can aid the improvement and extension of the provided
toolbox. For this reason, all the necessary material will be also publicly accessible through
the application’s website.

5. Limitations

One major limitation concerning the current research is that the interface, at the time of
publishing this paper, was an evaluation prototype, as was indicated in the title and clarified
throughout the paper. As a result, it will be used for the dissemination and evaluation
of the framework, so several things are expected to change, be added, or be modified
in future versions. Moreover, as explained in Section 3, the implementation depends
on several third-party components, such as pyTube for YouTube content downloading,
and the YouTube API itself. Since such components can be modified without warning,
the application will have to be maintained to follow the latest functionality, updates and
syntax of every component that is used. From the prospective of UX design, an error
page has been integrated into the application to handle such exceptions, and to provide
contact information for troubleshooting and bug reporting. Since the applied procedures
are computationally heavy and require significant resources to guarantee a fast response
time, for the evaluation version there is a restriction on the allowed file size and YouTube
video length. A restriction in the allowed file types has been also set. These restrictions are
expected to be lifted when the application is in production.

144



Future Internet 2022, 14, 75

Author Contributions: Conceptualization, N.V., A.K., R.K. and C.D.; methodology, N.V., L.V. and
R.K.; software, N.V., L.V. and R.K.; validation, A.K., R.K. and C.D.; formal analysis, N.V. and R.K.;
investigation, N.V., R.K., A.K. and C.D.; resources, N.V., R.K. and A.K.; writing—original draft
preparation, N.V., A.K., L.V., R.K. and C.D.; visualization, N.V. and L.V.; supervision, R.K. and C.D.;
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Katsaounidou, A.N.; Dimoulas, C.A. Integrating Content Authentication Support in Media Services. In Encyclopedia of Information
Science and Technology, 4th ed.; IGI Global: Hershey, PA, USA, 2018; pp. 2908–2919. [CrossRef]

2. Katsaounidou, A.; Dimoulas, C. The Role of media educator on the age of misinformation Crisis. In Proceedings of the EJTA
Teachers’ Conference on Crisis Reporting, Thessaloniki, Greece, 18–19 October 2018.

3. Katsaounidou, A.; Dimoulas, C.; Veglis, A. Cross-Media Authentication and Verification: Emerging Research and Opportunities; IGI
Global: Hershey, PA, USA, 2019. [CrossRef]

4. Katsaounidou, A.; Vrysis, L.; Kotsakis, R.; Dimoulas, C.; Veglis, A. MAthE the game: A serious game for education and training
in news verification. Educ. Sci. 2019, 9, 155. [CrossRef]

5. Katsaounidou, A.; Vryzas, N.; Kotsakis, R.; Dimoulas, C. Multimodal News authentication as a service: The “True News”
Extension. J. Educ. Innov. Commun. 2019, 11–26. [CrossRef]

6. Katsaounidou, A.; Gardikiotis, A.; Tsipas, N.; Dimoulas, C. News authentication and tampered images: Evaluating the photo-truth
impact through image verification algorithms. Heliyon 2020, 6, e05808. [CrossRef] [PubMed]

7. Vryzas, N.; Katsaounidou, A.; Kotsakis, R.; Dimoulas, C.A.; Kalliris, G. Investigation of audio tampering in broadcast content. In
Proceedings of the Audio Engineering Society Convention 144, Milan, Italy, 23–26 May 2018.

8. Vryzas, N.; Katsaounidou, A.; Kotsakis, R.; Dimoulas, C.A.; Kalliris, G. Audio-driven multimedia content authentication as a
service. In Proceedings of the Audio Engineering Society Convention 146, Dublin, Ireland, 20–23 March 2019.

9. Bakker, P. New journalism 3.0—Aggregation, content farms, and Huffinization: The rise of low-pay and no-pay journalism. In
Proceedings of the Future of Journalism Conference, Cardiff, UK, 8–9 September 2011.

10. Graves, L.; Cherubini, F. The Rise of Fact-Checking Sites in Europe; Reuters Institute for the Study of Journalism: Oxford, UK, 2016.
11. Bakir, V.; McStay, A. Fake news and the economy of emotions: Problems, causes, solutions. Digit. Journal. 2018, 6, 154–175.

[CrossRef]
12. Verma, J.P.; Agrawal, S.; Patel, B.; Patel, A. Big data analytics: Challenges and applications for text, audio, video, and social media

data”. Int. J. Soft Comput. Artif. Intell. Appl. 2016, 5, 41–51. [CrossRef]
13. Vlachos, A.; Riedel, S. Fact checking: Task definition and dataset construction. In Proceedings of the ACL 2014 Workshop on

Language Technologies and Computational Social Science, Baltimore, MD, USA, 26 June 2014; pp. 18–22.
14. Zampoglou, M.; Papadopoulos, S.; Kompatsiaris, Y. Large-scale evaluation of splicing localization algorithms for web images.

Multimed. Tools Appl. 2017, 76, 4801–4834. [CrossRef]
15. Zampoglou, M.; Papadopoulos, S.; Kompatsiaris, Y. Detecting image splicing in the wild (web). In Proceedings of the 2015 IEEE

International Conference on Multimedia & Expo Workshops, Turin, Italy, 29 June–3 July 2015; pp. 1–6.
16. Sitara, K.; Mehtre, B.M. Digital video tampering detection: An overview of passive techniques. Digit. Investig. 2016, 18, 8–22.

[CrossRef]
17. Grigoras, C.; Smith, J.M. Audio Enhancement and Authentication. In Encyclopedia of Forensic Sciences; Elsevier: Amsterdam, The

Netherlands, 2013.
18. Maher, R.C. Audio forensic examination. IEEE Signal Process. Mag. 2009, 26, 84–94. [CrossRef]
19. Koenig, B.E. Authentication of forensic audio recordings. J. Audio Eng. Soc. 1990, 38, 3–33.
20. Zakariah, M.; Khan, M.K.; Malik, H. Digital multimedia audio forensics: Past, present and future. Multimed. Tools Appl. 2018, 77,

1009–1040. [CrossRef]
21. Gupta, S.; Cho, S.; Kuo, C.C.J. Current developments and future trends in audio authentication. IEEE Multimed. 2011, 19, 50–59.

[CrossRef]
22. Rodríguez, D.P.N.; Apolinário, J.A.; Biscainho, L.W.P. Audio authenticity: Detecting ENF discontinuity with high precision phase

analysis. IEEE Trans. Inf. Forensics Secur. 2010, 5, 534–543. [CrossRef]
23. Grigoras, C. Applications of ENF analysis in forensic authentication of digital audio and video recordings. J. Audio Eng. Soc. 2009,

57, 643–661.
24. Brixen, E.B. Techniques for the authentication of digital audio recordings. In Proceedings of the Audio Engineering Society

Convention 122, Vienna, Austria, 5–8 May 2007.
25. Hua, G.; Zhang, Y.; Goh, J.; Thing, V.L. Audio authentication by exploring the absolute-error-map of ENF signals. IEEE Trans. Inf.

Forensics Secur. 2016, 11, 1003–1016. [CrossRef]

145



Future Internet 2022, 14, 75

26. Malik, H.; Farid, H. Audio forensics from acoustic reverberation. In Proceedings of the IEEE International Conference on
Acoustics, Speech and Signal Processing, Dallas, TX, USA, 14–19 March 2010; pp. 1710–1713.

27. Zhao, H.; Malik, H. Audio recording location identification using acoustic environment signature. IEEE Trans. Inf. Forensics Secur.
2013, 8, 1746–1759. [CrossRef]

28. Buchholz, R.; Kraetzer, C.; Dittmann, J. Microphone classification using Fourier coefficients. In Proceedings of the Interna-
tional Workshop on Information Hiding, Darmstadt, Germany, 8–10 June 2009; Springer: Berlin/Heidelberg, Germany, 2009;
pp. 235–246.

29. Garcia-Romero, D.; Espy-Wilson, C.Y. Automatic acquisition device identification from speech recordings. In Proceedings
of the 2010 IEEE International Conference on Acoustics, Speech and Signal Processing, Dallas, TX, USA, 14–19 March 2010;
pp. 1806–1809.

30. Hafeez, A.; Malik, H.; Mahmood, K. Performance of blind microphone recognition algorithms in the presence of anti-forensic
attacks. In Proceedings of the 2017 AES International Conference on Audio Forensics, Arlington, VA, USA, 15–17 June 2017.

31. Malik, H. Acoustic environment identification and its applications to audio forensics. IEEE Trans. Inf. Forensics Secur. 2013, 8,
1827–1837. [CrossRef]

32. Narkhede, M.; Patole, R. Acoustic scene identification for audio authentication. In Soft Computing and Signal Processing; Springer:
Singapore, 2019; pp. 593–602.

33. Patole, R.K.; Rege, P.P.; Suryawanshi, P. Acoustic environment identification using blind de-reverberation. In Proceedings of
the 2016 International Conference on Computing, Analytics and Security Trends (CAST), Pune, India, 19–21 December 2016;
pp. 495–500.

34. Qiao, M.; Sung, A.H.; Liu, Q. MP3 audio steganalysis. Inf. Sci. 2013, 231, 123–134. [CrossRef]
35. Yang, R.; Shi, Y.Q.; Huang, J. Detecting double compression of audio signal. In Media Forensics and Security II, Proceedings of the

IS&T/SPIE Electronic Imaging, San Jose, CA, USA, 17–21 January 2010; SPIE: Bellingham, WA, USA, 2010; Volume 7541, p. 75410K.
36. Liu, Q.; Sung, A.H.; Qiao, M. Detection of double MP3 compression. Cogn. Comput. 2010, 2, 291–296. [CrossRef]
37. Seichter, D.; Cuccovillo, L.; Aichroth, P. AAC encoding detection and bitrate estimation using a convolutional neural network. In

Proceedings of the 2016 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Shanghai, China,
20–25 March 2016; pp. 2069–2073.

38. Lacroix, J.; Prime, Y.; Remy, A.; Derrien, O. Lossless audio checker: A software for the detection of upscaling, upsampling, and
transcoding in lossless musical tracks. In Proceedings of the Audio Engineering Society Convention 139, New York, NY, USA, 29
October–1 November 2015.

39. Gärtner, D.; Dittmar, C.; Aichroth, P.; Cuccovillo, L.; Mann, S.; Schuller, G. Efficient cross-codec framing grid analysis for audio
tampering detection. In Proceedings of the Audio Engineering Society Convention 136, Berlin, Germany, 26–29 April 2014.

40. Hennequin, R.; Royo-Letelier, J.; Moussallam, M. Codec independent lossy audio compression detection. In Proceedings of the
2017 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), New Orleans, LA, USA, 5–9 March
2017; pp. 726–730.

41. Luo, D.; Yang, R.; Huang, J. Identification of AMR decompressed audio. Digit. Signal Process. 2015, 37, 85–91. [CrossRef]
42. Maung, A.P.M.; Tew, Y.; Wong, K. Authentication of mp4 file by perceptual hash and data hiding. Malays. J. Comput. Sci. 2019, 32,

304–314. [CrossRef]
43. Khan, M.K.; Zakariah, M.; Malik, H.; Choo, K.K.R. A novel audio forensic data-set for digital multimedia forensics. Aust. J.

Forensic Sci. 2018, 50, 525–542. [CrossRef]
44. Gärtner, D.; Cuccovillo, L.; Mann, S.; Aichroth, P. A multi-codec audio dataset for codec analysis and tampering detection.

In Proceedings of the Audio Engineering Society Conference: 54th International Conference: Audio Forensics: Techniques,
Technologies and Practice, London, UK, 12–14 June 2014.

45. Imran, M.; Ali, Z.; Bakhsh, S.T.; Akram, S. Blind detection of copy-move forgery in digital audio forensics. IEEE Access 2017, 5,
12843–12855. [CrossRef]

46. Madry, A.; Makelov, A.; Schmidt, L.; Tsipras, D.; Vladu, A. Towards deep learning models resistant to adversarial attacks. arXiv
2017, arXiv:1706.06083.

47. Vryzas, N. Audiovisual Stream Analysis and Management Automation in Digital Media and Mediated Communication. Ph.D.
Dissertation, Aristotle University of Thessaloniki, Thessaloniki, Greece, 2020.

48. Vrysis, L.; Tsipas, N.; Thoidis, I.; Dimoulas, C. 1D/2D Deep CNNs vs. Temporal Feature Integration for General Audio
Classification. J. Audio Eng. Soc. 2020, 68, 66–77. [CrossRef]

49. Brabham, D.C. Crowdsourcing; MIT Press: Cambridge, MA, USA, 2013.
50. Vrysis, L.; Hadjileontiadis, L.; Thoidis, I.; Dimoulas, C.; Papanikolaou, G. Enhanced Temporal Feature Integration in Audio

Semantics via Alpha-Stable Modeling. J. Audio Eng. Soc. 2021, 69, 227–237. [CrossRef]
51. Bountourakis, V.; Vrysis, L.; Konstantoudakis, K.; Vryzas, N. An enhanced temporal feature integration method for environmental

sound recognition. Acoustics 2019, 1, 410–422. [CrossRef]
52. Vrysis, L.; Thoidis, I.; Dimoulas, C.; Papanikolaou, G. Experimenting with 1D CNN Architectures for Generic Audio Classification.

In Proceedings of the Audio Engineering Society Convention 148, Vienna, Austria, 2–5 June 2020.
53. Vrysis, L.; Vryzas, N.; Sidiropoulos, E.; Avraam, E.; Dimoulas, C.A. jReporter: A Smart Voice-Recording Mobile Application. In

Proceedings of the Audio Engineering Society Convention 146, Dublin, Ireland, 20–23 March 2019.

146



Future Internet 2022, 14, 75

54. Korvel, G.; Treigys, P.; Tamulevicus, G.; Bernataviciene, J.; Kostek, B. Analysis of 2d feature spaces for deep learning-based speech
recognition. J. Audio Eng. Soc. 2018, 66, 1072–1081. [CrossRef]

55. Ciaburro, G. Sound event detection in underground parking garage using convolutional neural network. Big Data Cogn. Comput.
2020, 4, 20. [CrossRef]

56. Ciaburro, G.; Iannace, G. Improving smart cities safety using sound events detection based on deep neural network algorithms.
Informatics 2020, 7, 23. [CrossRef]

57. Estellés-Arolas, E.; González-Ladrón-de-Guevara, F. Towards an integrated crowdsourcing definition. J. Inf. Sci. 2012, 38, 189–200.
[CrossRef]

58. Vrysis, L.; Tsipas, N.; Dimoulas, C.; Papanikolaou, G. Crowdsourcing audio semantics by means of hybrid bimodal segmentation
with hierarchical classification. J. Audio Eng. Soc. 2016, 64, 1042–1054. [CrossRef]

59. Vrysis, L.; Tsipas, N.; Dimoulas, C.; Papanikolaou, G. Mobile audio intelligence: From real time segmentation to crowd sourced
semantics. In Proceedings of the Audio Mostly 2015 on Interaction with Sound, Thessaloniki, Greece, 7–9 October 2015; pp. 1–6.

60. Cartwright, M.; Dove, G.; Méndez Méndez, A.E.; Bello, J.P.; Nov, O. Crowdsourcing multi-label audio annotation tasks with
citizen scientists. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, Glasgow, UK, 4–9 May
2019; pp. 1–11.

61. Vrysis, L.; Vryzas, N.; Kotsakis, R.; Saridou, T.; Matsiola, M.; Veglis, A.; Arcila-Calderón, C.; Dimoulas, C. A Web Interface for
Analyzing Hate Speech. Future Internet 2021, 13, 80. [CrossRef]

62. Chollet, F.; Eldeeb, A.; Bursztein, E.; Jin, H.; Watson, M.; Zhu, Q.S. Keras; (v.2.4.3); GitHub: San Francisco, CA, USA, 2015;
Available online: https://github.com/fchollet/keras (accessed on 26 January 2022).

63. McFee, B.; Raffel, C.; Liang, D.; Ellis, D.P.; McVicar, M.; Battenberg, E.; Nieto, O. librosa: Audio and music signal analysis in
Python. In Proceedings of the 14th Python in Science Conference, Austin, TX, USA, 6–12 July 2015; Volume 8, pp. 18–25.

64. Collette, A. Python and HDF5: Unlocking Scientific Data; O’Reilly Media, Inc.: Newton, MA, USA, 2013.

147





Citation: Papadopoulou, O.;

Makedas, T.; Apostolidis, L.; Poldi, F.;

Papadopoulos, S.; Kompatsiaris, I.

MeVer NetworkX: Network Analysis

and Visualization for Tracing

Disinformation. Future Internet 2022,

14, 147. https://doi.org/10.3390/

fi14050147

Academic Editor: Eirini Eleni

Tsiropoulou

Received: 9 April 2022

Accepted: 3 May 2022

Published: 10 May 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

future internet

Article

MeVer NetworkX: Network Analysis and Visualization for
Tracing Disinformation

Olga Papadopoulou 1,*,†, Themistoklis Makedas 1,†, Lazaros Apostolidis 1, Francesco Poldi 2,

Symeon Papadopoulos 1 and Ioannis Kompatsiaris 1

1 Centre for Research and Technology Hellas—CERTH, Information Technologies Institute—ITI,
6th km Harilaou-Thermi, Thermi, 57001 Thessaloniki, Greece; tmakedas@iti.gr (T.M.); laaposto@iti.gr (L.A.);
papadop@iti.gr (S.P.); ikom@iti.gr (I.K.)

2 EU DisinfoLab, Chaussée de Charleroi 79, 1060 Brussels, Belgium; fp@disinfo.eu
* Correspondence: olgapapa@iti.gr; Tel.: +30-2311-257766
† These authors contributed equally to this work.

Abstract: The proliferation of online news, especially during the “infodemic” that emerged along with
the COVID-19 pandemic, has rapidly increased the risk of and, more importantly, the volume of online
misinformation. Online Social Networks (OSNs), such as Facebook, Twitter, and YouTube, serve as
fertile ground for disseminating misinformation, making the need for tools for analyzing the social
web and gaining insights into communities that drive misinformation online vital. We introduce
the MeVer NetworkX analysis and visualization tool, which helps users delve into social media
conversations, helps users gain insights about how information propagates, and provides intuition
about communities formed via interactions. The contributions of our tool lie in easy navigation
through a multitude of features that provide helpful insights about the account behaviors and
information propagation, provide the support of Twitter, Facebook, and Telegram graphs, and provide
the modularity to integrate more platforms. The tool also provides features that highlight suspicious
accounts in a graph that a user should investigate further. We collected four Twitter datasets related
to COVID-19 disinformation to present the tool’s functionalities and evaluate its effectiveness.

Keywords: social network analysis; network visualization tools; online disinformation; online social
networks; journalistic practices; intelligent metadata processing

1. Introduction

The increasing digitalization of our world offers significant opportunities for ground-
breaking investigative journalism, new models of cross-border collaborative reporting, and
access to treasure troves of knowledge and diverse sources at a mouse-click [1]. However,
journalists struggle every day to cope with the overwhelming amount of information that
emerges online. This combined with a time pressure to verify information as quickly as
possible has caused a need for tools that can provide automatic or semi-automatic assistance
to arise. Social Network Analysis (SNA) is a field that researchers turn to in order to build
tools that can assist journalists in investigating topics disseminated through social media
platforms by observing the propagation of claims and rumors, the discussions around the
claims and rumors, and interactions between users. Coupled with intelligent methods
that extract and process metadata, these tools can provide disinformation-related cues to
journalists and fact-checkers and become vital in the daily activities of these professionals.

Networks are complex systems of actors, referred to as nodes, interconnected via
relationships called edges. On social media, a node can be an account (i.e., a user, page, or
group), a URL (i.e., an article or media item), or a keyword (i.e., a hashtag). When two nodes
interact (i.e., when a Twitter account retweets a tweet of another Twitter account), an edge
is formed between them. The usefulness of network visualizations is to investigate trends
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and events as a whole. The challenging part of analyzing a social network is identifying
the nodes and relationships that are worth investigating further.

An essential feature that makes social network analysis important for combating dis-
information is that false news spreads faster than real news through online platforms
involving many users and creating large networks [2]. For example, a CBC journal-
ist [3] posted a wrong claim that identified the attacker of an attack in Toronto in 2018 as
“angry” and “Middle Eastern” at the same time as another journalist who posted a claim
correctly identifying the attacker as “white”. It turned out that the misleading tweet identi-
fying the attacker as Middle Eastern received far more engagement than the accurate one
roughly five hours after the attack. A network emerged rapidly around the false claim,
and users were quick to disseminate it. The visualization of a network involving many
accounts and their interactions may reveal those accounts that try to influence the public
with certain views.

During critical events, such as the 2016 US presidential election and the outbreak of
the COVID-19 pandemic, fabricated information was disseminated through social media to
deceive the public. Several works revealed the roles of bots (i.e., automated accounts posing
as real users) in the spread of misinformation [2,4]. Their characteristics were excessive
posting via the retweeting of emerging news and tagging or mentioning influential accounts
in the hope they would spread the content to their thousands of followers [5]. A need
to detect inauthentic users led to investigating the posting activities, interactions, and
spreading behaviors. Network analysis and visualization techniques could be valuable for
detecting such inauthentic accounts based on their behaviors in a network that differentiate
them from those of real users.

In this work, we present the MeVer NetworkX analysis and visualization tool. The
tool’s development was motivated by a need to follow complex social media conversations
and to gain insights about how information is spreading in networks and how groups
frequently communicate with each other and form communities. The tool falls in the scope
of assisting journalistic practices and, more precisely, helping journalists retrieve specific
and detailed information or form a comprehensive view around a complex online event
or topic of discussion. The tool aggregates publicly available information on accounts
and disseminated messages and presents them in a convenient semantically enriched
network view that is easy to navigate and filter, aiming to overcome the critical challenge
of unstructured data on the Web. We focused on implementing a clear and straightforward
navigation with no overlap among communities to provide users with easy-to-digest
visualizations. A multitude of implemented features provide insights into the propagation
flows and the behaviors of accounts. The primary functionality of the tool is to highlight
suspicious accounts worth investigation, which could potentially speed up manual analysis
processes. Finally, the tool is among the few to support three social media platforms
(Twitter, Facebook, and Telegram), and its modular nature makes it extensible to more
platforms. With this work, we aim to leverage intelligent metadata extractions, processing,
and network science to endow journalists and fact-checkers with advanced tools in their
fight against disinformation.

2. Related Work

A significant challenge in creating useful social graphs for the analysis of online
phenomena relates to the process of data collection. The challenge is that users need to have
specialized knowledge to collect data and that platforms have limitations on available data.
Another aspect that strictly relates to social graph analysis is the field of bot/spammer
detection. A common tactic for spreading disinformation quickly and widely is to create
fake accounts that pretend to be authentic. Research in this field revealed that these accounts
have certain characteristics and behaviors that lead to their automatic detection. In the
following sections, we list the visualization tools introduced in the literature with a brief
description of their functionalities and limitations.
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2.1. Data Collection and Analysis

A prerequisite for creating social graphs is the collection of actors (nodes) and relation-
ships (edges) for a query topic. In online social networks, such as Facebook and Twitter,
actors can be accounts, links, hashtags, and others and edges can represent connections.

The Digital Methods Initiative Twitter Capture and Analysis Toolset (DMI-TCAT) [6]
is a toolset for capturing and analyzing Twitter data. It relies on the Twitter search API
to download tweets (from the last 7 days due to Twitter’s rate limits) based on a search
term. It provides some basic statistics on a collected dataset (the number of tweets with
URLs, hashtags, and mentions; the number of tweets/retweets; and the numbers of unique
users in the dataset). It creates different networks (users, co-hashtags, users–hashtags,
and hashtags–URLs) and supports exporting them to the GEXF (Graph-Exchange XML
Format) for visualizations. Similarly, for Twitter data, a component called Twitter SNA [7]
was developed as part of the InVID-WeVerify verification plugin [8], which supports the
collection of Twitter data. A plugin component transforms collected data into a format
that is suitable for network visualizations and supports exports to the GEXF. CrowdTangle
(https://www.crowdtangle.com/ accessed on 8 April 2022) is a tool that supports data
collection for building Facebook graphs. It provides a user with an export functionality
with which posts by public Facebook pages and groups are listed and accompanied by
metadata. While most tools are built focusing on the collection of data from a specific
platform, the open-source 4CAT Capture and Analysis Toolkit [9] (4CAT) can capture data
from a variety of online sources, including Twitter, Telegram, Reddit, 4chan, 8kun, BitChute,
Douban, and Parler.

An advantage of the presented tool is that it is already integrated with the Twitter SNA
component (which is currently accessible through authentication and is reserved for fact
checkers, journalists, and researchers to avoid misuse) of the InVID-WeVerify verification
plugin so that users can automatically trigger 4CAT with query campaigns they want
to investigate.

2.2. Bot/Spammer Detection

Significant research has been conducted to identify the spread of disinformation and
spam on OSNs, especially on Twitter. Recent work proposed features based on an account’s
profile information and posting behaviors and applied machine-learning techniques to
detect suspicious accounts. The authors in [10] examined tweet content itself and included
information about an account that posted a tweet as well as n grams and sentiment features
in order to detect tweets carrying disinformation. Similarly, in [11], the authors attempted
to find the minimum best set of features to detect all types of spammers. In [12], a hybrid
technique was proposed that uses content- and graph-based features for the identification
of spammers on the platform Twitter. In [13], the authors proposed various account-,
content-, graph-, time-, and automation-based features, and they assessed the robustness
of these features. Other similar machine-learning techniques were proposed in [14–16].
In [17], the authors focused on the detection of not just spam accounts but also on regular
accounts that spread disinformation in a coordinated way. In [18], a different methodology
was followed based on a bipartite user–content graph. This work assumed that complicit
spammers need to share the same content for better coverage. Shared content is also a
more significant complicity signal than an unsolicited link on Twitter. The user similarity
graph consisted of nodes as users and edges that represented the similarity between the
users. Finally, a complete survey of recent developments in Twitter spam detection was
presented in [19]. A proposed tool provided users with a convenient mechanism for
inspecting suspicious accounts, leveraging features introduced in the literature. However,
the automatic algorithms for detecting spam accounts are not yet part of the tool.

2.3. Visualization Tools

One of the most popular and most used open-source software options for network
visualization and analysis is Gephi (https://gephi.org/ accessed on 8 April 2022). It
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provides a multitude of functionalities for the easy creation of social data connectors
to map community organizations and small-world networks. Gephi consists of many
functionalities that provide users the ability to visualize very large networks (up to
100,000 nodes and 1,000,000 edges) and to manipulate the networks using dynamic fil-
tering and SNA methods. Other network visualization tools include GraphVis (https:
//networkrepository.com/graphvis.php accessed on 8 April 2022), which is for interactive
visual graph mining and relational learning, and webweb, (https://webwebpage.github.io/
accessed on 8 April 2022) which is for creating, displaying, and sharing interactive network
visualizations on the web. ORA is a toolkit for dynamic network analyses and visualiza-
tions that supports highly dimensional network data. It is a multi-platform network toolkit
that supports multiple types of analyses (e.g., social network analyses using standard social
network metrics; examinations of geo-temporal networks; identifications of key actors,
key topics, and hot spots of activity; and identifications of communities). NodeXL is an
extensible toolkit for network overviews, discoveries, and exploration and is implemented
as an add-on to the spreadsheet software Microsoft Excel 2007. It supports both the data
import process and analysis functionalities, such as the computation of network statistics
and the refinement of network visualizations through sorting, filtering, and clustering
functions [20].

A recently introduced open-source interface for scientists to explore Twitter data
through interactive network visualizations is the Twitter Explorer [21]. It makes use of
the Twitter search API with all the limitations (number of requests per 15 min and tweets
from the last seven days) to collect tweets based on a search term and analyze them. It
includes a Twitter timeline of the collected tweets, creates interaction networks and hashtag
co-occurrence networks, and provides further visualization options. A tool that visualizes
the spread of information on Twitter is Hoaxy (https://hoaxy.osome.iu.edu/ accessed on
8 April 2022). This lets users track online articles posted on Twitter, but only those posted
within the last seven days. A user can add a search term and visualize the interactions of
at most 1000 accounts that share the term. This tool creates a graph in which each node is
a Twitter account and two nodes are connected if a link to a story passes between those
two accounts via retweets, replies, quotes, or mentions. Hoaxy uses the Botometer score for
coloring the nodes, which calculates the level of automation an account presents using a
machine-learning algorithm trained to classify.

Looking into more specialized tools, Karmakharm et al. [22] presented a tool for rumor
detection that can continuously learn from journalists’ feedback on given social media
posts through a web-based interface. The feedback allows the system to improve an under-
lying state-of-the-art neural-network-based rumor classification model. The Social Media
Analysis Toolkit [23] (SMAT) emerged from the challenge of dealing with the volume and
complexity of analyzing social media across multiple platforms, especially for researchers
without computer science backgrounds. It provides a back end data store that supports
different aggregations and supports exporting results to easy user-friendly interfaces for
fast large-scale exploratory analyses that can be deployed on a cloud. Significant research
has focused on misinformation on the Twitter platform. BotSlayer [24] is a tool that detects
and tracks the potential amplification of information by bots on Twitter that are likely coor-
dinated in real time. Reuters Tracer [25] is a system that helps sift through noise to detect
news events and assess their veracities. Birdspotter [26] aims to assist non-data science
experts in analyzing and labeling Twitter users by presenting an exploratory visualizer
based on a variety of computed metrics.

Our proposed tool provides several functionalities that are similar or complementary
to the existing tools. Later in the paper, we present a comparison of our tool with Gephi
and Hoaxy.

3. MeVer NetworkX Tool

The proposed tool is a web-based application for the visualization of Twitter, Facebook,
and Telegram graphs. Each user submits an input file and provides their email, and a link
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to a resulting graph is sent to them as soon as the processing of that file has been completed.
This asynchronous means of returning the results is considered more acceptable by users,
especially in cases of large graphs for which the processing time is long (several minutes).
Figure 1 illustrates an overview of the tool, which is mainly separated into a server-side
analysis and user interface.

Figure 1. Overview of the MeVer NetworkX tool.

3.1. Input Files

Twitter and Telegram analyses involve GEXF files. This well-known format started in
2007 within the Gephi project to describe complex network structures and their associated
data and dynamics. To build Facebook graphs, a user needs access to CrowdTangle and
then he/she can export the data in CSV files.

Twitter. The input GEXF file of a Twitter graph contains the nodes and edges of the
graph along with their attributes. The required field for a node is an ID, and the edges
need the source of the edge (i.e., the ID of the node from which the edge starts and the
“target” of the edge (i.e., the node’s id to which the edge points)). Additional attributes
are used to build plots, statistics, filters, and other functionalities. The graph contains
three types of nodes visualized with different shapes: users visualized as circles, URLs
visualized as stars, and hashtags visualized as rhombuses. The tool supports four edge
types: retweets, quotes, mentions, and replies. Table 1 presents a list of required and
optional fields. Account-related attributes (e.g., screen names and numbers of accounts
following) are associated with nodes, while tweet-related attributes (e.g., retweets, texts,
and hashtags) are associated with edges and characterize the interactions between nodes.
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Table 1. Twitter’s attributes for building the graph and features. All fields marked with an asterisk (*)
are required.

Attribute Description Type

Node ID * Unique ID Node
Type of node Set to true if the node is a user node Node
Tweet ID Unique tweet ID Node

Screen name Screen name, handle, or alias that a user identifies themselves as; screen_names are
unique but subject to change. Node

Created at UTC time when this tweet was created. Example: Node
User description User-defined UTF-8 string describing their account. Node
Names Name of the user as they have defined it in Twitter. Node
Number of followers Number of followers this account currently has Node
Location User-defined location for this account’s profile. Node
Number of accounts following Number of users this account is following Node
Verified When true, indicates that the user has a verified account. Node
Number of statuses Number of tweets (including retweets) issued by the user. Node
Profile image HTTPS-based URL pointing to the user’s profile image. Node

Background image HTTPS-based URL pointing to the standard Web representation of the user’s uploaded
profile banner. Node

Edge ID Unique ID Edge
Source * Node that the edge starts at Edge
Target * Node that the edge points to Edge
Tweet ID Unique tweet ID Edge
Retweet Whether the edge is a retweet Edge
Reply Whether the edge is a reply Edge
Mention Whether the edge is a mention Edge
Quote Whether the edge is a quote Edge
Created at UTC time when this tweet was created. Edge
Number of retweets Number of times this tweet has been retweeted. Edge
Number of favorites Approximately how many times this tweet has been liked by Twitter users. Edge
Text Actual UTF-8 text of the status update. Edge
Hashtags Hashtags that have been parsed out of the tweet text. Edge
URLs URLs included in the text of a tweet. Edge
Media Media elements uploaded with the tweet. Edge

Facebook. CrowdTangle tracks only publicly available posts and extracts data in CSV
files. The CSV files contain one public Facebook post per line with metadata about the
page/group that posted it and the post itself. We considered two types of node: groups and
resources (URLs, photos, or videos); the interactions among them are defined as the edges
of a graph. The nodes are visualized with different shapes, namely a circle for a Facebook
group/page, a star for an article, a rhombus for a photo, and a square for a video. An edge
is created from a group/page node made into a resource node when the group/page shares
a post containing the resource node’s link. When multiple groups share resources, multiple
edges are created for the resource node. Metadata that refers to Facebook pages/groups are
used as node attributes, while information related to Facebook posts that contain resources
(URLs, photos, or videos) is associated with edges since a resource might be associated with
multiple pages/groups. Table 2 summarizes and explains the attributes used for building
Facebook graphs.

Telegram. The Telegram graph has three node types visualized, each with a different
shape: (i) users (circles), (ii) URLs (stars), and (iii) hashtags (rhombuses). Edges represent
occurrences of hashtags and URLs within the text field of a message sent by a user through
a channel. Based on how the Telegram ecosystem is conceived and constructed, it’s not
possible to determine the actual Telegram account that used the channel as a mean to
communicate with its subscribers. However, channel administrators can use the author’s
signature feature in order to include the first and last name in the signature of each message
they send. Such an indicator cannot lead anyone to a unique identification of the Telegram
account that has been used to send certain messages containing a specific signature. Due to
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this, the user node visualized with a circle in the graph corresponds to the channel name
and not the author of the messages.

Table 2. Facebook’s attributes for building the Facebook graph and features. All fields marked with
an asterisk (*) are required.

Attribute Description Type

Page/group name Name of the page/group that posted Node
User name Username of the page/group Node
Facebook ID * ID of the page/group Node
Likes at posting Number of likes of the page/group at the time of posting Node
Followers at posting Number of page/group followers at the time of posting Node
Type Types of links (articles, photos, and videos) included in the post Node
Resource * Link included in the post Node/edge
Total interactions Total number of all reactions (likes, shares, etc.) Edge
Message Message written in the post Edge
Created Time the post was published Edge
Likes Number of likes on the post Edge
Comments Number of comments on the post Edge
Shares Number of shares of the post Edge
Love Number of love reactions on the post Edge
Wow Number of wow reactions on the post Edge
Haha Number of haha reactions on the post Edge
Sad Number of sad reactions on the post Edge
Angry Number of angry reactions on the post Edge
Care Number of care reactions on the post Edge

At this point, it is really important to underline and remark that the researchers
anonymized the data before operating or storing it with a cryptographic hash function
named BLAKE2, which is defined in RFC 7693 (https://datatracker.ietf.org/doc/html/rfc7
693.html accessed on 8 April 2022). If a message contains one or more hashtags and/or one
or more URLs, a node is created for each entity that can be extracted, and an edge connecting
each couple of nodes is created too. As per our ethical considerations, only open-source
and publicly available information was gathered and analyzed. This ethical deliberation
should not be interpreted as an actual obstacle or limit, given that disinformation actors
prefer these public Telegram venues. The entities that can be extracted from each message
are listed in Table 3.

Table 3. Telegram’s attributes for building the Telegram graph and features. The field marked with
an asterisk (*) is optional.

Attribute Description Type

ID Unique identifier of the message within the channel Edge
Message link URL to the message in the object Edge
Hashtags Hashtags included in the message Node/edge
Links Links included in the message Node/edge
Timestamp The time at which the message was sent Edge
Message Text of message Edge
Author’s signature * First and last name of the author of the message Edge
Views Number of times a message was viewed Edge

3.2. Features and Functionalities
3.2.1. Individual Account and Post Inspections

Users can click on individual accounts of interest and obtain information about various
account statistics, the most influential nodes they are connected to, and the communities
they interact with the most (Figure 2a). Additionally, a user can focus the visualization on
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the interactions (edges) of an account in a graph (Figure 2c). Finally, the text of the posts
(only for Twitter) made by a selected user are presented (Figure 2b).

Figure 2. Individual user inspection. (a) Information about the user, (b) text of the tweets made by
the user and (c) the interactions of this user.

3.2.2. Community Detection

We identified all the connected components and then discarded those with fewer than
three nodes. We undertook this mainly because in the vast majority of cases, communities
with very few nodes do not provide helpful insights on a network. In such situations, the
Louvain [27] algorithm was applied to perform community detection on a graph. The
formed communities were named using the names of the top three nodes based on their
degrees (number of edges a node has). Nodes with high degrees can provide insights
about the rest of a community as they are usually centered around a specific topic. The
last step before the visualization refers to the positioning of nodes within communities
and then positioning the communities in the graph. To this end, we followed a two-step
procedure that is an adaptation of the TreeMap methodology [28] in combination with
the ForceAtlas2 [29] layout algorithm, which prevents overlapping nodes and provides
a clear and readable graph. The main idea of the TreeMap positioning method was the
division of the screen area into rectangles of different sizes and the assignment of each
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community into a rectangle taking into account the number of nodes that belonged to
the corresponding community. To adapt this method to our needs, we implemented
Algorithm 1 to order communities in order to position the largest community at the center
of the screen and the rest of the communities around it, taking into account the number
of interactions and avoiding overlapping. Next, Algorithm 2 allocated the screen area to
each community so that larger communities spanned larger areas. Algorithm 3 performed
the above procedures and executed a Python implementation of the TreeMap algorithm
to position the communities and then executed a Python implementation of the ForceAt-
las2 (https://github.com/bhargavchippada/forceatlas2 accessed on 8 April 2022) layout
algorithm to position the nodes within the communities.

Algorithm 1 Order communities. Largest community at the center of the graph. Communi-
ties with most interactions are closest.

1: procedure COMMUNITY_LIST(coms, edges)
2: k ← 0
3: max_com_id ← get_largest_com(coms)
4: middle ← len(coms)/2
5: order_coms[middle] ← coms[max_com_id]
6: temp_id ← max_com_id
7: while len(coms) > 0 do
8: for i in edges do
9: max_edges_id ← f ind_max_edges(i, temp_id)

10: end for
11: k ← k + 1
12: if add to left then
13: order_coms[middle − k] ← coms[max_edges_id]
14: else
15: order_coms[middle + k] ← coms[max_edges_id]
16: end if
17: temp_id ← max_edges_id
18: remove(coms[max_edges_id])
19: end whilereturn order_coms
20: end procedure

Algorithm 2 Allocation of areas to communities based on the communities’ sizes.

1: procedure ALLOCATE_AREA(order_coms_sizes, width, height)
2: minimum_size ← round(width ∗ height/len(order_coms_sizes)/2)
3: total_area ← width ∗ height − minimum_size ∗ len(order_coms_sizes)
4: for size in order_coms_sizes do
5: com_sizes ← (size ∗ total_area/total_size) + minimum_size
6: end forreturn com_sizes
7: end procedure

Algorithm 3 Positioning of communities and nodes.

1: procedure POSITIONING(coms, edge)
2: width ← Screen_width
3: height ← Screen_height
4: order_coms ← community_list(coms, edge)
5: com_sizes ← allocate_area(order_coms_sizes, width, height)
6: rectangles ← treemap(order_coms, com_sizes)
7: x_node, y_node ← ForceAtlas2(rectangles) return x_node, y_node
8: end procedure

157



Future Internet 2022, 14, 147

Figure 3 shows an example graph. A user can obtain insights about the number of
nodes and edges in a graph and easily identify the most influential nodes since they are the
largest ones and their names are shown.

Figure 3. Visualization of example graph.

3.2.3. Community Analytics

Analytics on the detected communities help users gain better intuitions about them.
Statistics per community provide summaries of each community’s users. Word clouds and
hashtag plots present the most frequently used hashtags and help users identify the most
prominent topics per community. The frequencies of the most popular hashtags shared
within a community are plotted. With regards to the posting activities of users, a time series
plot shows the number of tweets shared per day by users of the community, revealing
activity patterns.

Finally, a centrality/influence scatter plot is produced for the top 10 users of each
community. The x axis shows the number of followers with respect to the number of
followings, and the y axis corresponds to the ratio of incoming to outgoing interactions.
Betweenness centrality is illustrated with bubbles; the larger the bubble, the higher the
value of the feature calculated for a node. This plot helps identify community users that
have essential roles in the spread of information (a high value of betweenness centrality)
in correlation with their popularity rate (the x axis) and interaction rate (the y axis). The
accounts in this plot are divided into four categories based on their positions. (i) hot posts:
These have equal or smaller number of followers than followings and can be considered
“regular” users (not popular). Their tweets have a strong influence on the spread of
information as they have attracted the interest of other users. (ii) Influencers: These have
higher numbers of followers than followings and can be considered popular. Their tweets
have attracted the interest of other users, and their posts play vital roles in a community’s
topic and the spread of information. (iii) Curators: These have higher numbers of followers
than followings and are regarded as popular. They have high posting activity levels as
they usually post tweets and reference other accounts more than the opposite. Their beliefs
are essential parts of a community’s topic. (iv) Unimportant: These accounts have an
equal or smaller number of followers than followings and are not popular. Their tweets
do not attract other users’ interest. Figure 4 presents an example of the analytics for a
Twitter community. In the case of FB graphs, a heatmap of reactions per community shows
the distribution of interactions on the posts of the top 10 Facebook pages/groups of the
community based on the average number of total interactions per post.
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Figure 4. Community analytics: word cloud, user statistics, hashtag plot, tweet-posting plot, and
centrality/influence scatter plot.

3.2.4. Propagation of URLs, Media, and Hashtags

To help study the spread of content in a network, we collected the top 10 URLs, media
items, and hashtags in a network, and for each of them, we presented the interactions
between the users. It is worth noting that there were items that appeared only inside a
community and others that were disseminated across different communities.

3.2.5. Metagraph

The metagraph tool provides a higher-level representation of extracted communities
and their interactions using a metagraph view: nodes correspond to communities, and
their edges are weighted based on the interactions among the accounts of the respective
communities. Wider edges between two communities mean a higher number of interactions
across them. This view provides rich information about the relationships between the
accounts of two and more communities. The metagraph view aims to reveal the degree to
which the topics of different communities are related to each other. Wider edges indicate a
higher correlation of topics.

3.2.6. Node and Edge Filters

Filters aim to offer a more targeted investigation and allow a user to limit information
based on specific criteria. We grouped filters according to their types and placed them at
the top left of the graph for easy navigation. Users with few interactions (a low degree)
might not be of interest during an investigation and may therefore be removed using the
min log-scaled degree filter. Additionally, if a user needs to investigate the interactions
between accounts during a specific time interval, they can use the interactions date filter.
Beyond node-based filters, there are also three types of edge filters depending on the type
of edge: tweet edges, URL edges, and hashtag edges. For example, a tweet edge filter
maintains (or removes) edges that are retweets, mentions, replies, and quotes. Users may
also combine filters, which offers significant versatility during investigations.
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3.2.7. Node Coloring

The node coloring tool exposes eight features characterizing an account’s (node’s)
behavior. When a user selects one such feature, node colors are printed in a color scale
from white (low) to dark blue (high) based on their values on this feature. These features
include the following.

• In-degree quantifies the popularities of nodes, i.e., how much a node is referenced/linked
to by others.

• Out-degree shows the extroversion of nodes. A node that references many other
nodes on its tweets has a high value in this feature.

• Out-degree to in-degree is the ratio of out- to in-degree. Accounts that regularly
reference other nodes in their tweets and are rarely referenced by others have high
values in this feature. Accounts that are both extroverted and popular have low values.

• Followers is the number of account followers.
• Followings is the number of accounts that the account follows.
• Followings to followers is the ratio of the number of followings to the number of

followers. This feature quantifies how popular an account is (low value), how selective
it is with its followings (low value), and how likely it is to follow back (high value).

• Betweenness centrality captures the role of a node in the spread of information
across a network. Higher values indicate more important roles.

• Similarity of tweets shows how similar the posts of an account are. A node with
a high value in this feature regularly posts similar content on its tweets.

3.2.8. Highlight Suspicious Accounts

Finally, we implemented six features that, when combined with three of the above,
indicate suspicious accounts spamming or spreading disinformation. Inspired by features
presented in the literature to train machine-learning models and detect spam posts [14],
we implemented a set of features that support the interactive exploration of a dataset to
find accounts that were worth further investigation. The features were normalized using
min-max normalization. To calculate extreme values on these features and subsequently
highlight accounts with such values, we used quartiles and boxplots. The accounts were
highlighted in red on the graph, providing a semi-automatic identification of suspicious
accounts. The implemented features are listed below.

• Following rate is the ratio of the number of followings to the number of days since
an account was first created.

• Status rate is the ratio of the number of posts to the number of days since an account
was created.

• Average mentions per post shows the average number of mentions in an account’s
tweets. A common strategy for spreading disinformation is mentioning many accounts
in tweets.

• Average mentions per word shows the average number of mentions in a tweet’s
text. The tactic of posting tweets with many mentions and a single hashtag is often
regarded as spam-like or suspicious. This feature is normalized to the total number
of posts.

• Average hashtags per word calculates the average number of hashtags in a tweet’s text.
• Average URLs per word calculates the average number of URLs in a tweet’s text.

Figure 5 illustrates an example of a Twitter graph for a Fauci use case. At the left of
the figure, the betweenness centrality node coloring is applied to highlight nodes with
high influence over the flow of information in the graph and that are worth investigating.
At the right of the figure, all highlights of suspicious account features are selected, and
425 accounts are highlighted as suspicious, limiting users who are worth evaluating and
offering a user a clue of where to start an investigation.
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Figure 5. Example of the node-coloring filter (left) and highlighting suspicious accounts filter (right).

Table 4 summarizes the features/functionalities supported per platform. Although
we aimed to adapt all the developed features on all three platforms, the available data
restricted the implementation of features in some cases.

Table 4. List of developed features and the platforms that are supported.

Features/Functionalities Twitter Facebook Telegram

Communities � � �

Individual account inspections � � �

Post text � � �

Statistics per community � � �

Word clouds per community � � �

Centrality plots per community � � �

Date plots per community � � �

Hashtag plots per community � � �

Heatmaps of reactions per community � � �

Propagation flow of top 10 URLs � � �

Propagation flow of top 10 media � � �

Propagation flow of top 10 hashtags � � �

Metagraphs � � �

Edge Filters � � �

Node Filters � � �

Node coloring � � �

Suspicious accounts � � �

4. COVID-19-Related Use Cases

4.1. Twitter Data

We collected four COVID-19-related datasets for topics for which disinformation was
prominent. To collect the datasets, we used the Twitter search API, querying with the
hashtags #FireFauci, #FauciGate, #Hydroxychloroquine, #BigPharma, and #GreatReset. We
collected all tweets containing these hashtags posted between 1 June 2021 and 15 July 2021.
Table 5 presents the dataset statistics.
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Table 5. Statistics for the collected COVID-19-related Twitter disinformation datasets.

Fauci Hydroxychloroquine Big Pharma Great Reset

Total tweets 18,500 6239 16,568 13,380
Retweets 4790 3597 9667 6780
Quotes 7787 1114 2281 2615
Tweets with replies 4696 1046 3579 3037
Tweets with mentions 4926 2439 5609 4884
User-posted tweets 11,155 4310 10,474 8175
Total users in tweets 18,310 7078 18,175 14,716

The Fauci and hydroxychloroquine cases came after the Washington Post and Buz-
zFeed News filed Freedom of Information Act requests for Dr. Anthony Fauci’s emails,
published that correspondence on 1 June 2021, and showed how Dr. Anthony Fauci navi-
gated the early days of the COVID-19 pandemic. The emails contained discussions about
what Fauci was told on the origins of the coronavirus, what he knew about the drug
hydroxychloroquine, and what he said about the use of face masks. Apart from informing
the public, this email disclosure led to the propagation of misleading facts about COVID-19
by decontextualizing parts of the discussions. Fauci’s political opponents and several
conspiracy theorists took the opportunity to spread their beliefs on social networks by
sharing out-of-context claims.

Another conspiracy theory that gained popularity was the Big Pharma theory. A
group of conspiracy theorists claimed that pharmaceutical companies operate for sinister
purposes and against the public good. They claimed that the companies conceal effective
treatments or even cause and worsen a wide range of diseases.

Finally, the Great Reset theory referred to a theory that the global elites have a plan to
instate a communist world order by abolishing private property while using COVID-19 to
solve overpopulation and enslave what remains of humanity with vaccines.

4.2. Facebook Data

We used CrowdTangle to collect Facebook posts on the aforementioned COVID-19-
related use cases. We submitted four search queries in CrowdTangle using the hashtags
#FireFauci, #FauciGate, #Hydroxychloroquine, #BigPharma, and #GreatReset as search
keywords. The search retrieved Facebook posts by public Facebook pages and groups (but
not posts by Facebook users due to Facebook graph API limitations). We ended up with
two datasets, Fauci and hydroxychloroquine. The Big Pharma and Great Reset topics were
discarded due to very low numbers of retrieved posts. Table 6 lists the statistics for the
Fauci and hydro datasets.

Table 6. Statistics for the collected COVID-19-related Facebook disinformation datasets.

Fauci Hydroxychloroquine

FB posts 553 1572
FB groups/pages 352 984
Articles 95 504
Photos 109 264
Videos 71 53

4.3. Telegram Data

In order to acquire information from public Telegram channels, a specific data-acquisition
system was crafted. A core component of such a system is, usually, Web Scraper, the aim of
which is to parse HTML markup code and pass it through a set of selectors in order to structure
the acquired information made available via a Web user interface. A relevant difference be-
tween the platform Telegram and other platforms, such as Facebook and Twitter, is the absence
of an internal content-search feature. Thus, only public channels and groups can be found via
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a global search feature—not the messages contained in them. In order to find public channels
of interest, two different approaches were followed. The first was executing keyword-based
searches via a Google custom search engine specifically designed for Telegram content (https:
//cse.google.com/cse?cx=004805129374225513871:p8lhfo0g3hg accessed on 8 April 2022). The
second approach was running hashtag-based searches on Twitter and applying a filter to them
in order to receive only results containing at least one URL referencing Telegram content. We
chose to select up to three public channels per each hashtag. Specifically, we selected from the
first three top tweets, (https://help.twitter.com/en/using-twitter/top-search-results-faqs ac-
cessed on 8 April 2022) which Twitter valued as most relevant (in descending order) at the time
when we executed the search. For both approaches, we decided to select only the first three
results provided in order both to keep the information consistent and to have a sufficiently
sized dataset. Subsequently, the information populating our Telegram dataset was acquired
from chats by the following identified handles: @RealMarjorieGreene, @QtimeNetwork,
@cjtruth316, @trumpintel, @Canale_Veleno, @WeTheMedia, @shaanfoundation, @TerrenceK-
Williams, and @zelenkoprotocol. Specifically, the first three were selected for the #FireFauci
dataset, the second three were selected for the #FauciGate dataset, and the last three were
selected for the #Hydroxychroroquine dataset. Table 7 lists the statistics for the #FireFauci,
#FauciGate, and #Hydroxychloroquine datasets.

Table 7. Statistics for the collected COVID-19-related Telegram disinformation datasets.

FireFauci FauciGate Hydroxychloroquine

Subscribers 326,586 6488 186,236
Messages 14,762 181,700 13,422
URLs 6453 83,993 10,032
Hashtags 871 18,653 106

4.4. Iterative Evaluation and Feedback

We applied the analysis to the four collected COVID-19-related use cases, which are
cases of significant value that reflect the challenge of disinformation. These use cases
arose in the context of user-driven evaluation activities that took place within the Horizon
2020 WeVerify project (https://weverify.eu/ accessed on 8 April 2022). Journalists and
fact-checkers participated in these evaluation activities and provided helpful feedback
on the proposed MeVer NetworkX analysis and visualization tool. The users received
brief guidelines on the functionalities of the tool and query files on a set of use cases
collected within the project (beyond the four use cases presented here). They analyzed
the query cases and provided comments/suggestions on the parts of the tool that were
unclear to them and parts that would make the analysis easier to digest and more efficient.
We enhanced the tool with the user feedback and came up with the final version that is
presented in this paper.

5. Analysis Using the MeVer NetworkX Analysis and Visualization Tool

The main focus of our analysis was to simulate a scenario in which, through the tool,
an end user tries to identify and inspect suspicious accounts within a given dataset graph.

5.1. Fauci
5.1.1. Twitter Analysis

The graph included 18,310 nodes and 27,882 edges. Different colors were assigned
to the nodes of different communities. We first selected the all option of the suspicious
account filter at the top of the graph. The resulting 425 accounts highlighted as suspicious
were presented in the graph in red, as shown in Figure 6. We queried the Twitter search API
three months after the dataset was collected, and 78 of the 425 likely suspicious accounts
did not exist on Twitter anymore due to violating Twitter policies. This indicates that the
tool likely correctly highlighted at least 78 accounts. Note that the fact that the remaining
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347 accounts were still active 3 months after the dataset collection does not mean that they
were not suspicious.

Figure 6. Example of a suspicious account in the Fauci analysis.

For instance, an account that was flagged as suspicious by the tool was the account
with the highest number of interactions, (@WavesofGo), in Community 14 (Figure 6). The
account had 228 interactions and was the largest circle in the community. The interactions
corresponded to mentions of 228 individual accounts in the tweets, while there were
no interactions toward this account from other users. The mentions referred to popular
accounts, such as President Biden’s @POTUS official account and Marjorie Taylor Greene’s
@mtgreenee account. Additionally, the similarity of tweets feature indicated that the user
posted the exact tweet text each time by referencing different accounts. Table 8 shows
two examples of tweets shared by this account through the network, indicating that the
account was a strong supporter of Christianity and an opponent of vaccination. Twitter
suspended the account due to not complying with Twitter’s policies. We then inspected
the statistics on Community 14. The hashtag plot revealed the community’s main topics
were (#JesusSaves and #AntiVax), as shown in Figure 7a.

Figure 7. Results of Fauci use-case analysis: (a) hashtag plots of Community 14, (b) an example of
MSN article spread, and (c) Peter Navarro’s tweets against Fauci.
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Table 8. Tweets of @WavesofGo account that indicate the account was a strong supporter of Christianity
and was against vaccination.

“Jesus heals the sick when men had leprosy,
the worst diseases back then and people were
afraid to be around them. Don’t take Covid
Vaccine because JESUS IS A HEALER. Repent
and confess to Jesus. #AntiVax #AntiVaccine
#AntiJab #GodIsReal #FireFauci #Bible
#GodisGood #JesusSaves”

“Praise God! YES Jesus heals the sick and did
so when men had leprosy and people were
afraid to be around them. That’s why
Christians shouldn’t take Covid Vaccine
because our GOD IS A HEALER. #AntiVax
#AntiVaccine #AntiJab #GodIsReal #FireFauci
#Bible #GodisGood #JesusSaves #God”

Similarly, the most active account of Community 10, Adam Helsley (@AdamHelsley1),
was flagged as suspicious. The account only replied to other accounts with the #FireFauci
hashtag, trying to campaign against Fauci. The account remained active on Twitter three
months after the data collection since its behavior complied with Twitter’s policies, even
though its posting activity resembled that of a spammer. Our tool highlighted this as
suspicious behavior. The end user is responsible for investigating further and deciding
whether this account tries to adversely affect other users. This account triggered five of the
nine suspicious features, namely the ratio of out-degree to in-degree, the average number of
mentions per post and word, the average number of hashtags per word, and the similarity
of tweet text features.

For a further investigation, we used the Botometer, a tool that checks the activity of a
Twitter account and gives it a score on how likely the account is a bot. The Botometer’s
values range between zero and five, and the higher the value, the more likely the account is
a bot. Despite the above signs, the Botometer did not classify the account as a bot.

Next, we investigated the propagation flow of the top 10 URLs, hashtags, and me-
dia items. By selecting an item, a user can monitor the item’s dissemination across a
network. In this case, one of the most popular URLs in the network was an msn.com arti-
cle (https://www.msn.com/en-us/health/medical/vaccines-will-get-full-fda-approval-
fauci-predicts/ar-AAM1FBB?ocid=uxbndlbing accessed on 8 April 2022), which says that
Dr. Fauci advises vaccinated Americans to wear masks in areas with low COVID-19 immu-
nization rates. This topic attracted Twitter users’ interest and indicated that it was worth a
further investigation. This article was mainly spread in Community 3 (Figure 7b). The ac-
count of this community interacting the most frequently was Peter Navarro (@RealPNavarro).
Peter Kent Navarro is an American economist and author who served in the Trump ad-
ministration as assistant to the president, director of trade and manufacturing policy, and
policy coordinator of the National Defense Production Act. This account has more than
161 thousands followers. He posted aggressive tweets against Fauci that spawned heated
discussions on Twitter. From his 1373 total interactions, only five referenced other accounts,
while in the remaining 1368, he was referenced by other accounts. Figure 7c shows his
top three tweets that gained the most interactions in the network and reveal his negative
attitude toward Fauci.

Finally, the word cloud plot of Community 3 provided insights into the topics of
the accounts that made it up. In Figure 8a, we observe that words such as “Trump” and
“patriot” frequently appeared, concluding that many accounts in this community are likely
Trump supporters and explaining the reason for the attack against Fauci. Moreover, the
centrality plot, shown in Figure 8b, labels Peter Navarro as an influencer.
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Figure 8. Results of Fauci use-case analysis: (a) word cloud of Community 3 and (b) centrality plot of
Community 3 indicating that Peter Navarro’s account stands as an influencer in the community.

5.1.2. Facebook Analysis

The 627 nodes and 553 edges derived from the Facebook Fauci dataset formed 29 com-
munities. In all, 19 of the 29 communities consisted of three nodes, which we discarded as
unimportant; we focused on the remaining 10 communities but noticed that the information
diffusion among these communities was limited. Figure 9 illustrates the corresponding
metagraph. We noticed that the largest community (with the ID 0) had no interactions with
other communities at all.

Figure 9. Metagraph showing that the information diffusion in the network was limited.

The node most frequently interacted with in Community 22 was an article from the
Convention of States Action, which was the most-shared link in the network. The article
references a poll about the aspect of parents with respect to the vaccination of their children.
It states that Dr. Fauci lied to people, which led to hesitation among parents about their
children’s vaccination. The article was shared among the 52 nodes of Community 22,
creating a network of supporters.

Using the tool, we managed to draw some interesting observations that provided
insights about the network users’ attitudes toward the topic. The positive reactions filter
highlighted nodes that received love, wow, haha, and care reactions. Figure 10 shows the
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highlighted nodes of Community 8 that were mainly around Marjorie Taylor Greene, a
Republican congresswoman who sparked the #FireFauci hashtag on Twitter. The network
revealed positive emotions around Marjorie Taylor Greene, which was the opposite of the
aggressive attitudes toward Fauci. Additionally, through the propagation flow feature, a
link of the top 10 shared links in the network pointed to a Facebook image post containing
a screenshot of a Marjorie Taylor Greene post urging for Fauci’s dismissal.

Figure 10. Inspecting the positive reactions filter feature and retrieving the popular account of
Marjorie Taylor Greene, which aims to influence the public against Fauci.

The tool’s search bar allows users to cross-check whether the same user appears in
Twitter and Facebook graphs. Although Marjorie Taylor Greene is significantly involved
in information dissemination in the Facebook graph, her account does not appear in the
Twitter graph. However, Senator Rand Raul, the most famous account in the Twitter graph,
is also active in the Facebook graph. Specifically, an image post with text “I told you so”
was shared, and it gained a lot of engagement (approx. 2000 comments and 8000 shares).

5.1.3. Telegram Analysis

For the analyses of the #FauciGate and #FireFauci use cases, we filtered the collected
Telegram data with a time interval of between 1 June 2021 and 15 July 2021. We discovered
985 nodes and 1043 edges, which formulated a graph with 15 communities. The largest
community consisted of 381 nodes, while there were nine communities with one node. The
word clouds of the largest communities in the graph are illustrated in Figure 11. Apart from
Community 6, the rest of the communities’ word clouds showed a wide range of topics
discussed within the Telegram channels and no specific focus on the Fauci case. This made
it more challenging to collect data from Telegram and analyze a particular topic of interest.
From the propagation flow feature, it could be seen that half of the top 10 URLs in the graph
pointed to Telegram messages or accounts, indicating that the discussions in the Telegram
channels stayed within Telegram. The top URL was a YouTube link of a video that had
already been removed at the time of the analysis because it violated YouTube’s community
guidelines. This YouTube video appeared in Community 6, in which @RealMarjorieGreene
was the most interactive node. @RealMarjorieGreene is an account that seemed to be
involved in the Fauci case during the analyses of the Twitter and Facebook graphs.
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Figure 11. Telegram word clouds.

We concluded that the analysis and visualization of narratives discussed within Tele-
gram are currently limited. To provide helpful insights and highlight suspicious accounts
or behaviors, we need to focus on the data collection step—the limited data acquired by
Telegram results in shallow analyses.

5.2. Hydroxychloroquine

A similar procedure was followed for the analysis of the hydroxychloroquine use
case. The tool detected 110 out of 7078 accounts as suspicious and likely propagating
disinformation; 15 of these 110 accounts do not exist on Twitter anymore.

A suspicious account was found in Community 20 with the name @nyp64N5uCEe3wiu;
it was suspended from Twitter for violating Twitter’s rules and policies. Within the net-
work, the account interacted with 27 other accounts in total, and 26 of these interactions
replied to the tweets of other accounts or mentioned other accounts. The account acted
like a spammer by posting the same text—only hashtags—which was highlighted by the
similarity of tweets feature. The hashtags that the account was disseminating included
#CCPVirus, #TakeDowntheCCP, #DrLiMengYan, #Hydroxychloroquine, #GTV, #GNews,
#NFSC, #WhistleBlowerMovement, #LUDEMedia, #UnrestrictedBioweapon, #COVIDVac-
cine, #COVID19, #IndiaFightsCOVID, #OriginofCOVID19, #Coronavirus, #WuhanLab,
#CCP_is_Terrorist, #CCPisNotChinese, #CCPLiedPeopleDied, and #MilesGuo. Within
Community 20, there were also eight accounts that were highlighted as suspicious creating,
a doubt about Community 20 as a whole. A user could further investigate each of these
accounts individually and draw some conclusions about their participation (or not) in the
dissemination of information/disinformation.

5.3. Big Pharma Use Case

The tool labeled 220 out of 18,175 accounts as suspicious for the Big Pharma analysis.
In all, 54 of these 220 suspicious accounts do not exist on Twitter anymore. An example
of a suspicious account was @UnRapporteur1 (Figure 12), which was the most frequently
interacting account of Community 24 (visualized as the larger circle). The account posted
the exact same text in its tweets by referencing other accounts. Figure 12 presents the text of
the tweets, which contained offensive language. This account is still active on Twitter and
is likely suspicious with high values for four features out of nine: the ratio of out-degree to
in-degree, the average number of mentions per post and word, and the similarity of tweets’
text. Botometer rated this account as a bot with high confidence (5/5).

Another suspicious account that was worth investigating was @checrai71, a member
of Community 2. The tool flagged this account with the ratio of out-degree to in-degree,
the average number of mentions per post and per word, and the followings to followers
ratio. The account posted 29 tweets mentioning and replying to 74 different accounts. This
account is still active on Twitter and has proven to be a strong supporter of the Big Pharma
conspiracy theory based on a video (https://vimeo.com/500025377 accessed on 8 April
2022) shared in its tweets supporting this theory. The Botometer’s score of this account was
2.2 (i.e., leaning more toward a “regular user” rather than bot).
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Figure 12. Example of a suspicious account in the Big Pharma analysis (right) and example of a
suspicious account posting conspiracy tweets in the great reset analysis (left).

5.4. Great Reset Use Case

Regarding the great-reset-related tweets, the tool highlighted 231 out of 14,716 accounts
as suspicious. From the highlighted accounts, we found that 29 are not available on Twitter
anymore, and we further inspected one of them, which was @riesdejager. This account
tweeted the conspiracy message presented in Figure 12. It was labeled as having two
suspicious features: similarity of tweet texts and average number of URLs per word.

The account with the highest number of suspicious features was @inbusiness4good. It
was highlighted due to its ratio of out-degree to in-degree, average number of mentions per
post, similarity of tweets texts, average number of URLs per word, and average number of
hashtags per word. It supported an action called Clim8 Savers, and the purpose was to
persuade people to plant trees. The Botometer’s score of this account was 3.4.

5.5. Quantitative Analysis of Suspicious Users

We further analyzed the developed features that highlighted the users as suspicious
and investigated the importance of each feature in the four use cases. As presented in
Table 9, the cosine similarity of tweet feature dominated in the hydro and Big Pharma
cases. In contrast, the average mentions per post feature was the top feature in the Fauci
and great reset cases. Notably, there were cases in which a feature was not involved but
dominated in other cases. For example, the average mentions per word feature did not
highlight any user in the hydro and great reset cases; however, in the Big Pharma case, this
feature labeled 50 out of the 220 likely suspicious users (22.7%). A manual inspection of the
four COVID-19-related use cases concluded that it was more likely a user was spreading
disinformation when more features highlighted the user. However, there were cases in
which even one feature was a solid indication for a further investigation of the user.

Table 9. The number of users that each feature highlighted as a suspicious per use case.

Suspicious Account Features Fauci Hydro Big Pharma Great Reset

Out-degree to in-degree 62 3 18 10
Followings to followers 28 7 18 13

Following rate 27 14 33 35
Status rate 19 6 16 16

Average mentions per post 143 0 61 110
Average mentions per word 8 0 50 0
Average hashtags per word 18 37 1 4

Average URLs per word 57 9 11 11
Cosine similarity of tweets 122 44 62 50

Table 10 presents the number of users per investigated case and the percentages
of nonexistent, suspended, and suspicious users (as labeled by our tool). Addition-
ally, at the bottom of the table, the percentage of users calculated with bot scores
(https://botometer.osome.iu.edu/ accessed on 8 April 2022) higher than three are listed.
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It is noticeable that the MeVer NetworkX analysis and visualization tool labeled each
user with a low percentage (approx. 1–2%) of the total number of users in a network
as suspicious. In that way, the tool provided users with a clue to start an investigation
and focus on a few users with one or more features that raised suspicions. Using the
Twitter API two months after we collected the datasets, we found that out of the detected
suspicious users, 10.1% for the Fauci case, 13.6% for the hydro case, 8.6% for the Big
Pharma case, and 12.5% for the great reset case were not available on Twitter anymore.
In this way, we can consider the highlighted users as likely correct selections (i.e., users
that violated Twitter’s policies). However, users who remained active but were still high-
lighted by the tool could spread disinformation or support misleading claims, but Twitter’s
policies were not violated. Such an example is the account @UnRapporteur1, described in
Section 5.4.

Table 10. Quantitative analysis of suspicious users for the four COVID-19-related use cases.

Fauci Hydro Big Pharma Great Reset

All users 18,310 7078 18,175 14,716
Nonexistent 1529 477 1261 1187
Suspended 868 257 653 610
Suspicious 425 110 220 231

Percentage of suspicious users in relation to all users 2.3% 1.6% 1.2% 1.6%
Percentage of suspicious users not available on Twitter 10.1% 13.6% 8.6% 12.5%

Percentage of suspicious users not available on Twitter due to being suspended 6.1% 6.4% 5.5% 5.6%
Users with bot scores (not available for unavailable users) 16,635 6548 16,755 13,396

Percentage of users with bot scores ≥ 4 10.7% 6.8% 7.0% 7.12%
Percentage of users with 4 >bot scores ≥ 3 13.9% 21.2% 19.3% 16.1%

6. Execution Time

To study the computational behavior of the proposed tool, we collected a large Twitter
dataset by querying with the hashtag #COVIDVaccine. The hashtag was selected as it was a
trending topic, which could result in large networks. We generated graphs of progressively
larger sizes (sums of nodes and edges), starting from ∼1000 and reaching up to ∼140,000,
which we considered sufficient for the support of several real-world investigations. We
carried out a graph analysis and visualization on a Linux machine with a 2 Intel Xeon
E5-2620 v2 and 128 GB of RAMand calculated the time needed for each graph. Figure 13
illustrates the execution times in seconds.

We noticed that for the small graphs (fewer than 10,000 nodes and edges), the execution
time increased linearly by a very small factor in relation to the graphs’ sizes. For instance,
doubling the number of nodes and edges from 700 to 1400 nodes and edges resulted in an
increase of 12.5% in execution time. For larger graphs, the execution time increased with a
much higher linear factor or even in a super-linear manner. The time needed to analyze
and visualize a graph with a size of 140,000 nodes and edges was twice what it took to
build a graph with a size of ∼72,000 nodes and edges.
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Figure 13. Execution times in seconds needed to build and visualize small and large graphs.

7. Comparison with Gephi and Hoaxy

Gephi is one of the top visualization tools in social network analysis [30,31]. It is
a free open-source standalone software used for visualizations and explorations of all
kinds of networks. Its advantages include high quality visualizations and the fact that
knowledge of programming languages and the ability to handle large graphs are not
required. Although Gephi is a leading tool for network visualizations, our MeVer NetworkX
analysis and visualization tool is not comparable to Gephi. Gephi is a standalone software,
as aforementioned, while the MeVer NetworkX analysis and visualization tool is provided
as a web-based application. Gephi provides visualizations for large networks (i.e., it
can render networks up to 300,000 nodes and 1,000,000 edges), while our tool supports
smaller graphs, focusing on a specific narratives of disinformation. The main difference
between the tools that makes them incomparable is that Gephi provides a multitude of
functionalities for visualization and filtering, while our tool focuses more on the analysis
of the accounts involved in a network, their characteristics, and the information that is
disseminated through and among them.

Hoaxy is a tool that visualizes the spread of information on Twitter. It supports the
uploading of a CSV or JSON file containing Twitter data. For a comparison, we created CSV
files compatible with Hoaxy containing the tweets of the four COVID-19-related use cases
that we investigated. We submitted each file and created the graphs with Hoaxy. First, we
examined the execution time needed to analyze and build the graphs. In Table 11, Hoaxy
seems much faster than MeVer NetworkX in all use cases. However, we needed to consider
each tool’s features to decide which one is faster. Based on this, we created Table 12, in
which the features of the two tools are presented side by side. Hoaxy provides far fewer
features than the proposed tool. Concerning execution time, Hoaxy is faster in terms of the
time needed to analyze input data and build a graph.

Table 11. Execution times of MeVer NetworkX analysis and visuazalion tool vs. Hoaxy for the four
COVID-19-related use cases.

Fauci Hydro Big Pharma Great Reset

Hoaxy (time in s) 240 105 230 185
MeVer (time in s) 355 139 349 261
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Apart from the multitude of features that the MeVer NetworkX tool provides over
Hoaxy and its comparable execution time, a significant advantage of the MeVer NetworkX
tool is the improved layout with non-overlapping graphs, providing users with an easy-
to-digest visualization of communities. Figure 14 illustrates the graphs around the hydro
topic in MeVer NetworkX (right) and Hoaxy (left). In the graph built by Hoaxy, the nodes
and edges overlap and a user must zoom in and out to investigate them. Instead, the MeVer
NetworkX tool provides a simple and clear visualization with different colors among
communities. Moreover, the node with its interactions is highlighted by clicking on a node
while the rest become blurred. In this way, a user can more easily inspectthe nodes of
interest one by one.

(a) (b)

Figure 14. Graphs for hydro use case: (a) Hoaxy visualization and (b) MeVer NetworkX analysis
and visualization.

Table 12. Comparison of MeVer NetworkX’s and Hoaxy’s analysis and visualization features.

Feature MeVer Tool Hoaxy Feature MeVer Tool Hoaxy

Community detection + − Centrality/influence scatter plots + −
Individual user inspections + + Propagation flows of URLs + +

Tweet texts Embedded External links Propagation flows of media + −
Word clouds + − Propagation flows of hashtags + −

Statistics for each community + − Metagraphs + −
Hashtag plots + − Tweet timelines + +

Date plots + − Highlight of suspicious accounts + −

8. Discussion and Future Steps

The tool is available upon request ( https://networkx.iti.gr/ accessed on 8 April 2022).
To the best of our knowledge, it is the only tool supporting the analysis of multiple platforms
and even providing some cross-platform investigations. The tool aims to support the
demanding work of journalists and fact checkers to combat disinformation. The advanced
functionalities offered by the tool are valuable, as showcased through the presented use
cases. The aggregation and visualization capabilities provided to users offer easy ways to
navigate large graphs without a need for special knowledge. The developed functionalities
offer users a semi-automatic procedure that can increase productivity and save time. The
tool’s core functionality is to highlight suspicious accounts based on features that are often
associated with inauthentic behavior. Although the presented use cases showed that these
features are helpful and provide valuable insights about the accounts, in the future, we
aim to train models that automatically highlight suspicious users, providing better support
to investigators. Additionally, a direction that we are investigating as a future step is
integrating third-party tools, such as the Botometer, which provide more insights about
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accounts. Finally, a data-collection component is an essential part of the tool. The tool
requires GEFX or CSV files containing data collected by a social media platform in question.
However, this part of collecting data needs specialized knowledge or some third-party
tools. For that reason, we integrated the InVID-WeVerify plugin into the tool in order to
offer a smooth and intuitive analysis process and are considering further ways to improve
the user experience.
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Abstract: The last decade has been a time of great progress in the World Wide Web and this progress
has manifested in multiple ways, including both the diffusion and expansion of Semantic Web
technologies and the advancement of the aesthetics and usability of Web user interfaces. Online
media outlets have often been popular Web destinations and so they are expected to be at the forefront
of innovation, both in terms of the integration of new technologies and in terms of the evolution
of their interfaces. In this study, various Web data extraction techniques were employed to collect
current and archival data from news websites that are popular in Greece, in order to monitor and
record their progress through time. This collected information, which took the form of a website’s
source code and an impression of their homepage in different time instances of the last decade,
has been used to identify trends concerning Semantic Web integration, DOM structure complexity,
number of graphics, color usage, and more. The identified trends were analyzed and discussed with
the purpose of gaining a better understanding of the ever-changing presence of the media industry
on the Web. The study concluded that the introduction of Semantic Web technologies in online media
outlets was rapid and extensive and that website structural and visual complexity presented a steady
and significant positive trend, accompanied by increased adherence to color harmony.

Keywords: media industry; online media; news websites; Web data extraction; Semantic Web; Web
aesthetics; Web archives; World Wide Web

1. Introduction

Journalism was one of the first fields to make the transition from the physical realm to
the online digital space, starting with the appearance of the Wall Street Journal in Bulletin
Board Systems of the 1980s [1]. As soon as the World Wide Web started becoming popular,
newspapers also started being published online, with the Palo Alto Weekly being available
on the Web as early as January 1994 [1]. In the beginning, the printed content was being
identically reproduced on the Web, but after a short period, some publications started
being produced specifically for the Web, thus dramatically changing the way media outlets
produced and disseminated their content according to Karlsson and Holt [2]. By the year
1999, more than 20% of American online newspaper content were Web originals, as claimed
by Deuze’s research the same year [3]. Ever since then, online media outlets have been
capitalizing on the Web’s power to provide journalistic content with traits that only it can
offer, namely interactivity, immediacy, hypertextuality, and multimodality [2].

At the turn of the millennium, Tim Berners-Lee proposed the Semantic Web, an expan-
sion of the World Wide Web that included content that can be retrieved and comprehended
by machines, introducing the idea of a machine-readable Web [4]. In the field of Journalism,
as Fernandez et al. point out, in order to cover the customers’ needs for information
freshness and relevance, the use of metadata became prevalent [5]. Moreover, the use of
additional Semantic Web technologies as proposed by Fernandez et al. was set to increase
both productivity and media outlet revenues [5]. Heravi and McGinnis proposed the use
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of Semantic Web technologies, in tandem with Social Media technologies, to produce a new
Social Semantic Journalism framework that combined technologies that could collaborate
with each other in order to identify newsworthy user-generated journalistic content [6].

However, the evolution of the Web is not limited to content diffusion and machine-
readability fields but also applies to the realms of aesthetics and usability. As Wu and Han
point out, both aesthetics and usability display a strong relationship with the satisfaction
of potential users [7]. King et al. [8] make the claim that a significant relationship exists
between the visual complexity of a website and its influence on user first impressions. This
is especially important with regard to media outlets since King’s research specifically links
increased visual complexity with the user’s perception of informativeness and engagement
cues [8]. This perceived informativeness is an important quality when associated with
a news website. Besides complexity, usability and compatibility with multiple devices
have also evolved through the progression of website layout techniques over the course of
time as studied by Stoeva [9]. The way information is presented on a Web page is under
constant change.

In addition to complexity and layout, color also plays an important role in influenc-
ing user impressions. On many occasions, researchers have established that the colors
used on a website can elicit emotional reactions and feelings that can lead to outcomes
concerning a website’s perceived trustworthiness and appeal or even a visitor’s overall
satisfaction [7,10–12]. Talei proposes that these emotional responses are a result of human
natural reactions to colors as encountered in natural life [12]. In addition to colors as
individual factors eliciting an emotional reaction from users, White proposes that color
schemes can also have a similar effect and proceeds to study the case of schemes using
complementary colors [13] leading to conclusions about how specific complementary colors
lead to increase in user pleasure.

In order to monitor how websites of media outlets evolve alongside the evolution
of Web technologies and aesthetics, taking a look at contemporary websites only is not
enough. Instead, what is needed is a comprehensive overview of each website’s journey
throughout the past decades. Brügger coined the term “website history” as a combination
between media history and Internet history, where the individual website is considered
the object of historical analysis instead of the medium [14]. The website then, playing the
part of a historical document, is to be archived and preserved, and subsequently delivered
as historical material [14]. This type of historical material is the means through which the
aesthetic trends and Semantic Web adaptation of media outlets may be identified through
means of archival data extraction.

The study presented in this article attempts to answer the following research questions:
RQ1. How has the integration of Semantic Web technologies (SWT) progressed in the

last decades? When and to what extent were various technologies implemented?
RQ2. What are the trends in website aesthetics that can be identified concerning

the complexity of Web pages, the usage of graphics, and the usage of fluid or
responsive designs?

RQ3. What basic colors and coloring schemes are prevalent in website homepages?
Did they change over the years and are there consistent trends that can be inferred by
such changes?

In order to investigate these questions, large amounts of quantitative data were col-
lected from actual public media outlets on the World Wide Web, based on their popularity
in Greece. The past versions of these websites were retrieved through the use of a Web
service offering archival information on websites. With that data in hand, a comprehensive
understanding of the landscape of SWT adoption and general aesthetic trends can be
attained. The method of collecting and analyzing that information will be presented in the
following section.

2. Methodology

The research presented was conducted in four stages:
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Stage 1: Media outlet websites were identified and selected based on their popularity
in Greece.

Stage 2: Current and archival information from these websites was collected through
the use of a website archive service. This information included the HyperText Markup
Language (HTML) code of a website’s homepage as well as a screenshot of that homepage.

Stage 3: Using a Web data extraction algorithm, information regarding the usage of
SWTs, website complexity, graphic usage, and website repressiveness or fluidity was recorded.

Stage 4: Using an image analysis algorithm, information regarding the colors used
was extracted from the websites’ screenshots.

The methods and decision process behind each stage will be further detailed in this
section. The quantitative data collected will be further presented in the results section.

2.1. Identifying Websites for Information Extraction

In order to reach safe conclusions regarding the evolution of media outlet websites
through time, a large number of websites must be used, as well as multiple instances of
each such website over the course of time. A large data set can lead to reliable results and
create an impression that accurately represents reality. For that purpose, the archival Web
service that was selected as the main provider of data concerning these websites was the
Wayback Machine Internet Archive. As seen in the work of Gomes et al. [15], most Web
archiving initiatives are national or regional. Out of the few international ones, the Internet
Archive is both the largest and the oldest, dating back to 1996. It boasts over 625 million
Web pages [16] which it provides to interested parties through its Wayback Machine. Using
the Wayback Machine was considered the best way to collect a variety of instances for each
studied website, which spanned over a representative period of time.

Another consideration, besides the number of instances, was which specific websites
were to be targeted. A reliable metric of a media outlet’s impact and visibility is its
popularity based on digital traffic. Additionally, this popularity can ensure the existence of
multiple instances of archived website data in Web archives. Based on that, a sample of the
1000 most popular websites was obtained from the SimilarWeb digital intelligence provider
in the category of “News & Media Publishers” in Greece. SimilarWeb is a private company
aiming to provide a comprehensive and detailed view of the digital world [17]. Information
about a website’s online market share, its global rank, and more were collected manually in
the form of text files and using an algorithm scripted with PHP, this information was parsed
and imported into a relational database powered by the MariaDB database management
engine. This process is visually presented in Figure 1.

Figure 1. Visual representation of the process of website information collection.

Both international websites with a popular presence in Greece and popular Greek
media outlets were included in the final list of websites to be investigated. Overall, the
websites presented a varied mix including popular international online media outlets
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(e.g., Yahoo, MSN, BBC, the NYTimes, etc.), popular Greek online media outlets such as
(e.g., protothema.gr, iefimerida.gr, newsbomb.gr, etc.), a series of local news outlets with a
popular online presence (e.g., typosthes.gr, thebest.gr, larissanet.gr, etc.), and more.

2.2. Collecting HTML Data and Screenshots of Each Relevant Website

Having established a good dataset of relevant websites, the next stage of this research
was to collect HTML data and screenshots for each website for various different instances
over the past few decades. An algorithm was developed in the PHP scripting language
that inquired the Internet Archive’s Wayback Machine for each of the websites collected in
the previous stage, in order to obtain available instances for that specific website.

These inquiries were performed using the Wayback CDX (ChemDraw Exchange
format) server Application Programming Interface (API). The CDX API is a tool that allows
advanced queries that can be used to filter entries with high density instancing, in order to
obtain instances for specific intervals. By using the API’s ability to skip results in which a
specific field is repeated, instance recovery was accomplished faster and more efficiently.
For each instance of a website that is discovered in the Internet Archive’s database, the
API provides information on the domain name, the exact timestamp of the snapshot, the
snapshot’s year and month, the original Uniform Resource Locator (URL), the mime type
of the data provided by the service and the current URL of the archived website on the
Wayback Machine. This process of collecting instances is visually presented in Figure 2.

Figure 2. Visual representation of the process of instance information gathering.

Koehler, in their research, discovered that the half-life of a page is approximately
2 years [18]. Especially when it comes to structural or large-scale changes such as the ones
that are being investigated in this research, it makes sense that they do not happen too
often. With that in mind, for the purposes of this study, it was decided that one website
instance per year was more than enough to record any significant changes. In order to
accomplish this sampling, the timestamp field that was returned by the API was utilized.
This field has 14 digits corresponding to the year, month, day, hour, minutes, and seconds
that the instance was created. By instructing the API to exclude results that had the same
first four digits in this field, the system returns exactly one snapshot per year as intended
(if available). Out of a total of 1000 websites identified in stage one, 905 were discovered in
the Internet Archive’s databases and a grand total of 10,084 instances were discovered.

In order to acquire the HTML source code for each instance, an algorithm was devel-
oped in the PHP scripting language. This algorithm made use of the Wayback URL field
that was collected during the instance information-gathering process to access the archival
version of the website on the Wayback Machine. After accessing the instance, the algorithm
proceeded to extract the source code and store it in an HTML file. The files were stored in
a separate folder for each domain and their filenames represented the year and month of
the instance. Before storing the source code into the HTML file, the application used string
manipulation PHP functions to remove any part that belonged to the Wayback Machine’s
Web interface, in order to ensure that the end result was exclusively the original website’s
source code. This process is visually presented in Figure 3.
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Figure 3. Visual representation of the HTML code collecting process.

The second important piece of information collected in this stage of our research
besides the HTML source code is a screenshot of each website instance’s homepage. The
collected screenshots will be used to infer the color pallets of each instance and derive
information from there. The plug-in UI.Vision RPA for the Chrome browser was used
to acquire these screenshots. This plugin is a tool that allows the automation of various
browser operations. The instructions for the automated process are provided to the plugin
using JSON syntax. This enabled us to generate a vast series of instructions using an
algorithm in the PHP scripting language. These instructions guide the plugin to open a
website, pause for the time required for the website to load, capture a screenshot of the
website, and then proceed to store the captured screenshot in a PNG image file with a
filename indicating the year, month, and domain of the instance. This process is visually
presented in Figure 4.

 

Figure 4. Visual representation of the screenshot collecting process.

This detailed overall process of gathering archival data related to website aesthetics can
be extended for use in other fields and with different objectives that can be accomplished
through knowledge of the HTML source code and a screenshot of a website instance and
was presented in greater detail by Lamprogeorgos et al. in 2022 [19]. The complete process
is visually presented in Figure 5. It should be noted that the process of collecting screenshots
is much more resource and time intensive than the process of collecting HTML documents
and for this reason, the analysis of screenshots was based on a random sample of 5402
website instance screenshots out of the 10084 total website instances. The screenshot sample
was considered still large enough to lead to safe conclusions.
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Figure 5. Visual representation of the complete instance data collecting process.

2.3. Collecting SWT and Aesthetics Data from the HTML Source Code

With the HTML files containing the source code of each website instance collected,
the next step included the extraction of data from these files. The process of collecting this
information was accomplished with the use of an algorithm developed in the PHP scripting
language. This algorithm converted each HTML file into an entire HTML document
through the use of PHP’s DOMDocument Class. It then proceeded to collect information
based on the various HTML elements and their attributes. This information was recorded
into variables that can be divided into three categories: variables concerning Semantic
Web technology adoption, variables concerning the homepage’s complexity, and variables
concerning the user interface’s layout.

2.3.1. Semantic Web Technologies Adoption Variables

With the coming of HTML5 in 2008, a series of new structural elements were added [20]
with the intention of not only providing structural insight, as normal HTML elements do
but also contextual insight on what the content inside these elements represents. Fulanovic
et al. indicate that usage of these elements is mainly intended for browsers and accessibility
devices, and that it is up to the content creators to select the proper element to convey the
contents of each part of their website [21]. These the elements are <article>, <aside>, <details>,
<figcaption>, <figure>, <footer>, <header>, <main>, <mark>, <nav>, <section>, <summary>,
and <time>. The data extraction algorithm traverses the Document Object Model (DOM) of
each website and identifies the use of any of these elements and records it into the variable
html_var.

The second variable concerning SWT adoption was og and it recorded whether a
website made use of the Open Graph protocol to present itself in the form of a rich object.
The protocol’s intention is to make it possible for websites to be presented in a social graph
and this is accomplished through a method compatible with W3Cs Resource Description
Framework in attributes (RDFa) recommendation [22].

Another RDFa compatible system specifically designed for Twitter is called “Twitter
Cards” [23] and whether it existed in a website instance was recorded in the twitter vari-
able. Both the Open Graph and the Twitter Cards graphs create meta tag attributes that
include information containing the Web page including a title, a short description, and a
related image. Essentially, both Open Graph and Twitter Cards comprise Semantic Web
applications that stem from the realm of Social Media as Infante-Moro et al. explain [24]
and this connection they have with Social Media has influenced their popularity and their
importance to websites’ Semantic Web integration.

Although technically on the fence between Web 2.0 and Web 3.0, RDF Site Summary
(RSS) feeds present one of the earliest attempts at Web syndication [25] and have hence been
a long-time component of presenting Web pages and their content in a machine-readable
manner. The variable rss records the existence of such feeds in a website instance.
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Finally, the last SWT-related variable is sch, which records the existence of schema.org
data structures in the website instance. The data structure schemas of the schema.org
community, which is supported by various big names in Web technologies such as Microsoft,
Google, Yahoo, and Yandex, aim to make it easier for developers to integrate sections of
machine-readable information in their creations [26]. Their usage provides the flexibility
of choosing between three formats: RDFa like Open Graph and Twitter Cards, Microdata,
and JSON-LD.

Table 1 presents all SWT-related variables with a short description.

Table 1. Variables related to Semantic Web technologies.

Variable Name Description

html_var Records semantic HTML5 elements
og Records the existence of an Open Graph RDFa graph

twitter Records the existence of a Twitter Cards RDFa graph
rss Records the existence of an RSS Feed
sch Records the existence of a schema.org data structure

2.3.2. Aesthetics and Interface Variables

Visual complexity is a factor that plays an important role in the aesthetics of a website
as discussed by Harper et al. [27], King et al. [8], and Chassy et al. [28]. Harper et al., in
their work, supported that complexity as perceived by the users is influenced by structural
complexity and presented a paradigm that related the complexity of an HTML document’s
DOM with how users subjectively judged complexity [27]. In a similar manner, the present
study collected information regarding specific DOM elements, including both structural
elements and graphical elements, in order to draw conclusions regarding the aesthetics of a
website instance and how they evolved through time with regard to visual and structural
complexity. In Figure 6, a screenshot of the homepage of popular European media outlet
euronews.com (accessed on 1 January 2018), which displays a high amount of visual and
structural complexity, is presented as an example.

In the div_tags variable the number of <div> elements was recorded while all hyperlinks
were identified through the use of anchor elements <a> and recorded in the a_tags variable.
Similarly, the various graphical components were measured using the img_tags variable to
collect <img> elements, the svg_tags variable to collect scalable vector graphics elements
(<svg>), the map_tags variable to collect image map elements (<map>), the figure_tags
variable to collect figure semantic element (<figure>), the picture_tags variable to collect the
art and responsive design oriented picture element (<picture>), and finally the video_tags
variable to collect <video> elements.

The <img> tag is used to embed an image file in an HTML page. The image file
can be of any Web-supported filetype such as compressed JPG files, animated GIF files,
transparent PNG files, and even SVG files. An SVG element (<svg>) is a graphic saved in a
two-dimensional vector graphic format that stores information that describes an image in
text format based on XML. An image map consists of an image with clickable areas, where
the user can click on the image and open the provided destination. The <map> tag can
consist of more than one <area> element, which defines the coordinates and type of the area
and any part of the image can be linked to other documents, without dividing the image.
The <figure> tag is used to mark up a photo in the document on a Web page. Although the
<img> tag is already available in HTML to display the pictures on Web pages, the <figure>
tag is used to handle the group of diagrams, photos, code listing, etc. with some embedded
content. The most common use of the <picture> element will be in responsive designs
where instead of having one image that is scaled up or down based on the viewport width,
multiple images can be designed to more nicely fill the browser viewport.
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Figure 6. Example of the homepage of euronews.com displaying increased structural and visual
complexity.

Besides visual complexity, modern website aesthetics and their interfaces are heavily
influenced by the need to be presentable and easily usable on many different devices,
operating at various different screen resolutions and aspect ratios. This has been achieved
through the fluidity offered by using table elements to contain a website’s structure and
through the use of responsive design practices and frameworks. In order to study the
trends in this area over time for each website instance, the number of table elements
(<table>) was recorded in the table_tags variable. Additionally, the viewport meta element
was investigated for each website instance as an indicator that the website is undertaking
an effort towards supporting multiple screen resolutions and the results were recorded
in the mobile_scale variable. Finally, two very popular responsive design frameworks
were investigated. These were Bootstrap, an open source CSS framework developed by
the Boostrap Team and operating under the Massachusetts Institute of Technology (MIT)
license [29], and Foundation, a similar CSS framework also operating under the MIT license
developed by ZURB [30]. In order to identify the frameworks, the algorithm tried to detect
div elements with the grid “row” class and then proceeded to investigate for grid column
elements through the various “col-” classes for Bootstrap and the “columns” and “large-” or
“small-” classes for Foundation. Whenever the use of these frameworks was discovered, it
was recorded in the bootstrap and foundation variables respectively.

Table 2 presents all visual complexity and layout structure-related variables with a
short description.

Table 2. Variables related to visual complexity and layout structure.

Variable Name Description

div_tags Records the number of <div> elements
a_tags Records the number of <a> elements

img_tags Records the number of <img> elements
svg_tags Records the number of <svg> elements
map_tags Records the number of <map> elements

figure_tags Records the number of <figure> elements
picture_tags Records the number of <picture> elements
video_tags Records the number of <video> elements
table_tags Records the number of <table> elements

mobile_scale Records the number of <div> elements

bootstrap Records the existence of elements with classes used by
the bootstrap framework

foundation Records the existence of elements with classes used by
the Foundation framework
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2.4. Collecting Color Data from the Homepage Screenshot

Having amassed a large amount of website instance screenshots, we proceeded to
use them in order to gain a better understanding of how news websites evolved through
the last decades, in terms of empty space use and colors. Empty space (or white space, or
negative space) is the unused space around the content and elements on a website, which
designers used to balance the design of the website, organize the content and elements,
and improve the visual experience for the user. Figure 7 presents an example of empty
space from a homepage screenshot from the popular American media outlet nytimes.com
(accessed 1 January 2014), where all the empty space has been marked with the use of the
color orange.

 

Figure 7. Example of a homepage screenshot from nytimes.com with the empty space turned orange.

Figure 8 displays an example of the evolution of the homepage of the international me-
dia outlet hellomagazine.com throughout the last two decades. This collection of homepage
screenshots exemplifies the visible evolution of structural and graphical complexity, as well
as color and empty space usage, which comprise the metrics collected by our algorithms
from each website instance, as detailed in Section 2.3.2 and in the current section.

Figure 8. The evolution of the homepage of hellomagazine.com throughout the last two decades.
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An algorithm was created that used the PHP scripting language and its native image
handling capabilities to discover information regarding the use of color as presented by
the screenshots. At first, the algorithm used image scaling and the imagecolorat function
to identify and extract colors from a screenshot into the hexadecimal color code used by
HTML5 and CSS3. Our work was based on the ImageSampler class developed by the Art of
the Web [31]. All colors that took less than 3% of space on the screenshot are excluded from
further analysis. In order to better study the remaining extracted colors, they were grouped
based on their proximity to a primary, secondary, or tertiary color of the red yellow blue
(RYB) color model.

As established by Gage in his work in the 1990s [32] the RYB color model incorporates
subtractive color mixing and is one of the most popular color models, especially in design.
By extension, it has become very useful in digital art and, of course, Web design since
it can be used to identify colors that go well together. A major reason it was decided to
convert the red green blue (RGB) based HTML hexadecimal colors to the RYB ones was to
better study design schemes based on color relationships, as will be detailed below. The
three primary colors of the RYB color wheel are red, yellow, and blue. Each combination
of the three creates secondary colors which are orange, green, and purple. The tertiary
colors are established through the combination of primary and secondary colors and they
are red-orange, yellow-orange, yellow-green, blue-green, blue-purple, and red-purple.
Additionally, black is achieved by combining all three primary colors and white through
the lack of them.

The algorithm in this research used saturation to determine if a color is white: any
color with less than 16% saturation was considered white. In a similar manner, brightness
was used to identify black: any color with less than 16% brightness was considered black.
Considering websites as a medium are presented across many different types of screens
of various technologies, colors that are this close to black or white will most definitely be
perceived as such by the average user. Additionally, the most used color on each website
instance was considered to be the empty space color, meaning the color upon which all
visual elements of the page appear.

In order to identify whether a color scheme (or color combination) is used in each
website instance that uses colors besides black and white, an additional algorithm was
developed in the PHP scripting language. This algorithm was designed to identify five
major methods of color combination based on the RYB color wheel as presented in Figure 9:

• Monochromatic shades, tones, and tints of one base color
• Complementary colors that are on opposite sides of the color wheel
• Analogous colors that are side by side on the color wheel
• Triadic, three colors that are evenly spaced on the color wheel
• Tetradic, four colors that are evenly spaced on the color wheel

Figure 9. Major schemes of color combination based on the RYB color wheel.

The algorithm measured the minimum and maximum distance between the colors on
the color wheel. Based on the number of colors and these two distances, conclusions can be
drawn regarding the use of a harmonic color combination as presented in Figure 10.
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Figure 10. Example of measuring distances on the RYB color wheel.

If the number of colors used is one, then the color scheme used is monochromatic.
If the number of colors used is two, and if the maximum distance is lower than two,
the analogous scheme is used, but if the maximum distance is greater than five, the
complementary scheme is used. Similar conclusions can be drawn from the usage of three
or four colors. If three colors are used and the minimum distance is greater than three,
then the triadic color scheme is used. Similarly, if four colors are used and the minimum
distance is greater than two, then the tetradic color scheme is implemented. The algorithm
rejects any other situation and classifies it as a non-harmonic color combination.

Having obtained all relevant information through the steps described above, we
proceeded to study the following:

• How many colors appear in the website instances on average by year besides black
and white?

• How much each of the basic 14 colors of the RYB model is used in the website instances
on average by year?

• How popular was the use of white, black, or colored empty space through the years?
• How popular were the different types of harmonic color combination schemes through

the years?

The answers to these questions, alongside all other information collected through-
out the stages of this research as presented in this section, are available in the results
section below.

3. Results

The figures presented in this section focus on the various variables measured during
the methodology section and how they shifted and changed in the last two decades from
2002 to 2022. Although some data since 1996 is available, it was deemed too small a sample
to accurately present the information of that earlier era.

3.1. The Use of Semantic Web Technologies

Using the SWT adoption variable presented in Table 1 the usage of each technology was
calculated as a percentage of the total website instances analyzed for each year. A graphic
representation of the evolution of SWT adoption is presented in Figure 11. As we can see,
the use of RSS feeds was the first introduction of machine-readability-related technologies
in popular news media outlets circa 2004. Its use rose steadily in popularity until the early
2010s when the Open Graph technologies started rising to popularity alongside the use of
HTML semantic elements. RSS usage stagnated around the same period forming a plateau
in its curve. On the other hand, Open Graph and HTML semantic elements continued
to rise in popularity until the late 2010s when they seem to have also plateaued but at
significantly higher usage percentages. Twitter Cards and schema.org data structures start
appearing en masse after 2014 and although their rate of diffusion is lowering they still
display an upward trend.
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Figure 11. Percentage of websites using various Semantic Web technologies by year.

3.2. Website Complexity in Terms of Structural and Graphical Elements

Using the div_tags and a_tags variables as presented in Table 2, an overall impression
of the evolution of structural complexity can be achieved. Figure 12 presents two curves,
one for each variable, indicating what the average value for each variable was each year.
The div element is more steep, beginning at a lower starting point in 2002 and ending
above. Sometime after 2010, the average number of hyperlinks on news websites’ front
pages fell below the average number of div elements.

 

Figure 12. Website complexity as inferred through the average number of hyperlinks and
div elements.

The total number of graphical elements identified every year as measured by the
img_tags, svg_tags, map_tags, figure_tags, picture_tags, and video_tags of Table 2, were nor-
malized by mapping them between the values of 0% and 100% (100% being the maximum
detected number of elements) in order to make them independent of the number of website
instances that were investigated, which were different for each year. Figure 13 presents
the resulting curves that can be used to infer existing tendencies. Image elements in the
form of an <img> tag display a slowly increasing trend, on par with the overall complexity
increase depicted in Figure 12. From the early 2010s, a sharp rise appears in the figure tags
which coincides with the rise of semantic elements usage as presented in Figure 11. The
picture element also presents a similarly positive trend but lags 3–4 years behind since it is
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more closely related to responsiveness, which will be studied further below. Image maps
that were somewhat popular during the 2000s have been in fast decline and are all but
extinct in modern websites. On the other hand, scalable vector graphics entered the field in
the mid-2010s and their presence has been rising steeply ever since. Finally, the use of the
video tag first appears after 2015 and has a peculiar double peak curve with its peaks in
2017 and 2022.

 

Figure 13. Graph presenting the number of graphical elements (normalized).

3.3. Fluidity and Responsiveness in Website Layouts

Fluid design as indicated by the table_tags variable measuring the existence of table
elements, mobile device screen support as indicated by the mobile_scale variable, and
responsive design as identified in the bootstrap and foundation variables are depicted in
Figure 14. As seen clearly, fluid design after being very popular before 2008, has been in a
steady decline since then, while, on the other hand, mobile support and responsive design
have been rising rapidly in the 2010s.

 

Figure 14. Graph presenting the usage of fluid or responsive design techniques.

3.4. Color and Empty Space Analysis Based on Website Homepage Screencaps

The number of different basic colors of the RYB color model that were used in each
website instance provides a glimpse of the evolution of color-oriented aesthetical complexity.
Figure 15 presents an area chart that depicts what percentage of each year’s instances used
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multiple colors and to what extent. Zero indicates no colors used besides black or white or
other shades of the two, while each other number indicates how many basic colors were
used besides black and white. It is made apparent that the use of fewer basic colors is
more prevalent, although there is a trend as time goes by for the number of colors used
to increase.

 

Figure 15. Number of basic RYB colors used besides black and white by year.

In order to form a more in-depth idea of which colors are used most, a graph showing
the color usage of all 14 different colors is presented in Figure 16. As expected white is the
most popular color, although displaying a somewhat negative trend. On the other side,
black seems to display a positive trend, while other colors are much less used.

 

Figure 16. Basic RYB color usage by year.

Despite the fact that, as stated above, colors besides black and white are used much
less, there might still be some trends to identify regarding the increase or decrease of their
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use during these past decades. For this reason, their values were normalized between
the values 0% and 100% where 100% was the value of the time when the color was most
popular. These normalized values are presented in Figure 17.

   
(a) (b) (c) 

Figure 17. Basic RYB color usage by year (normalized) for (a) black and white, (b) warm colors, and
(c) cool colors.

In order to explore the usage of empty space in the collected website instances over
the years, the most prevalent color detected in every instance was considered the empty
space color. Figure 18 presents an area chart that depicts how the use of white and black as
empty space colors evolved in the past decades. It is noticeable that while the use of white
remains mostly steady, the use of black displays a small but significant positive trend.

 

Figure 18. Usage of the colors white and black as empty space colors.

On some occasions, other basic RYB colors were detected as the empty space colors,
though that percentage for each individual color was relatively small. Figure 19 presents
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an area chart that depicts the use of other basic RYB colors as empty space colors over the
past decades. An overall negative trend in the use of other colors is apparent, with a major
drop in their usage around 2007 and 2008.

 

Figure 19. Usage of basic colors besides white and black as empty space colors.

Finally, as mentioned in the methodology section, the various color schemes that were
identified in the collected website instances are presented in Figure 20. The monochromatic
scheme, which uses one more basic color besides black and white, is prevalent throughout
the studied period. At the same time there seem to be small positive trends in the usage of
two complementary or two analogous colors. The use of three triadic colors is occasionally
detectable but appears to be very limited throughout the past decades.

 

Figure 20. Usage of color schemes by year.
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4. Discussion

4.1. RQ1: How Has the Integration of Semantic Web Technologies Progressed in the Last Decades?
When and to What Extent Were Various Technologies Implemented?

As seen in Figure 11, the first signs of support for machine-readable content in the
media outlets studied appeared in 2005. As Powers notes [25], the RSS2.0 specification
was released in late 2002. From our findings, it appears that the practice of providing
RSS2.0 feeds for public use started getting popular soon after. By 2010, almost half of the
investigated website instances supported RSS.

Soon afterward, the adoption of Semantic HTML elements and Open Graph RDFa
data begins. Back in the early 2010s, Fulanovic et al. [21] pointed out the importance of
using the semantic elements instead of classes and ids to provide contextual information
on websites and from our findings, it appears that this importance was acknowledged in
the field of media outlets. In the same time period, the downward trajectory in traditional
news media, alongside the rise of social media, as noted by Bajkiewicz et al. [33], dictated
a shift from traditional media relations to a hybrid model, making most out of the Social
Media environment. These facts support the extremely steep adoption curves that both
HTML and OpenGraph displayed in Figure 11.

Within a few years, Semantic HTML elements gain presence in over 70% of website
instances and by today almost 90% of website instances make use of at least some of them.
In a similar style, more than 80% of modern websites are using Open Graph. Twitter Cards,
which is also very closely connected to Social Media, follows a similar trend with Open
Graph, just a couple of years later.

Schema.org data structures start getting identified as early as 2012 but did not start
their steep climb in popularity until 2015. As noted by Muesel et al. [34], with schema.org’s
backing from major search engines, its adoption has been widespread. In a more recent
study by Giannakoulopoulos et al., the usage of schema.org is found to be a competent
predictor for Web traffic based on popularity in art and culture-related media outlets [35].
Based on all of the above it is apparent that SWT adaptation in media outlets is high and
it is safe to assume that higher visibility and content diffusion are the main motivations
behind this.

4.2. RQ2: What Are the Trends in Website Aesthetics That Can Be Identified Concerning the
Complexity of Web pages, the Usage of Graphics, and the Usage of Fluid or Responsive Designs?

As clearly displayed in Figure 12, complexity, both as measured by <div> elements
and as measured by hyperlinks are linearly increasing over the passage of time. The rate
of increase is higher in <div> tags than it is in hyperlinks, but they are both overall pretty
similar curves. As mentioned above, according to Harper et al. [27] HTML structural com-
plexity is related to how visual complexity is perceived by the website visitors. According
to King et al. [8], high levels of visual design complexity will result in both more favorable
user first impressions and increase the users’ perception of both visual informativeness
and cues for engagement. This indicates a strong motivation for media outlet websites
to present the user with such complexity. It should be noted that other studies such as
Chassy et al. [28] and Harper et al. [27] had contradictory findings, with visual complexity
appearing to negatively impact aesthetic pleasure. The difference may lie with the focus,
which in one case was on informativeness and engagement and in the other cases on
aesthetic pleasure. Users may judge a visually complex site as informative while a visually
simpler site as beautiful. In the case of online media outlets, the first case is more in line
with the website’s intended purpose. In a similar manner as displayed in Figure 13, most
graphical elements present positive trends throughout the years, which in turn lead to
higher design complexity, which according to King et al. [8] can lead to much coveted
favorable first impressions concerning informativeness. An exception is the image map
(<map>) graphical element. The difference between this element and the rest is that it does
not adjust to fluid or responsive layout design since its dimensions are fixed. With the
rise of mobile Internet, it is expected that its usage has plummeted. The video element
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also diverts from the norm, because there appears to be a fall in its usage after 2017 which
has only recently been reversed. More detailed investigation through further research
might shed some light on this matter, but it is noteworthy that in April 2018 was when
Chrome and other Chromium-based browsers changed their autoplay policy to not allow
video autoplay, in order to minimize the incentive for ad blockers and reduce mobile data
consumption [36].

A major drawback of increased complexity, both in terms of structure and in terms
of graphical elements, is that a large website file size negatively affects the website’s
loading times which can have an adverse effect on SEO [37]. However as time goes by,
such technical limitations are overcome through the development of faster networks and
devices with higher processing power which ensure fast loading times in increasingly large
file sizes.

In terms of fluid and responsive design, Figure 14 paints a clear picture, with table
elements diminishing while mobile support is increasing alongside grid-based responsive
frameworks. The simple approach of table elements with fluid widths was a good first
step into multiple screen resolution support, but with the mobile Internet becoming more
prevalent, more than that was required. It is symbolically significant that in Figure 14, the
table element curve crosses the mobile scale curve sometime in 2014, which was the year
that mobile Internet usage exceeded that of the PC for the first time [38]. The mobile_scale
variable reaches up to 90% in 2022, further reinforcing its significance. When it comes to
specific frameworks, Bootstrap hovers above 30%, while Foundation is much lower. It
is safe to assume that there are other ways to achieve repressiveness that our algorithm
did not detect since there can be differences in framework keywords even from version
to version of the same framework. Nevertheless, the rise in popularity of responsive web
design tools is apparent from 2015 and onwards.

4.3. RQ3: What Basic Colors and Coloring Schemes Are Prevalent in Website Homepages? Did
They Change over the Years and Are There Consistent Trends That Can Be Inferred by
Such Changes?

As depicted in Figure 15, the number of RYB basic colors besides black and white
used in website instances over the past decades is slowly but steadily increasing. Despite
that, website instances only using black, white, and shades of gray were still the relative
majority in 2022. Other than that, using one or two additional colors were also popular
choices, and these three categories together constituted over 80% of our sample throughout
the recent decades.

From a usage perspective, as seen in Figure 16, white and black are, of course, the
most used colors. Usage of the other basic RYB colors is much less prevalent since, as
we established in Figure 15, very few are usually used in each website instance. The
normalized color usage graphs in Figure 17 can be used to identify trends in color usage.
White seems to be displaying significant stability with a very limited decline noticed in the
latest years. On the other hand, usage of black is increasing. The graphs for other colors do
not display a clear pattern and can be quite erratic on a case-by-case basis. From the warm
colors, red and red-orange seem to display a positive trend, while from the cool colors
purple displays a similar pattern. Previous research by Alberts and Van der Geest has tried
to link specific color usage on the Web with trustworthiness, finding blue, green, and red
to be most positively linked to user perception of trust [10]. Bonnardel et al. investigated
the various colors that appeal to users and Web designers and concluded that blue and
orange were considered the most appealing [11]. Both these studies took place in 2011 after
which both blue and orange seem to present a positive trend in our findings too. On the
other hand, the use of green, which was considered second most related to trustworthiness
by Alberts [10], has been steadily declining in our findings and is, in terms of usage, the
third least used color overall. The blue-green tertiary color though has been found to be
one of the most popular colors just behind white, black, and blue. Overall, the trends
regarding specific color usage presented in Figure 17 can be used to draw rather limited
conclusions. As Swasty et al. [39] note, user responses to color vary based on different
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demographic factors such as age and gender. Additionally, what is important is not the
specific color used but successfully utilizing that color to build brand identity. Despite that,
Talaei describes that emotional response to specific colors is part of human nature [12] and
our findings confirm that there are indications that the use of specific colors is a conscious
design choice, aiming to create appeal. Nevertheless, further research work is required to
draw safer conclusions.

On the matter of empty space color, white is the most popular choice, with black being
a very distant second choice as seen in Figure 18. As Eisfeld and Kristallovich [40] present
in a recent study, the light-on-dark color scheme, which is based on black as an empty
space color, has been increasingly popular and has ushered the coming of “Dark Mode” in
applications and websites. The intent of such an approach is reduced eye strain, as overall
screen time for individuals increases [40]. On the other hand, as seen in Figure 19, using
colors besides black and white as empty space colors has declined. A major factor in this
development might be the fact that modern human–computer interaction design principles
request a standard minimum contrast ratio which should be extended as discussed by
Ahamed et al. [41] to improve both luminance and clarity. When using a color with above
16% brightness or saturation (which were the limits of black and white in our study) this
contrast ratio is rather harder to achieve. Hence the media outlets’ motivation to increase
accessibility and usability might lead to the abandonment of using other basic colors as
empty space colors.

Finally, Figure 20 presents the usage of the various color schemes. The general effort
to produce visual complexity which can lead to improved first impressions from users [8],
while at the same time maintaining color harmony, leads to the increase of complementary
and analogous color schemes in the last decade. White [13], especially mentions that the use
of complementary color schemes that evoke pleasure, can invoke positive attitudes towards
advertisements and drive purchases. On the other hand, the triadic scheme still amounts to
a very small portion of the website instances that were investigated in this research.

5. Conclusions

In this research, an innovative method was used to collect information from the HTML
source code and homepage screenshots of a large number of websites, over a period of two
decades, using data extraction techniques on archival data. The websites investigated were
the top 1000 online media outlets based on Web traffic in Greece and included websites of
both international media outlets and Greek national and local media outlets. The main goal
of the study was to observe the course of these websites throughout the past decades, in
regards to the adaptation of popular Semantic Web technologies and the aesthetic evolution
of their interfaces, which included aspects concerning DOM structure and visual complexity,
fluid, and responsive layout design techniques, and color usage and schemes.

The introduction of SWT in the websites was fast and extensive, with the main motiva-
tion behind it being the greater diffusion of media content. Structural and visual complexity
displayed a steady but significant positive trend, aiming to achieve better first impressions
while still maintaining performance across a plethora of devices. The rise of the mobile
Internet guided the investigated websites to the adoption of responsive web design princi-
ples. An increase of visual complexity was also noted in the usage of colors, accompanied
not only by an effort to better abide by the principles of accessibility, as established by the
use of black as an empty space color but also by an effort to more closely adhere to color
harmony through the use of color combinations.

The study’s sample is large but does present limitations, in the sense that the criteria
for selection were popularity on the Greek Web. Focusing on websites popular in a different
country might have presented different results due to cultural or other factors. That being
said, many of the studied websites were international media outlets, which would be
popular in most of the world. An additional limitation of the research can be found in its
focus on websites with high traffic, which might be inclined to adopt current technologies
and trends more rapidly. Finding a more varied sample of media outlets that would
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include low traffic or niche outlets could provide an interesting contrast. In the future, this
research can be expanded to different fields of online activity, beyond news and media, and
attempt to find comparable results. Additionally, focusing on regions with a large cultural
distance to Greece could lead to conclusions regarding the connection between cultural
identity and aesthetic trends. Moving forward, we will focus our future work on collecting
information regarding a vast array of websites from different fields, beyond news outlets,
while simultaneously adapting our metrics to better identify regional aesthetic trends, in
order to contrast their development to global trends.

The World Wide Web is a constantly evolving entity that is influenced both by the
rise and fall of technologies and by the continuous evolution of human nature through
cultural trends, global events, and globalization in general. Studies of the Web’s past and
its course through time can provide valuable knowledge, pertaining not only to the present
but hopefully preparing us for the future. The advancements of the Semantic Web and
the aesthetic evolution of user interfaces can be useful tools at the disposal of every online
media outlet, both established and new, and can lead to the overall betterment of the
undeniable services they provide.

Author Contributions: Conceptualization, A.L. and A.G.; data curation, A.L. and M.P. (Minas Per-
gantis); formal analysis, A.L., M.P. (Minas Pergantis), and M.P. (Michail Panagopoulos); investigation,
A.L. and M.P. (Minas Pergantis); methodology, A.L., M.P. (Minas Pergantis), M.P. (Michail Panagopou-
los), and A.G.; project administration, A.G.; resources, M.P. (Minas Pergantis) and A.G.; software,
A.L. and M.P. (Minas Pergantis); supervision, M.P. (Michail Panagopoulos) and A.G.; validation,
M.P. (Michail Panagopoulos) and A.G.; visualization, A.L.; writing—original draft, A.L. and M.P.
(Minas Pergantis); writing—review and editing, A.L., M.P. (Minas Pergantis), and M.P. (Michail
Panagopoulos). All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are openly available in Zenodo at
(https://doi.org/10.5281/zenodo.6624915, accessed on 7 June 2022), reference number (10.5281/zen-
odo.6624915).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Díaz Noci, J. A history of journalism on the Internet: A state of the art and some methodological trends. RIHC Rev. Int. Hist.
Comun. 2013, 1, 253–272. [CrossRef]

2. Karlsson, M.; Holt, K. Journalism on the Web. In Oxford Research Encyclopedia of Communication; Oxford University Press: Oxford,
UK, 2016.

3. Deuze, M. Journalism and the Web: An analysis of skills and standards in an online environment. Gazette 1999, 61, 373–390.
[CrossRef]

4. Berners-Lee, T.; Hendler, J.; Lassila, O. The semantic web. Sci. Am. 2001, 284, 34–43. [CrossRef]
5. Fernandez, N.; Blazquez, J.M.; Fisteus, J.A.; Sanchez, L.; Sintek, M.; Bernardi, A.; Fuentes, M.; Marrara, A.; Ben-Asher, Z. News:

Bringing semantic web technologies into news agencies. In Proceedings of the International Semantic Web Conference, Athens,
GA, USA, 5–9 September 2006; Springer: Berlin/Heidelberg, Germany, 2006; pp. 778–791.

6. Heravi, B.R.; McGinnis, J. Introducing social semantic journalism. J. Media Innov. 2015, 2, 131–140. [CrossRef]
7. Wu, O.; Han, M. Screenshot-based color compatibility assessment and transfer for Web pages. Multimed. Tools Appl. 2018, 77,

6671–6698. [CrossRef]
8. King, A.J.; Lazard, A.J.; White, S.R. The influence of visual complexity on initial user impressions: Testing the persuasive model

of web design. Behav. Inf. Technol. 2020, 39, 497–510. [CrossRef]
9. Stoeva, M. Evolution of Website Layout. In Proceedings of the Techniques Anniversary International Scientific Conference

“Computer Technologies and Applications”, Pamporovo, Bulgaria, 15–17 September 2021.
10. Alberts, W.; Van der Geest, T. Color Matters: Color as Trustworthiness Cue in Web Sites. Tech. Commun. 2011, 58, 149–160.
11. Bonnardel, N.; Piolat, A.; Le Bigot, L. The impact of colour on Website appeal and users’ cognitive processes. Displays 2011, 32,

69–80. [CrossRef]
12. Talaei, M. Study of human reactions than color and its effects on advertising. Int. J. Account. Res. 2013, 42, 1–9. [CrossRef]

194



Future Internet 2022, 14, 204

13. White, A.E.R. Complementary Colors and Consumer Behavior: Emotional Affect, Attitude, and Purchase Intention in the
Context of Web Banner Advertisements. Ph.D. Thesis, Universidade Nova de Lisboa, Caparica, Portugal, 2018. Available online:
http://hdl.handle.net/10362/52273 (accessed on 7 June 2022).

14. Brügger, N. The archived website and website philology. Nord. Rev. 2008, 29, 155–175. [CrossRef]
15. Gomes, D.; Miranda, J.; Costa, M. A survey on web archiving initiatives. In Proceedings of the International Conference on

Theory and Practice of Digital Libraries, Berlin, Germany, 25–29 September 2011; Springer: Berlin/Heidelberg, Germany.
16. Internet Archive. About the Internet Archive. Available online: https://archive.org/about/ (accessed on 1 June 2022).
17. SimilarWeb. We Are the Official Measure of the Digital World. Available online: https://www.similarweb.com/corp/about/

(accessed on 1 June 2022).
18. Koehler, W. Web page change and persistence—A four-year longitudinal study. J. Am. Soc. Inf. Sci. Technol. 2002, 53, 162–171.

[CrossRef]
19. Lamprogeorgos, A.; Pergantis, M.; Giannakoulopoulos, A. A methodological guide to gathering archival data related to website

aesthetics. In Proceedings of the 4th International Conference Digital Culture & AudioVisual Challenges, Corfu, Greek, 13–14
May 2022. Under publication.

20. HTML Semantic Elements. Available online: https://www.w3schools.com/html/html5_semantic_elements.asp (accessed on 1
June 2022).

21. Fulanovic, B.; Kucak, D.; Djambic, G. Structuring documents with new HTML5 semantic elements. In Proceedings of the 23rd
DAAAM International Symposium on Intelligent Manufacturing and Automation, Zadar, Croatia, 24–27 October 2012; Volume 2,
pp. 723–726.

22. The Open Graph Protocol. Available online: https://ogp.me/ (accessed on 1 June 2022).
23. About Twitter Cards. Available online: https://developer.twitter.com/en/docs/twitter-for-websites/cards/overview/abouts-

cards (accessed on 1 June 2022).
24. Infante-Moro, A.; Zavate, A.; Infante-Moro, J.C. The influence/impact of Semantic Web technologies on Social Media. Int. J. Inf.

Syst. Softw. Eng. Big Co. 2015, 2, 18–30.
25. Powers, S. Practical RDF; O’Reilly Media, Inc.: Cambridge, MA, USA, 2003; pp. 10, 254.
26. Mika, P. On schema.org and why it matters for the web. IEEE Internet Comput. 2015, 19, 52–55. [CrossRef]
27. Harper, S.; Jay, C.; Michailidou, E.; Quan, H. Analysing the visual complexity of web pages using document structure. Behav. Inf.

Technol. 2013, 32, 491–502. [CrossRef]
28. Chassy, P.; Fitzpatrick, J.V.; Jones, A.J.; Pennington, G. Complexity and aesthetic pleasure in websites: An eye tracking study. J.

Interact. Sci. 2017, 5, 3. [CrossRef]
29. Bootstrap Team. Bootstrap—The Most Popular HTML, CSS and JS Library in the World. Available online: https://getbootstrap.

com/ (accessed on 1 June 2022).
30. ZURB. Foundation—The Most Advanced Responsive Front-End Framework in the World. Available online: https://get.

foundation/ (accessed on 1 June 2022).
31. Art of the Web. PHP: Extracting Colours from an Image. Available online: https://www.the-art-of-web.com/php/extract-image-

color/ (accessed on 1 June 2022).
32. Gage, J. Color and Meaning: Art, Science, and Symbolism; University of California Press: Oakland, CA, USA, 1999.
33. Bajkiewicz, T.E.; Kraus, J.J.; Hong, S.Y. The impact of newsroom changes and the rise of social media on the practice of media

relations. Public Relat. Rev. 2011, 37, 329–331. [CrossRef]
34. Meusel, R.; Bizer, C.; Paulheim, H. A web-scale study of the adoption and evolution of the schema. org vocabulary over time. In

Proceedings of the 5th International Conference on Web Intelligence, Mining and Semantics, New York, NY, USA, 13–15 July
2015; pp. 1–11.

35. Giannakoulopoulos, A.; Pergantis, M.; Konstantinou, N.; Kouretsis, A.; Lamprogeorgos, A.; Varlamis, I. Estimation on the
Importance of Semantic Web Integration for Art and Culture Related Online Media Outlets. Future Internet 2022, 14, 36. [CrossRef]

36. Beaufort, F. Autoplay Policy in Chrome. 2017. Available online: https://developer.chrome.com/blog/autoplay/ (accessed on 1
June 2022).

37. Chotikitpat, K.; Nilsook, P.; Sodsee, S. Techniques for improving website rankings with search engine optimization (SEO). Adv.
Sci. Lett. 2015, 21, 3219–3224. [CrossRef]

38. Murtagh, R. Mobile Now Exceeds PC: The Biggest Shift Since the Internet Began. Search Engine Watch 2014. Available online: https:
//www.searchenginewatch.com/2014/07/08/mobile-now-exceeds-pc-the-biggest-shift-since-the-Internet-began/ (accessed on
1 June 2022).

39. Swasty, W.; Adriyanto, A.R. Does color matter on web user interface design. CommIT (Commun. Inf. Technol.) J. 2017, 11, 17–24.
[CrossRef]

40. Eisfeld, H.; Kristallovich, F. The rise of dark mode: A qualitative study of an emerging user interface design trend. Jönköping 2020.
Available online: http://hj.diva-portal.org/smash/get/diva2:1464394/FULLTEXT01.pdf (accessed on 1 June 2022).

41. Ahamed, M.; Bakar, Z.; Yafooz, W. The Impact of Web Contents Color Contrast on Human Psychology in the Lens of HCI. Int. J.
Inf. Technol. Comput. Sci. 2019, 11, 27–33. [CrossRef]

195





Citation: Spyridou, P.(.; Djouvas, C.;

Milioni, D. Modeling and Validating

a News Recommender Algorithm in

a Mainstream Medium-Sized News

Organization: An Experimental

Approach. Future Internet 2022, 14,

284. https://doi.org/10.3390/

fi14100284

Academic Editors: Luis Javier

Garcia Villalba, Andreas Veglis

and Charalampos Dimoulas

Received: 8 August 2022

Accepted: 26 September 2022

Published: 29 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

future internet

Article

Modeling and Validating a News Recommender Algorithm in a
Mainstream Medium-Sized News Organization: An
Experimental Approach

Paschalia (Lia) Spyridou *, Constantinos Djouvas and Dimitra Milioni

Department of Communication and Internet Studies, Cyprus University of Technology, Saripolou 33,
3036 Limassol, Cyprus
* Correspondence: l.spyridou@cut.ac.cy

Abstract: News recommending systems (NRSs) are algorithmic tools that filter incoming streams
of information according to the users’ preferences or point them to additional items of interest. In
today’s high-choice media environment, attention shifts easily between platforms and news sites and
is greatly affected by algorithmic technologies; news personalization is increasingly used by news
media to woo and retain users’ attention and loyalty. The present study examines the implementation
of a news recommender algorithm in a leading news media organization on the basis of observation of
the recommender system’s outputs. Drawing on an experimental design employing the ‘algorithmic
audit’ method, and more specifically the ‘collaborative audit’ which entails utilizing users as testers
of algorithmic systems, we analyze the composition of the personalized MyNews area in terms of
accuracy and user engagement. Premised on the idea of algorithms being black boxes, the study
has a two-fold aim: first, to identify the implicated design parameters enlightening the underlying
functionality of the algorithm, and second, to evaluate in practice the NRS through the deployed
experimentation. Results suggest that although the recommender algorithm manages to discriminate
between different users on the basis of their past behavior, overall, it underperforms. We find that
this is related to flawed design decisions rather than technical deficiencies. The study offers insights
to guide the improvement of NRSs’ design that both considers the production capabilities of the news
organization and supports business goals, user demands and journalism’s civic values.

Keywords: news personalization; news recommender systems; algorithmic design; algorithmic
journalism; algorithmic agenda; beyond accuracy

1. Introduction

More than eight in ten Americans consume news from digital devices, with 60%
claiming to do so often [1]. Similar trends are documented in Europe, yet recent research [2]
found that the youngest cohort represents a more casual, less loyal news user. Social natives
tend to heavily rely on social media for news, while both digital and social natives share
a weak connection with brands, making it harder for media organizations to attract and
engage them. At the same time, younger audiences are also particularly suspicious and
less trusting of all information provided by news outlets (p. 45). These findings reflect the
ongoing turmoil of the news media industry. In a high-choice media environment where
multiple players offer news and users can access news content from a variety of pathways,
and in many different modalities [3], media organizations find it increasingly hard to woo
and retain users’ attention. Myllylahti (2020) [4] defines attention as “a scarce and fluid
commodity which carries monetary value” (p. 568); it is based on individual user interaction
which can be measured and analyzed through detailed web metrics and analytics and
exchanged for revenue [5,6]. As a result, news media resort to multiple strategies and
techniques aiming to control what news people pay attention to and the conditions under
which they do so in order to generate revenue [7]. A prominent technique increasingly used
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by news organizations is News Recommending Systems (NRSs). NRSs are algorithmic tools
that filter incoming streams of information according to the users’ preferences or point them
to additional items of interest. Harnessing the deluge of big data and machine learning [8],
these technical systems aggregate, filter, select and prioritize information [9]. The Daily
Me project foreseen by Nicholas Negroponte [10] in 1995 is becoming common practice as
news publishers are increasingly experimenting with recommender systems to extent the
provision of personalized news [11] hoping to increase their sites’ ‘stickiness’, capture user
data and reduce their dependence on external suppliers of such information [12].

However, their job is not easy; in today’s high-choice media environment, attention
shifts easily between platforms and (news) sites [4] and is greatly affected by algorithmic
technologies [9,13]. More importantly, the task of recommending appropriate and relevant
news stories to readers proves particularly challenging; in addition to the technical and
design challenges associated with the news recommendations of most media offerings,
personalized systems of news delivery present a special case given the impact of news for
an informed citizenry [14,15].

Taking into consideration the business challenges of media organizations and the
particularities of news content, the present study probes the algorithmic design of a news
recommender introduced in the newsroom of a leading news portal in Cyprus. The study
follows a design-oriented approach [16] aiming to identify the implicated parameters
enlightening the underlying functionality of the algorithm and evaluate the NRS in hand to
offer insights that can guide the improvement of NRS that support and align with business
goals, user demands and journalism’s civic values.

2. Problem Definition and Motivation: Modeling a News Recommending System

The collapse of the traditional advertising model [17], the web’s free news culture [18]
and the growing role of the platforms in news distribution [19,20] have made it increasingly
difficult for news organizations to cope with editorial and commercial standards [21]. Ini-
tially, publishers saw the platforms as an ally to help them boost content visibility and brand
awareness; soon, they realized that this evolving publisher–platform partnership is un-
equal; platforms wield more power over user data and earn significantly more advertising
revenue than publishers [22,23]. Amid increasing demands to woo and retain users’ atten-
tion, the use of algorithmic and data-driven techniques is gaining more and more ground
in the media industry; they are used to automate workflows by modeling human-centered
practices, thereby assigning new roles to both machines and media professionals [24,25].

News recommendations bear substantial benefits for all parties involved: first, they
comprise an effective content monetization tool in terms of building traffic, engagement
and loyalty [26]. Second, they help readers discover the depth of the outlets’ reporting; The
New York Times, for example, publishes approximately 250 stories per day. Algorithmic
curation is used to propose content facilitating users to encounter news stories that might
prove helpful and interesting to them and might otherwise not find while motivating the
medium to keep producing a wide range of content [27], as the tailored delivery of news
allows republishing content on a much broader scale. Finally, NRS have shown to be a
useful tool for helping users deal with information overload [28]. Users are bombarded
with news and information from different news outlets, social network posts, notifications,
emails, etc., a situation which affects their attention span while making it increasingly
difficult for them to find content of interest, at the right moment, in the right form [29].

Despite the acknowledged merits of news personalization, the technical challenge for
offering effective recommendations is high [9,30] and particularly expensive [31]. Karimi
and his colleagues [32] provide a comprehensive review of the many challenges associated
with algorithmic accuracy and user profiling in news recommender systems. However,
apart from accuracy and user profiling which comprise typical algorithmic challenges,
news recommendation systems present a special case considering their civic function in
the direction of an informed citizenry [33]. From a normative perspective, news provides
the necessary information for citizens to think, discuss and decide wisely, to participate
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in political life and thus democracy to function [34]. For that reason, much work on
news recommendations focuses on exposure diversity as a design principle for news
recommender systems (see [35–37]). The idea is that for a functioning democracy, users
should encounter a variety of themes, opinions and ideas. Helberger and her colleagues [38]
argue that “recommendation systems can be instrumental in realizing or obstructing public
values and freedom of expression in a digital society; much depends on the design of these
systems” (p. 3).

Recent diversity preoccupations echo older concerns arguing that the retreat from
human editorial decision making in favor of machine choices might prove problematic.
Pariser’s [39] widely known hypothesis over filter bubbles refers to algorithmic filtering
that tends to promote tailored content based on users’ pre-existing attitudes, interests and
prejudices, leading citizens into content ‘bubbles’. In other words, personalized news
offerings may result in people losing the common ground of news [40] by producing “dif-
ferent individual realities” [41] that hinder debate and amplify audience fragmentation
and polarization [42]. Relevant work so far provides mixed results. While some studies
provide evidence supporting the idea of filter bubble effects (e.g., amplification of selective
exposure, negative effects on knowledge gain) [43,44], others argue that these fears are
severely exaggerated [45,46]. Considering the social impact of news delivery, and Brous-
sard’s [30] argument that the mathematical logic of computers may do well in calculating
but often falls short in complex tasks with social or ethical consequences, the possibility
that news recommenders can lead to information inequalities or amplify existing biases
and thus undermine the democratic functions of the media cannot be excluded [33]. Going
a step further, Helberger and her colleagues [35] argue that filtering and recommendation
systems can, at least in principle, be designed to offer a personalized news diet which
both serves (assumed) individual needs and interests while catering for the provision of a
democratic news diet. Recent work by Vrijenhoek and his colleagues [47] formulates the
problem explicitly: the question is whether news recommenders are merely designed to
generate clicks and short-term engagement or if they are programmed to balance relevance
along with helping users discover diverse news and not miss out on important information
(p. 173).

Figure 1 depicts the proposed model as a generic approach to describe NRS data flows
and processes. The news organization produces a number of news items to be delivered.
These items are classified into thematic categories or assigned multiple tags. At the same
time, preferences set by the users and/or their previous browsing experience are correlated
and matched with the features of the associated stories. Then, the algorithm ranks the
matching stories, aiming to deliver accurate recommendations. When developing an
effective NRS, one must also consider the beyond-accuracy aspects to evaluate the quality
of news recommendations [14]. Therefore, apart from accuracy, the model incorporates the
elements of diversity, serendipity and novelty (further defined in the following section) as
input features used to limit the possibility of echo-chamber effects while enhancing both
users’ news experience and their engagement. Overall, the proposed model incorporates
baseline data flows and processes that common NRS employ, elaborating on the civic role
of journalism (reddish routes) through novel metrics to make the underlying mechanisms
more robust and useful.
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Figure 1. The proposed model incorporates baseline NRS data flows and processes, elaborating on the
civic role of journalism (reddish routes) through novel metrics to make the underlying mechanisms
more robust and useful.

3. Design Challenges for News Recommenders

An algorithm can be defined as a series of steps undertaken to solve a particular
problem or accomplish a defined outcome [48]. In the context of news recommenders,
the task of algorithms is to structure and order the pool of available news according to
predetermined principles [49]. Algorithms though are embedded with values, biases or
ideologies [50] that can influence an effective and unbiased provision of information [40].
Diakopoulos [48] speaks of algorithmic power premised in algorithms’ atomic decisions,
including prioritization, classification, association and filtering. Some algorithmic power
may be exerted intentionally, while other aspects might be unintended side effects rooted
in design decisions, objective descriptions, constraints and business rules embedded in the
system, major changes that have happened over time, as well as implementation details
that might be relevant (p. 404). News recommender systems are often classified into four
main categories:

(1) Collaborative filtering: Items are recommended to a user based upon values assigned
by other people with similar taste. Users are grouped into clusters on the basis of
their preferences, habits or content ranking [51]; in practice, collaborative filtering
automates the process of ‘word-of-mouth’ recommendations [52] and is found to be
the most common approach in the recommender system literature [32].

(2) Popularity filtering: In this case, items are rated for their general popularity among
all users; it is the simplest approach, as all users receive the same recommendations,
potentially leading to ‘popularity biases’ and ‘bandwagon effects’ in which consumers
gravitate toward already popular items [33].

(3) Content-based filtering: The main idea here is to create clusters of content and associate
these clusters with user profiles [51]. Content-based filtering tries to recommend items
similar to those a given user has liked in the past based on similarity scores of a user
toward all the items [53].

(4) Hybrid approaches: Often, news recommender systems use a hybrid approach com-
bining content-based filtering and collaborative filtering (Karimi et al., 2018), also
including other methods such as weighing items by recency or pushing content that
has specific features (e.g., paid content) [49].

The aforementioned types describe data-driven algorithms, but most news recom-
mender systems employ additional rules which basically shape the overall design of the
system. In most cases, these rules are jointly decided by the engineers and the editorial
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team of the news organization [16]. So, while in rule-based systems, the automated process
is carefully designed to reflect the choices and the criteria that are set by the creators; in data-
driven systems, algorithmic bias is less direct, as it is caused by the attributes of the available
data that are used to build the decision-making model through the algorithmic process.

When designing NRSs, several issues need to be taken under consideration. Most
recommender algorithms are based on a topic-centered approach aiming to meet the
different interests of users [54]. However, this approach can prove ineffective considering
the specific nature of news items compared to other media offerings [55]. To begin with,
news classification (tagging) is a difficult task, as news items may belong to more than
one news category. Most often, news organizations follow their own typology of tagging
and classifying news stories, which is a practice with a substantial degree of subjectivity.
Additionally, most news items have a short lifespan, and thus, it is necessary to process
them as fast as possible and start recommending them because their information value
degrades [51]. In addition to the element of recency, the popularity of news items may differ
dramatically, thereby rendering the traditional recommendation methods unsuccessful [32].
Figure 2 summarizes the main design challenges associated with the particularities of news
as a media offering. Furthermore, news recommender systems must deal with a large
and heterogenous corpus of news items generating scalability issues. A common strategy
for solving scalability is clustering; effective clustering though requires a very thorough
classification of news stories and detailed user profiling based on the reading behavior
of users and their short-term and long-term profiles [54], which often proves a difficult
task. The cold start problem stemming from insufficient user information to estimate
user preferences is a common challenge in NRS [32,56]. User registration, among others,
comprises a standard method to overcome it. Lavie and her colleagues [57], however, found
significant differences between declared and actual interests in news topics, especially in
broad news categories containing many subtopics (for instance, politics). They concluded
that users cannot accurately assess their interest in news topics and argue that news
recommender systems should apply different filtering mechanisms for different news
categories. In other words, the depth of personalization should be adjusted to cater for
both declared interests and assumed interests of important events (see Figure 3, Challenges
associated with profiling).

Figure 2. Design challenges for NRS related to the nature of news.
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Figure 3. Challenges relating to user profiling in news recommender systems.

An important factor influencing how specific challenges will be treated pertains to the
purpose of the recommender system as shaped by competing logics in the news organi-
zation. Smets et al. [58] argue that there is a crucial stage in the design of a recommender
system in which the organization decides on the business and strategic goals they want
to reach with the personalization service. A purpose-driven evaluation of recommender
systems brings along the question of which stakeholder(s) are defining the recommen-
dation purpose and how the conflicts and trade-offs between stakeholders are resolved
and embedded in the system. More sophisticated algorithms not only combine hybrid
logics in their filtering techniques but also include an element of surprise: serendipity [33].
The serendipity principle posits that the algorithm recommends items that are not only
novel but also positively surprising for the user and propose a generic metric based on
the concepts of unexpectedness and usefulness [32]. A key challenge of serendipitous
recommendations is setting a balance between novelty and users’ expectations. Serendipity
is considered a quality factor for improving algorithmic output; it helps users keep an
open window to new discoveries, it broadens the recommendation spectrum to avoid
cases of users losing interest because the choice set is too uniform and narrow and helps
integrate new items in order to acquire information on their appeal [49]. In addition to
serendipity, the principles of novelty and diversity are deemed quality factors that can
broaden the news menu and improve user perceptions and engagement [59]. Again, the
‘right’ level of novelty and diversity works as a trade-off for accuracy and can depend
on the user’s current situation and context [32]. Figure 4 depicts the main parameters
for evaluating the quality of news recommendations. Recent initiatives aiming to run
‘diversity-enhancing’ algorithms focus on nudge-like personalization features, for instance,
visuals to increase item salience, or item re-ranking in an attempt to curb rigid algorith-
mic recommendations [60]. Although nudging involves the steering of people in news
paths that can enhance their news diet and knowledge [61], initiatives to nudge people
toward diversity in their information exposure raise questions of autonomy and freedom
of choice [62]. Non-transparent algorithmic nudging may undermine users’ freedom of
choice even if the principal objective (stimulating diversity) is a noble one [35,60].
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Figure 4. Parameters to evaluate the quality of news recommendations.

4. Experimental Setup for Validating an NRS Algorithm and Its Outcomes

The actual process of developing and rolling out news recommender systems within
media companies remains largely under-researched [26]. In practice, explaining the work-
ings of algorithmic systems is notoriously difficult [63] because of the opacity in their
automated decision-making capabilities. Drawing on theoretical elements of algorithmic
design [48,64], this study explores the implementation of a news recommender system
within a leading news media organization in Cyprus, which started offering personalized
news in January 2020.

The website is part of one of the largest media houses in Cyprus owning a television
station, two radio stations, one newspaper and four established magazine titles. It is the
leading online news player with 1.5 million users per month and 30 million page views
monthly (source: Google Analytics). It covers political, economic and social affairs through
a mainstream perspective. The website includes five sub-domains focusing on economy,
sports, features, lifestyle and cooking, respectively. In addition to the website, the content
is available on mobile apps. The website operates in a converged newsroom along with
journalists from television, print and radio. Web metrics and analytics comprise an integral
part of the outlet’s content strategy. It manages the largest Facebook page for news in
Cyprus with more than 140,000 followers and is also active on Twitter and Instagram.

The news recommender was developed as part of a research project. The outlet
advertised its new service prompting users to register. Registration entailed basic user
information, such as gender, age and interests. After visiting the website, registered users
had the opportunity to log into MyNews, which was a webpage offering personalized
stories. Each time, a user entered MyNews, a webpage containing 28–32 news items. These
items appeared in a box-type layout, each one containing a photograph and the title of the
news item. The boxes appeared in rows, each one displaying five articles.

The study draws on an experimental design employing the ‘algorithmic audit’
method [65] and more specifically the ‘collaborative audit’ which entails utilizing users
as testers of algorithmic systems. The experiment was set up in a way to monitor the
achieved accuracy of the algorithm and to probe the input parameters. To do so, users were
divided into two groups: (a) collaborating users instructed to only view specific kinds of
items (e.g., political ones) and (b) ordinary users who could elect freely what news item to
engage with. The aim of dividing users into these two distinct groups was to monitor po-
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tential accuracy differences stemming from users browsing behavior. Both groups involved
registered users of the MyNews NRS service (see Figure 5).

 

Figure 5. Visualization of the experimental approach: Design and datasets.

We posited the following research questions:

RQ1: When it comes to the news diet outputs produced by the editor-defined agenda and
the algorithmic agenda, how different are they and in what ways?
RQ2: How effective is the recommender system in terms of accuracy? In other words, how
likely is that the recommender system offers stories a user would be interested in, which is
judged on the basis of the two distinct types of users?
RQ3: Are algorithmic recommendations more likely to lead to more clicks, i.e., does the
recommender system increase users’ engagement?

4.1. Participants

The study draws on the behavior of a total of 18 individuals who registered to the
personalized news service of the outlet under study. These users were split into two
groups. The first group comprised six individuals who were in essence collaborators of the
researchers (collaborating users), each of whom was instructed to only click on news items
that were of a specific type; e.g., one person was asked to only click on news relating to
economy, while another was asked to consume only lifestyle-type news. More specifically,
for these collaborating users, each was asked to read news pertaining to lifestyle, international
news, local (Cyprus) news, politics, the economy and sports. The second group (ordinary
users) included the remaining 12 individuals that were not given specific instructions and
were asked to consume stories that were of interest to them. All users were additionally
given the instruction to start perusing from the personalized MyNews area of the website.

4.2. Process and Data Collection

During a period of ten days (21 April 2020–1 May 2020), the following datapoints (see
Table 1) were collected for each user and per session (each time they used the designated
browser to visit the website under study).

Participants were fully informed that their activity was monitored in this manner; after
providing their written consent to participate in the study, they were provided with an ad
hoc created Chrome plugin pre-installed into a special browser to enable the collection of the
aforementioned data. Users were asked to use this special browser any time they wanted to
take part in this experiment (session). The plugin was transparently collecting and storing
into a remote MongoDB database all the information necessary for analyzing the behavior
of the news recommender algorithm implemented and applied by the medium. Data were
only communicated and stored if users elected to press a specific button in their browser.
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Table 1. Type of data collected.

Type of Data Abbreviation

1 the news items users clicked on ‘clicked news items’

2 the news items contained in MyNews personalized area
created for them by the recommender algorithm ‘MyNews items’

3 the news items contained in the frontpage of the website
at the time ‘agenda items’

4 all news items published by the outlet per day ‘pool items’

In addition to the aforementioned data, we collected information pertaining to the
‘pool items’ (the stories posted on the website) and also user information. Table 2 describes
in detail the type of data collected. Having extracted the posts from the website, each entry
was augmented with the user’s information in order to associate users with content. User
activity was captured by monitoring his/her click activity.

Table 2. Additional data collected pertaining to ‘pool items’ and user information.

Pool Items User Information

1 the section of the webpage where the post had appeared the user’s ID (usually
an email address)

2 the news category assigned to the news item
(as assigned by the medium)

the user’s session ID
(an auto-increment number)

3 the post’s title the session’s timestamp

4 the post’s URL

5 the post’s publication date

Special mention needs to be made to the ‘news category’ variable mentioned in Table 2;
this was an attribute assigned to each news item by the website, presumably the journalist
responsible for writing the relevant article (i.e., these were not manually coded by the
researchers). A total of 161 such categories were observed to be present on the news
outlet under study; however, this included instances where mistakes had been made in
tagging the article (e.g., the tags “Greece and “Greese”) and duplications (e.g., using the tag
“Greece” and “Ellada”, a phonetic spelling out of “Greece” in the Greek language). When
cleaned and grouped appropriately, a total of 33 different news categories emerged. Since
however, using such a large number of categories would make the results difficult if not
impossible to assess, it was decided to group these 33 categories into broader categories
(e.g., “lifestyle news” were grouped together with “gossip”), ending with the nine categories
reported in the results below (see Table 3). It should be mentioned, however, that this only
affects the visual aspects of the results, as all calculations were made using the 33 original
news categories assigned by the medium. Finally, it ought to be noted that the plugin
maintained the order of posts as they appeared on the website, thereby ensuring that the
order of the entries appearing into the database reflected the order the articles were read
by the users. Every time a user accessed the website, the plugin collected all content and
user-related information.

4.3. Datasets

In order to gauge the ability of the recommender algorithm to differentiate between
users and respond to the research questions presented above, four types of datasets
are necessary: a ‘pool dataset’, a ‘MyNews dataset’, an ‘editor’s agenda dataset’ and
a ‘clicks dataset’.
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Table 3. Relative frequencies of news items categories in the three datasets (percentage within dataset).

News Category Pool Dataset MyNews Dataset Editor’s Agenda

Politics 4.1% 5.9% 8.7%
Economy 15.3% 9.9% 6.2%

International 13.2% 18.4% 9.6%
Public Health 5.8% 2.6% 7.7%

Science and Technology 0.4% 0.1% 5.2%
Local (Cyprus) 12.5% 18.3% 10.6%

Greece 4.3% 6% 6.9%
Sports 32.3% 32.1% 12.2%

Lifestyle/Gossip 5.5% 3.8% 19.3%
Other Hard News (e.g., energy) 3.8% 2.6% 1.1%

Other Soft News (e.g., viral, culture) 2.6% 0.4% 7.5%
Reader Content 0.1% 0 5.1%

4.4. Pool Dataset

This dataset contained all news items published by the medium for each of the ten days
of data collection, regardless of whether users interacted with them or not. The purpose of
this dataset is to provide a baseline against which the output of the recommender system
can be judged; if, e.g., a user was only interested in a category of news that appeared very
seldomly on the website, it is natural for any algorithm to not be able to provide correct
matches to this user’s behavior.

The website published an average of 207.17 news items per day (median of 214). Table 3
presents the relative frequencies of the various news categories that the different news
articles belonged to, from which it can be gauged that a plurality of the articles published
belonged in the ‘sports’ category, which is followed closely by local (Cyprus-related) news,
economy-related news and international news. All remaining news categories contained
half or less of the aforementioned.

4.5. MyNews Dataset

This dataset contains all articles included in the personalized ‘MyNews’ area generated
for each user and per session by the recommender algorithm. While merely by observing
the relative frequencies of news categories in ‘MyNews’, one can reach early conclusions,
e.g., that sports-related news is by far the most frequently observed category (32.3%)
followed by some distance by local and international news, this might be deceptive; after
all, such behavior could be indicative of the recommender algorithm successfully delivering
sport-related content to users who are primarily interested in sports.

More importantly, a number of observations concerning the algorithm’s behavior
could be made on the basis of data other than the news category indicating designer
choices. First, the algorithm consistently recommended between 28 and 32 articles to
each user in each session. Secondly, there were no duplications of news items within any
session, as could be expected. More interestingly, observing the times that the various
items contained in ‘MyNews’ and the time a user session started, it became obvious that a
number of rules have been set for the recommender system concerning recency: roughly
50% of the recommended items had been published within 3.5 h of the session’s start, while
75% had been published within the last ten hours. The maximal time allowable lapsing
between the start of a session and the publishing of a news item was 1439 min, which is
one minute from 24 h. It then becomes obvious that the system had been designed to only
deliver news appearing during the last day. However, this is the only hard rule that can be
safely deduced; there appears to be an additional bias toward more recent items, but it is
impossible to pinpoint how this operates exactly.

4.6. Editor’s Agenda Dataset

This dataset refers to news items that were contained in the frontpage of the website,
which was consistently structured in the same manner to contain a number of political,
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economy-related, sports-related items, etc. that always appeared in the same space on the
website’s frontpage. This dataset indicates the agenda of the editors making these choices.

4.7. Clicks Dataset

This dataset contains the news items clicked on by the aforementioned users partici-
pating in this experiment (and the relevant attributes). Users differed in both the amount of
clicks they performed in the duration of the experiment and in the amount of sessions they
engaged in. On average, users clicked a total 252.1 news items, although this is significantly
skewed due to the instruction to collaborating users to perform a minimum of 25 clicks per
session, the difference between collaborating and ordinary users being statistically significant
(Wlicoxon W = 73, p = 0.044).

5. Results

5.1. Comparing the Editor’s and MyNews Agendas

The first research question concerned the structure of the news collections (in terms
of news categories) offered by the different areas of the website: the Editor’s Agenda (the
frontpage) determined by the editorial team, the personalized MyNews Agenda produced
through the algorithm, and the total pool of articles produced by the media organization,
from which the aforementioned two draw their content.

Even a quick perusal of Figure 6 that compares the relative frequencies (in percentage)
of the categories that the various news items are assigned to suggests substantial differences
between the two (omitted from the figure for easier visualization are the near-empty
categories: “reader content”, “other hard” and “other soft news”).

Figure 6. Relative frequencies of news items categories per dataset type.

The news environment produced by the two different processes, namely the editorial
and algorithmic agendas, differ from each other. The editors have elected to follow a
balanced approach with a mix of different news categories for their frontpage, with most
categories being represented equally, covering between 5.2% and 12.2% of the available
space. Interestingly, the exception to this rule concerns lifestyle and gossip-related items,
which are overrepresented in the website’s homepage (19.4%) particularly when contrasted
with the relative amount produced in total (6.6% of all articles produced by the medium
belong to this category). Other major categories of news (politics, international, local
and sports) cover roughly the same large amount of space as would be expected from a
mainstream news website aiming to cater for the diverse needs of a general audience.
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To facilitate such comparisons, we take advantage of the fact that the overall pool of
news items produced was collected; we divide the relative frequency (percentage) of each
news category that appeared in the Editorial agenda (the frontpage) and in the MyNews
area by the relative frequency of the categories of news items in the total pool of news items
available for that session. If the result of this division (quotient) is 1, then the number of
times a news item of the corresponding category in either the frontpage or the personalized
MyNews section, is exactly as would be expected; were the two environments produced
at random. Deviations from 1, on the other hand, suggest that either the algorithm or
the editors who choose the frontpage items are favoring the specific news category (if the
result of the quotient division is over 1) or that they are biased against the category (if the
quotient is under 1).The boxplot (see Figure 7) examines exactly these ratios separately for
the editorial and the MyNews agendas; the editorial agenda exhibits a soft news bias as
shown from the overrepresentation of ‘lifestyle and gossip’ items. Similarly, news items
tagged as relevant to ‘Greece’ and politics are over-represented, though much less so: about
twice as many such items are contained on the website’s frontpage (Editor agenda), as
would have been expected by chance. Finally, concerning the editorial agenda, noteworthy
is the larger than expected presence of ‘public health’-related items, reflecting the ongoing
COVID-19 pandemic. On the other hand, items dealing with the economy and international
news are under-represented in the editorial agenda, as is the category of sports, although
this is also the result of the large number of items in this category produced by the medium
as a whole.

Figure 7. Boxplots of ratios of the Editor’s Agenda and MyNews item categories to the available
Pool items.

Concerning the MyNews area, we observe that the news stories offered are much
closer to the distribution of categories in the total available pool of articles than the editorial
agenda, with only economy- and public-health-related items being under-represented in the
various MyNews agendas (personalized sessions) that different users in the sample viewed.
However, it is not possible to reach any solid conclusions regarding an algorithmic bias from
Figure 7, as it is produced on the basis of cumulative data from all users, who presumably
have different interests—and the collaborating users among them, purposively so.
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5.2. Evaluating Algorithmic Accuracy for Collaborating Users

While the aforementioned observations make it clear that there is a distinction be-
tween the news collection produced by the editors and the algorithm, they do not answer
the second research question, i.e., whether the algorithm employed produces a distinct
collection on the basis of deduced user interests. In order to examine this question, we need
to take into account the type of user into our calculations.

We first focus only on data from collaborating users, who were instructed to only click
on specific types of news (e.g., economy). While these users did not necessarily know
the news category that the medium had assigned each item, it was hypothesized that
they would be sufficiently accurate in clicking on only the ‘right’ (in accordance with the
instruction they received) articles. An examination of the articles these users elected to
click on suggests that this is indeed the case, since the relative frequency of clicking on the
‘correct’ type of article (i.e., where there was correspondence between instruction and the
medium’s assigned category) ranged between 78.8% and 92.7% of the articles viewed by
these users (average 86%). These collaborating users then would be the easiest group for the
algorithm to recommend, since they had highly discriminant behavior.

A dedicated examination of the MyNews/pool ratios (see Figure 7) for these users
suggests that the algorithm indeed produced recommendations more likely to be clicked on
by these users, with ‘favored categories’ being over-represented by a median of 2.16 times
in the users’ MyNews collections compared to the available pool, while ‘non-favored
categories’ were under-represented by roughly 25% on average. However, this should not
be taken to imply that the recommender system produces accurate recommendations; given
these users’ pre-designated behavior, their ‘favored’ categories should be over-represented
to a much larger extent than observed, particularly during later sessions, when enough
data on their behavior had been collected.

Indeed, on the basis of these data, we can construct a square matrix with rows repre-
senting the news categories collaborating users were instructed to click on and columns
representing the categories of news items delivered to them by the algorithm averaged
across sessions (Figure 8).

Figure 8. Matrix of frequencies of collaborating users.
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This matrix can be re-composed to produce a per-news category confusion matrix for
the dataset (Table 4), which can be used to produce various algorithm accuracy measures.
The (unweighted) macro-averaged metrics for the algorithm was a precision of 0.211, recall
of 0.19 and relevant F1-score of 0.2, confirming the aforementioned concerning the relative
failure of the algorithm even for the collaborating users. The relevant overall accuracy
metric was 0.747. In the calculation of these metrics, we omitted categories for which
no collaborating user was designated (“Public Health”, “Science and Technology” and
“Greece”), since for these, no “True Positive” values could possibly exist.

Table 4. Re-composition of Figure 8 into a per-news category confusion matrix.

True Positives False Positives False Negatives True Negatives

N
ew

s
C

at
eg

or
y

Economy 46 271 468 2325

Greece 0 205 0 2905

International 133 483 373 2121

Lifestyle 28 84 508 2490

Local (Cyprus) 134 504 358 2114

Politics 46 165 473 2426

Public Health 0 98 0 3012

Science and
Technology 0 7 0 3103

Sports 206 700 337 1867

The inability of the medium’s algorithm to correctly include items that should have
been recommended, at least for the relatively brief period of data collection, is also indicated
by the lack of improvement in the algorithm model’s accuracy score over time (Figure 9),
as the flat linear trend indicates. So, while the algorithm did indeed differentiate between
users, it did not create a news environment fully adapted to the assumed interests of these
artificial, single-focused individuals. While this may indicate some faulty programming in
the algorithm on the technical end, an alternative explanation can be offered. By design, the
algorithm was required to select roughly 30 news items per session, which were additionally
produced within the last 24 h (and more likely within 4 h of each session). However, the
medium produced only, e.g., 11.3 and 16.4 politics- and lifestyle-related items as a whole
per day. In other words, the algorithm failed to produce more politics-related items for
the politics account, for the simple reason that it did not have enough such items available
to pick from. The failure of the algorithm when it comes to the economy account is more
perplexing, since roughly 41.8 such items are produced daily; the explanation for this
might lie in the fact that these are mostly produced via the affiliated EconomyToday URL
rather than the root website. It may be the case that the algorithm was designed to avoid
cross-posting articles from such affiliated sites, although we have no means of ascertaining
whether this is true on the basis of the data collected.

5.3. Evaluating Algorithmic Accuracy for Ordinary Users

Evaluating the algorithm’s performance for the ordinary users, who received the instruc-
tion to choose whatever article they wished to view is less straightforward, since similar
metrics cannot be calculated, as their interests are not known (as in the case of collaborating
users). However, it is possible to construct a measure of distance between the items these
users actually clicked on (indicating an overall ‘profile’) and the news collection presented
to them by the algorithm in their MyNews area by calculating the distance between the
relative frequency of articles in each category. Normalized, this index of distance takes
values between 0 and 100, with larger numbers indicating greater distance between actual
clicking behavior and the “MyNews” area. We can expect the algorithm to become better
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at guessing users’ behavior across time, since it has more data, and this should be reflected
in smaller distances between the users’ preferred environment (indicated by their clicking
behavior in each session) and the algorithm’s recommendations.

Figure 9. Accuracy score for collaborating users over time averaged across news type categories.

Figure 10 presents the linear trendline of exactly these distances across sessions for
ordinary users, on average. While there is a decrease in the amount of distance between
the pattern of clicking behavior and the news collection of the MyNews area, the decline
is somewhat shallow with a decrease in distance of roughly 10% between the first and
last sessions. However, the reader is reminded of the aforementioned design flaw in the
algorithm (insufficient number of relevant articles in the pool the algorithm chooses from).

This relative absence of improvement in the algorithm’s performance is also observable
when considering the relative frequency with which ordinary users clicked on news items
within their MyNews area. Results suggest that users did not choose news items from
within the latter environment significantly more than they did at the beginning of the data
collection period (Figure 10), suggesting a tentative negative answer to the third research
question on whether the algorithm led to greater engagement.

5.4. Engagement over Time

After several sessions that would train the algorithm, one would expect that the
algorithm would produce content that appealed to the users’ interests and information
needs, and therefore, the distance between media offerings in the MyNews area and user
clicking behavior would diminish. Using the Euclidean distance metric, Figure 11 presents
the polynomial trendlines of the distances across sessions for collaborating users, ordinary
users and all users, on average starting from session 6 for each user. The failure of the
algorithm to improve is apparent in the fact that these lines are relatively straight, whereas
they would be expected to have a steep decline, although there is a small decline in distance
following session 15, and the reader is reminded of the aforementioned design flaw in the
algorithm (insufficient number of relevant articles in the pool the algorithm chooses from).
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Figure 10. Distance between profile based ordinary user clicking behavior and MyNews outputs
over time.

Figure 11. Percentage of clicks ordinary users performed within the MyNews area over time.
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6. Conclusions

This work attempted first to synthesize relevant work and propose a generic news
recommendation system which goes beyond accuracy and considers the civic role of jour-
nalism for an informed citizenry. Second, it attempted to examine the application of a
recommender system to a national-level mainstream news organization in a small European
country, which was a decision driven by the participation of the medium in a funded re-
search project. Regarding the first research question exploring the main differences between
the Editor’s Agenda and the algorithmic agenda, the study shows that the Editor’s Agenda
was based on a balanced mix of hard and soft stories aiming to cater for the diverse needs of
a general audience. On the other hand, a large number of recommendations offered in the
MyNews sessions were significantly influenced by the available pool of stories produced
on a daily basis. In other words, the news diet offered in the MyNews area is shaped by
an algorithmic logic as opposed to an editorial logic identified in the Editor’s Agenda [66].
Thorough examination of the data provided by users specifically instructed to only view
certain types of articles (collaborating users) and ordinary users instructed to consume news
stories on their own will and interests suggests that the application of the recommender
system was problematic. While the algorithm does provide recommendations significantly
different from what would be expected by chance, it ultimately fails to produce a per-
sonalized environment populated primarily by news items of the type that a user would
be expected to view on the basis of their past behavior; this finding holds true for both
collaborating and ordinary users examined here.

A careful examination of the instances in which the algorithm fails the most suggests
that this is the result of design flaws rooted in problematic rules. Our findings provide
empirical evidence showing [48] that unintended side effects of design decisions undermine
the accuracy capacity of algorithms. These design flaws can be summarized as follows:

1. Voracity: We introduce the term voracity to refer to the large number of news stories
expected to be offered in the MyNews area per user per session. Given the relatively
small output of the news organization altogether, the identified under-performance of
the algorithm was partly due to its being required to populate the personalized area
with too many news items (28–32 stories).

2. Recency: The recency metric needs to be used with caution. In our case, it was mostly
driven by the nature of the news content produced by the medium: timely, short-
form stories aiming to build traffic. However, the requirement that all personalized
recommendations must have been produced within a day of viewing—or preferably
within the last four hours—significantly hampered the algorithm’s capacity to provide
accurate and relevant recommendations.

3. Unsystematic tagging: The classification and ranking of news items depends greatly
on the tags assigned to news stories. Evidence of unsystematic tagging of articles had
a negative impact on the algorithm’s capacity to make accurate offerings.

4. Underuse of available content: Although the news portal under study is affiliated
with four other websites, this content was excluded from the algorithm’s repository.
Considering the ambitious expectations of the MyNews area, designers and editors
should provision a greater pool of content or limit the quantity of stories provided in
the MyNews area.

Finally, the decreasing engagement of users with the MyNews area can be associ-
ated not only with the problematic levels of accuracy but also with the random filling of
the 30-items sessions—shaped primarily by the availability of content—as opposed to a
more sophisticated algorithmic provision of recommendations including the principles of
diversity, serendipity and novelty [33].

Overall, the findings provide evidence that the effective design of news recommender
systems depends not only on the particularities of the news domain as a media offering but
also on the special traits and ideology of the news medium implementing the recommender
system. By special traits and ideology, we refer to the characteristics of the news content
produced, including (a) the quantity of news items produced, (b) the style of news reporting
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(e.g., short stories satisfying the value of immediacy and clickability or explanatory stories
having a larger life-span), and (c) the scope of the recommender system [58] (e.g., aiming to
generate clicks and short-term engagement or provide a more balanced and diverse news
diet [35,47]). To sum up, when implementing NRS, two major conclusions are drawn: First,
design decisions need to be carefully associated with both the scope and the production
capabilities of the news organization. Some metrics, for instance recency, are commonly
used in NRS, but news organizations need to carefully define the metric according to their
own needs and capacity. Second, all input metrics need to be validated as a whole and
not separately.

This study does not come without limitations stemming primarily from the limited
timespan of the experiment and the low number of participants. On the other hand, the
heterogeneity of the media landscape [67] has produced a diverse set of online news media
calling for the need to decode heterogeneous and emerging needs and thus types of NRS.
Under this assumption, the utility of the present study lies in revealing significant insights
about other like-minded models: namely, medium-sized mainstream online media focusing
on short-form, current affairs-type of journalism.

7. Future Research

News recommender systems select, filter, and personalize news content, thereby
shaping the news diet and knowledge level of citizens [68]; their algorithms make highly
consequential decisions and thus exercise significant power [69]. At the same time, news
media are tasked with relaying information to citizens, setting an agenda of common
concern, acting as watchdogs to the powerful and providing an arena for public deliber-
ation [70]. The overarching question therefore is how to ensure that news recommender
systems enact the civic values of journalism in the direction of an informed citizenry while
catering for the commercial needs of news organizations. Addressing this question in a
principled fashion requires technical knowledge of recommender design and operation,
and it also critically depends on insights from diverse fields [71], including journalism
studies, psychology, policy and law. Following our discussion on diversity, serendipity
and novelty, one critical question is how to operationalize these values and turn them
into metrics specifically for the case for news offerings and also decide on the resulting
trade-offs between competing values, stakeholders and overall scope. In this direction,
further design approaches are needed to enable news recommender systems to conform to
specific values while considering the capabilities and needs of different types of media.
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Abstract: Interactivity has been a very sought-after feature in professional journalism ever since the
media industry transitioned from print into the online space. Within this context, chatbots started to
infiltrate the media sphere and provide news organizations with new and innovative ways to create
and share their content, with an even larger emphasis on back-and-forth communication and news
reporting personalization. The present research highlights two important factors that can determine
the efficient integration of chatbots in professional journalism: the feasibility of chatbot programming
by journalists without a background in computer science using coding-free platforms and the usability
of the created chatbot agents for news reporting to the audience. This paper aims to review some
of the most popular, coding-free chatbot creation platforms that are available to journalists today.
To that end, a three-phase evaluation framework is introduced. First off, the interactivity features
that they offer to media industry workers are evaluated using an appropriate metrics framework.
Secondly, a two- part workshop is conducted where journalists use the aforementioned platforms
to create their own chatbot news reporting agents with minimum training, and lastly, the created
chatbots are evaluated by a larger audience concerning the usability and overall user experience.

Keywords: chatbot; media industry; news reporting; personalization; interactivity; journalistic
practices; survey; workshop

1. Introduction

The turn of the 20th century was characterized by many things, but perhaps one
of the most important and influential changes was the introduction of information and
communication technologies (ICT) that revolutionized many different facets of daily life [1].
A variety of professional fields got affected by the arrival of these technologies, and a prime
example of that was the media and news industry, a sector always renowned for its unique
entanglement with technological developments [2]. The way these new technologies were
incorporated into the workflow of modern journalists were many and spanned across
various fields of application, including the likes of content production and communication
between the journalist and the audience [3]. Perhaps one of the most intriguing uses
found for these new technologies was that of automated conversational agents. Commonly
referred to as “chatbots”, these programs were capable of communicating with users via
the use of natural language [4], and it didn’t take long for the media industry to realize
the potentially massive benefits these digital tools could have in the process of creation,
and particularly dissemination, of news content. Their rate of adoption varies based on a
multitude of factors, but it is likely to increase with the rise of compatibility and the existence
of more related expertise in the field [5]. In accordance with those parameters, chatbots in
the field of journalism started as a relatively rare commodity, but as the technology matured,
more and more media organizations started implementing them in their list of means to
capture audience attention. As the development of conversational agents started becoming
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more and more focused over the years, and chatbot technology reached its commercial
stage, the wider accessibility of online creation platforms allowed the average journalists
to involve themselves in this interactive procedure and create new and useful tools, even
without the need for coding skills or specialized ICT knowledge.

Ever since the transition to WEB 2.0, there has been one attribute of this new and
ever-evolving media landscape that has been considered particularly advantageous for its
ability to better engage with audiences: interactivity [6]. Media organizations constantly
seek more ways to captivate the attention of the public, and chatbots seem to fit that bill
perfectly, seeing as they are a type of tool designed based on principles that center on
communication and conversational intelligence [7]. To this end, this manuscript attempts to
highlight and overview some of the most well-known and readily available contemporary
digital tools that journalists have at their disposal for chatbot creation. At the same time, it
aims to present an evaluation framework for said tools, which includes allocating them
to certain categories based on the amount and type of interactivity that they offer, as
well as judging their performance and accessibility in general. The selected programs are
specifically targeted to not require any amount of prior coding experience on behalf of the
journalist for them to fully function and create a finished product capable of interacting
with audiences and establishing new communication channels.

The motivation behind this work stems from the general question of whether it is
feasible to integrate chatbots in professional journalism and, if so, under what circumstances.
This question can be broken down into whether the existing platforms are intuitive and
ready to be used by professional journalists to create chatbots and whether those bots are
helpful, useful, and engaging for a broader audience. To that extent, it is important to
design a framework for their evaluation that can set the directives of how they can be
improved upon. This paper considers some of the most important platforms that are being
used right now and presents a three-fold evaluation of them, addressing the scientific
questions that have been set.

Other than this introductory segment, the remainder of the paper is organized as
follows: In Section 2, the related work on chatbots is presented, including a brief overview of
the term, research on journalistic chatbots, and the role of interactivity. Section 3 introduces
the proposed framework for integrating chatbots in professional journalism alongside
the evaluation methodology that has been adopted. The selected creation tools are also
presented there. In Section 4, the evaluation results are discussed, and finally, Section 5
summarizes the conclusions and the future research plans for this project.

2. Related Work

2.1. Chatbot Categories and Architecture

The term “chatbot” can be defined in several ways, and many of them include a wide
variety of programs. For this study, we are going to define a chatbot as a software applica-
tion that utilizes natural language to communicate with humans [8]. Such programs have
a very wide variety of applications thanks to their flexibility, and they are systematically
utilized by sectors like customer service for their ability to converse with humans in a
relatively natural and meaningful manner [9].

When it comes to a taxonomy of the available chatbot models, one of the major ways in
which conversational agents can be distinguished from one another is their architectural de-
sign. Specifically, there are two prevailing categories that all chatbots fall under, depending
on what procedure they follow to respond to users: “retrieval-based” chatbots and “genera-
tive” chatbots [10]. The first category–that of retrieval-based chatbots–comprises programs
designed to communicate with the user via predetermined responses [11]. Conversational
agents that fall under this model operate by searching for a reply in a pre-established
repository and serving it to the user according to their input [12]. The large majority of
chatbots that can be found on the web today follow this model of operation due to its
simpler structure compared to the alternatives [11]. However, even though the architecture
of retrieval-based chatbots presents many advantages–especially for users that don’t have
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any coding experience or specific ICT knowledge–this method is subject to some limitations
that can potentially restrict the scope of the final product. Those limitations mainly relate to
the fact that the procedure of choosing between a set of already existing responses makes
it very challenging to customize the chatbot for particular situations and relegates it to
having a more “passive” role in conversations [12,13].

On the other end of the spectrum, the category of generative chatbots consists of
software capable of creating new responses from scratch to better match the queries of
the user with the help of techniques such as Machine Translation [14]. The result of this
is an often fairly convincing effect, where the chatbot can uphold a conversation with a
user in a very natural manner. This procedure is a lot more demanding than its retrieval-
based counterpart since it requires a substantial training dataset to function properly,
but it provides the significant benefit of being able to respond to user inputs for which
predetermined responses don’t exist, something that the retrieval-based model falls short
of. At the same time, however, it is far more likely for it to exhibit major grammatical errors,
or make other similar mistakes, compared to a solution that relies on retrieving responses
from a designated archive [15].

Natural Language Processing has been advancing rapidly over the past years, and
the utilization of new and innovative techniques, such as Deep Learning, suggests that
generative models will be the future of chatbots moving forward [16]. However, the
typically enormous datasets required for properly training such systems, as well as the
complexity of text generation, which constitute two of their primary characteristics [15],
dictate that retrieval-based solutions will remain the far more common alternative for the
time being, especially when it comes to chatbot creators that are less knowledgeable in the
programming department.

2.2. Chatbots and Media Automations in Journalism

Many people consider chatbots to be a fairly recent development, given the fact that
commercial use of this technology has only started to become prominent in the past decade
or so. In reality, however, efforts by researchers to create a program capable of conversing
with humans naturally have been going on for the better part of a century. Often regarded
as the predecessor of all chatbots, ELIZA was created by the German scientist Joseph
Weizenbaum [17] and managed to engage its conversational partners to such a degree that
many of them reported that they believed they were addressing a real person [18]. From
that point onwards, many researchers attempted to simulate human communication with
computer programs, which led to the creation of many prominent examples of capable
conversational agents over the years.

Despite the rich historical development of chatbot technology, however, what indeed
constitutes a relatively new phenomenon is the inclusion of these programs in the process
of creating and disseminating news. This was a by-product of the general tendency for
computational procedures to graduallywork themselves into the practices of the journalistic
profession, subsequently creating what was later called “automated journalism”, frequently
also referred to as “robotic”, “algorithmic”, or “computational” journalism [19]. Chatbots
in journalism can be used for efficient user interaction in the sense that they provide a more
human-like way of navigating and accessing news-related content. Generally speaking,
chatbots are a sub-section of the more general term AI agent, which is used to describe artifi-
cially intelligent software capable of performing a variety of tasks. In the case of rule-based
chatbots, these tasks center around providing the user with content based on their answers
to the predefined questions of a conversation. In a more sophisticated approach, chatbots
can also generate original content, through algorithmic techniques like text generation,
document summarization etc., by applying basic concepts of algorithmic journalism.

As far as chatbots are concerned, many decades had to come by until the first proper
use of one for purely journalistic purposes could be identified. Specifically, in 2014, the Los
Angeles Times employed the services of an automated AI agent that was capable of data
extraction and simplified content creation. The program, aptly named “Quakebot”, was
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tasked with monitoring data from the U.S. Geological Survey and utilizing any information
it could find regarding seismic activity to write and publish simple reports in realtime. Even
though Quakebot only amounted to a very simple use of this type of technology–and even
at the time, it was being compared to nothing more than an intern with a lot of time in their
hands [20]—it still embodied the essence of what the introduction of such programs meant
for the journalistic profession: cheap and easy to maintain labor, that could substitute, or
even surpass, human journalists in some tedious and time-consuming tasks.

On that basis, what followed during the next half of the decade was a massive increase
in the introduction of automated elements into journalism, with chatbots being one of the
technologies at the forefront of that wave of change, as, over time, many news organizations
started realizing the potential benefits of automatic content dissemination [21]. Companies
gradually started utilizing the unique qualities of conversational agents to spread their
content more efficiently-particularly through websites like social media–which led to the
creation of the term “News Bots”, a sub-category of chatbots that specialize in interacting
with audiences and spreading news information [22]. The inclusion of these automated
programs in the distribution of news content made the whole process much more efficient
and allowed audiences to interact with news organizations in new and more engaging
ways that proved to be very effective, thanks in no small part to the interactivity and
personalization they offered [23].

At the same time, following the example of Quakebot, chatbots capable of data extrac-
tion and content creation started becoming more prevalent as the news industry attempted
to adjust to the rapidly evolving media landscape. Faced with the ever-increasing load
of information available on the internet, journalists started using AI agents capable of
sifting through large amounts of data and collecting relevant results for their work in a
process called “Data Mining”. This procedure was able to help media staff identify stories
that have editorial value, according to the parameters set by the journalist, as well as
provide aid in more specific tasks such as information verification and event monitor-
ing [24]. Similarly, automated content production proved to be yet another way to take
advantage of these versatile programs in the realm of AI-assisted news. Chatbots and
related algorithms were developed to produce content on their own, with little to no human
intervention. Machine-generated news content is often powered by artificial intelligence or
similar machine learning algorithms [25], and it has been one of the more defining factors
of the journalistic profession in the past few years [26], as it has led to many upsets in the
industry, provoking many researchers, as well as practitioners into questioning whether
or not these programs could potentially prove to be a threat for industry workers [27,28].
The prevalence of these new digital tools is in part responsible for the cultivation of a
work environment in which digital literacy is one of the most important aspects, with the
imminent re-defining of journalistic skill sets coming to the forefront [28,29]. Despite that
controversy, however, what remains an undeniable fact is that chatbots and other AI agents
like news writing algorithms are seeing extensive use in news media production today, with
many industry-leading organizations like Forbes and the New York Times utilizing them as
content creators, with the final product being almost impossible to distinguish from human
writing [30]. The combination of these abilities exhibited by automated software–to comb
vast amounts of data and then morph the relevant information they find into a compelling
narrative–has already expanded the news writing universe in a major way, and they will, in
all likelihood, continue to do so as the technology improves [31], further fueling the domain
of media automation in professional journalism, which can also augment the interaction
through the incorporation of media agents [32].

All of the chatbot categories mentioned above have seen extensive use in the field of
journalism over the past decade. Among them, however, the category of news dissemina-
tion stands out as the field of application that incorporates chatbots the most [23]. These
types of chatbots are also the most relevant ones to be examined for this study, as they are
designed with the explicit goal of improving audience engagement and introducing more
interactivity into news distribution [33]. This practice has transformed how media is shared
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and consumed since it was adopted by many prominent news organizations such as CNN,
The Guardian, and The Washington Post, all of which created their own versions of news-
sharing chatbots by the end of 2016, which was a year that saw a particularly large surge in
chatbot creation in general [34]. Figure 1 reflects the current perspective of chatbots in the
context of media automation in journalism in relation to the evaluation framework, which
will be proposed later in the study. More specifically, this conceptual diagram highlights
the two-way relationship that is present between the individual processes in journalism
and how this feedback loop is utilized in order to reach the concessions needed for the
proposed evaluation framework. In turn, the evaluation framework also feeds into this
information cycle in its own way by providing a way to accurately assess the usability and
usefulness of relevant tools.

Figure 1. A conceptual diagram regarding chatbot media automation in professional journalism and
the proposed evaluation framework [28].

Overall, a variety of literature exists in the realm of chatbot usage, specifically for
journalistic purposes. Researchers over the years have covered a wide spectrum of chatbot
applications in the field and have tackled issues like their usage in automated news dissem-
ination [11,22,35], information gathering [34], user newsfeed personalization [23], as well
as the use of conversational agents to establish a multi-media approach in the news [33,36],
or as a means of studying the relationship between the journalist and the audience [37]
as well as the cross-cultural social context those bots are being employed in [38]. Despite
that, however, the majority of this research–with only a few notable exceptions–seems to
focus more on the potential practical uses of these programs and less on a valid framework
with which chatbot creation tools can be evaluated. Even though conversational agents
are undoubtedly very useful in the media sphere, it is important to realize that the average
journalist is often unfamiliar with the more technical aspects of chatbot creation. To that
end, there exists a distinct lack of research focusing on evaluating easy-to-access tools
for the average worker in the media industry, a flaw that this paper aims to remedy by
prioritizing the opinions of individuals who are familiar with the field of journalism and
integrating them via a practical use-case scenario.

2.3. Interactivity in Chatbot Design

Interactivity in media is a concept that can be defined in many different ways, depend-
ing on the angle through which one approaches it. Different parties have attempted to
provide different definitions for it, depending on whether the interaction is an observer
between people, between a user and a machine, or even based on the ability of a user to
control and alter a given message [39]. Perhaps the most all-encompassing definition for the
term, however, was given by Liu and Shrum [40], who describe it as “The degree to which
two or more communication parties can act on each other, on the communication medium,
and on the messages and the degree to which such influences are synchronized”. This
admittedly broad definition manages to encapsulate every relevant aspect of interactivity
when it comes to its applications in online media and lends itself well to the examination of
programs like chatbots within the medium. After all, a prerequisite for interactivity is the
multi-directional flow of information between the user and the producer of the content,

223



Future Internet 2022, 14, 343

where the audience is the recipient of information but also provides some sort of feedback
on it [41].

Interactivity is generally regarded as the most defining factor of new media, and
oftentimes it can even be considered a necessity for them [42]. Based on that, media
companies started to focus more and more on interactive features for their content ever
since the internet became paramount for the news industry [43] by introducing several
different features that were impossible to include in traditional media. Those features are
implemented because they provide numerous benefits, like human-to-human interaction
(or, in some cases–like the ones we will examine later–human-like interaction), emphasize
socialization, and–other than audience engagement–they can also help in the creation of
online communities of readers [44] which is an added benefit, associated with even more
positive outcomes for media organizations. Generally, interactivity seems to be a driving
force behind longer audience engagement in media, which is not at all surprising, given the
fact that it has also been proven to significantly boost user engagement, even throughout
vastly different mediums like public displays [45] and digital games [46]. There is also
a strong association between the need of the audience for entertainment and the use of
medium interactive features to fulfill that need [44].

Many researchers have suggested models with which interactivity can be measured or
segmented into different types depending on a variety of factors. One such model for cate-
gorizing interactivity that is particularly relevant to this study was proposed by Jensen [47],
whose definition of interactivity is similar to the one given in this chapter, “the measure of
a media’s potential ability to let the user exert an influence on the content and/or form of
the mediated communication”. Based on that definition, four sub-types of interactivity are
proposed: Transmissional, Consultational, Conversational, and Registrational interactivity.
The first one, Transmisional interactivity, refers to a medium’s ability to allow the user
to choose something out of a constant stream of content in a system where there is no
two-way communication, like a Teletext service, for example. Consultational interactivity
is similar but requires the user to be able to choose something on demand, out of an already
pre-produced library of information, like an online encyclopedia, or a streaming service,
which suggests the existence of a return channel. The third one, Conversational interac-
tivity, applies to systems that allow the user to create and input their own information in
a two-way media channel like an e-mail client. Finally, Registrational interactivity refers
to a medium’s ability to register information from a user and adapt or respond to it. This
applies to more “intelligent” systems that can answer specific requests and cater to a user’s
needs. It is worth noting that–even though this isn’t explicitly mentioned by Jensen in his
original paper [47]–this segregation seems to be presented in ascending order of sorts, with
each subsequent category allowing more and more liberties to the user, and providing them
with more freedom to influence the outcome of the interaction. As part of the proposed
evaluation framework, this paper is going to attempt to categorize some of the most notable
examples of chatbot creation platforms into the above categories, as well as take a more
in-depth look into their specific characteristics to distinguish between them in a manner
that will be further elaborated below, using a three-way evaluation approach.

3. Integrating Chatbots in Professional Journalism

3.1. A Framework for Journalism-Oriented Chatbots

As stated in previous sections, journalism is already intertwined with chatbot usage to
a significant degree. Media organizations, as well as journalists as individuals, routinely
resort to chatbots as a tool for their professional needs. There are still, however, some open
questions concerning the integration of chatbots in journalism. These refer to the use cases
where chatbots can improve news reporting, the relationship between an organization and
the audience, and also how capable, confident and engaged journalists and the audience
feel when it comes to using them. For professional journalists, this means programming
chatbots to bring their work forward, and for the audience, it means using a chatbot to
navigate news content. Even though there is no question that news dissemination is by far
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the most widely used application for chatbots in the field of media, one would be correct to
assume that these versatile programs can also be utilized for other, more unique scenarios.
For example, the interactive platform provided by conversational agents can be used as a
“news assistant” of sorts by transferring additional information to the reader regarding the
topic of interest when they request it. This approach has been examined by embedding
chatbots within news articles [33], and similarly, these applications can also be utilized in
other creative ways, such as gathering information from the public [34]. It is possible to
envision the usage of chatbots for other creative work as well, although in most cases, more
advanced conversational intelligence would be required in order for these programs to
present a compelling case for their usage in these scenarios.

In this manuscript, we focus on how this symbiotic relationship between chatbot and
journalist can be improved upon by examining some of the most accessible alternatives for
chatbot creation aimed at workers in the media sphere that don’t possess any programming
knowledge or any other similar expertise in the field of ICT. Given the above, to design a
use case scenario for integrating approachable chatbot building in professional journalism,
we need to account for two discrete aspects of chatbot usage in journalism: Front-end usage,
also known as the part of a program the user interacts with, as well as Back-end usage,
which refers to the part that the designer of a program interacts with.

The frontend refers to the interface of the end product–in this case, the finalized News
Bot- and it is targeted at news consumers. This is the part of the program that the average
user will be interacting with to receive news updates, as it will be explained in later sections.
For the purpose of the front-end evaluation, we will be examining how intuitive the end
product is, how much it helps the average news consumer, and how interactive and helpful
the chatbot is perceived overall.

When it comes to the backend refers to the chatbot creation platforms themselves.
These are going to play the role of a mediator in the chatbot creation process, as the
journalist will be interacting with each of them to build a chatbot from scratch. For this part
of the evaluation, we focus on the ease of use when it comes to creating a new chatbot, the
interactivity features that are included in each platform, as well as all the monitoring and
quality of life features that are presented in the journalist upon creation of the program. The
usefulness of each platform to the journalist is also taken into account. With all of that in
mind, the following use case scenario was developed by the researchers for the subsequent
evaluation of the examined tools and platforms.

Use Case Scenario

This use case scenario aims to provide context as to how the chatbot creation platforms
included in this manuscript will be evaluated. It does so by highlighting a practical, real-
world example from the perspectives of the main stakeholders in the procedure while
aiming to be both realistic and clearly understood.

The primary actor in this scenario is a professional journalist that works in the media
industry on behalf of a news organization. This person will be the one interfacing with the
back end of the chatbot construction platforms to create the desired product. The specific
type of journalist represented in this scenario is well accustomed to digital technologies and
has at least a basic understanding of current information and communication technologies.
Having said that, however, no programming skills or any other specialized ICT knowledge
is assumed, as the chatbot creation platforms have been specifically chosen to provide a
coding-free experience and can be used by any professional willing to invest time in them.
The primary motivation of this actor is to create a product that will adequately serve the
audience of their news organization and increase user engagement.

On the other end of the spectrum, the secondary actor is the end-user of the product,
which in this case is the news consumer. This person will be the one receiving news content
by interacting with the product created by the journalist. Similar to the primary actor in
this scenario, this type of user has at least a basic understanding of current technologies
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and chooses to primarily receive their news online. The basic motivation of this actor is to
consume news articles in an easy and digestible way.

The systems used in this particular use case scenario are the three chosen chatbot
creation platforms that are being evaluated, which will be presented in the following
section. The journalist, as the primary actor, is tasked with creating a chatbot on behalf of
their organization to better disseminate news content. To create a successful product for
journalistic use that accommodates the needs of the presented research, this chatbot needs
to align with certain parameters. For this study, it was determined that the final product
needs to be able to disseminate news content:

• Automatically;
• Systematically;
• Interactively.

The automation of the news dissemination procedure is the reason why chatbots
are being used in the first place. In addition to that, however, the requested application
needs to be able to prescribe certain characteristics to the news consumption process by
actively making it more engaging. For this reason, the journalist needs to be able to utilize
the environment of the chatbot creation platforms to accomplish these goals in the most
accessible way possible. To that end, parameters like the complexity of available features,
the overall responsiveness as well as the ease of use were chosen as some of the most
important variables to be taken into account for the final evaluation.

For this work, we assume that the end-user will be contacted by the chatbot in intervals
that range from a single day to an entire week, as per their subscription preferences. In that
scenario, the chatbot creation platform needs to be able to provide an end product capable
of engaging with the user systematically and interactively without overwhelming them
while keeping the entire procedure as simple and fluent as possible. Additional options,
like features that accommodate back-and-forth communication between the primary and
secondary actors (the journalist and the news consumer), are also taken into account.

3.2. Methodology for the Evaluation of Chatbot Platforms for Journalism

As already explained, a big aspect of the motivation of this work is to analyze the fea-
sibility of integrating chatbots into professional journalism. To answer this, it is important
to analyze whether journalists can design chatbots without prior training and whether the
audience feels confident and engaged in using the frontend. For this reason, we have taken
into consideration three important platforms that were evaluated in the aforementioned
directions. In the next sections, the main characteristics of the platforms, as well as the
evaluation experiments, are presented and explained.

3.2.1. Chatbot Creation Platforms

Chatbots, like most technologies in their infancy, started entering the commercial space
slowly and experimentally. Over the years, however, the market started becoming more
and more saturated with a variety of platforms capable of chatbot creation. The ability
to utilize those programs for easier news dissemination, among other things, presented
many benefits for media organizations, as discussed in earlier chapters, and thus it was
adopted fairly quickly, to the point of becoming an industry standard within a few years.
Specifically, a large surge in chatbot integration was observed during 2016, with numerous
media companies announcing their implementations within the span of a few months [34].
This wave of chatbot innovation can be partially attributed to social media, specifically
Facebook’s decision to open up its ecosystem to developers by natively supporting chatbots
through its messaging service. This marks a turning point for the media landscape, not only
for the news organizations themselves but also for the consumers, as the wider availability
of chatbots also plays a major role in the democratization of certain services since these
programs can be made available to a very large number of users via platforms like social
media and messaging applications [48]. Nowadays, online tools exist that allow the average
worker in the media industry to take advantage of their coding-free environment and create
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a fully functional conversational bot for their own journalistic purposes. This approach
has even been adopted by many prominent media organizations that decide to utilize
these platforms for their chatbot needs. Some of these companies, like CNN, preferred
to outsource the creation of their bot to a third party, in this instance, a chatbot-building
company named SPECTRM. Many other industry giants, however, decided to try their
hands on these platforms and experiment with what those online tools could offer them by
allowing their journalists to create their own version of a chatbot for use in the newsroom.

It is important to note that none of the currently existing online creation platforms were
explicitly developed to build chatbots suitable for journalistic work. Most of the software
platforms available online cater to a generalist audience and, in many cases, specialize
more by offering extra features for some sectors that use chatbots very extensively, like
customer service and marketing. In that context, the media industry has been trying to take
advantage of the already existing tools to fulfill the needs of the audience by adapting to
their limitations and nuances. Since this paper aims to evaluate the most readily available
online tools that can be used by the average worker in the media industry, the criteria with
which the choice of platforms was made are as follows.

First off, the creation platform should include a user-friendly environment that doesn’t
require any coding expertise or comprehensive ICT knowledge on behalf of the journalist.
The reason behind this, when it comes to the scope of the paper, is the need to identify the
tools that can appeal to the widest possible audience while taking into account that many
media industry workers are not entirely familiar with concepts like programming and
creating an application for the general public. In addition to that, however, the accessibility
of the user interface plays a particularly important role, as the chosen platforms will be
evaluated–in part–via the use of a workshop, as will be explained in detail in the upcoming
sections. This narrows the list of selected platforms down to options that lend themselves
to be easily presented and taught in a workshop setting, where the participants can follow
through with creating their chatbot before being asked to evaluate the user experience.

Additionally, the selected platforms must offer a usable free plan that journalists
can utilize to create a fully functional bot. Most companies in the field of chatbot cre-
ation operate under a hybrid business model, where they offer a free plan with limited
functionality and a premium one with more features (Business models for the platforms
used in the study can be found here: (1) https://quriobot.com/pricing (accessed on
28 September 2022) (2) https://snatchbot.me/pricing (accessed on 28 September 2022)
(3) https://chatfuel.com/pricing (accessed on 28 September 2022)). We are mostly inter-
ested in tools that allow users the freedom to begin experimenting with chatbot creation
without any commitments, and thus only platforms with a usable free plan were taken into
account. Finally, the chosen tools must exhibit characteristics that align with usage in a
journalistic environment. This includes a list of criteria that will be further elaborated on in
the evaluation section. Based on the above, the three following chatbot-building tools were
chosen and will be examined below: Quriobot, SnatchBot, and Chatfuel. What follows is a
short description of the way each one of the selected platforms operates.

Quriobot

The first chatbot creation platform examined was Quriobot (https://quriobot.com)
(accessed on 28 September 2022). It consists of an all-in-one solution for chatbot creation,
as it provides the user with comprehensive options for creating and customizing the
final product. This platform has been utilized in the past for journalistic purposes and,
among other things, for implementations, including information collected from users [34].
The Dutch public broadcasting company KRO-NCRV is also listed as an official partner
on the company website. The Quriobot platform operates by allowing users to string
together several “steps” to create the final product (Figure 2). The end-user can navigate
the conversation by clicking on pre-assigned buttons that guide them through the step
sequences. Each step represents a specific action with predetermined ways of interaction
between the user and the bot, so the complexity of the chatbot hinges on the variety of
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steps available. More steps are being added over time, but as of the time of writing, a good
selection already exists. Examples of steps include questions with a simple button for a
Yes/No answer, open-ended questions that allow users to type out a response, contact
forms, fields for uploading files, and so on. While there is a certain degree of choice for the
user during their interaction–as with any chatbot that is properly thought out–Quriobot
isn’t capable of recognizing text input as a means of navigating the interface. As mentioned
above, users can still input text in specific scenarios, but that text is only stored as an answer
inside an internal repository for the journalist to decipher at a later time.

 

Figure 2. The chatbot creation interface of Quriobot. The “steps” can be seen on the left side.

SnatchBot

SnatchBot (https://snatchbot.me) (accessed on 28 September 2022) is the first creation
tool on the list that exhibits natural language processing capabilities and does so in a
coding-free manner, in addition to the more basic creation method that resembles the other
two platforms (Figure 3). This tool is capable of understanding the user’s intent, proper
training, and acting accordingly to fulfill their requests. The way this is accomplished is by
having the chatbot distinguish between two different types of text inputs, named Entities
and Intent. Entities correspond to anything that can be named, such as objects, places,
time, and so on. Intent, on the other hand, refers to the purpose behind the user’s words
in a sentence, like, for example: “I want to see the latest news”. Aspiring chatbot creators
can use this model by providing it with a training dataset for each of the two categories
and then running the “train” command within the interface. The platform’s processing
capabilities will then take over to “teach” the chatbot to recognize certain things based on
the provided data. If journalists are after the creation of a specialized chatbot, they can
import—or create from scratch within the interface–the appropriate training data. However,
SnatchBot also provides a handful of pre-trained models, even for free users, that can be
utilized to recognize things like places, dates, currency-related terms, and even negative
and positive words, which can prove very helpful for certain tasks like sentiment analysis.
These models are actually recommended by the platform as the default setting since they
cover a wide variety of situations.
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Figure 3. The chatbot creation interface of SnatchBot.

Chatfuel

Out of the three tools examined in this paper, Chatfuel (https://chatfuel.com) (accessed
on 28 September 2022) is the platform with the most public association with the media
industry. News agencies like MSNBC, BuzzFeed, and the Australian Broadcasting Corpo-
ration, to name a few, have all been listed in the past as official partners of the company
on the Chatfuel website. On top of that, Forbes has also publicly stated their partnership
with Chatfeul for the creation of their Telegram bot. This creation tool attempts to combine
ease of use with a variety of advanced features. The way the platform operates is not
dissimilar to Quriobot in the sense that all actions are represented by “blocks” (Figure 4).
Each individual block can contain multiple actions, thus making them more feature-rich
compared to the previously seen “steps”. The creator can use visual programming to
combine these blocks into a sequence that is usable by the audience. The most appealing
characteristic of Chatfuel, however, is its ability to allow the audience to navigate the
interface not only with buttons but with the use of natural language as well by typing
out exactly what they want to do next, which allows them to bypass the predetermined
path set by the journalist in favor of jumping directly to the task that is most relevant to
them. The way this works from a creation standpoint is via the use of pattern matching, as
the journalist can assign certain keywords to specific actions. The program will then try
to identify those keywords within the user’s text and forward them to the most relevant
block. The keyword creation process can be as simple as the addition of a few shortcuts
or as complex as a full list of recognized phrases, creating the illusion of an intelligent
conversational agent. While this process is often very successful in convincing the end-user
that the chatbot understands them, in reality, there is no natural language processing going
on, but rather a comparison between their text input and a repository of responses in order
to determine the most relevant answer, unlike the previously seen example of SnatchBot
which is also capable of building “generative” chatbots, given the proper training.
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Figure 4. The chatbot creation interface of Chatfuel. “Blocks” are interconnected similarly to a
flow diagram.

3.2.2. Heuristic Metric-Based Evaluation of Creation Interactivity

This manuscript aims to catalog the interactivity features of the selected platforms
and facilitate a more in-depth look into their specific characteristics to distinguish between
them. For that purpose Heeter’s [49] model will be used, a theoretical construct that is
considered by many to be one of the best attempts at categorizing interactivity, specifically
in the realm of media and communication. Heeter’s model has primarily been used for
online websites, but it can be adapted very well for our purposes, as it allows us to quantify
the interactivity of chatbot creation platforms based on the following six parameters:

1. The complexity of choice available: a metric of the provided features and the ability
to customize certain parameters;

2. Effort users must exert: a measurement of how user-friendly the platform is, where
the higher the score, the less effort is required for its proper use;

3. Responsiveness to the user: the extent of the ability of the end-user (audience) to
contact the creator of the chatbot (journalist) through the interface;

4. Facilitation of interpersonal communication: the chatbot’s ability to act as a medium
through which users can communicate with each other;
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5. Ease of adding information: a user’s ability to contribute to the product by providing
their own information and/or feedback;

6. Monitor system use: the ability of the creator to track and measure certain parameters
regarding their chatbot, such as user statistics and behaviors.

These six dimensions allow for a very comprehensive and quantitative characterization
of the available features found in online creation platforms. As the first step in the proposed
three-way evaluation process, a rating between 1 and 5 on a Likert scale was assigned for
each one of these categories by the authors. As for the specific labels of the scale, those will
be explained in more detail in the next section. In addition to the above, other than rating
the selected creation platforms using Heeter’s model, each tool was also assigned to one of
the interactivity categories described in Section 2.3, according to the model proposed by
Jensen [47]. We utilized these two models in tandem for this step of the evaluation, as one
of them serves as a more general categorization of all the examined tools, whereas the other
provides more specific details when it comes to the individual aspects of each platform.

3.2.3. Chatbot Creation Workshop and Back-End Usability Evaluation

To evaluate the intuitiveness of the back-end of each platform (the programming of
each chatbot) and the feasibility of the creation of chatbots by journalists with minimum
background knowledge in computer science, a two-part workshop was organized. To begin
with, as the second step in the evaluation process, a small group was formed, consisting of
eight students from the School of Journalism of the Aristotle University of Thessaloniki. All
participants were enrolled in the course of Human-Computer Interaction, an introductory
course on application UX design and principles and usability evaluation. The participants
had no previous experience with chatbot design. The workshop provided a short hands-on
tutorial on every platform. The attendees were then requested to create a simple, retrieval-
based chatbot for personalized news reporting. Participants spent 30 min on each platform,
including the short tutorial and the time given to build the chatbot. In the end, they were
asked to complete a survey concerning the usability of every platform and their experience
with it. The workshop concluded with a short discussion, where participants had the
opportunity to express their opinions and specific suggestions on their overall experience,
as well as the different platforms.

After cataloging the experiences of individuals that are adjacent to the field of journal-
ism, it was deemed necessary to also incorporate the opinions of working professionals
in the field. To that end, the same methodology was used in order to organize a second
workshop, where a small discussion group was formed consisting of seven professional
journalists who underwent the exact same procedure described above. All participants
were currently working–or have recently worked–in the field of journalism as of the time
of the workshop and held no experience in regard to chatbot design. After the procedure
was concluded, they were asked to share their opinions in regard to the creation platforms
and their end products, in addition to filling out the aforementioned questionnaire.

3.2.4. Front-End Usability Evaluation

For the evaluation of the front end of each platform (interacting with each chatbot),
an online survey was conducted as the final step of the proposed evaluation framework.
In this experiment, the goal is to evaluate how the audience interacts with journalistic
bots that have been created using the platforms under evaluation. Combined with the
results from the workshop, this experiment is designed to provide insight concerning not
only the usability, usefulness, and engagement of the process of chatbot programming
but also how the result appeals to a broader audience. To address this, three simple
chatbots were created by the research team, offering the same functionality for personalized
news reporting (The sample chatbots that were used for the purposes of the survey can
be found here: (1) https://botsrv2.com/qb/aPW6jrq9yvrR4ZXQ/eBYgZbjDd4r3l7jA?
mode=preview (2) https://webbot.me/2eb10100d18b67dadeb5e732e5e9ff861aeed0639f800
39e2c1e8c5d099b3bc8 (3) https://www.messenger.com/t/2253824708194900) (accessed on
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30 May 2022). The respondents were asked to interact with each chatbot and then fill out a
survey concerning the usability and their user experience with every chatbot. The survey
was based on two of the most well-known frameworks for application evaluation, focusing
on user interface satisfaction [50], as well as perceived usefulness and ease of use of the
software [51], and a questionnaire was adapted for the specific needs of the conducted
experiment. The survey was completed by a total of 162 participants, all students of the
School of Journalism of the Aristotle University of Thessaloniki, enrolled in classes related
to digital media.

During the survey preparation, all ethical approval procedures and rules suggested by
the “Committee on Research Ethics and Conduct” of the Aristotle University of Thessaloniki
were followed. The respective guidelines and information are available online at https:
//www.rc.auth.gr/ed/ (accessed on 8 June 2022). Moreover, the declaration of Helsinki
and the MDPI directions for the case of pure observatory studies were also taken into
account. Specifically, the formed questionnaire was fully anonymized, and the potential
participants were informed that they agreed to the stated terms upon sending their final
answers, while they had the option of quitting anytime without submitting any data.

4. Results and Discussion

4.1. Metric-Based Evaluation Results

Starting with the heuristic metric-based evaluation, the three chatbot creation plat-
forms were judged depending on the features they offer. To begin with, each one of the
selected tools was cataloged according to Jensen’s categorization [47], as explainedin pre-
vious chapters. After this process, the three chatbot creation platforms were assessed by
the authors. Each one of the four judges spent the same amount of time with each of the
platforms in question and then proceeded to rate the features offered by ranking them
according to the six interactivity parameters mentioned in Heeter’s model [49], evaluating
them using a Likert scale from 1 to 5. Clear guidelines were established for the rating
procedure and for what each one of the scores on the scale represents. Specifically: A score
of 1 denotes the complete absence of a feature. A score of 2 represents the existence of a
feature that has a very barebones implementation (for example, very limited user-to-user in-
teractions). A 3 is used as a baseline and is assigned to a feature that is decently developed,
but within this standardized categorization is stillmissing some features compared to the
competition. A score of 4 indicates a very well-implemented feature that addresses a subject
from different angles (like the inclusion of multiple different ways for the audience to con-
tact the creator of the bot). Finally, a 5 indicates a highly advanced implementation for that
specific characteristic that includes a multitude of features compared to the competition (for
example, a very robust analytics system that records detailed interactions between user and
bot). To ensure inter-rater reliability between the four judges, a percent agreement system
was used [52], and the formation of the subsequent result matrix revealed a very high
agreement between the raters, with a very small amount of outlying scores. Specifically,
following this clearly outlined system, the four raters proposed the exact same score for all
categories, with the only exception being the SnatchBot platform, in regards to the category
“Effort users must exert”. This category was rated differently between the four reviewers
and received an average score of 3, as there was some slight degree of fluctuation in the
opinions of the raters in regard to the ease of use of some of the features provided by this
tool. This outlying observation could be the result of the highly modular system presented
by SnatchBot, which left some room for interpretation as to the degree of competency
required by the average user to create a functional bot. An overview of the final verdict of
the interactivity features comparison, which consists of the mean values of all four raters,
can be seen in Table 1 below.
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Table 1. Chatbot creation platforms and their interactivity features ranked.

Interactivity Parameters Quriobot SnatchBot Chatfuel

Complexity of choice available 3 5 5

Effort users must exert 4 3 4

Responsiveness to the user 4 4 5

Facilitation of interpersonal communication 1 2 2

Ease of adding information 4 4 4

Monitor system use 5 2 3

Total: 21 20 23

The Quriobot platform was the first one to be examined, and based on the implemen-
tation of the features described in the previous chapter, it was assigned to the category of
Consultational interactivity tools. Users are able to request specific things from a chatbot
created through this platform. However, that can’t be accomplished through text input
but rather through scripted interactions. As for its individual scores based on the Heeter
model, they are as follows: Complexity of choice available: 3, Effort users must exert:
4, Responsiveness to the user: 4, Facilitation of interpersonal communication: 1, Ease of
adding information: 4, Monitor system use: 5, for a total of 21.

The available features Quriobot offers during the creation process can be characterized
as adequate compared to other similar tools. The standout characteristic of this platform,
however, is its extensive monitoring capabilities, which are part of the reason why this tool
excels in the creation of chatbots aimed at data acquisition from users. All information
collected by the bot during its interactions is saved and can be accessed by the journalist
in an excel sheet-style interface. This includes direct user input like text and uploaded
files, the exact “Step Path” that a user followed when navigating the interface, as well as
comprehensive metadata like time of access, the user’s operating system, and even location.
On the other end of the spectrum, Quriobot doesn’t facilitate user-to-user interaction in
any way. Thus the lowest possible score was assigned for the interpersonal communication
category. Specific steps that present contact forms, text input, and the ability for users
to rate the chatbot also exist, so the other categories also receive an above-average score.
Overall the ease of use for this platform is quite high, as it allows for visual programming,
which can ease the uninitiated into chatbot creation for the first time.

The capabilities exhibited by SnatchBot make it the only one of the examined tools
that belong in the category of Registrational interactivity, as it can potentially understand
the users and the intent behind their queries. Of course, this doesn’t mean that all products
created with this platform will necessarily belong in this category, as it is up to the user as
to how much they want to invest in the training of the NLP models, if at all, as SnatchBot
also provides all the necessary tools to create a non-intelligent agent as well. As for its
scores based on the Heeter model: Complexity of choice available: 5, Effort users must
exert: 3, Responsiveness to the user: 4, Facilitation of interpersonal communication: 2, Ease
of adding information: 4, Monitor system use: 2, for a total of 20.

These natural language processing capabilities open up a whole realm of possibilities
for the journalist, and even though their full scope of applications exceeds the narrower
focus of this paper, SnatchBot still presents a compelling alternative for those who require
a more engaging user experience out of their bot. The ease of use does suffer slightly
since the whole process of training an NLP model isn’t quite as straightforward as the
simple visual programming of other platforms, but user responsiveness remains high
because of the combination of NLP and the existence of a specific plug-in to pass the
conversation onto a human. Multiple fields for information input exist–although there
is no specific rating feature–and the monitoring statistics offered to free users are fairly
limited, which is reflected in the final score of the above categories. In the past, integration
with Chatbase–a popular chatbot analytics service provided by Google–used to be present,
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but unfortunately, this doesn’t mitigate the monitoring shortcomings of the platform, as
this service was officially discontinued in 2021 after operating in maintenance mode for
an extended period, leaving SnatchBot without any noteworthy monitoring capabilities to
speak of.

Lastly, the options present in the third and final platform, Chatfuel, firmly place it in
the realm of Conversational interactivity. This is due to its ability to interact with users
both with predetermined buttons as well as free text, but without presenting options that
can result in a truly generative dialogue between the bot and a human. Going into specifics,
Chatfuel received the scores below: Complexity of choice available: 5, Effort users must
exert: 4, Responsiveness to the user: 5, Facilitation of interpersonal communication: 2, Ease
of adding information: 4, Monitor system use: 3, for a total of 23.

Complexity of choice and user responsiveness are the strongest suits of this platform.
The sheer amount of options that Chatfuel’s pattern-matching solution offers will likely be
enough to satisfy all but the most demanding use cases in the realm of journalistic work.
The keyword system essentially makes the final product proportionally intelligent to the
amount of work the user is willing to invest, making it versatile but not overwhelming to
newcomers, thus the high score in the first two categories. Additionally, Chatfuel provides
high-quality features in the “Responsiveness to the user” category, as it is the only platform
capable of accommodating a live chat with the bot administrator, in addition to the typical
conversation handover feature that can pass the text chat on to a human. Some very limited
user-to-user communication features are present, but as expected from most chatbots,
this isn’t the main feature of the platform. Variables can also be used to extract some
user information (for example, a name to address them by) in the case that users engage
with the bot via a registered account, like, for example, their Facebook profile. Finally,
while there is analytics available, a significant number of features are inaccessible to free
users, as they require a subscription, and so the “Monitor system use” category receives a
middle-of-the-road score.

What can be surmised from the categorization based on Heeter’s [49] model is that, de-
spite an abundance of features in most cases, the particular interactivity characteristic where
chatbot creation platforms underperform is the facilitation of interpersonal communication.
This is understandable to an extent, as, in most instances, the use-case for conversational
agents dictates the need for back-and-forth communication between the chatbot and the
audience–or in some cases, the audience and the creator of the program—but it doesn’t
account for the user-to-user department. The market could attempt to adapt to the lack
of features in this area, as user-to-user interaction via chatbots could facilitate the easier
creation of online communities based around media organizations or even the enhance-
ment of already existing communities through more direct and interactive connections
among members.

Most of the examined platforms can satisfy the interactive needs of journalists in a
variety of scenarios, as user responsiveness and ease of adding information remain high
across all platforms. Another thing that could be improved, however, is the monitor system
use category, as some inconsistencies can be observed over different platforms, with some
of them offering extensive features and others only supplying the bare minimum for the bot
administrator. This can be specifically observed in platforms that create a large separation
between their free and premium plans, as analytics seems to be presented as one of the
prime incentives for users to upgrade.

Overall, a decent spread of features seems to be present in the current market, as
options exist even for more demanding users that require natural language processing
(SnatchBot) as well as users looking for more basic–but still robust–interactions, with em-
phasis on information gathering (Quriobot). Chatfuel specifically represents an example of
a platform that can potentially appeal to an even larger part of the media sphere because
of its more generalist approach and the complexity of choices it offers. The existence
and variety of these platforms, as well as their accessibility, suggest a future where news
organizations can lean even more into their interactive side and create a news-sharing envi-
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ronment that will provide users with a level of back-and-forth communication previously
unseen across the media industry.

4.2. Back-End Workshop and Evaluation Results

As described in Section 3.2.3, a two-part workshop was used as an evaluation method
for each of the chatbot creation interfaces. This endeavor aimed to directly compare and
contrast the usability of all the features present in each of the platforms and to examine how
each one of them could realistically be utilized both by professional journalists as well as
students in the field of media. A hands-on approach was adopted, where each participant
was asked to create their own chatbot by the end of the procedure. The first part of the
workshop, pertaining to the opinions of the students, took place during the first days of
March 2022 and was approximately two hours long. The second part, which studied the
perceptions of professional journalists, took place at the beginning of September 2022 and
had a similar length.

For the purposes of this workshop procedure, it was important to procure participants
that were all adjacent to the field of journalism but with varying degrees of familiarity with
the profession. When it comes to the first part of this two-part workshop, the participants
(n = 8, 4 male and 4 female) were between the ages of 18 and 30, with no prior experience
or specialization in the field of ICT or chatbot creation. They were all students in the
School of Journalism of the Aristotle University of Thessaloniki, enrolled in the course
on Human-Computer Interaction, thus making them qualified to accurately judge the
design process through a journalistic approach. As for the second part of the workshop,
the participants (n = 7, 4 male and 3 female) were all professional journalists with working
experience in the field but without any specialization in ICT or prior knowledge when it
comes to chatbot creation. Their age group ranged from 31 to 60 years old.

After a detailed presentation of the creation process for each one of the platforms, the
attendees were asked to allocate some time to create a sample chatbot for each one of the
selected tools. Instructions were given for the specifications of the sample chatbot, but no
extra help was provided to them to more accurately gauge their level of understanding
for each of the creation interfaces. To ensure the validity of the results, the subjects were
not allowed to communicate with each other during this stage of the study. After this
process was concluded, participants were asked to fill out a questionnaire pertaining to their
experience. The evaluation survey results are shown in Figure 5, and they are measured on
a seven-point Likert scale where 1 represents a negative connotation, and 7 represents a
positive one.

As can be seen from the above, the results of the workshop show that all three platforms
were generally well-received. Quriobot, however, was consistently ranked higher than
its peers in all categories. This lead ranges from small to relatively significant, and even
though it spans all metrics, it seems to stand out, particularlyin terms of ease of use and
straightforwardness. Specifically, Quriobot received an average rating of 5.91 (SD = 1) in
the ease-of-use category, compared to the other two platforms, which ranged from 4.25
(SD = 1.3) for SnatchBot to 4.58 (SD = 1.5) for Chatfuel. Similarly, the process of correcting
user mistakes was deemed to be noticeably easier on Quriobot with a mean score of 5.75
(SD = 0.8) as opposed to SnatchBot (M = 4, SD = 1.3) and Chatfuel (M = 4.33 SD = 1.6).
Statistics such as these swayed user opinions into ranking the chatbot creation interface of
Quriobot higher than the other two alternatives, as participants concluded that it is more
suited for all levels of users (M = 4.75, SD = 1.2) compared to the alternatives (SnatchBot:
M = 2.91, SD = 0.9; Chatfuel: M = 3.41, SD = 1.5).

235



Future Internet 2022, 14, 343

 

clear screens sequence consistent input prompt clear error messages easy to learn
0
1
2
3
4
5
6
7
8

easy to explore new features help messages were helpful easy to correct mistakes
0
1
2
3
4
5
6
7
8

easy to use
0
1
2
3
4
5
6
7
8

SnatchBot

Figure 5. Box Plot of evaluation results from the two-part chatbot programming workshop.

When it comes to specific comments left by the participants during the discussion
portion of the workshop, the declared opinions seem to substantiate the recorded results.
During the first part of the workshop, Quriobot was deemed the most accessible platform
overall, with one participant proclaiming that “it had the most friendly and self-explanatory
environment”. Despite that, however, another participant did point out a visual bug they
noticed in the interface of the program. Chatfuel had a similar, albeit less enthusiastic,
reception, with attendees noting that it sported a “beautiful design” with “easy to connect
flows” but also noticing that “it was slightly harder to initiate the process of chatbot creation
on it”. Lastly, SnatchBot was the interface that received the most critical comments overall,
with participants suggesting that “it seems only suitable for pro users” and saying that “it
was difficult to understand my mistakes in this platform”. Despite that, however, it was
still positively received overall, as can be seen by the aggregate results shown earlier, with
two users pointing out that it presented them with the greatest variety of options, themes
and topics.

When it comes to the second part of the workshop procedure, the professionals were
mostly surprised by the simplicity and accessibility of modern approaches to chatbot
design. All three platforms had a positive reception overall, with Quriobot standing
out as slightly easier to use compared to the other two. One participant who had a
disappointing experience trying to program a chatbot in the past and abandoned the
endeavor very early now felt confident using the three presented tools. Another one
declared that they had no experience, but they felt confident in engaging with the presented
platforms regardless, without having any expertise. The same participant stated that even
though they “appreciated the intuitive design of Quriobot”, they would like to explore
the other two platforms more to make use of what they perceived as “their extended
functionality”. Concerning the integration in journalistic workflows, one attendee found
the possibility of constantly updating personalization parameters through a chatbot a
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particularly interesting use case, especially for smaller news organizations. Some concerns
were also voiced by a workshop participant in regard to how the chatbot could operate
with open-ended questions in a more conversational environment. Furthermore, the same
professional noted that they would like to see evaluation results concerning their long-term
use to see proof that parametrization and personalization will, in fact, enhance engagement
over time. One concern that also arose during this second part of the workshop was that,
according to a participant’s experience, modern users tend to mostly browse article titles
and short descriptions, and they might not dedicate extra time in conversation with a
chatbot for a deeper exploration of a news agenda.

Overall, besides the usability metrics, all three platforms were also perceived as useful
for journalistic purposes, which is particularly relevant for the purposes of this study, as it
adheres to the notion that these platforms can be utilized by the average journalist for their
work. This notion extended to both university students, as well as professional journalists.
Once again, Quriobot seems to be a standout in terms of perceived usefulness. This lead,
however, is smaller compared to other categories and given the limited sample size of the
workshops, as well as the possibility of utilizing each platform for different purposes in the
real world, it is safe to assume that all three of the alternatives present a compelling case
for being implemented into modern journalistic practice.

4.3. Front-End Evaluation Results

A total of 162 participants (49 male, 113 female) responded to the questionnaire, which
was disseminated via the LimeSurvey (https://www.limesurvey.org) (accessed on 30 May
2022) platform during April and May of 2022. Ninety-two percent of them were in the age
group of 18–24, 2% were between 25–40 and 6% were in the category of 40–60. Fifty-seven
percent of them held a high school diploma, and 43% had a university or postgraduate
degree. Seventy-seven percent declared that they have more than average experience with
IT and communication technologies, and 81% of them have interacted in the past with
a chatbot or another automated application, using a personal computer (48%), a mobile
phone (44%) or other devices (2%). The results of the online questionnaires are shown in
Figure 6.

Results show that users were, on average more eager to communicate with a chatbot
created by Quriobot or Snatchbot, as they found the environment of Chatfuel unnecessarily
complex and less easy to use compared to the other two. This increases the likelihood that
a user might require assistance from a technical expert to use this tool, which seems rather
inconvenient, given the examined use-case scenario. Participants believed that most people
would quickly learn to use Quriobot and Snatchbot, while they felt that they would need to
learn more things before using Chatfuel. Functions seemed to be overall better integrated
into Quriobot (M = 3.83, SD = 0.80), as this platform was considered quite consistent, in
contrast to Chatfuel (M = 3.62, SD = 0.79) and Snatchbot (M = 3.18, SD = 1.08) which
exhibited slightly lower scores in this category. Overall, respondents felt more confident
using Quriobot as an automated personalized newsagent.

It is worth mentioning that these results refer to users interacting with the chatbots for
approximately 1–2 min each, so they represent a first contact scenario with the platforms.
This means that results may not be indicative of the long-term user experience, but rather
they more accurately represent the learning curve of each platform. In addition, despite the
gradation of the results and the subsequent highlighting of the user’s preference for the
Quriobot agent, all three platforms were considered easy to use, and participants generally
felt confident using them after only small testing. This fact is particularly encouraging
for the feasibility of using automated chatbots for personalized news reporting, as it
suggests that journalists without a technical background, prior training, or any further
instructions can immediately feel confident and engaged using them. This is part of the
gap that this paper aims to fill in the related literature, and it proves to have a significant
connotation when observed in conjunction with the evaluation results of the frontend of
each application.
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Figure 6. Box Plot of evaluation results from the chatbot user experience.

5. Conclusions and Further Work

The operational principles of conversational agents render them interactive pieces of
software, almost regardless of the context they are being used. Those intrinsic characteristics
make them an invaluable ally to the modern journalist, as they can be used to enhance
particular aspects of their workflow that could benefit from systematic automation and
interactivity, like, for example, news dissemination. To that end, this study focused on
a multifaceted evaluation approach for existing chatbot creation platforms, bringing the
average journalist to the forefront and examining the feasibility of integrating chatbot
automation into day-to-day journalistic practices.

Chatbot creation nowadays is not as inaccessible as it once was, as even the average
worker in the media industry can pick up and use one of the many available online tools
that are based on visual scripting, and the market is saturated with a variety of different
options to cover the needs of different users. As suggested by the workshop that was
carried out during this study, the average journalist today is likely to be capable of creating
a basic chatbot by utilizing the available online tools, with minimum to no guidance, even
without previous experience. Furthermore, what the results of the study uncovered were
that the proposed three-way evaluation approach can potentially be used to provide a more
well-rounded view of existing tools that includes an examination of both the front-end as
well as the back-end of an application, in addition to specific interactivity features that are
considered essential for use in a media environment. This spherical examination can lead
to the formation of a more balanced opinion when it comes to selected tools and platforms,
one that can highlight potential inconsistencies between the performance of a specific tool
when it comes to its creation process as opposed to the process of using it. For instance,
out of the curated list of online tools chosen for this study, Quriobot was overall the most
well-received one, both in terms of usability, as well as usefulness. This preference extends
to both the back-end, as well as from the front-end of the application, as it was ranked the
highest both during the two-part workshop, as well as the end-user survey. However, some
inconsistencies can be observed between the scores of the other two platforms, depending

238



Future Internet 2022, 14, 343

on the evaluation scenario. For example, workshop attendees characterized SnatchBot’s
interface as relatively hard to use, noting that it caters to more professional users. This was
especially notable on behalf of the university students during the first part of the workshop
and less so during the second part, which included professional journalists, although it
was still prevalent. On the other hand, however, this was not true for the end-users, who
evaluated the end product of SnatchBot as relatively easy to use. This dissonance highlights
an important point for this study, which is the fact that when it comes to chatbot usage in
a journalistic environment, all aspects of a potential tool should be examined separately,
as usability and usefulness are both multifaceted terms that affect the journalist and the
end-user in different ways, due to the unique nature of conversational agents.

Overall, all three platforms received relatively high scores for usefulness and usability,
making them all suitable alternatives for aspiring chatbot creators in the media industry.
Concerning the opinions of professional journalists specifically, the overall conclusion was
that participants felt confident in using all three platforms for chatbot design. This is a
noteworthy result, considering that before the short presentation of the three platforms, the
attendees were either unaware or skeptical when it came to the easy integration of such
tools in their work. Having said that, there are a few particular areas where improvements
could still be made to the available tools in the market to ensure they cater to all types
of interactivity and refine the already available features. As an example–stated in the
corresponding section–some interactivity features, like the facilitation of interpersonal
communication, are not yet integrated into many of the available platforms. Their incorpo-
ration could help improve those tools and saturate the market with more niche options for
chatbot creation in the field of journalism and media. Furthermore, professionals raised
a few concerns in regard to chatbot usage and how it relates to user engagement, which
is an interesting point that could be addressed in future research over a real-world case
study. Taking this into account, this work could also be elaborated on in the future with the
inclusion of different evaluation techniques that focus on hyper-specific aspects of current
journalistic practices and figuring out which available platforms better suit each task at
hand. For example, a potential study could include several platforms, which would all be
evaluated solely on the basis of how they perform when it comes to information gathering
from audience members or other similarly distinct tasks.
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