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Jiménez-Hernandez, Estefany Martinez-Torres and Tania V. Lopez-Perez et al.
Transcriptional Regulation of Yin-Yang 1 Expression through the Hypoxia Inducible Factor-1 in
Pediatric Acute Lymphoblastic Leukemia
Reprinted from: Int. J. Mol. Sci. 2022, 23, 1728, doi:10.3390/ijms23031728 . . . . . . . . . . . . . . 47

Chiung-Min Wang, William Harry Yang, Leticia Cardoso, Ninoska Gutierrez, Richard Henry
Yang and Wei-Hsiung Yang
Forkhead Box Protein P3 (FOXP3) Represses ATF3 Transcriptional Activity
Reprinted from: Int. J. Mol. Sci. 2021, 22, 11400, doi:10.3390/ijms222111400 . . . . . . . . . . . . . 67

Bo Dong and Yadi Wu
Epigenetic Regulation and Post-Translational Modifications of SNAI1 in Cancer Metastasis
Reprinted from: Int. J. Mol. Sci. 2021, 22, 11062, doi:10.3390/ijms222011062 . . . . . . . . . . . . . 81

Tsuyoshi Waku and Akira Kobayashi
Pathophysiological Potentials of NRF3-Regulated Transcriptional Axes in Protein and Lipid
Homeostasis
Reprinted from: Int. J. Mol. Sci. 2021, 22, 12686, doi:10.3390/ijms222312686 . . . . . . . . . . . . . 95

Vikrant Rai, Shu Tu, Joseph R. Frank and Jian Zuo
Molecular Pathways Modulating Sensory Hair Cell Regeneration in Adult Mammalian
Cochleae: Progress and Perspectives
Reprinted from: Int. J. Mol. Sci. 2021, 23, 66, doi:10.3390/ijms23010066 . . . . . . . . . . . . . . . 105

Mareike Polenkowski, Sebastian Burbano de Lara, Aldrige Bernardus Allister, Thi Nhu
Quynh Nguyen, Teruko Tamura and Doan Duy Hai Tran
Identification of Novel Micropeptides Derived from Hepatocellular Carcinoma-Specific Long
Noncoding RNA
Reprinted from: Int. J. Mol. Sci. 2021, 23, 58, doi:10.3390/ijms23010058 . . . . . . . . . . . . . . . 121

Bijay P. Dhungel, Geoffray Monteuuis, Caroline Giardina, Mehdi S. Tabar, Yue Feng and
Cynthia Metierre et al.
The Fusion of CLEC12A and MIR223HG Arises from a trans-Splicing Event in Normal and
Transformed Human Cells
Reprinted from: Int. J. Mol. Sci. 2021, 22, 12178, doi:10.3390/ijms222212178 . . . . . . . . . . . . . 135

v



Naixia Ren, Qingqing Liu, Lingjie Yan and Qilai Huang
Parallel Reporter Assays Identify Altered Regulatory Role of rs684232 in Leading to Prostate
Cancer Predisposition
Reprinted from: Int. J. Mol. Sci. 2021, 22, 8792, doi:10.3390/ijms22168792 . . . . . . . . . . . . . . 151

Qian Zhang, Juan Pan, Yusheng Cong and Jian Mao
Transcriptional Regulation of Endogenous Retroviruses and Their Misregulation in Human
Diseases
Reprinted from: Int. J. Mol. Sci. 2022, 23, 10112, doi:10.3390/ijms231710112 . . . . . . . . . . . . . 171

Jelena Pozojevic, Shela Marie Algodon, Joseph Neos Cruz, Joanne Trinh, Norbert
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Preface to ”Transcriptional Regulation and Its
Misregulation in Human Diseases”

Transcriptional regulation is a critical biological process that allows the cell or organism to

respond to a variety of intra- and extracellular signals, to define cell identity during development, to

maintain it throughout its lifetime, and to coordinate cellular activity. This control involves multiple

temporal and functional steps, as well as innumerable molecules, including transcription factors,

cofactors, and chromatin regulators. It is well known that many human disorders are characterized

by global transcriptional dysregulation, since most of the signaling pathways ultimately target

transcription machinery. Indeed, many syndromes and genetic and complex diseases, including

cancer, autoimmunity, neurological and developmental disorders, and metabolic and cardiovascular

diseases, can be caused by mutations/alterations in regulatory sequences, transcription factors,

splicing regulators, cofactors, chromatin regulators, ncRNAs, and other components of transcription

apparatus. It is worth noting that advances in our understanding of molecules and mechanisms

involved in the transcriptional circuitry and apparatus lead to new insights into the pathogenetic

mechanisms of various human diseases and disorders. Thus, this Special Issue is focused on

molecular genetics and genomics studies, exploring the effects of transcriptional misregulation on

human diseases.

Amelia Casamassimi, Alfredo Ciccodicola, and Monica Rienzo

Editors
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Transcriptional regulation is a critical biological process that allows the cell or an organ-
ism to respond to a variety of intra- and extracellular signals, to define cell identity during
development, to maintain it throughout its lifetime, and to coordinate cellular activity. This
control involves multiple temporal and functional steps, as well as innumerable molecules,
including transcription factors, cofactors, and chromatin regulators. It is well known that
many human disorders are characterized by global transcriptional dysregulation, since
most of the signaling pathways ultimately target transcription machinery. Indeed, many
syndromes and genetic and complex diseases, including cancer, autoimmunity, neuro-
logical and developmental disorders, and metabolic and cardiovascular diseases, can be
caused by mutations/alterations in regulatory sequences, transcription factors, splicing
regulators, cofactors, chromatin regulators, ncRNAs, and other components of transcrip-
tion apparatus. It is worth noting that advances in our understanding of molecules and
mechanisms involved in the transcriptional circuitry and apparatus lead to new insights
into the pathogenetic mechanisms of various human diseases and disorders. Thus, this
Special Issue is focused on molecular genetics and genomics studies, exploring the effects
of transcriptional misregulation on human diseases [1,2].

In this Special Issue, a total of 18 excellent and interesting papers [3–20], consisting
of 13 original research studies [3–6,10–12,14–16,18–20], as well as five reviews, are pub-
lished [7–9,13,17]. They cover many subjects of transcriptional regulation, including studies
on cis-regulatory elements, transcription factors (TF), chromatin regulators, and ncRNAs.
As expected, a substantial number of transcriptome studies and computational analyses
are also included in this issue.

Significantly, all the published papers have provided novel insights on the knowl-
edge of human pathophysiological mechanisms, having the purpose of proposing novel
biomarkers and/or therapeutic targets for the diagnosis and treatment of many diseases,
especially cancer. In the field of TFs, two papers by Nagel et al. [3,4] are focused on the
class of homeobox genes, encoding developmental factors containing a homeodomain
with three helices, which interact with DNA, cofactors, and chromatin, thus allowing gene-
regulating activities essential for the control of basic cell and tissue differentiation decisions.
In accordance with their normal functions, these genes, when deregulated, contribute to
carcinogenesis along with hematopoietic malignancies. In one of the manuscripts [3], they
established the so-called myeloid TALE-code, representing a TALE homeobox gene expres-
sion pattern in normal myelopoiesis. The class of TALE homeobox genes comprises specific
homeodomain factors that share a three-amino-acid residue loop extension (abbreviated as
TALE) between helix 1 and helix 2. These transcription factors control basic developmental
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decisions. The same authors had previously constructed the lymphoid TALE-code that codi-
fies expression patterns of all active TALE class homeobox genes in early hematopoiesis and
lymphopoiesis, thus extending the TALE code to the entire hematopoietic system. Collec-
tively, data showed expression patterns for eleven TALE homeobox genes and highlighted
the exclusive expression of IRX1 in megakaryocyte-erythroid progenitors, suggesting that
this TALE class member is involved in a specific myeloid differentiation route. Interestingly,
the analysis of public transcription profiles from acute myeloid leukemia (AML) patients
revealed aberrant expression of IRX1, IRX3, and IRX5, indicating an oncogenic role for
these TALE homeobox genes when deregulated in AML [3].

In the second work [4], Nagel and colleagues investigated the subclass of NKL
homeobox genes that also function in normal development and are often deregulated
in hematopoietic malignancies; indeed, a previous systematic analysis revealed 18 dereg-
ulated NKL homeobox genes in AML, underlining the relevance of these developmental
oncogenes in driving this cancer type. In this newly published study, the authors also iden-
tified aberrantly activated NKL genes, NKX2-3 and NKX2-4, in cell lines derived from two
different AML subtypes, where they deregulate target genes involved in megakaryocytic
and erythroid differentiation, thus providing the molecular basis to the classification of
specific AML subtypes [4].

Another TF, which is involved in tumor progression and metastasis is Yin-Yang
transcription factor 1 (YY1); indeed, it also overexpressed in different cancers, including
leukemia. Antonio-Andres, G et al. [5] observed that the expression of YY1 in patients with
pediatric acute lymphoblastic leukemia (ALL) positively correlates with HIF1A transcrip-
tion. Besides, their findings clearly indicate, for the first time, that YY1 is transcriptionally
regulated by HIF-1α and suggest that both HIF1A and YY1 transcription factors could be
possible therapeutic targets and/or biomarkers of ALL [5].

A further regulatory mechanism that may play a role in tumor development and
progression involves two additional TFs, Forkhead Box Protein P3 (FOXP3) and activating
transcription factor 3 (ATF3) [6]. FOXP3 has an essential and critical role in autoimmu-
nity, cancer development, and Treg development, with hundreds of target genes already
identified in both cancer cells and Treg cells. Additionally, FOXP3 is a recognized breast
and prostate tumor suppressor gene from the X chromosome, acting as a transcriptional
repressor for several oncogenes. Using several human cell lines, Chiung-Min Wang et al. [6]
assessed the function of FOXP3 in the transcriptional activity of ATF3, which binds several
promoters of key regulatory proteins that determine cell fate, circadian signaling, and
homeostasis, and it is rapidly induced by many pathophysiological signals and is essential
in cellular stress response. Overall, their findings suggest that FOXP3, through FOX protein
response element, functions as a novel repressor of ATF3 and that phosphorylation at Y342
plays a critical role for FOXP3 transcriptional activity [6].

Besides, three reviews of this Special Issue are mainly focused on TFs. The first
one discusses the regulation of SNAI1 (Snail Family Transcriptional Repressor 1), a zinc
finger transcription factor, which acts as a master regulator of epithelial–mesenchymal
transition (EMT). Noteworthy, SNAI1 is involved in the formation of cancer metastases by
epigenetic regulation and post-translational modifications [7]. The Waku and Kobayashi [8]
review describes the pathophysiological aspects of the biomolecular pathways regulated
by NRF3 (NFE2L3; NFE2-like BZIP Transcription Factor 3), a transcription factor belonging
to the cap‘n’collar (CNC)-based leucine zipper family and functioning through proteasome
regulation. The NRF3 factor and its regulated axes are involved in cancer cell growth and
have anti-obesity potential, thus suggesting a possible role in the development of obesity-
induced cancer [8]. Finally, Rai V. et al. critically summarized the studies performed on
the regeneration of sensory hair cells (HCs) in adult mammalian cochleas to elucidate the
molecular pathways, and particularly transcription factors, involved in the regeneration of
cochlear HCs, which aids in proposing a biological approach for better therapeutics to treat
hearing loss and to restore hearing [9].
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In the last years, the old annotation of protein-coding genes, based on the presence of
an open reading frame (ORF) with minimal lengths for translated proteins, has significantly
changed. Indeed, the recent literature indicates that the proteome is more complex than
previously estimated, since RNAs previously considered noncoding, such as long non-
coding RNAs (lncRNAs) and circular RNAs, are instead translated into functional small
proteins [10]. In an interesting study of this Special Issue, the authors utilized transcriptome
and polysome profiling to identify novel micropeptides that originate from lncRNAs that
are expressed exclusively in hepatocellular carcinoma (HCC) cells, but not in the liver or
other normal tissues. Specifically, they found three HCC-specific lncRNAs, containing
at least one ORF longer than 50 amino acid (aa) and enriched in the polysome fraction.
Besides, through a peptide specific antibody, they characterized one lncRNA candidate,
NONHSAT013026.2/Linc013026-68AA, which is translated into a 68 aa micropeptide. This
small protein is mainly localized at the perinuclear region and is mainly expressed in
moderately—but not well-differentiated—HCC cells, and it plays a role in cell proliferation,
suggesting that it could be used as an HCC-specific target molecule. This finding is note-
worthy, since it represents an important advance in the study of the previously overlooked
“dark proteome” and its role in human pathologies, particularly in cancer [10].

Another emerging field, especially in cancer, is represented by chimeric RNAs, which
are transcripts consisting of exons from different parental genes. They can be produced
by several mechanisms mostly involving chromosomal rearrangements; besides, they can
also be generated by intergenic splicing, cis-splicing from two same-strand adjacent genes,
and trans-splicing from two separate RNA transcripts [11]. Although these events were
initially considered rare, human transcriptome profiles have revealed that a huge amount of
chimeric RNAs develop from intergenic splicing and can be also detected in normal tissues,
thus contributing to transcriptomic complexity. An interesting study has analyzed the
genetic structure and biological roles of CLEC12A-MIR223HG, a novel chimeric transcript
produced through trans-splicing by the fusion of the cell surface receptor CLEC12A (C-Type
Lectin Domain Family 12 Member A) and the miRNA-223 host gene (MIR223HG), first
identified through transcriptome profiling of chronic myeloid leukemia (CML) patients.
Unexpectedly, CLEC12A-MIR223HG was detected not only in CML, but also in a variety of
normal tissues and cell lines as pro-monocytic cells resistant to chemotherapy or during
monocyte-to-macrophage differentiation [11]. Transcriptional activation of CLEC12A in-
creased CLEC12A-MIR223HG expression. This chimeric RNA also translates into a chimeric
protein, which largely resembles CLEC12A, but contains a modified C-type lectin domain,
altering key disulphide bonds. Consequently, differences in post-translational modifica-
tions, cellular localization, and protein–protein interactions occur. These findings not only
support a possible involvement of CLEC12A-MIR223HG in the regulation of CLEC12A func-
tion, but they could also provide a roadmap to study the other uncharacterized chimeric
RNAs that are continuously recognized by RNA-Seq analyses [11].

In the last decades, next generation sequencing (NGS) strategies have been greatly
applied in a huge number of cancer studies with different purposes. Among the NGS ap-
plications, several DNA barcode-based parallel reporter methods have been implemented
for the screening of regulatory risk sites. Among them, the dinucleotide reporter system
(DiR)-seq screening system was developed to investigate the gene regulatory effect from
the risk single nucleotide polymorphisms (SNPs) that have a modest impact. In their paper,
Ren and coworkers [12] applied the DiR system in prostate cancer cells (22Rv1) to screen
the regulatory risk SNPs, leading to transcriptional misregulation, and they identified 32
regulatory SNPs that exhibited different regulatory activities with two alleles. Among them,
fourteen SNPs exhibited decreased expression levels for the risk alleles, whereas eighteen
SNPs showed increased expression. Particularly, they discovered that the rs684232 T allele
altered chromatin binding of transcription factor FOXA1 on the DNA region and led to
aberrant gene expression of VPS53, FAM57A, and GEMIN4, which are often upregulated in
prostate cancer patients. Thus, these findings provide novel insights to further elucidate
the basis mechanism of the functional prostate cancer risk SNPs [12].
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An important role in the mechanisms of transcriptional regulation is also played by
transposable elements, repetitive genetic sequences with the ability (sometimes lost during
evolution) to transpose elsewhere in the genome. A class of these elements is represented
by the endogenous retroviruses (ERVs), which represent about 8% of the sequences present
in the human genome. An interesting overview of this Special Issue [13] describes the
mechanisms underlying their transcriptional regulation. During the evolution of the
human genome, the accumulation of mutations, insertions, deletions, and/or truncations
has rendered these elements inactive. However, it is increasingly evident that, under the
influence of genetic and epigenetic mechanisms, they can be involved in some physiological
and pathological conditions; examples are their function in embryonic development, or,
even more importantly, their reactivation in the development of human diseases, such as
cancer and neurodegenerative disorders [13]. Besides, a remarkable paper [14] shows that
transcriptional alterations observed in X-linked dystonia–parkinsonism (XDP) are caused
by the insertion of a SINE-VNTR-Alu (SVA) retrotransposon in an intron of the TAF1 (TATA-
Box Binding Protein Associated Factor 1) gene, encoding for the largest subunit of TFIID;
as an interesting effect, increased levels of the TAF1 intron retention transcript TAF1-32i can
be found in XDP cells, as compared to healthy controls. Overall, the results of this study
provide further evidence that transposable elements affect gene expression and suggest
that a mechanism of splicing alteration occurs in XDP patients, probably caused by binding
sites for transcription factors and splicing regulators present within this retrotransposon
and that need to be exactly proved through additional experiments [14].

Currently, transcriptome profiling is one of the most utilized approaches to investigate
human diseases at the molecular level [2]. Here, Kim and colleagues [15] compare the
transcriptomic profiles, extracted from the NCBI Gene Expression Omnibus (GEO) database,
of brown adipose tissue (BAT) of young and elderly subjects in response to thermogenic
stimuli. Interestingly, they observe that aging does not cause transcriptional changes in
thermogenic genes, but it upregulates several pathways related to the immune response
and downregulates metabolic pathways. Furthermore, they note that acute severe cold
exposure (CE) upregulates several pathways related to protein folding, whereas chronic
mild CE upregulates metabolic pathways, mostly related to carbohydrate metabolism [15].

Furthermore, in the study of Suojalehto et al. [16], transcriptome profiling was assessed
to investigate whether a distinct clinical subtype of adult-onset asthma could be related to
damp and moldy buildings, which are symptoms of idiopathic environmental intolerance,
thus identifying potential molecular similarities with this disease. To this purpose, fifty
female adult-onset asthma patients were categorized based on their exposure to building
dampness and molds and other clinical parameters (inflammation, cytokine profile, etc.),
together with gene signatures of nasal biopsies and peripheral blood mononuclear cells.
Overall, the results of this study revealed a greater degree of similarity between idiopathic
environmental intolerance and dampness related asthma than between the same patients
and those with asthma not associated to dampness and mold [16]. Transcriptome analysis
revealed well defined pathological mechanisms for asthma without exposure to dampness,
but not dampness-and-mold-related asthma patients. Besides, a distinct molecular patho-
logical profile in nasal and blood immune cells of idiopathic environmental intolerance
subjects was found, including several differentially expressed genes (DEGs) that were also
detected in dampness-and-mold-related asthma samples, thereby suggesting idiopathic
environmental intolerance-type mechanisms [16].

It is well known that eukaryotic transcription is a complex, biological, and stepwise
process, ranging from initiation, elongation, and termination to the process of pre-mRNA
with 5′-end capping, splicing, 3′-end cleavage, and polyadenylation; subsequently, the
mature mRNA is exported from the nucleus to the cytoplasm to undergo protein translation,
whereas the aberrantly processed pre-mRNAs and mRNAs are removed via the RNA
surveillance system. All these steps are also interconnected with each other, and with
chromatin accessibility and additional epigenetic mechanisms [1]. Of note, alteration of
any step may constitute the basis of a disease. For instance, Park HS. et al. [17] illustrate
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recent findings on the role of the nuclear mRNAs export in cellular aging and age-related
neurodegenerative disorders. Indeed, it is now established that there is a close relationship
between transcription and aging; however, the role of the nuclear mRNAs export in these
issues is still poorly characterized. Of note, disruption of the regulation of factors mediating
mRNA export from the nucleus (namely, TREX, TREX-2, and nuclear pore complex) has
been shown to result in the accumulation of aberrant nuclear mRNAs, with the consequent
alteration of normal lifespan and the development of neurodegenerative diseases [17].

Concerning epigenetics, an interesting paper focused on obesity without metabolic
complications, a phenotype defined as metabolically healthy obesity (MHO), which can
progress to an unhealthy state known as metabolically unhealthy obesity (MUO), although
a relevant percentage of MHO individuals are likely to maintain their status over time [18].
The authors aimed to analyze the long-term evolution of DNA methylation patterns in
a subset of MHO subjects in order to search for epigenetic markers that could predict
the progression of MHO to MUO. As a result, twenty-six CpG sites were significantly
differentially methylated, both at baseline and after eleven years of follow-up. Two potential
biomarkers of the transition to an unhealthy state were identified: specifically, higher
methylation in cg20707527 (ZFPM2) and lower methylation in cg11445109 (CYP2E1) could
impact the stability of a healthy phenotype in obesity [18].

Finally, the study of transcriptional regulation is also useful to elucidate the patho-
genetic mechanisms of human pathogens. Bacterial sensing of environmental signals has an
essential role in modulating virulence and bacterium–host interactions. Generally, bacteria
utilize the two-component system (TCS) method, such as QseEF, to control gene expres-
sion in response to rapid environmental changes. Of note, many recognized mechanisms
function through the post-transcriptional control of small non-coding RNAs (sRNAs), and
their identification is rapidly increasing in number and variety in the context of bacteria
regulatory functions [19]. Interestingly, in a study in the present Special Issue, the authors
identified the QseEF homologue of Proteus mirabilis, an Important pathogen of the urinary
tract, principally in patients with indwelling urinary catheters, and they found it is involved
in the modulation of swarming motility through the sRNA GlmY. This is the first study
investigating a pathway mediated by a two-component system through a sRNA as an
underlying pathogenetic mechanism of Proteus mirabilis swarming migration, during which
expression of several virulence genes is increased. Since it is assumed that P. mirabilis
swarming up catheters is primed to infect the urinary tract, clarifying the swarming mecha-
nisms could provide new approaches in the development of intervention strategies and
facilitate the discovery of novel therapeutics [19].

Again, in the field of human pathogens, Braun et al. [20] focused on the molecular
diagnosis of the anthrax pathogen Bacillus anthracis, which is challenging because its
identification is complicated by the close relationship with other bacteria of the group
species. The authors have designed and validated an ultrasensitive detection method that
can be run as a real-time PCR with solely DNA as a template or as a RT-real-time version
using both cellular nucleic acid pools (DNA and RNA) as a template without requirement
of DNase treatment. This assay was found to be highly species specific, yielding no false
positives, and it was highly sensitive targeting a unique single nucleotide polymorphism
within a variable number of loci of the multi-copy 16S rRNA gene and related transcripts.
With the high abundance of 16S rRNA moieties in cells, it is expected to facilitate the
detection of B. anthracis by PCR. While standard PCR assays are well established for the
identification of B. anthracis from pure culture, the exceptional sensitivity of the new 16S
rRNA-based test might excel in clinical and public health laboratories when detection of
minute residues of the pathogen is required [20].

In conclusion, we hope the readers enjoy this Special Issue of IJMS and the effort to
present the current advances and promising results in the field of transcriptional regulation
and its involvement in all the relevant biological processes and in pathophysiology.
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Abstract: Homeobox genes encode transcription factors that control basic developmental decisions.
Knowledge of their hematopoietic activities casts light on normal and malignant immune cell de-
velopment. Recently, we constructed the so-called lymphoid TALE-code that codifies expression
patterns of all active TALE class homeobox genes in early hematopoiesis and lymphopoiesis. Here,
we present the corresponding myeloid TALE-code to extend this gene signature, covering the entire
hematopoietic system. The collective data showed expression patterns for eleven TALE homeobox
genes and highlighted the exclusive expression of IRX1 in megakaryocyte-erythroid progenitors
(MEPs), implicating this TALE class member in a specific myeloid differentiation process. Analysis of
public profiling data from acute myeloid leukemia (AML) patients revealed aberrant activity of IRX1
in addition to IRX3 and IRX5, indicating an oncogenic role for these TALE homeobox genes when
deregulated. Screening of RNA-seq data from 100 leukemia/lymphoma cell lines showed overex-
pression of IRX1, IRX3, and IRX5 in megakaryoblastic and myelomonocytic AML cell lines, chosen as
suitable models for studying the regulation and function of these homeo-oncogenes. Genomic copy
number analysis of IRX-positive cell lines demonstrated chromosomal amplification of the neighbor-
ing IRX3 and IRX5 genes at position 16q12 in MEGAL, underlying their overexpression in this cell
line model. Comparative gene expression analysis of these cell lines revealed candidate upstream
factors and target genes, namely the co-expression of GATA1 and GATA2 together with IRX1, and of
BMP2 and HOXA10 with IRX3/IRX5. Subsequent knockdown and stimulation experiments in AML
cell lines confirmed their activating impact in the corresponding IRX gene expression. Furthermore,
we demonstrated that IRX1 activated KLF1 and TAL1, while IRX3 inhibited GATA1, GATA2, and
FST. Accordingly, we propose that these regulatory relationships may represent major physiological
and oncogenic activities of IRX factors in normal and malignant myeloid differentiation, respectively.
Finally, the established myeloid TALE-code is a useful tool for evaluating TALE homeobox gene
activities in AML.

Keywords: homeodomain; HOX-code; NKL-code; PBX1; TALE-code; TBX-code

1. Introduction

Stem and progenitor cells expand and subsequently pass through several develop-
mental stages to differentiate into mature cells and tissues. In the hematopoietic system,
corresponding processes generate all types of blood and immune cells, starting with
hematopoietic stem cells and their derived progenitors, which establish the lymphoid
and myeloid lineage [1]. The first produces lymphocytes such as B- and T-cells, while
the latter generates inter alia granulocytes, monocytes, megakaryocytes, and erythrocytes.
The myeloid system contains several progenitors that differ in their developmental poten-
tial. The common myeloid progenitor (CMP) is able to produce all types of myeloid cells,
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while the megakaryocyte-erythroid progenitors (MEPs) are developmentally restricted,
generating either megakaryocytes or erythrocytes.

Hematopoietic differentiation processes are typically regulated at the transcriptional
level [2–4]. Therefore, the master genes controlling these operations mostly encode tran-
scription factors (TFs). Homeobox genes encode developmental TFs, controlling basic
decisions in cell and tissue differentiation. They contain a homeodomain at the protein
level, which consists of three helices. This domain interacts with DNA, cofactors, and
chromatin, thus representing a platform for gene-regulating activities [5]. According to
sequence similarities of their conserved homeobox, these genes fall into eleven classes and
several subclasses [6]. ANTP represents the largest class containing 39 clustered HOX genes
and the 48-member-strong NKL homeobox gene subclass. The class of TALE homeobox
genes comprises specific homeodomain factors that share a three-amino-acid residue loop
extension (abbreviated as TALE) between helix 1 and helix 2. The human genome encodes
20 TALE homeodomain proteins including six IRX-factors and the well-known PBX1 and
MEIS1 members, which are able to cooperate with HOX factors [7–9].

The human IRX genes are genomically arranged in two clusters, consisting of IRX1,
IRX2, and IRX4 (located at chromosomal position 5p15) and of IRX3, IRX5, and IRX6 (16q12).
This clustering is evolutionarily conserved and may be related to conjoint transcriptional
regulation [10]. IRX genes are embryonically expressed and tasked with regulating the
development of particular tissues and organs [11]. IRX1, for example, regulates the devel-
opment of the limbs, gut, kidney, and lung and plays an oncogenic role in several types of
cancer [12]. Aberrant expression of IRX1 and IRX3 has been reported in myeloid leukemia,
supporting general commitments in carcinogenesis [13,14].

Reflecting their physiological functions in development, deregulated homeobox genes
drive specific hematopoietic malignancies and are frequently targeted by chromosomal
aberrations [15–17]. To evaluate the activities of major subgroups of homeobox genes
in lymphoid and myeloid malignancies, we generated the “NKL-code” [18]. This gene
signature describes physiological activities of NKL homeobox genes during hematopoiesis
and assists the identification of deregulated NKL homeobox gene expression in patients.
Accordingly, we also described the lymphoid TALE-code and applied that gene signature
to identify the aberrant activity of TALE homeobox gene PBX1 in Hodgkin lymphoma [19].
Here, we extended the established lymphoid TALE-code to the entire hematopoietic system
and included the myeloid lineage.

Acute myeloid leukemia (AML) is the most frequent hematopoietic malignancy in
adults. The tumor cells derive from particular myeloid progenitors. Several subtypes of
AML may be distinguished according to originating cells and stages, phenotypes, chromoso-
mal aberrations, and gene mutations that differ in prognosis and outcome [20]. Knowledge
of normal and abnormal activities of basic developmental regulators should serve to refine
diagnostic procedures and thus help identify novel therapeutic targets. Accordingly, we
describe here the physiological expression of TALE homeobox genes during myelopoiesis
and investigate the aberrant activities of IRX homeobox genes in AML subsets.

2. Results
2.1. Establishment of the Myeloid TALE-Code

Recently, we delineated the lymphoid TALE-code for early hematopoiesis and lym-
phopoiesis [19]. Here, we extended this gene signature to include the myeloid system
according to our reported approach generating the myeloid NKL-code [21]. By exploiting
public gene expression profiling and RNA-seq datasets, we generated a TALE homeobox
gene expression pattern for myeloid progenitors and mature cells (Figure S1). The ap-
plied cutoffs to discriminate positive and negative expression levels were adopted from
our previous studies [21]. The results are depicted in Figure 1, representing the myeloid
TALE-code.
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Figure 1. Myeloid TALE-code. This diagram summarizes the screening results for expression analy-
ses of TALE homeobox genes (red) in early hematopoiesis and myelopoiesis. We have termed this
expression pattern myeloid TALE-code. Expression of IRX1 is highlighted in blue (arrowhead). Ab-
breviations: cDC, conventional dendritic cell; CDP, common dendritic progenitor; CFU ery, erythroid
colony forming unit; CLP, common lymphoid progenitor; CMP, common myeloid progenitor; ery,
erythrocyte; GMP, granulo-myeloid progenitor; granu, granulocyte; HSPC, hematopoietic stem and
progenitor cell; inter ery, intermediate stage erythroblast; late ery, pyknotio-stage erythroblast; LMPP,
lymphomyelo-primed progenitor; macro, macrophage; mast, mast cell; MDP, monocyte dendritic cell
progenitor; mega, megakaryocyte; MEP, megakaryocytic-erythroid progenitor; metamyelo, metamye-
locyte; moDC, monocyte-derived dendritic cell; mono, monocyte; pDC, plasmacytoid dendritic cell;
pro ery, pro-erythroblast; pro myelo early/late, early/late promyelocyte.

The established myeloid TALE-code comprises eleven genes: IRX1, MEIS1, MEIS2,
MEIS3, PBX1, PBX2, PBX3, PBX4, PKNOX1, TGIF1, and TGFI2. We found TALE homeobox
gene activities in all cell types analyzed. The numbers of expressed genes in single entities
ranged from three (pro-erythroblast) to nine (MEP). TGIF genes were expressed in all but
one entity (metamyelocyte). PBX1 was also active in most mature cell types, contrasting
with the findings for this gene in lymphopoiesis [19]. Interestingly, IRX1 expression was
only detected in MEPs, while the remaining IRX genes remained silent in the complete
hematopoietic compartment [19]. This observation may indicate that IRX1 plays a major
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role in early differentiation processes of this particular progenitor, which generates both
megakaryocytes and erythrocytes. In accordance with the TALE-code, RNA-seq gene
expression data from the Human Protein Atlas showed repression of all six IRX genes in the
myeloid entities represented, despite expression in cells and tissues of other compartments
(Figure S2). In the following, we examined a potential oncogenic role for IRX genes in AML.

2.2. Aberrant Expression of IRX1, IRX3, and IRX5 in AML

To scrutinize the aberrant expression of IRX genes in AML patients, we screened
three public expression profiling datasets. Dataset GSE19577 covers 42 AML patients
with MLL-rearrangements, GSE15434 contains 251 patients with normal karyotypes, and
GSE6891 contains 537 patients with unknown karyotypes and specific recurrent chromo-
somal translocations and/or gene mutations. Our results are shown in Figure S3. In all
datasets, we detected aberrant expressions of IRX1, IRX3, and IRX5, while IRX2 and IRX4
showed only inconsistent or low expression levels. Of note, IRX6 was not represented by
the applied arrays for these datasets. Thus, we detected the aberrant overexpression of
IRX1 and ectopic activity of IRX3 and IRX5 in AML patient subsets.

IRX1 is located at chromosomal locus 5p15, while IRX3 and IRX5 are neighbors at 16q12,
indicating possible coregulation. The analysis of co-expression for IRX1, IRX3, and IRX5 in
AML patients revealed significant correlations for IRX3 and IRX5 using datasets GSE15434 and
GSE6891 (Figure S4). Thus, the combined expression of IRX3 and IRX5 may be mediated by
their genomic proximity, albeit lacking in patients with MLL-rearrangements. Taken together,
TALE homeobox genes IRX1, IRX3, and IRX5 are aberrantly expressed in AML patient subsets,
which differ in karyotypes and gene mutations.

To find suitable models for functional studies, we screened IRX gene activities using
our published RNA-seq dataset LL-100, which contains 34 myeloid and 66 lymphoid
leukemia/lymphoma cell lines [22]. Significant RNA expression levels in myeloid cell
lines were detected just for IRX1, IRX3, and IRX5 (Figure S5), corresponding to the AML
patient data. Interestingly, the IRX1 expression was restricted to cell lines derived from
megakaryoblastic AML, while expressions of both IRX3 and IRX5 were elevated in cell
lines derived from myelomonocytic AML. However, megakaryoblastic cell line MEGAL
expressed IRX3 and IRX5 but not IRX1, representing an exception to that rule. RQ-PCR
analysis of selected AML cell lines confirmed the RNA-seq data, showing IRX1 expressions
in CMK, M07e, MKPL1, and UT-7 and IRX3/IRX5 expressions in MEGAL and OCI-AML3
(Figure 2). An additional comparison with primary cells from the cerebellum, kidney,
lung, and salivary gland showed similar or even higher RNA expression levels in the cell
lines, demonstrating significant overexpression of these genes in AML (see also Figure S2).
Finally, Western blot analysis of IRX1 and IRX3 confirmed the transcript data at the protein
level (Figure 2), endorsing the analyzed cell lines as models for functional studies.
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Figure 2. IRX gene activities in AML cell lines. Expression analyses of TALE homeobox genes IRX1,
IRX3, and IRX5 in AML cell lines and primary controls as performed by RQ-PCR (left). Cell lines
showing significant expression levels of the corresponding IRX genes are shown in red. P-values are
indicated by asterisks. Western blot analyses (right) were performed for IRX1 and IRX3 in selected
AML cell lines. TUBA served as loading control.

2.3. Chromosomal and Genomic Analyses of the Gene Loci for IRX1, IRX3, and IRX5 in AML

In hematopoietic malignancies, aberrantly activated oncogenes including homeobox
genes are frequently targeted by chromosomal rearrangements [15,16]. To analyze if this
deregulating mechanism underlies the activation of IRX genes in AML, we inspected
the published karyotypes of the corresponding cell lines (www.DSMZ.de, accessed on 15
February 2022) and shortlisted i(5)(p10) in OCI-AML3 and MKPL-1 and del(16)(q13q23) in
MEGAL, which may have activating impacts. In addition, we performed genomic profiling
analysis of AML cell lines CMK, M-07e, MKPL-1, UT-7, MEGAL, and OCI-AML3. The
data for chromosomes 5 and 16 are shown in Figure 3. IRX1 (5p15) is duplicated together
with the whole short arm in OCI-AML3 and MKPL-1, consistent with the karyotype data
showing the formation of isochromosomes for the short arms. However, OCI-AML3 is
IRX1-negative, discounting the likely contribution of this aberration to its activation. In
contrast, IRX3 and IRX5 are located at 16q12 and considerably amplified in MEGAL. The
data showed several amplicons covering nearly the complete long arm of chromosome 16.
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Moreover, RNA-seq data for the transcribed enhancer locus FTO, which is located adjacent
to IRX3 and regulates IRX3/IRX5 activity [23,24], showed enhanced expression restricted
to MEGAL (Figure S5). Thus, genomic amplification of IRX3/IRX5 together with FTO
may underlie their activation in megakaryoblastic AML cell line MEGAL. Despite these
substantial rearrangements of chromosome 16 in MEGAL, RT-PCR excluded the generation
of AML-specific fusion gene CBFb-MYH11 via inv(16)(p13q22), confirming the cytogenetic
findings (Figure S6A).

Figure 3. Genomic analysis of AML cell lines. Copy number states for chromosome 5 (above)
and chromosome 16 (below) of IRX1-positive cell lines CMK, M-07e, MKPL-1, and UT-7, and of
IRX3/IRX5-positive AML cell lines MEGAL and OCI-AML3 were determined by genomic profiling
analysis. A copy number gain for IRX1 (located at 5p15) was detected in MKPL-1 and OCI-AML3.
Amplification of FTO, IRX3, and IRX5 (16q12) was detected among multiple complex chromosome 16
rearrangements in MEGAL.
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2.4. GATA1 and GATA2 Activate IRX1 in AML Cell Lines

To identify potential regulators and target genes of aberrantly expressed IRX1, we
compared LL-100 RNA-seq expression data from IRX1-positive (CMK, M07e, MKPL-1, and
UT-7) with IRX3/IRX5-positive (MEGAL and OCI-AML3) AML cell lines. The results are
shown in Table S1. Gene set annotation analysis of the top-1000 upregulated genes in IRX1-
positve cell lines revealed the statistically significant GO-term erythrocyte differentiation
(p = 0.0052) and the associated master genes GATA1, GATA2, KLF1, and TAL1, which were
chosen for analysis in more detail.

In developing imaginal discs of the fruit fly Drosophila melanogaster, GATA factor
pannier regulates the IRX-cluster Iro-C [25], spotlighting this relationship for consideration
in humans. RQ-PCR analysis of GATA1 and GATA2 confirmed the higher expression and
thus correlating IRX1 levels in cell lines CMK, M07e, MKPL-1, and UT-7. In addition, the
siRNA-mediated knockdown of GATA1 and GATA2 in M-07e and MKPL-1 cells resulted
in the concomitant downregulation of IRX1 (Figure 4), demonstrating an activating impact
of both factors.

Figure 4. Transcriptional regulation of IRX1. Expression analysis of (A) GATA1 and (B) GATA2 by
RQ-PCR in selected AML cell lines (left). Transcript levels are indicated in relation to CMK. Cell
lines expressing significant levels of IRX1 are highlighted in red. SiRNA-mediated knockdown of
(A) GATA1 and (B) GATA2 demonstrates activations of IRX1 and IRX5 in AML cell lines M-07e and
MKPL-1 (right). p-values are indicated by asterisks (** p < 0.01, *** p < 0.001).

Our genomic profiling data showed for cell line CMK a duplication of the short arm
of chromosome X, which includes the GATA1 locus at Xp11 (Figure S7). CMK expressed
the highest GATA1 RNA levels, indicating that this genomic aberration may contribute
indirectly to IRX1 activation. An additional chromosomal aberration revealed by genomic
profiling was an amplification at 19p13 in cell lines MKPL-1 and UT-7 (Figure S7). This
amplicon includes the erythropoietin receptor encoding gene EPOR and may underlie its
overexpression, as shown by RNA-seq data (Figure S5). EPOR and GATA1 are mutual
activators and thus may also support IRX1 expression [26]. Finally, expression profiling
data from various myelopoietic stages (dataset GSE42519) showed elevations of GATA1,
GATA2, and EPOR in IRX1-positive MEPs, while earlier progenitors and later myeloid
stages expressed decreased levels (Figure S8). Thus, master factors GATA1 and GATA2 are
prominently co-expressed along with IRX1 in MEPs and megakaryoblastic AML cell lines,
and activates IRX1 expression.
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2.5. HOXA10 and BMP2-Signaling Activate IRX3 and IRX5 in AML

To identify potential regulators and target genes of aberrantly expressed IRX3 and
IRX5, we then compared RNA-seq data from IRX3/IRX5-positive with IRX1-positive AML
cell lines (Table S2). Statistically significant GO-terms identified by gene set annotation
analysis of the top-1000 upregulated genes in IRX3/IRX5-positive cell lines included
the negative regulation of myeloid cell differentiation (p = 0.0029), SMAD protein signal
transduction (p = 0.05), and negative regulation of apoptotic processes (p = 0.00007). Among
the top-1000 upregulated genes, we chose the following candidates for further studies:
BCL2, BMP2, HOXA10, and NUP214.

Elevated NUP214 expression correlated with the presence of fusion gene SET-NUP214
in MEGAL, which reportedly activates HOXA genes in T-cell leukemia [27,28]. Accordingly,
we confirmed the chromosomal deletion at 9q34 by genomic profiling and the generated
fusion gene by RT-PCR in this cell line (Figure S6B).

In AMLs containing MLL-AF4 rearrangements, HOXA genes have been shown to
correlate with the expression of IRX3 but not with IRX1 [13,14,29–31], suggesting that par-
ticular HOXA-members may support IRX3/IRX5 activation. RQ-PCR analysis of HOXA10
showed low and high RNA expression levels in IRX3/IRX5-positive cell lines MEGAL and
OCI-AML3, respectively, while IRX1-positive cell lines CMK, M07e, MKPL-1, and UT-7
tested negative (Figure 5A). Furthermore, siRNA-mediated knockdown of HOXA10 in
OCI-AML3 and MEGAL resulted in the concomitant downregulation of IRX3 and IRX5,
demonstrating an activating input (Figure 5A). Expression profiling data covering multiple
myelopoietic stages (dataset GSE42519) showed an elevated HOXA10 expression in early
stages, which decreased after the MEP-stage (Figure S8). Thus, HOXA10 was highly ex-
pressed in myeloid progenitors including MEPs and activated the expression of IRX3/IRX5
in AML ectopically.

As BMP2-signaling has been shown to regulate IRX gene IRO3 in the organizer region
during gastrulation in zebrafish [32], we decided to explore this relationship in humans.
RQ-PCR analysis of BMP2 confirmed the conspicuous expression in OCI-AML3 (Figure 5B).
Furthermore, quantification of the BMP2 protein in cell culture supernatants revealed
significant levels in OCI-AML3, while M-07e and MEGAL tested negative. Additional
treatment of OCI-AML3 with recombinant BMP2 upregulated both IRX3 and IRX5 (Fig-
ure 5B), demonstrating an activating input. The TFs JUNB and SMAD4 operate downstream
in BMP2-signaling [33,34]. Accordingly, the siRNA-mediated knockdown of JUNB and
SMAD4 in OCI-AML3 resulted in the concomitant downregulation of IRX3 and IRX5,
showing an activating role of these factors (Figure 5C). However, RQ-PCR analysis of JUNB
indicated no correlation with IRX3/IRX5 expression (Figure 5D). However, the suppression
of BMP2-activity by the treatment of OCI-AML3 with an inhibitory antibody resulted in
the concomitant downregulation of IRX3, IRX5, and JUNB, while HOXA10 showed no
significant alteration (Figure 5D).

Taken together, we identified HOXA10 and BMP2-signaling via JUNB and SMAD4
as activating factors for IRX3 and IRX5 in AML. The correlation of SET-NUP214, HOXA,
and BMP2-signaling with IRX3/IRX5 expression in MEGAL and OCI-AML3, respectively,
indicated that diverse aberrant mechanisms may underlie the ectopic activation of these
TALE homeobox genes.
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Figure 5. Transcriptional regulation of IRX3 and IRX5. (A) RQ-PCR analysis of HOXA10 in AML
cell lines (left). Transcript levels are indicated in relation to OCI-AML3, and IRX3/IRX5-positive
cell lines are indicated in red. RQ-PCR analysis of OCI-AML3 (above) and MEGAL (below) showed
downregulation of IRX3 and IRX5 after siRNA-mediated knockdown of HOXA10 (right). (B) RQ-PCR
analysis of BMP2 in AML cell lines (left). Transcript levels are indicated in relation to OCI-AML3.
ELISA results for BMP2 protein levels in AML cell line supernatants are inserted. RQ-PCR analysis
of OCI-AML3 treated with BMP2 resulted in the upregulation of IRX3 and IRX5 (right). (C) RQ-
PCR analysis of OCI-AML3 after siRNA-mediated knockdown of JUNB (left) and SMAD4 (right)
showed downregulation of IRX3 and IRX5. (D) RQ-PCR analysis of JUNB in AML cell lines (left).
Transcript levels are indicated in relation to OCI-AML3. RQ-PCR analysis of OCI-AML3 treated with
inhibitory BMP2-antibody resulted in downregulation of JUNB, IRX3, and IRX5, while HOXA10 was
not significantly affected (right). p-values are indicated by asterisks (* p < 0.05, ** p < 0.01, *** p <
0.001, n.s. not significant).
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2.6. IRX1 and IRX3 Differ in Target Gene Regulation

For target gene analysis of IRX1 in AML, we tested the erythropoietic differentiation
genes identified in megakaryoblastic cell line MKPL-1. The SiRNA-mediated knockdown of
IRX1 effected the significant downregulation of KLF1 and TAL1 while sparing GATA1 and
GATA2 (Figure 6A). Thus, IRX1 activated the erythroid master TFs KLF1 and TAL1, which
may disturb megakaryopoiesis if aberrantly activated. Interestingly, both genes are also
prominently expressed in MEPs (Figure S8), suggesting that this regulatory relationship
may play a physiological role in these progenitor cells.

To examine if the differentiation factors GATA1, GATA2, KLF1, and TAL1 are reg-
ulated by IRX3, we used myelomonocytic cell line OCI-AML3. The SiRNA-mediated
knockdown of IRX3 resulted in the elevated expression of GATA1 and GATA2, while TAL1
remained unaffected and KLF1 silent (Figure 6B). Thus, IRX3 suppressed the expression
of the myeloid differentiation factors GATA1 and GATA2, unlike erythroid factors TAL1
and KLF1. A potential impact of IRX3 in myeloid development was examined by the
quantification of differentiation markers. The knockdown of IRX3 in OCI-AML3 resulted
in the significant upregulation of CD11b/ITGAM and CD14 (Figure 6C). Furthermore,
morphological inspection of these treated cells showed nuclear alterations indicative for
myeloid differentiation (Figure 6D), collectively demonstrating an inhibitory role of IRX3
for these processes.

Functional live-cell imaging analysis of OCI-AML3 cells treated for IRX3-knockdown
indicated that IRX3 inhibited apoptosis while sparing proliferation (Figure 6E). However,
IRX1 and IRX3 knockdown experiments indicated that this anti-apoptotic effect is not
mediated by the transcriptional activation of BCL2 (Figure 6A,B). Of note, BCL2 showed
the conspicuous downregulation in MEPs (Figure S8), indicating potential sensitivity to
apoptosis of these progenitors and conceivably of any derived malignant cells.

The observed suppressive activity of IRX3 prompted scanning downregulated genes
in IRX3/IRX5-positive cell lines as well. This exercise revealed BMP2-inhibitor FST, which
was downregulated in OCI-AML3 and MEGAL (Table S1, Figure S5). Accordingly, siRNA-
mediated knockdown of IRX3 in OCI-AML3 boosted FST expression (Figure 6B), showing
that IRX3 inhibited FST. Thus, IRX3 operated in AML as both gene activator and suppressor.

Recently, we reported that NKL homeodomain factors NKX2-3 and NKX2-4 deregulate
megakaryocytic-erythroid differentiation factor FLI1 in AML, which shows conspicuous
downregulation in MEPs (Figure S8) [35]. However, knockdown experiments for IRX1 and
IRX3 excluded FLI1 deregulation (Figure 6A,B), demonstrating functional differences in
downstream activities of NKL and TALE homeo-oncogenes in AML.

Taken together, IRX1 and IRX3 showed significant differences in target gene regulation:
IRX1 activated KLF1 and TAL1, while IRX3 inhibited GATA1 and GATA2. However, all
represent master TFs involved in megakaryocytic-erythroid differentiation. Furthermore,
the IRX3-mediated suppression of FST may create an activating feedback loop as BMP2-
signaling supported IRX3 expression.

18



Int. J. Mol. Sci. 2022, 23, 3192

Figure 6. Target gene analyses for IRX1 and IRX3 in AML cell lines. (A) RQ-PCR analysis of
MKPL-1 treated for siRNA-mediated knockdown of IRX1 resulted in downregulation of KLF1
and TAL1, while GATA1, GATA2, FLI1, and BCL2 remained unaffected. Thus, IRX1 activates
KLF1 and TAL1. (B) RQ-PCR analysis of OCI-AML3 treated for siRNA-mediated knockdown of
IRX3 resulted in upregulation of GATA1, GATA2, and FST, while TAL1, FLI1 and BCL2 remained
unaffected. Thus, IRX3 inhibits GATA1, GATA2, and FST. (C) RQ-PCR analysis of OCI-AML3 treated
for siRNA-mediated knockdown of IRX3 resulted in upregulation of myeloid differentiation marker
CD11b/ITGAM and CD14. (D) SiRNA-mediated knockdown of IRX3 in OCI-AML3 cells induced
morphological alterations of their nuclei, as shown by Giemsa–May–Grünwald staining. (E) Live-cell
imaging analyses of OCI-AML3 treated for siRNA-mediated knockdown of IRX3 showed increased
levels of apoptosis (left), while proliferation remained unaffected (right). Standard deviations are
indicated as bars. p-values are indicated by asterisks (** p < 0.01, *** p < 0.001, n.s. not significant).
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3. Discussion

In this study, we established the myeloid TALE-code, representing a TALE homeobox
gene expression pattern in normal myelopoiesis. Thus, we completed this signature for
the entire hematopoietic system [19]. According to our previously generated NKL-code,
we used the same approach to analyze public expression data for TALE homeobox genes
in hematopoiesis [18]. These codes show (i) physiological activities of selected homeobox
gene groups in hematopoietic entities, and (ii) a blueprint permitting the evaluation of
homeobox gene expressions in corresponding malignancies of patients.

The myeloid TALE-code comprises eleven TALE homeobox genes (Figure 1). Interest-
ingly, one of these, PBX1, was expressed in most progenitors and terminal differentiated
myeloid cells and only silenced in granulopoiesis. This expression pattern contrasts with
that reported in lymphopoiesis, in which all terminal-differentiated lymphocytes downreg-
ulate PBX1 [19]. In accordance with these physiological data, the aberrant maintenance of
PBX1 activity in developing B-cells contributes to the generation of pre-B-cell leukemia or
Hodgkin lymphoma [19,36–38]. In the myeloid lineage, the aberrant expression of PBX1
has been associated with severe congenital neutropenia. Its repression is mediated by
GFI1, whose loss reactivates PBX1 in addition to MEIS1 and HOXA genes [39], providing
a mechanistic explanation for the aberrant expression of PBX1 in granulopoiesis. Thus,
TALE-code data serve to elucidate clinical findings in various hematopoietic malignancies.

In addition, our myeloid TALE-code data revealed a conspicuous expression pattern
for IRX1, which was restricted to the MEP stage. This TALE homeobox gene represented
the only IRX gene active in normal hematopoiesis. Furthermore, the aberrant expression
of IRX genes in AML patients and cell lines was detected for IRX1, IRX3, and IRX5. The
deregulated activity of IRX genes in AML has been reported in previous studies as well.
Accordingly, the aberrant expression of IRX1 plays an oncogenic role in cases with particu-
lar MLL rearrangements, and IRX3 inhibits myelomonocytic differentiation, while IRX2
supports myeloid differentiation [13,14,40]. Thus, the published results together with our
data indicate functional differences between IRX factors in AML.

The human genome encodes six IRX genes that are arranged in two clusters. Clus-
tering of the homeobox genes is evolutionarily conserved and often connected with the
coregulation of gene neighbors, as described for HOX, DLX, and IRX genes [10,41,42].
They share regulatory elements as demonstrated for IRX3 and IRX5, which are controlled
by the transcribed enhancer locus FTO [23,24]. AML cell line MEGAL expressed IRX3
and IRX5 ectopically and showed an amplification of these genes together with FTO at
16q12. This chromosomal aberration was part of a chain of consecutive amplicons at 16q,
signifying chromothripsis. This type of cataclysmic genomic rearrangement affects single
chromosomes or chromosomal arms and has been described in myeloid and lymphoid
malignancies [43,44]. Previously reported aberrations altering chromosome 16 in AML
include inv(16)(p13q22) and del(16)(q11) [45–47]. However, our data excluded for MEGAL
the presence of both del(16)(q11) and inv(16)(p13q22), which generates the fusion gene
CBFb-MYH11.

Our additional findings concerning the regulation and function of IRX genes in AML
are summarized in Figure 7. The data include chromosomal aberrations and involvement
of the myeloid master factors GATA1, GATA2, HOXA10, KLF1, and TAL1, generating
normal and aberrant gene networks, which control differentiation processes. We showed
that GATA1 and GATA2 performed an activating role in IRX1 expression, which, in turn,
activated KLF1 and TAL1. In contrast, HOXA10 activated IRX3 and IRX5, while IRX3
inhibited GATA1 and GATA2 expression.
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Figure 7. Gene regulatory network of IRX1 and IRX3/IRX5 in AML. The figure summarizes the
results of this study. TALE homeobox genes IRX1, IRX3, and IRX5 are located centrally, chromosomal
aberrations lie upstream, and developmental TFs and BMP2-signaling components both upstream
and downstream. Thus, these IRX genes are part of a regulatory gene network, controlling myeloid
differentiation.

GATA1 and GATA2 are fundamental regulators in myelopoiesis and interact with
TAL1 in TF-complexes [48–50]. GATA1 drives granulopoiesis, mast cell differentiation, and
megakaryopoiesis [51–53]. GATA2 plays basic roles in stem and progenitor cells, including
erythroid progenitors, and becomes substituted by GATA1 during development [48]. The
mutation or downregulation of GATA2 contributes to the generation of myeloid malignan-
cies including AML [48,54,55]. Thus, the downregulation of GATA1 and GATA2 by IRX3
may represent a novel type of oncogenic alteration in subsets of myelomonocytic AML.
Consistent with our data, IRX3 blocks myeloid differentiation [14].

HOXA genes including HOXA10 represent key developmental regulators in
myelopoiesis, and their deregulation plays a role in acute leukemias containing MLL-
rearrangements and SET-NUP214 fusions [27,56]. We showed that HOXA10 activated
ectopic expressions of IRX3 and IRX5 in AML. This finding corresponds to reported cor-
relations of IRX3 to elevated and of IRX1 to decreased HOXA levels in AML [14,29–31].
Furthermore, we showed that IRX3 and IRX5 were activated by BMP2-signaling via JUNB
and SMAD4, thus representing an additional mechanism of IRX gene deregulation. FST
inhibits the activity of BMP proteins and thus BMP-signaling [34,57]. BMP4 supports
megakaryopoiesis and BMP2 erythropoiesis [58,59], demonstrating the developmental
impact of this signaling pathway. In T-cell leukemia, the ectopic activity of CHRDL1 has
been shown to inhibit BMP-signaling, which results in the aberrant expression of NKL
homeobox gene MSX1 [60]. Thus, aberrant deregulation of the BMP pathway plays a
common oncogenic role in leukemia.

KLF1 and TAL1 are master genes for erythroid development and suppressors of
megakaryopoiesis [61,62]. Our data showed that both genes were activated by IRX1, which
may, thus, represent a physiological relationship. On the other hand, the aberrant activation
of KLF1 and TAL1 may illustrate an oncogenic function of IRX1 in megakaryoblastic AML.
The CBFb-MYH11 fusion gene reportedly deregulates the activity of GATA2 and KLF1, and
thus inhibits megakaryopoiesis and erythropoiesis [63]. Here, while excluding the presence
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of CBFb-MYH11 fusion, we detected the aberrant activity of IRX3/IRX5, an alternative
mechanism to perturb myeloid differentiation via KLF1 deregulation.

FLI1 represents an additional myeloid master factor conspicuously downregulated
in MEPs, which activates megakaryopoiesis and inhibits erythropoiesis [35,64]. Here, we
excluded a regulatory impact of IRX factors in FLI1 expression. However, in our previous
study of deregulated NKL homeobox genes, we showed that FLI1 is aberrantly activated
by NKX2-3 in megakaryoblastic AML and aberrantly inhibited by NKX2-4 in erythroblastic
AML [35]. These observations suggest that MEPs are developmentally susceptible to
generate AML and that aberrantly activated homeodomain factors deregulate components
of gene regulatory networks, controlling basic myeloid differentiation processes.

Finally, we showed that IRX3 inhibited apoptosis in AML. This effect was not per-
formed by transcriptional activation of BCL2, although BCL2 is physiologically downregu-
lated in MEPs. However, in lung cancer, IRX1 inhibits expression of the pro-apoptotic gene
BAX [65], supporting a role of IRX factors in the (de)regulation of cell survival.

Taken together, our study revealed basic impacts of IRX factors in normal and aberrant
myelopoiesis. IRX1 is a novel physiological player in hematopoiesis and part of a gene
regulatory network controlling the differentiation of megakaryocytes, erythrocytes, and
granulocytes. Aberrantly activated IRX1, IRX3, and IRX5 may disturb or deregulate
developmental processes in myelopoiesis, driving the generation of AML subsets. Thus,
our study contributes to understanding normal and abnormal processes in myelopoiesis.

4. Materials and Methods
4.1. Bioinformatic Analyses of Expression Profiling and RNA-Seq Data

Expression data for normal cell types were obtained from Gene Expression Om-
nibus (GEO, www.ncbi.nlm.nih.gov, accessed on 15 February 2022), using expression
profiling datasets GSE42519, GSE22552, GSE109348, and GSE24759 [66–69], in addition
to RNA-seq data from The Human Protein Atlas (www.proteinatlas.org, accessed on 15
February 2022) [70]. For screening of cell lines, we exploited RNA-sequencing data from
100 leukemia/lymphoma cell lines (termed LL-100), available at ArrayExpress (www.ebi.
ac.uk/arrayexpress, accessed on 15 February 2022) via E-MTAB-7721 [22]. Gene expression
profiling data from AML patients were examined using datasets GSE19577, GSE15434,
and GSE6891 [71–73]. To parse biological functions of 1000 shortlisted genes, gene set
annotation enrichment analysis was performed using DAVID bioinformatics resources
(www.david.ncifcrf.gov, accessed on 15 February 2022) [74]. Analysis of gene co-expression
in profiling datasets was performed by Spearman correlation using R-based tools.

4.2. Cell Lines and Treatments

Cell lines are held at the DSMZ (Braunschweig, Germany) and cultivated as described
(www.DSMZ.de, accessed on 15 February 2022). All cell lines had been authenticated
and tested negative for mycoplasma infection. Modification of gene expression levels was
performed using gene-specific siRNA oligonucleotides with reference to AllStars negative
Control siRNA (siCTR) obtained from Qiagen (Hilden, Germany). SiRNAs (80 pmol) were
transfected into 1 × 106 cells by electroporation using the EPI-2500 impulse generator
(Fischer, Heidelberg, Germany) at 350 V for 10 ms. Electroporated cells were harvested after
20 h of cultivation. Cell treatments were performed for 20 h using 20 ng/mL of recombinant
BMP2 (R & D Systems, Wiesbaden, Germany, #355-BM-010/CF) or 20 µg/mL of inhibitory
monoclonal anti-BMP2 antibody (R & D Systems, #MAB3552).

For cytological analyses, cell lines were stained with Giemsa–May–Grünwald as
follows: Cells were spun onto microscope slides and fixed for 5 min with methanol.
Subsequently, they were stained for 3 min with May–Grünwald’s eosin-methylene blue
modified solution (Merck, Darmstadt, Germany) diluted in Titrisol (Merck), and for 15 min
with Giemsa’s azur eosin methylene blue solution (Merck). Images were captured with
an Axion A1 microscope using Axiocam 208 color and software ZEN 3.3 blue edition
(Zeiss, Göttingen, Germany). For functional testing, treated cells were analyzed with the
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IncuCyte S3 Live-Cell Analysis System (Essen Bioscience, Hertfordshire, UK). For detection
of apoptotic cells, we additionally used the IncuCyte Caspase-3/7 Green Apoptosis Assay
diluted at 1:2000 (Essen Bioscience). Live-cell imaging experiments were performed twice
with fourfold parallel tests.

4.3. Polymerase-Chain-Reaction (PCR) Analyses

Total RNA was extracted from cultivated cell lines using TRIzol reagent (Invitrogen,
Darmstadt, Germany). Primary human total RNA derived from the cerebellum, kidney,
lung, and salivary gland was purchased from Biochain/BioCat (Heidelberg, Germany).
cDNA was synthesized using 1 µg of RNA, random priming, and Superscript II (Invitrogen).
Real-time quantitative (RQ)-PCR analysis was performed using the 7500 Real-time System
and commercial buffer and primer sets (Applied Biosystems/Life Technologies, Darmstadt,
Germany). For normalization of expression levels, we quantified the transcripts of TATA
box binding protein (TBP). Quantitative analyses were performed as biological replicates
and measured in triplicate. Standard deviations are presented in the figures as error bars.
Statistical significance was assessed by Student’s t-test (two-tailed) and the calculated
p-values indicated by asterisks (* p < 0.05, ** p < 0.01, *** p < 0.001, n.s. not significant).

For detection of CBFb-MYH11 and SET-NUP214 fusion transcripts, we performed re-
verse transcription (RT)-PCR, using the following oligonucleotides as reported previously:
CBFb-for 5′-GGGCTGTCTGGAGTTTGATG-3′, and MYH11-rev 5′-CTTGAGCGCCTGCA
TGTT-3′, SET-for 5′-TGACGAAGAAGGGGATGAGGAT-3′, NUP214-rev 5′-ATCATTCACA
TCTTGGACAGCA-3′ [28,44]. As a control, we analyzed ETV6, using ETV6-for 5′-AGGCC
AATTGACAGCAACAC-3′ and ETV6-rev 5′-TGCACATTATCCACGGATGG-3′. All oligonu-
cleotides were purchased from Eurofins MWG (Ebersberg, Germany). PCR products were
generated using taqpol (Qiagen) and thermocycler TGradient (Biometra, Göttingen, Ger-
many), analyzed by gel electrophoresis, and documented with the Azure c200 Gel Imaging
System (Azure Biosystems, Dublin, CA, USA).

4.4. Protein Analysis

Western blots were generated by the semi-dry method. Protein lysates from cell
lines were prepared using SIGMAFast protease inhibitor cocktail (Sigma, Taufkirchen,
Germany). Proteins were transferred onto nitrocellulose membranes (Bio-Rad, München,
Germany) and blocked with 5% dry milk powder dissolved in phosphate-buffered-saline
buffer (PBS). The following antibodies were used: alpha-Tubulin (Sigma, #T6199), IRX1
(Biozol, Eching, Germany, #DF3225), and IRX3 (Biozol, #MBS8223417). For loading control,
blots were reversibly stained with Poinceau (Sigma) and the detection of alpha-Tubulin
(TUBA) was performed thereafter. Secondary antibodies were linked to peroxidase for
detection by Western-Lightning-ECL (Perkin Elmer, Waltham, MA, USA). Documentation
was performed using the digital system ChemoStar Imager (INTAS, Göttingen, Germany).

The enzyme-linked immunosorbent assay (ELISA) was used to quantify BMP2 protein
levels in the supernatant of cell cultures. In addition, 2 × 106 cells were cultured in 2 mL of
fresh medium in a 24-well plate. After 24 h, 1 of mL medium was harvested and frozen
in aliquots. Quantification was performed using the Quantikine ELISA BMP-2 kit (R & D
Systems, #DBP200), as described by the company. Two biological replicates were analyzed
in triplicate.

4.5. Karyotyping and Genomic Profiling Analysis

Karyotyping was performed as described previously [75]. For genomic profiling, genomic
DNA of AML cell lines was prepared by the Qiagen Gentra Puregene Kit (Qiagen). Labeling,
hybridization, and scanning of Cytoscan HD arrays were performed by the Genome Analytics
Facility located at the Helmholtz Centre for Infection Research (Braunschweig, Germany),
using the manufacturer´s protocols (Affymetrix, High Wycombe, UK). Data were interpreted
using the Chromosome Analysis Suite software version 3.1.0.15 (Affymetrix, High Wycombe,
UK) and copy number alterations were determined accordingly.

23



Int. J. Mol. Sci. 2022, 23, 3192

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ijms23063192/s1.

Author Contributions: Conceptualization, S.N.; formal analysis, S.N., C.P., C.M. and R.A.F.M.;
investigation, S.N.; writing—original draft preparation, S.N.; writing—review and editing, R.A.F.M.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data is contained within the article or Supplementary Materials.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Liggett, L.A.; Sankaran, V.G. Unraveling Hematopoiesis through the Lens of Genomics. Cell 2020, 182, 1384–1400. [CrossRef]

[PubMed]
2. Wilson, N.K.; Foster, S.D.; Wang, X.; Knezevic, K.; Schütte, J.; Kaimakis, P.; Chilarska, P.M.; Kinston, S.; Ouwehand, W.H.;

Dzierzak, E.; et al. Combinatorial transcriptional control in blood stem/progenitor cells: Genome-wide analysis of ten major
transcriptional regulators. Cell Stem Cell 2010, 7, 532–544. [CrossRef] [PubMed]

3. Kucinski, I.; Wilson, N.K.; Hannah, R.; Kinston, S.J.; Cauchy, P.; Lenaerts, A.; Grosschedl, R.; Göttgens, B. Interactions between
lineage-associated transcription factors govern haematopoietic progenitor states. EMBO. J. 2020, 39, e104983. [CrossRef] [PubMed]

4. Rothenberg, E.V. Transcriptional Control of Early T and B Cell Developmental Choices. Annu. Rev. Immunol. 2014, 32, 283–321.
[CrossRef] [PubMed]

5. Bürglin, T.R.; Affolter, M. Homeodomain proteins: An update. Chromosoma 2015, 125, 497–521. [CrossRef] [PubMed]
6. Holland, P.W.H.; Booth, H.A.F.; Bruford, E. Classification and nomenclature of all human homeobox genes. BMC Biol. 2007, 5, 47.

[CrossRef]
7. Bürglin, T.R. Analysis of TALE superclass homeobox genes (MEIS, PBC, KNOX, Iroquois, TGIF) reveals a novel domain conserved

between plants and animals. Nucleic Acids Res. 1997, 25, 4173–4180. [CrossRef]
8. Mukherjee, K.; Bürglin, T.R. Comprehensive analysis of animal tale homeobox genes: New conserved motifs and cases of

accelerated evolution. J. Mol. Evol. 2007, 65, 137–153. [CrossRef]
9. Dard, A.; Reboulet, J.; Jia, Y.; Bleicher, F.; Duffraisse, M.; Vanaker, J.-M.; Forcet, C.; Merabet, S. Human hox proteins use diverse

and context-dependent motifs to interact with tale class cofactors. Cell Rep. 2018, 22, 3058–3071. [CrossRef]
10. Kerner, P.; Ikmi, A.; Coen, D.; Vervoort, M. Evolutionary history of the iroquois/Irx genes in metazoans. BMC Evol. Biol. 2009, 9,

74. [CrossRef]
11. Bosse, A.; Zülch, A.; Becker, M.B.; Torres, M.; Gómez-Skarmeta, J.L.; Modolell, J.; Gruss, P. Identification of the vertebrate Iroquois

homeobox gene family with overlapping expression during early development of the nervous system. Mech Dev. 1997, 69,
169–181. [CrossRef]

12. Zhang, P.; Yang, H.; Wang, X.; Wang, L.; Cheng, Y.; Zhang, Y.; Tu, Y. The genomic organization and function of IRX1 in
tumorigenesis and development. Cancer Transl. Med. 2017, 3, 29–33.

13. Kühn, A.; Löscher, D.; Marschalek, R. The IRX1/HOXA connection: Insights into a novel t(4;11)-specific cancer mechanism.
Oncotarget 2016, 7, 35341–35352. [CrossRef] [PubMed]

14. Somerville, T.D.; Simeoni, F.; Chadwick, J.A.; Williams, E.L.; Spencer, G.J.; Boros, K.; Wirth, C.; Tholouli, E.; Byers, R.J.; Somervaille,
T.C. Derepression of the Iroquois Homeodomain Transcription Factor Gene IRX3 Confers Differentiation Block in Acute Leukemia.
Cell Rep. 2018, 22, 638–652. [CrossRef]

15. Dash, A.; Gilliland, D. Molecular genetics of acute myeloid leukaemia. Best Pr. Res. Clin. Haematol. 2001, 14, 49–64. [CrossRef]
16. Graux, C.; Cools, J.; Michaux, L.; Vandenberghe, P.; Hagemeijer-Hausman, A. Cytogenetics and molecular genetics of T-cell acute

lymphoblastic leukemia: From thymocyte to lymphoblast. Leukemia 2006, 20, 1496–1510. [CrossRef]
17. Alharbi, R.; Pettengell, R.; Pandha, H.S.; Morgan, R. The role of HOX genes in normal hematopoiesis and acute leukemia. Leukemia

2012, 27, 1000–1008. [CrossRef]
18. Nagel, S. NKL-Code in Normal and Aberrant Hematopoiesis. Cancers 2021, 13, 1961. [CrossRef]
19. Nagel, S.; Pommerenke, C.; Meyer, C.; MacLeod, R.A.F.; Drexler, H.G. Establishment of the TALE-code reveals aberrantly

activated homeobox gene PBX1 in Hodgkin lymphoma. PLoS ONE 2021, 16, e0246603. [CrossRef]
20. Arber, D.A.; Orazi, A.; Hasserjian, R.; Thiele, J.; Borowitz, M.J.; Le Beau, M.M.; Bloomfield, C.D.; Cazzola, M.; Vardiman, J.W.

The 2016 revision to the World Health Organization classification of myeloid neoplasms and acute leukemia. Blood 2016, 127,
2391–2405. [CrossRef]

21. Nagel, S.; Scherr, M.; MacLeod, R.A.F.; Pommerenke, C.; Koeppel, M.; Meyer, C.; Kaufmann, M.; Dallmann, I.; Drexler, H.G. NKL
homeobox gene activities in normal and malignant myeloid cells. PLoS ONE 2019, 14, e0226212. [CrossRef] [PubMed]

24



Int. J. Mol. Sci. 2022, 23, 3192

22. Quentmeier, H.; Pommerenke, C.; Dirks, W.G.; Eberth, S.; Koeppel, M.; MacLeod, R.A.F.; Nagel, S.; Steube, K.; Uphoff, C.C.;
Drexler, H.G. The LL-100 panel: 100 cell lines for blood cancer studies. Sci. Rep. 2019, 9, 8218. [CrossRef] [PubMed]

23. Claussnitzer, M.; Dankel, S.N.; Kim, K.-H.; Quon, G.; Meuleman, W.; Haugen, C.; Glunk, V.; Sousa, I.S.; Beaudry, J.L.; Puviindran,
V.; et al. FTO Obesity Variant Circuitry and Adipocyte Browning in Humans. N. Engl. J. Med. 2015, 373, 895–907. [CrossRef]
[PubMed]

24. Rask-Andersen, M.; Almén, M.S.; Schiöth, H.B. Scrutinizing the FTO locus: Compelling evidence for a complex, long-range
regulatory context. Qual. Life Res. 2015, 134, 1183–1193. [CrossRef] [PubMed]

25. Calleja, M.; Herranz, H.; Estella, C.; Casal, J.; Lawrence, P.; Simpson, P.; Morata, G. Generation of medial and lateral dorsal body
domains by the pannier gene of Drosophila. Development 2000, 127, 3971–3980. [CrossRef]

26. Chiba, T.; Ikawa, Y.; Todokoro, K. GATA-1 transactivates erythropoietin receptor gene, and erythropoietin receptor-mediated
signals enhance GATA-1 gene expression. Nucleic Acids Res. 1991, 19, 3843–3848. [CrossRef]

27. Van Vlierberghe, P.; van Grotel, M.; Tchinda, J.; Lee, C.; Beverloo, H.B.; van der Spek, P.J.; Stubbs, A.; Cools, J.; Nagata,
K.; Fornerod, M.; et al. The recurrent SET-NUP214 fusion as a new HOXA activation mechanism in pediatric T-cell acute
lymphoblastic leukemia. Blood 2008, 111, 4668–4680. [CrossRef]

28. Quentmeier, H.; Schneider, B.; Röhrs, S.; Romani, J.; Zaborski, M.; Macleod, R.A.; Drexler, H.G. SET-NUP214 fusion in acute
myeloid leukemia- and T-cell acute lymphoblastic leukemia-derived cell lines. J. Hematol. Oncol. 2009, 2, 3. [CrossRef]

29. Trentin, L.; Giordan, M.; Dingermann, T.; Basso, G.; Te Kronnie, G.; Marschalek, R. Two independent gene signatures in pediatric
t(4;11) acute lymphoblastic leukemia patients. Eur. J. Haematol. 2009, 83, 406–419. [CrossRef]

30. Stam, R.W.; Schneider, P.; Hagelstein, J.A.; van der Linden, M.H.; Stumpel, D.J.; de Menezes, R.X.; de Lorenzo, P.; Valsecchi, M.G.;
Pieters, R. Gene expression profiling-based dissection of MLL translocated and MLL germline acute lymphoblastic leukemia in
infants. Blood 2010, 115, 2835–2844. [CrossRef]

31. Symeonidou, V.; Ottersbach, K. HOXA9/IRX1 expression pattern defines two subgroups of infant MLL-AF4-driven acute
lymphoblastic leukemia. Exp. Hematol. 2021, 93, 38–43.e5. [CrossRef] [PubMed]

32. Kudoh, T.; Dawid, I.B. Role of the iroquois3 homeobox gene in organizer formation. Proc. Natl. Acad. Sci. USA 2001, 98, 7852–7857.
[CrossRef] [PubMed]

33. Chalaux, E.; López-Rovira, T.; Rosa, J.L.; Bartrons, R.; Ventura, F. JunB is involved in the inhibition of myogenic differentiation by
bone morphogenetic protein-2. J. Biol. Chem. 1998, 273, 537–543. [CrossRef]

34. Ebara, S.; Nakayama, K. Mechanism for the action of bone morphogenetic proteins and regulation of their activity. Spine 2002, 27
(Suppl. 1), S10–S15. [CrossRef] [PubMed]

35. Nagel, S.; Pommerenke, C.; Meyer, C.; MacLeod, R.A.F. NKL Homeobox genes NKX2-3 and NKX2-4 deregulate megakaryocytic-
erythroid cell differentiation in AML. Int. J. Mol. Sci. 2021, 22, 11434. [CrossRef]

36. Nagel, S. The NKL-and TALE-codes represent hematopoietic gene signatures to evaluate deregulated homeobox genes in hodgkin
lymphoma. Hemato 2022, 3, 122–130. [CrossRef]

37. Kamps, M.P. E2A-Pbx1 induces growth, blocks differentiation, and interacts with other homeodomain proteins regulating normal
differentiation. Curr. Top. Microbiol. Immunol. 1997, 220, 25–43.

38. Sanyal, M.; Tung, J.W.; Karsunky, H.; Zeng, H.; Selleri, L.; Weissman, I.L.; Herzenberg, L.A.; Cleary, M.L. B-cell development fails
in the absence of the Pbx1 proto-oncogene. Blood 2007, 109, 4191–4199. [CrossRef]

39. Horman, S.R.; Velu, C.S.; Chaubey, A.; Bourdeau, T.; Zhu, J.; Paul, W.E.; Gebelein, B.; Grimes, H.L. Gfi1 integrates progenitor
versus granulocytic transcriptional programming. Blood 2009, 113, 5466–5475. [CrossRef]

40. Scalea, S.; Maresca, C.; Catalanotto, C.; Marino, R.; Cogoni, C.; Reale, A.; Zampieri, M.; Zardo, G. Modifications of H3K4
methylation levels are associated with DNA hypermethylation in acute myeloid leukemia. FEBS J. 2020, 287, 1155–1175.
[CrossRef]

41. Gaunt, S.J. The significance of Hox gene collinearity. Int. J. Dev. Biol. 2015, 59, 159–170. [CrossRef] [PubMed]
42. Sumiyama, K.; Tanave, A. The regulatory landscape of the Dlx gene system in branchial arches: Shared characteristics among Dlx

bigene clusters and evolution. Dev. Growth Differ. 2020, 62, 355–362. [CrossRef] [PubMed]
43. Fontana, M.C.; Marconi, G.; Feenstra, J.D.M.; Fonzi, E.; Papayannidis, C.; Ghelli Luserna di Rorá, A.; Padella, A.; Solli, V.;

Franchini, E.; Ottaviani, E.; et al. Chromothripsis in acute myeloid leukemia: Biological features and impact on survival. Leukemia
2018, 32, 1609–1620. [CrossRef] [PubMed]

44. Nagel, S.; Meyer, C.; Quentmeier, H.; Kaufmann, M.; Drexler, H.G.; MacLeod, R.A.F. Chromothripsis in Hodgkin lymphoma.
Genes Chromosom. Cancer 2013, 52, 741–747. [CrossRef]

45. Liu, P.; Tarlé, S.A.; Hajra, A.; Claxton, D.F.; Marlton, P.; Freedman, M.; Siciliano, M.J.; Collins, F.S. Fusion between transcription
factor CBF beta/PEBP2 beta and a myosin heavy chain in acute myeloid leukemia. Science 1993, 261, 1041–1044. [CrossRef]

46. van Dongen, J.J.; Macintyre, E.A.; Gabert, J.A.; Delabesse, E.; Rossi, V.; Saglio, G.; Gottardi, E.; Rambaldi, A.; Dotti, G.; Griesinger,
F.; et al. Standardized RT-PCR analysis of fusion gene transcripts from chromosome aberrations in acute leukemia for detection
of minimal residual disease. Report of the BIOMED-1 Concerted Action: Investigation of minimal residual disease in acute
leukemia. Leukemia 1999, 13, 1901–1928. [CrossRef]

47. Yamamoto, K.; Nagata, K.; Kida, A.; Hamaguchi, H. Deletion of 16q11 is a recurrent cytogenetic aberration in acute myeloblastic
leukemia during disease progression. Cancer Genet. Cytogenet. 2001, 131, 65–68. [CrossRef]

25



Int. J. Mol. Sci. 2022, 23, 3192

48. Fujiwara, T. GATA Transcription factors: Basic principles and related human disorders. Tohoku J. Exp. Med. 2017, 242, 83–91.
[CrossRef]

49. Wadman, I.A.; Osada, H.; Grütz, G.G.; Agulnick, A.D.; Westphal, H.; Forster, A.; Rabbitts, T. The LIM-only protein Lmo2 is
a bridging molecule assembling an erythroid, DNA-binding complex which includes the TAL1, E47, GATA-1 and Ldb1/NLI
proteins. EMBO J. 1997, 16, 3145–3157. [CrossRef]

50. Thoms, J.A.I.; Truong, P.; Subramanian, S.; Knezevic, K.; Harvey, G.; Huang, Y.; Seneviratne, J.A.; Carter, D.R.; Joshi, S.; Skhinas, J.;
et al. Disruption of a GA-TA2-TAL1-ERG regulatory circuit promotes erythroid transition in healthy and leukemic stem cells.
Blood 2021, 138, 1441–1455. [CrossRef]

51. Vyas, P.; Ault, K.; Jackson, C.W.; Orkin, S.H.; Shivdasani, R.A. Consequences of GATA-1 deficiency in megakaryocytes and
platelets. Blood 1999, 93, 2867–2875. [CrossRef] [PubMed]

52. Yu, C.; Cantor, A.B.; Yang, H.; Browne, C.; Wells, R.A.; Fujiwara, Y.; Orkin, S.H. Targeted deletion of a high-affinity GA-TA-binding
site in the GATA-1 promoter leads to selective loss of the eosinophil lineage in vivo. J. Exp. Med. 2002, 195, 1387–1395. [CrossRef]
[PubMed]

53. Nei, Y.; Obata-Ninomiya, K.; Tsutsui, H.; Ishiwata, K.; Miyasaka, M.; Matsumoto, K.; Nakae, S.; Kanuka, H.; Inase, N.; Karasuyama,
H. GATA-1 regulates the generation and function of basophils. Proc. Natl. Acad. Sci. USA 2013, 110, 18620–18625. [CrossRef]
[PubMed]

54. Hahn, C.N.; Chong, C.E.; Carmichael, C.L.; Wilkins, E.J.; Brautigan, P.J.; Li, X.C.; Babic, M.; Lin, M.; Carmagnac, A.; Lee, Y.K.; et al.
Heritable GATA2 mutations associated with familial myelodysplastic syndrome and acute myeloid leukemia. Nat. Genet. 2011,
43, 1012–1017. [CrossRef] [PubMed]

55. Shimizu, R.; Yamamoto, M. Quantitative and qualitative impairments in GATA2 and myeloid neoplasms. IUBMB Life 2019, 72,
142–150. [CrossRef]

56. Eklund, E.A. The role of HOX genes in malignant myeloid disease. Curr. Opin. Hematol. 2007, 14, 85–89. [CrossRef]
57. Tsuchida, K.; Arai, K.Y.; Kuramoto, Y.; Yamakawa, N.; Hasegawa, Y.; Sugino, H. Identification and characterization of a novel

folistatin-like protein as a binding protein for the TGF-beta family. J. Biol. Chem. 2000, 275, 40788–40796. [CrossRef]
58. Jeanpierre, S.; Nicolini, F.E.; Kaniewski, B.; Dumontet, C.; Rimokh, R.; Puisieux, A.; Maguer-Satta, V. BMP4 regulation of human

megakaryocytic differentiation is involved in thrombopoietin signaling. Blood 2008, 112, 3154–3163. [CrossRef]
59. Maguer-Satta, V.; Bartholin, L.; Jeanpierre, S.; Ffrench, M.; Martel, S.; Magaud, J.P.; Rimokh, R. Regulation of human erythropoiesis

by activin A, BMP2, and BMP4, members of the TGFbeta family. Exp. Cell Res. 2003, 282, 110–120. [CrossRef]
60. Nagel, S.; Ehrentraut, S.; Meyer, C.; Kaufmann, M.; Drexler, H.G.; MacLeod, R.A.F. Repressed BMP signaling reactivates NKL

homeobox geneMSX1in a T-ALL subset. Leuk. Lymphoma 2014, 56, 480–491. [CrossRef]
61. Siatecka, M.; Bieker, J.J. The multifunctional role of EKLF/KLF1 during erythropoiesis. Blood 2011, 118, 2044–2054. [CrossRef]

[PubMed]
62. Porcher, C.; Chagraoui, H.; Kristiansen, M.S. SCL/TAL1: A multifaceted regulator from blood development to disease. Blood

2017, 129, 2051–2060. [CrossRef] [PubMed]
63. Yi, G.; Mandoli, A.; Jussen, L.; Tijchon, E.; van Bergen, M.G.J.M.; Cordonnier, G.; Hansen, M.; Kim, B.; Nguyen, L.N.; Jansen,

P.W.T.C.; et al. CBFβ-MYH11 interferes with megakaryocyte differentiation via modulating a gene program that includes GATA2
and KLF1. Blood Cancer J. 2019, 9, 33. [CrossRef] [PubMed]

64. Li, Y.; Luo, H.; Liu, T.; Zacksenhaus, E.; Ben-David, Y. The ets transcription factor Fli-1 in development, cancer and disease.
Oncogene 2014, 34, 2022–2031. [CrossRef]

65. Küster, M.M.; Schneider, M.A.; Richter, A.M.; Richtmann, S.; Winter, H.; Kriegsmann, M.; Pullamsetti, S.S.; Stiewe, T.; Savai, R.;
Muley, T.; et al. Epigenetic inactivation of the tumor suppressor IRX1 occurs frequently in lung adenocarcinoma and its silencing
is associated with impaired prognosis. Cancers 2020, 12, 3528. [CrossRef]

66. Rapin, N.; Bagger, F.O.; Jendholm, J.; Mora-Jensen, H.; Krogh, A.; Kohlmann, A.; Thiede, C.; Borregaard, N.; Bullinger, L.; Winther,
O.; et al. Comparing cancer vs normal gene expression profiles identifies new disease entities and common transcriptional
programs in AML patients. Blood 2014, 123, 894–904. [CrossRef]

67. Merryweather-Clarke, A.T.; Atzberger, A.; Soneji, S.; Gray, N.; Clark, K.; Waugh, C.; McGowan, S.J.; Taylor, S.; Nandi, A.K.; Wood,
W.G.; et al. Global gene expression analysis of human erythroid progenitors. Blood 2011, 117, e96–e108. [CrossRef]

68. Lu, N.; Li, Y.; Zhang, Z.; Xing, J.; Sun, Y.; Yao, S.; Chen, L. Human Semaphorin-4A drives Th2 responses by binding to receptor
ILT-4. Nat. Commun. 2018, 9, 742. [CrossRef]

69. Novershtern, N.; Subramanian, A.; Lawton, L.N.; Mak, R.H.; Haining, W.N.; McConkey, M.E.; Habib, N.; Yosef, N.; Chang, C.Y.;
Shay, T.; et al. Densely Interconnected Transcriptional Circuits Control Cell States in Human Hematopoiesis. Cell 2011, 144,
296–309. [CrossRef]

70. Uhlen, M.; Karlsson, M.J.; Zhong, W.; Tebani, A.; Pou, C.; Mikes, J.; Lakshmikanth, T.; Forsström, B.; Edfors, F.; Odeberg, J.; et al.
A genome-wide transcriptomic analysis of protein-coding genes in human blood cells. Science 2019, 366, eaax9198. [CrossRef]

71. Pigazzi, M.; Masetti, R.; Bresolin, S.; Beghin, A.; Di Meglio, A.; Gelain, S.; Trentin, L.; Baron, E.; Giordan, M.; Zangrando, A.; et al.
MLL partner genes drive distinct gene expression profiles and genomic alterations in pediatric acute myeloid leukemia: An
AIEOP study. Leukemia 2011, 25, 560–563. [CrossRef] [PubMed]

72. Klein, H.U.; Ruckert, C.; Kohlmann, A.; Bullinger, L.; Thiede, C.; Haferlach, T.; Dugas, M. Quantitative comparison of microar-ray
experiments with published leukemia related gene expression signatures. BMC Bioinform. 2009, 10, 422. [CrossRef] [PubMed]

26



Int. J. Mol. Sci. 2022, 23, 3192

73. Verhaak, R.G.; Wouters, B.J.; Erpelinck, C.A.; Abbas, S.; Beverloo, H.B.; Lugthart, S.; Lowenberg, B.; Delwel, R.; Valk, P.J. Prediction
of molecular subtypes in acute myeloid leukemia based on gene expression profiling. Haematologica 2009, 94, 131–134. [CrossRef]
[PubMed]

74. Huang, D.W.; Sherman, B.T.; Tan, Q.; Collins, J.R.; Alvord, W.G.; Roayaei, J.; Stephens, R.; Baseler, M.W.; Lane, H.C.; Lempicki,
R.A. The DAVID Gene Functional Classification Tool: A novel biological module-centric algorithm to functionally analyze large
gene lists. Genome Biol. 2007, 8, R183. [CrossRef] [PubMed]

75. MacLeod, R.A.F.; Kaufmann, M.E.; Drexler, H.G. Cytogenetic harvesting of cancer cells and cell lines. Methods Mol. Biol. 2016,
1541, 43–58. [CrossRef]

27





 International Journal of 

Molecular Sciences

Article

NKL Homeobox Genes NKX2-3 and NKX2-4 Deregulate
Megakaryocytic-Erythroid Cell Differentiation in AML

Stefan Nagel *, Claudia Pommerenke , Corinna Meyer and Roderick A. F. MacLeod

Citation: Nagel, S.; Pommerenke, C.;

Meyer, C.; MacLeod, R.A.F. NKL

Homeobox Genes NKX2-3 and

NKX2-4 Deregulate Megakaryocytic-

Erythroid Cell Differentiation in

AML. Int. J. Mol. Sci. 2021, 22, 11434.

https://doi.org/10.3390/ijms222111434

Academic Editor: Amelia Casamassimi

Received: 24 September 2021

Accepted: 18 October 2021

Published: 22 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Human and Animal Cell Lines, Leibniz-Institute DSMZ, German Collection of Microorganisms
and Cell Cultures, 38124 Braunschweig, Germany; cpo14@dsmz.de (C.P.); cme@dsmz.de (C.M.);
rafmacleod@gmail.com (R.A.F.M.)
* Correspondence: sna@dsmz.de; Tel.: +49-531-2616167

Abstract: NKL homeobox genes encode transcription factors that impact normal development and
hematopoietic malignancies if deregulated. Recently, we established an NKL-code that describes
the physiological expression pattern of eleven NKL homeobox genes in the course of hematopoiesis,
allowing evaluation of aberrantly activated NKL genes in leukemia/lymphoma. Here, we identify
ectopic expression of NKL homeobox gene NKX2-4 in an erythroblastic acute myeloid leukemia
(AML) cell line OCI-M2 and describe investigation of its activating factors and target genes. Com-
parative expression profiling data of AML cell lines revealed in OCI-M2 an aberrantly activated
program for endothelial development including master factor ETV2 and the additional endothelial
signature genes HEY1, IRF6, and SOX7. Corresponding siRNA-mediated knockdown experiments
showed their role in activating NKX2-4 expression. Furthermore, the ETV2 locus at 19p13 was
genomically amplified, possibly underlying its aberrant expression. Target gene analyses of NKX2-4
revealed activated ETV2, HEY1, and SIX5 and suppressed FLI1. Comparative expression profiling
analysis of public datasets for AML patients and primary megakaryocyte–erythroid progenitor cells
showed conspicuous similarities to NKX2-4 activating factors and the target genes we identified,
supporting the clinical relevance of our findings and developmental disturbance by NKX2-4. Fi-
nally, identification and target gene analysis of aberrantly expressed NKX2-3 in AML patients and a
megakaryoblastic AML cell line ELF-153 showed activation of FLI1, contrasting with OCI-M2. FLI1
encodes a master factor for myelopoiesis, driving megakaryocytic differentiation and suppressing
erythroid differentiation, thus representing a basic developmental target of these homeo-oncogenes.
Taken together, we have identified aberrantly activated NKL homeobox genes NKX2-3 and NKX2-4
in AML, deregulating genes involved in megakaryocytic and erythroid differentiation processes, and
thereby contributing to the formation of specific AML subtypes.

Keywords: HOX-code; NKL-code; TALE-code; TBX-code

1. Introduction

Stem and progenitor cells pass through several developmental stages and subse-
quently differentiate into mature cells and tissues. During early embryogenesis, hematopoi-
etic and endothelial cells share a common progenitor, termed hemangioblast. Later in
development, these cell types differentiate separately, starting from hematopoietic and
endothelial stem cells, respectively. The process of hematopoiesis generates all types of
blood and immune cells, split into the lymphoid and myeloid lineages. The latter produces
mature cell types such as erythrocytes and megakaryocytes via the joint megakaryocyte
and erythroid progenitor [1]. Megakaryocytes develop subsequently the thrombocytes.

Differentiation processes during hematopoietic and endothelial development are
mainly regulated at the transcriptional level [2,3]. The master genes responsible for control-
ling these processes mostly encode transcription factors (TFs). E26 transformation-specific
(ETS) and NKL homeodomain factors represent two types of such developmental TFs
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and operate at specific stages and lineages. ETS factors share the conserved ETS domain,
which forms a winged helix-turn-helix structure and performs both sequence-specific DNA
binding and protein–protein interactions [4]. According to sequence similarities, their
genes are classified into 13 groups [5]. ETV2 and FLI1 are two basic ETS factors of the
ERG group, regulating early steps in hematopoietic and endothelial development. ETV2 is
expressed in the hemangioblast and drives endothelial differentiation in the adult, while
FLI1 is active both in hematopoietic stem cells (HSCs) and during megakaryopoiesis [6,7].

Homeobox genes encode a homeodomain that consists of three helices, generating a
helix-turn-helix structure. The homeodomain performs an interaction with DNA, cofac-
tors, and chromatin, forming a platform for gene regulation [8]. According to sequence
similarities of their conserved homeobox, these genes are arranged into eleven classes and
several subclasses [9]. Thus, for example, NKL homeobox genes represent a subclass of
the Antennapedia (ANTP) class of homeobox genes. The human genome contains 49 NKL
homeobox genes that play fundamental roles in embryonal development of tissues and
organs and regulate cell differentiation in the adult. Examples are NKX2-3, which is ex-
pressed in developing spleen, intestine and in HSCs; NKX2-4, which is active in brain and
testis development; and NKX2-5, which controls development of heart and spleen [10–14].
Recently, we have described the NKL-code that encompasses the gene signature of eleven
NKL homeobox genes expressed in specific patterns during hematopoiesis [15]. Basic
NKL-code members are NKX2-3, in addition to both HHEX and HLX, which orchestrate
differentiation processes in myeloid and lymphoid lineages and are themselves regulated
by specific hematopoietic TFs [16].

According to their functions in normal development, deregulated ETS and NKL
homeobox genes promote generation of hematopoietic malignancies and are frequently
targeted by chromosomal aberrations. For example, the ETS gene ETV6 is fused with
different partner genes by specific translocations in lymphoblastic and myeloid acute
leukemias, and NKL homeobox gene NKX2-5 is aberrantly activated via juxtaposition to an
enhancer region of BCL11B in T-cell acute lymphoblastic leukemia (T-ALL) [17,18]. Other
reported activating mechanisms for NKL homeobox genes are deregulated chromatin
components, signaling pathways, and TFs [15]. Furthermore, aberrantly expressed ETS
and NKL homeobox genes serve as diagnostic markers for certain hematopoietic cancers,
such as ETV6 in ALL and TLX1 in T-ALL.

Acute myeloid leukemia (AML) is the most frequent acute leukemia in adults. The
tumor cells derive from specific progenitor cells of the myeloid lineage. According to
originating cells and stages, phenotypes, chromosomal aberrations, and gene mutations,
several subtypes of AML are distinguished that differ in prognosis and treatment. The
established French–American–British (FAB) system differentiates eight subtypes, called
AML-M0 to -M7 [19]. Thus, for example, AML-M6 represents an erythroblastic subtype
and the corresponding tumor cells express several erythropoietic genes and are blocked
in development, unable to terminate differentiation. Today, additional criteria including
sequencing data basically serve to classify AML [20].

Systematic analysis of NKL homeobox genes in AML has revealed 18 deregulated
genes, highlighting the importance of these developmental oncogenes in driving this malig-
nancy [21]. Focused studies in AML have investigated activating factors and downstream
functions of the selected deregulated NKL homeobox genes NANOG, HMX2, and HMX3
and have shown the oncogenic roles of these genes [21,22]. In this study, we performed
detailed analyses of the oncogenically deregulated NKL homeobox gene NKX2-4 using
AML cell line OCI-M2 as model. We found that NKX2-4 is aberrantly connected with the
developmental ETS genes ETV2 and FLI1, generating a leukemogenic network, which
impacts myeloid differentiation.
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2. Results
2.1. NKX2-4 Expression in AML Cell Line OCI-M2

Systematic examinations of aberrantly expressed NKL homeobox genes in AML pa-
tients and cell lines were performed using public gene expression profiling datasets, high-
lighting their frequent deregulation and oncogenic impact in this myeloid malignancy [21].
To investigate their pathological function in myeloid in vitro models, we searched for
deregulated NKL homeobox genes in our published RNA-seq dataset LL-100, which covers
34 myeloid and 66 lymphoid leukemia/lymphoma cell lines. We detected NKX2-4 expres-
sion in two AML cell lines, conspicuously high in OCI-M2 and low in THP-1 (Figure 1A).
Additionally, B-cell lymphoma cell line U-2932 expressed elevated NKX2-4 levels as well.
Importantly, this NKL homeobox gene is not represented in standard expression profiling
arrays, and its transcriptional deregulation has, therefore, yet to be reported in leukemia
patients or cell lines.
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Analyses of additional public RNA-seq datasets containing samples from normal
cells and tissues showed an absence of NKX2-4 expression in developing and mature
hematopoietic cells but showed its presence in the hypothalamus, pituitary gland, and
testis (Figure S1). RQ-PCR and immunostaining confirmed NKX2-4 activity in OCI-M2 cells
at the RNA and protein levels, respectively (Figure 1B,C). The subcellular distribution of
NKX2-4 protein showed localization in both nucleus and cytoplasm, suggesting functional
regulation of this TF via nuclear import. Furthermore, combined analysis of NKX2-4
in a primary testis sample indicated enhanced transcript levels in OCI-M2 (Figure 1B).
Thus, NKX2-4 is ectopically overexpressed in AML cell line OCI-M2, which was therefore
used as a model to investigate its oncogenic role in this malignancy, including activating
mechanisms and target genes.

2.2. Karyotyping and Genomic Profiling of OCI-M2

NKL homeobox genes are frequently deregulated by chromosomal aberrations [15].
To check if the NKX2-4 locus is targeted by chromosomal rearrangements, we performed
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karyotyping of OCI-M2. The resultant karyotype was as follows: 51(46–51) < 2n > XX,
der(X)t(X;8)(q23;q23), +6, +8, add(9)(p23), del(9)(p12p21), t(10;12)(p12;p12), del(17)(q11q21.1),
+20, −21, +3 mar. However, no aberrations of the NKX2-4 locus at 20p11 were detected
in OCI-M2. Nevertheless, the observed trisomy of chromosome 20 may boost NKX2-4
expression by copy number gain.

Furthermore, we performed genomic profiling analysis of OCI-M2 to identify potential
copy number alterations. The data for all chromosomes are shown in Figure 2, indicating,
however, absence of a focal gain at the NKX2-4 locus. In contrast, the results show several
copy number alterations at other chromosomal positions, including duplications at 7q31-
q36 and 8q22-q24, strongly amplified regions at 19p13 and 21q22, and deletions at 9p23-p24,
12p12, Xp11, and Xq12-q22. These regions may be indirectly implemented in NKX2-4
deregulation. Interestingly, genomic profiling data of THP-1 cells that weakly transcribed
NKX2-4 showed a focal amplification at the NKX2-4 locus (Figure S2A). However, this
aberration neither enhanced the expression level of NKX2-4 nor of the expression of its gene
neighbor NKX2-2, as demonstrated by RQ-PCR analysis (Figure 1B,D), indicating absence
of cognate activating TFs in THP-1. Of note, T-cell lymphoma cell lines DERL-2 and DERL-7
have been shown to aberrantly express NKX2-2 and were used here as controls [23].

2.3. OCI-M2 Displays an Aberrant Program of Endothelial Development

To identify NKX2-4 activating factors, we performed comparative expression profiling
analysis of AML cell line OCI-M2 versus 31 AML control cell lines using public dataset
GSE59808 and the associated online tool GEOR, which calculates the 250 most highly
statistically significant differences in gene expression levels. This examination revealed for
OCI-M2 differentially expressed up- or downregulated genes (Table S1). Subsequent gene
set annotation analysis of these genes using the public online platform DAVID showed
several significantly associated GO terms, including activated chromatin/histones and
endothelial signaling (Table S2). The latter GO term was of special interest because of the
close relationships between endothelial and hematopoietic development.

In support of this finding, OCI-M2 overexpressed ETV2, encoding a master factor
for endothelial development, in addition to members of its associated gene signature,
including EPOR, HEY1, KDR, and SOX7 [24–26] (Table S1). RNA-seq data, RQ-PCR, and
Western blot analyses of selected AML cell lines confirmed enhanced expression of these
genes in OCI-M2 (Figure 3A–C and Figure S3). Furthermore, according to the comparative
expression profiling data, IRF6 and the histone genes H1C and H2BB from the HIST1-
cluster were also overexpressed, while FLI1 and KDM6A were downregulated in OCI-M2
(Figure 3D,E and Figure S3, Table S1). Of note, IRF6 has been associated with endothelial
development as well [27], thus representing an additional overexpressed TF in this context.

Interestingly, overexpressed ETV2 is located at chromosomal position 19p13, which
is targeted by genomic amplification in OCI-M2, while suppressed KDM6A is located at
Xp11, which is focally deleted (Figure 2 and Figure S2B). Thus, these genomic aberrations
may directly cause the deregulated activities observed for the indicated genes. Whole
chromosome gains may underlie elevated expression levels of HIST1-genes at 6p22, SOX7
at 8p23, HEY1 at 8q21, and NKX2-4 at 20p11 (Figure 2). However, a potential role for
overexpressed histone genes in aberrant NKX2-4 expression remained unclear, although we
additionally detected elevated levels of ubiquitinated H2B in OCI-M2 (Figure 3D), which
has been shown to impact NKL homeobox gene activity in B-cell lymphoma [28]. Taken
together, AML cell line OCI-M2 displays an aberrantly activated program for endothelial
development, which may drive its oncogenic transformation, notably including NKX2-
4 expression. Copy number alterations may underlie aberrant activation of particular
endothelial signature genes.
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and KDR (right) demonstrate increased expression levels in OCI-M2. (C) RQ-PCR analyses of SOX7 (left) and IRF6 (right) 
demonstrate elevated expression levels in OCI-M2. (D) RQ-PCR analyses of H1C (left) and H2BB (middle) demonstrate 
high expression levels in OCI-M2. Raised levels of ubiquinated H2B are shown by Western blot analysis, using p38 as 
loading control (right). (E) RQ-PCR and Western blot analyses of KDM6A (left) and FLI1 (right) demonstrate reduced 
expression levels in OCI-M2. The cell lines OCI-M2 and ELF-153 are indicated in red and green. The expression levels of 
OCI-M2 were set as 1, except for analyses of KDM6A (GDM-1 was set as 1) and FLI1 (KG1A was set as 1). 

2.4. Endothelial Transcription Factors Activate NKX2-4 in OCI-M2 
To examine whether the overexpressed endothelial TFs contribute to NKX2-4 ex-
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Figure 3. RQ-PCR and Western blot analysis of selected genes in AML cell lines. (A) RQ-PCR and Western blot analyses
of ETV2 (left) and HEY1 (right) demonstrate elevated expression levels in OCI-M2. (B) RQ-PCR analyses of EPOR (left)
and KDR (right) demonstrate increased expression levels in OCI-M2. (C) RQ-PCR analyses of SOX7 (left) and IRF6 (right)
demonstrate elevated expression levels in OCI-M2. (D) RQ-PCR analyses of H1C (left) and H2BB (middle) demonstrate
high expression levels in OCI-M2. Raised levels of ubiquinated H2B are shown by Western blot analysis, using p38 as
loading control (right). (E) RQ-PCR and Western blot analyses of KDM6A (left) and FLI1 (right) demonstrate reduced
expression levels in OCI-M2. The cell lines OCI-M2 and ELF-153 are indicated in red and green. The expression levels of
OCI-M2 were set as 1, except for analyses of KDM6A (GDM-1 was set as 1) and FLI1 (KG1A was set as 1).

2.4. Endothelial Transcription Factors Activate NKX2-4 in OCI-M2

To examine whether the overexpressed endothelial TFs contribute to NKX2-4 expres-
sion, we screened its promoter region for potential TF binding sites, using the UCSC
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genome browser. This approach revealed a SOX consensus site, as shown in Figure 4A.
Accordingly, siRNA-mediated knockdown of overexpressed SOX7 in OCI-M2 resulted
in concomitantly reduced NKX2-4 expression, showing that this endothelial TF activated
NKL homeobox gene NKX2-4 (Figure 4B). Then, a search for additional potential binding
sites at NKX2-4 using the CIS-BP database indicated an IRF6-site at −2648 bp, an ETV2-site
at −2021 bp, and a HEY1-site within exon 2. To analyze their regulatory impact on NKX2-4
expression, we performed corresponding siRNA-mediated knockdown experiments. The
results showed that all three factors—IRF6, ETV2 and HEY1—activated expression of
NKX2-4 in OCI-M2 (Figure 4C,D).
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Figure 4. Endothelial TFs activate NKX2-4 in OCI-M2. (A) TF binding sites at the NKX2-4 locus were
obtained from the UCSC genome browser. A consensus binding site for SOX factors is indicated.
(B) RQ-PCR analysis of OCI-M2 after siRNA-mediated knockdown of SOX7 shows concomitantly
reduced transcript levels of NKX2-4. (C) RQ-PCR analyses of OCI-M2 after siRNA-mediated knock-
down of IRF6 (left) and HEY1 (right) show concomitantly reduced transcript levels of NKX2-4.
(D) RQ-PCR analysis of OCI-M2 after siRNA-mediated knockdown of ETV2 shows concomitantly
reduced transcript levels of NKX2-4 (left). Reporter gene assay for a potential ETV2 binding site at
NKX2-4 was performed in NIH-3T3 cells, showing a suppressive effect. Nevertheless, these context-
dependent results may indicate direct regulation of NKX2-4 by ETV2 (middle). Forced expression of
ETV2 in THP-1 cells resulted in strongly elevated NKX2-4 expression (right). Statistical significance
was assessed by Student’s t-test (two-tailed), and the calculated p-values are indicated by asterisks
(* p < 0.05, ** p < 0.01, *** p < 0.001, n.s. not significant). The expression levels of siCTR-treated and
vector-treated cells were set as 1.
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To study the role of ETV2 in more detail, we established a reporter gene assay for
the identified binding site, showing that ETV2 regulated NKX2-4 directly (Figure 4D).
Furthermore, forced expression of ETV2 in THP-1 cells resulted in strongly elevated
transcript levels of NKX2-4 (Figure 4D), highlighting the activatory power of this TF in
AML cells. Taken together, the endothelial TFs SOX7, IRF6, HEY1, and ETV2 are aberrantly
overexpressed activators of NKX2-4 in AML cell line OCI-M2.

2.5. NKX2-4 Impacts Erythroid Development

Functional analyses of NKX2-4 were performed by life-cell imaging. Accordingly, OCI-
M2 cells were treated for NKX2-4 knockdown and subsequently quantified for proliferation
and apoptosis (Figure 5A). However, the results show no significant impact on these
processes. The better to understand the potential oncogenic role of TF NKX2-4 in AML, we
searched for its target genes. We postulated that the above-identified NKX2-4 regulators
ETV2 and HEY1 may simultaneously represent NKX2-4 target genes because they contain
consensus binding sites for NKX2-4 at −1235 bp and −961 bp, respectively. Moreover,
indeed, siRNA-mediated knockdown of NKX2-4 resulted in concurrent downregulation of
ETV2 and HEY1, confirming targeting of these genes by NKX2-4 and thus their participation
in an aberrant mutually activating network (Figure 5B). The known role of ETV2 and HEY1
in endothelial development may indicate that NKX2-4 deregulates differentiation processes
in AML.

To search for NKX2-4 target genes more systematically, we performed expression pro-
filing analysis of OCI-M2 after NKX2-4 knockdown in comparison with a control (Table S3).
Gene set annotation analysis of the top-1000 upregulated and downregulated genes re-
vealed several GO terms associated with tissue and organ development (Table S4). Thus,
these results further support that NKX2-4 may deregulate developmental processes in
AML. However, this approach showed no GO term specifically associated with myeloid
differentiation. Therefore, after inspection of these differentially expressed genes, we se-
lected six myeloid-associated candidates encoding TFs, receptors, and markers for detailed
analyses—namely FLI1, FOXA1, MAML2, SIX5, SIRPA, and TGFBR1 [7,29–33]. Again,
siRNA-mediated knockdown of NKX2-4 in OCI-M2 and subsequent transcript quantifica-
tion by RQ-PCR confirmed that NKX2-4 activated FOXA1, MAML2, and SIX5 (Figure 5C)
and repressed FLI1 and SIRPA (Figure 5D). The identified NKX2-4 target genes may thus
play a role in deregulated myeloid development and thus in the leukemogenesis of OCI-M2.

To evaluate our findings, we analyzed gene expression data obtained from primary
samples, including peripheral blood cells from AML patients as well as hematopoietic
progenitor cells from healthy donors. OCI-M2 is derived from a patient with acute ery-
throblastic leukemia, AML-M6 [34]. To compare our cell line data with those from patients,
we performed comparative expression profiling analysis of samples from six AML-M6
patients versus 429 controls (patients with AML-M0, -M1, -M2, -M3, -M4, and -M5) using
public dataset GSE6891 and analysis tool GEOR. Differentially expressed genes revealed
by this approach included significantly upregulated EPOR, GATA1, HIST1, IRF6, and SIX5,
and significantly downregulated FLI1 in AML-M6 (Table S5). Thus, key regulators and
target genes of NKX2-4 identified in OCI-M2 are likewise expressed in AML-M6 patients,
verifying the clinical relevance of our data obtained from a cell line model.
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ETV2 (left) and HEY1 (right) in OCI-M2 after siRNA-mediated knockdown of NKX2-4 confirm these genes as activated
targets. (C) RQ-PCR analyses of FOXA1, MAML2, SIX5, and TGFBR1 in OCI-M2 after siRNA-mediated knockdown of
NKX2-4 confirm these genes as activated targets. (D) RQ-PCR analyses of SIRPA (left) and FLI1 (right) in OCI-M2 after
siRNA-mediated knockdown of NKX2-4 confirm these genes as suppressed targets. (E) Expression profiling analysis of
developing myeloid cells using public dataset GSE42519 shows elevated expression levels of IRF6, EPOR, and HBB and
reduced levels of FLI1 and SIRPA in megakaryocyte–erythroid progenitor cells (MEP). The y-axis represents the expression
levels. (F) RQ-PCR analysis of selected AML cell lines for HBB (left) and SIRPA (right) show respective elevated and
reduced expression levels in OCI-M2. (G) Life-cell imaging analysis of OCI-M2 cells treated by forced expression of FLI1
shows significant reduction in proliferation. Statistical significance was assessed by Student’s t-test (two-tailed), and the
calculated p-values are indicated by asterisks (* p < 0.05, ** p < 0.01, *** p < 0.001, n.s. not significant). The expression levels
of siCTR-treated cells and of untreated OCI-M2 were set as 1.

In addition, we compared expression profiling data of samples from normal megakary-
ocyte and erythroid progenitors (MEPs) versus more differentiated granulopoietic pro-
genitors, including promyelocytes, myelocytes, metamyelocytes, and band cells, using
dataset GSE42519 and analysis tool GEOR. This approach revealed downregulated FLI1
and SIRPA and upregulated IRF6, EPOR, GATA1, and HBB in MEPs (Table S6, Figure 5E).
FLI1, SIRPA, GATA1 and HBB play basic roles in myeloid development especially in ery-
thropoiesis [7,32,35]. Accordingly, RQ-PCR analysis demonstrated that OCI-M2 expressed
elevated GATA1 and HBB and reduced SIRPA levels as well (Figure 5F), consistent with its
erythroblastic phenotype resembling MEPs.

FLI1 encodes a key myeloid TF, repressing erythroid while activating megakaryocytic
differentiation [7,36]. Therefore, aberrant suppression of FLI1 by NKX2-4 in OCI-M2 may
promote leukemogenic transformation towards erythroblastic cells. Accordingly, forced
expression of FLI1 in OCI-M2 cells inhibited proliferation, suggesting that FLI1-mediated
cell differentiation processes are uniformly connected with termination of cell growth
(Figure 5G). Taken together, our experimental data for NKX2-4 in acute erythroblastic
leukemia cell line OCI-M2 correspond to expression data from AML-M6 patients and
primary MEPs, suggesting that this aberrantly activated NKL homeobox gene may provoke
a developmental defect in the process of megakaryocyte–erythroid differentiation.

2.6. NKX2-3 Impacts Megakaryocytic Development

As mentioned above, NKX2-4 is not represented in standard expression profiling
datasets. However, our comparative profiling results of AML patients (M6 versus M0
to M5) showed ectopic expression of NKL homeobox gene NKX2-3 in AML-M6 patients
(Table S5). This finding indicated that NKX2-3 and the closely related TF NKX2-4 may
control similar oncogenic processes in this particular AML subtype. To compare their
regulatory impacts in vitro, we searched for an NKX2-3 expressing AML cell line model.
Anew screening of RNA-seq dataset LL-100 revealed cell line ELF-153 which, however,
derives from acute megakaryoblastic leukemia, AML-M7 [37]. RQ-PCR and Western
blot analyses confirmed NKX2-3 expression in ELF-153 at the RNA and protein level,
respectively, validating its suitability for functional tests (Figure 6A).

Subsequent siRNA-mediated knockdown experiments in ELF-153 demonstrated that
NKX2-3 activated ETV2, SIX5, and FLI1 and suppressed HEY1 (Figure 6B). Thus, NKX2-3
differs from NKX2-4 in regulation of HEY1 and FLI1, while both NKL-TFs activated ETV2
and SIX5. Accordingly, RQ-PCR and Western blot analysis demonstrated that ELF-153
expressed elevated levels of FLI1, and OCI-M2 reduced levels of FLI1 (Figure 3E). Fur-
thermore, siRNA-mediated knockdown of FLI1 in ELF-153 resulted in slightly decreased
proliferation, as analyzed by life-cell imaging (Figure 6C). Thus, proliferation was pro-
moted by FLI1 in ELF-153, contrasting with OCI-M2. NKX2-4 is aberrantly expressed in
erythroblastic leukemia cell line OCI-M2 and represses FLI1, while NKX2-3 is aberrantly
expressed in megakaryoblastic leukemia cell line ELF-153 and activates FLI1. FLI1 contains
a consensus binding site for both NKX2-3 and NKX2-4 in its upstream region at −2564 bp,
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suggesting direct regulation. Moreover, both NKX2-3 and FLI1 are physiologically upregu-
lated in HSCs (Figure 6D), indicating aberrant reactivation of their regulatory connection
in ELF-153.
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Figure 6. Expression and target gene analysis of NKX2-3. (A) LL-100 RNA-seq data show enhanced expression of NKL
homeobox gene NKX2-3 in AML cell line ELF-153 (black arrowhead), while this gene is silent in OCI-M2 (blue arrow
heads). Gene expression values are given as DESeq2 normalized count data. RQ-PCR and Western blot analyses of selected
AML cell lines confirm enhanced expression of NKX2-3 in ELF-153 (insert). The expression level of ELF-153 was set as 1.
(B) RQ-PCR analyses of ETV2 (above left), SIX5 (above right), FLI1 (below left), and of HEY1 (below right) in ELF-153 after
siRNA-mediated knockdown of NKX2-3 confirm these genes as targets. Of note, FLI1 is activated by NKX2-3. (C) Life-cell
imaging analysis of ELF-153 cells treated for knockdown of FLI1 shows reduction in proliferation (p = 0.021). (D) Expression
profiling analysis of developing myeloid cells using public dataset GSE42519 shows elevated expression levels of NKX2-3
and FLI1 in hematopoietic stem cells (HSC). (E) RQ-PCR analyses of GATA1, GATA2, and HBB in OCI-M2 (above) and
ELF-153 (below) after siRNA-mediated knockdown of SIX5 show differences in gene regulation between these AML cell
lines. Statistical significance was assessed by Student’s t-test (two-tailed), and the calculated p-values are indicated by
asterisks (* p < 0.05, ** p < 0.01, *** p < 0.001, n.s. not significant). The expression levels of siCTR-treated cells were set as 1.

GATA1 and GATA2 represent additional regulators in megakaryopoiesis and erythro-
poiesis [35,38]. Furthermore, GATA1 has been shown to interact with the coactivating TFs
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SIX1 and SIX2 in erythropoiesis, and GATA2 is regulated by SIX1 in embryonal develop-
ment of the placodes [39,40]. Hence, we speculated whether the NKX2-3 and NKX2-4
activated target SIX5 regulates or cooperates with GATA1 and/or GATA2. Thus, we per-
formed SIX5 knockdown experiments in OCI-M2 and ELF-153 (Figure 6E). The results
show that SIX5 activated the expression of GATA1 in both cell lines, while GATA2 was
activated by SIX5 only in OCI-M2. GATA1-target gene HBB was suppressed by SIX5 in
ELF-513, while no impact was detectable in OCI-M2. Thus, SIX5 functionally differed in
both cell lines. In OCI-M2, SIX5 supported erythropoiesis via GATA1 and GATA2, while in
ELF-153, SIX5 supported megakaryopoiesis via GATA1 and inhibited erythropoiesis via
HBB. Taken together, our findings highlight that the aberrantly expressed NKL homeobox
genes NKX2-3 and NKX2-4 manipulate developmental lineage decisions in respective
megakaryoblastic and erythroblastic AML via FLI1 deregulation and SIX5 activation.

3. Discussion

In this study, we report aberrant expression of NKL homeobox genes NKX2-3 and
NKX2-4 in cell lines derived from two different AML subtypes. NKX2-4 is ectopically
activated in erythroblastic AML-M6 cell line OCI-M2 via the endothelial TFs ETV2, HEY1,
IRF6, and SOX7, generating an aberrant developmental gene network. Prominent target
genes identified are repressed FLI1 and activated SIX5 (Figure 7). In contrast, NKX2-3 is
aberrantly expressed in megakaryoblastic AML-M7 cell line ELF-153 by so far unknown
factors and activates both FLI1 and SIX5 (Figure 7). In AML-M6 patients, we were also
able to find gene activities of endothelial activators and target genes of NKX2-4 first
identified in OCI-M2. Thus, this comparison with AML patient data revealed interesting
concordances, supporting the clinical relevance of our data. Comparison with primary
megakaryocyte–erythroid progenitors indicated deregulation of developmental processes
by these aberrantly expressed NKL homeobox genes, operating at that developmental
stage. Our data revealed deregulation of master factor FLI1. This ETS factor controls the
differentiation of megakaryocytes and erythrocytes and may, therefore, represent a new
key target in megakaryoblastic and erythroblastic AML.
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tivated in erythroblastic AML-M6 cell line OCI-M2 via the endothelial TFs ETV2, HEY1, 
IRF6, and SOX7, generating an aberrant developmental gene network. Prominent target 
genes identified are repressed FLI1 and activated SIX5 (Figure 7). In contrast, NKX2-3 is 
aberrantly expressed in megakaryoblastic AML-M7 cell line ELF-153 by so far unknown 
factors and activates both FLI1 and SIX5 (Figure 7). In AML-M6 patients, we were also 
able to find gene activities of endothelial activators and target genes of NKX2-4 first 
identified in OCI-M2. Thus, this comparison with AML patient data revealed interesting 
concordances, supporting the clinical relevance of our data. Comparison with primary 
megakaryocyte–erythroid progenitors indicated deregulation of developmental pro-
cesses by these aberrantly expressed NKL homeobox genes, operating at that develop-
mental stage. Our data revealed deregulation of master factor FLI1. This ETS factor con-
trols the differentiation of megakaryocytes and erythrocytes and may, therefore, repre-
sent a new key target in megakaryoblastic and erythroblastic AML. 
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(below). These NKL homeobox genes promote respective erythroblastic and megakaryoblastic 
leukemogenesis via their target genes FLI1 and SIX5. Endothelial activators of NKX2-4 are indi-
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Figure 7. Aberrant gene regulatory network of NKX2-4 in OCI-M2 (above) and NKX2-3 in ELF-153
(below). These NKL homeobox genes promote respective erythroblastic and megakaryoblastic
leukemogenesis via their target genes FLI1 and SIX5. Endothelial activators of NKX2-4 are indicated.

NKX2-3 is a member of the NKL-code and hematopoietically expressed in HSCs [11].
This restricted expression pattern may indicate a physiological role of this NKL homeobox
gene in the control of stemness and lineage differentiation, while its deregulation may
promote leukemogenesis by disturbing these developmental processes. Aberrant NKX2-3
activity has been described in AML patients carrying mutations of NPM1 or aberrations of
KMT2A [41–43]. Enhanced NKX2-3 expression correlates with KMT2A-rearrangements in
T-ALL as well [44]. Moreover, NKX2-3 is a direct target gene of KMT2A-ENL and impacts
proliferation and cell differentiation [45]. In accordance with these published results,
combined analysis of expression profiling data from normal hematopoietic cells and AML
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patient samples demonstrated physiological NKX2-3 activity in stem cells and aberrant
expression in patients with KMT2A rearrangements and complex karyotypes (Figure S4).
In addition, NKX2-3 expression has been detected in myelodysplastic syndrome, diffuse
large B-cell lymphoma, T-ALL, and T-cell lymphoma, showing its oncogenic potential in
both myeloid and lymphoid cell lineages [15]. Increased colony forming and replating
capacity after NKX2-3 overexpression has been shown in murine hematopoietic progenitor
cells [42], supporting an impact in early differentiation processes.

In contrast, NKX2-4 lies without the NKL-code and is, therefore, normally silent
throughout hematopoiesis. This gene is not represented on standard expression arrays and
thus is less studied in cancer patients. Nevertheless, a screen of T-ALL patients revealed
a chromosomal translocation that juxtaposes NKX2-4 to the TCRA gene, supporting its
oncogenic activity in hematopoietic malignancies [46].

Our results show that aberrantly expressed endothelial TFs ETV2, HEY1, IRF6, and
SOX7 activate NKX2-4 in AML cell line OCI-M2. The development of endothelial and
hematopoietic cell types is closely linked during embryogenesis. The hemangioblast
represents an embryonic stem cell that forms the basis of developing blood and endothelial
cells. Although this stem cell is absent in the adult, several control genes are shared between
these lineages [2]. ETV2 is a master gene of the hemangioblast and regulates endothelial
development in the adult [6]. In the embryo, ETV2 activates myelopoiesis via RUNX1,
SPI1, and TAL1 [47,48]. In the endothelial development of the heart, ETV2 is a target gene
of the heart master factor NKX2-5 [49]. This physiological connection may be aberrantly
captured by the related NKX2-4 in OCI-M2. Additional endothelial factors are encoded by
FLI1, HEY1, IRF6, and SOX7 [25,27,50,51]. Chromosomal amplifications and chromosomal
gains underlie their aberrant activation in OCI-M2. Several of these chromosomal regions
are rearranged in erythroleukemic AML patients, including 6p22, 19p13, 20p11, and Xp11,
supporting the pathogenic basis of our findings [52].

FLI1 is a master gene in myelopoiesis, driving megakaryocyte differentiation and
repressing erythropoiesis [53]. Furthermore, FLI1 is prominently expressed in HSCs,
alongside NKX2-3 [7,11]. This coexpression, together with our data showing a regulatory
connection between both genes, may indicate that FLI1 represents a target gene of NKX2-3
in HSCs as well. B-cell lymphoma cell line U-2932 expressed elevated NKX2-4 and reduced
FLI1 (Figure 1 and Figure S3), suggesting that the repressive impact of NKX2-4 may play a
role in malignant lymphoid cells as well. FLI1 and IRF6 play a role in both endothelial and
erythroid development [53,54]. Additional genes connected with NKL homeobox genes in
our study are HBB and SIRPA. HBB encodes beta-globin expressed in erythroid progenitors
and SIRPA a receptor implicated in innate immunological processes [32]. SIRPA is highly
expressed in granulocytes and monocytes, while downregulated in megakaryocytes and
erythrocytes [55]. Thus, NKX2-4-mediated inhibition of SIRPA may shift the myeloid
differentiation of granulocytes and monocytes towards megakaryocytes and erythrocytes.

SIX1 is implicated in erythropoiesis by interaction with and activation of GATA1 [39].
GATA2 is suppressed by SIX1 and SIX2 during erythropoiesis but activated by SIX1
in Hodgkin lymphoma [39,56]. Furthermore, SIX1 may promote the development of
MEPs [57]. Thus, several studies show a regulatory connection between SIX and GATA
factors. Here, our data indicate that aberrantly activated SIX5 impacts GATA1 and GATA2
in AML. Depending on the cell type, SIX5 can promote erythropoietic or megakaryopoi-
etic processes.

Taken together, this study shows that FLI1 and SIX5 represent two target genes of
NKX2-3 and NKX2-4 that disturb the differentiation of megakaryocytes and erythrocytes.
Overexpression experiments of NKX2-3 and NKX2-4 in primary progenitor cells may
support this interpretation in the future. However, a developmental impact at the same
stage of differentiation was described for NKL homeobox gene DLX4 [58], highlighting
the potential of these genes in lineage decisions. Moreover, we also show that deregulated
NKX2-3 and NKX2-4 impact developmental gene activities in AML in a context dependent

41



Int. J. Mol. Sci. 2021, 22, 11434

manner. Detection of their aberrant expression may assist the diagnosis and prognosis of
certain AML subtypes.

4. Materials and Methods
4.1. Bioinformatic Analyses of RNA-Seq and Expression Profiling Data

For screening cell lines, we exploited RNA-sequencing data from 100 leukemia/ lym-
phoma cell lines (termed LL-100), available at ArrayExpress (www.ebi.ac.uk/arrayexpress)
(accessed on 18 October 2021) via E-MTAB-7721. Gene expression values are given as DE-
Seq2 normalized count data [59]. Expression data for normal cell types were obtained from
Gene Expression Omnibus (GEO, www.ncbi.nlm.nih.gov) (accessed on 18 October 2021),
using RNA-seq dataset GSE69239 and expression profiling dataset GSE42519 [60,61], in
addition to RNA-seq data from The Human Protein Atlas (www.proteinatlas.org) (accessed
on 18 October 2021). Gene expression profiling data from AML cell lines and patients
were examined using datasets GSE59808 and GSE15434, respectively [62]. Combined ex-
pression analysis of normal hematopoietic cells (GSE42519) and AML patients (GSE13159)
was performed using the online database BloodSpot [63]. Gene set annotation analysis
was performed using the online tool DAVID (www.david.abcc.ncifcrf.gov) (accessed on
18 October 2021) [64]. Consensus binding sites for TFs were obtained from the CIS-BP
database (www.cisbp.ccbr.utoronto.ca) (accessed on 18 October 2021) and were used for
screening at the UCSC genome browser (www.genome.cse.ucsc.edu) (accessed on 18 Octo-
ber 2021). Expression profiling data from siRNA-treated OCI-M2 cells were generated at
the Genome Analytics Facility (Helmholtz Centre for Infection Research, Braunschweig,
Germany) using HG U133 Plus 2.0 gene chips (Affymetrix, High Wycombe, UK). The data
are available from ArrayExpress via E-MTAB-10941. After RMA background correction and
quantile normalization of the spot intensities, the profiling data were expressed as ratios of
sample means and subsequently log2 transformed. Data processing was performed via
R/Bioconductor using public limma and affy packages.

4.2. Cell Lines and Treatments

Cell lines are held by the DSMZ (Braunschweig, Germany) and cultivated as described
previously [65]. All cell lines had been authenticated and tested negative for mycoplasma
infection. Modification of gene expression levels was performed using gene-specific siRNA
oligonucleotides with reference to AllStars negative Control siRNA (siCTR) obtained
from Qiagen (Hilden, Germany). The gene expression constructs for ETV2, NKX2-4, and
FLI1, in addition to an empty control-vector, were obtained from Origene (Wiesbaden,
Germany). SiRNAs (80 pmol) and vector DNA (2 µg) were transfected into 1 × 106 cells by
electroporation using the EPI-2500 impulse generator (Fischer, Heidelberg, Germany) at
350 V for 10 ms. Electroporated cells were harvested after 20 h cultivation.

Proliferation and apoptosis were analyzed using the IncuCyte S3 Live-Cell Analysis
System (Essen Bioscience, Hertfordshire, UK). For detection of apoptotic cells, we used
the IncuCyte Caspase-3/7 Green Apoptosis Assay diluted at 1:2000 (Essen Bioscience,
Essen, Germany). Live-cell imaging experiments were performed twice with fourfold
parallel tests.

4.3. Polymerase Chain-Reaction (PCR) Analyses

Total RNA was extracted from cultivated cell lines using TRIzol reagent (Invitrogen,
Darmstadt, Germany). Primary human total RNA derived from testis was purchased from
Biochain/BioCat (Heidelberg, Germany). cDNA was synthesized using 5 µg RNA, random
priming, and Superscript II (Invitrogen). Real time quantitative (RQ)-PCR analysis was per-
formed using the 7500 Real-time System and commercial buffer and primer sets (Applied
Biosystems/Life Technologies, Darmstadt, Germany). For normalization of expression
levels, we quantified the transcripts of TATA box binding protein (TBP). Quantitative
analyses were performed as biological replicates and measured in triplicate. Standard
deviations are presented in the figures as error bars. Statistical significance was assessed by
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Student’s t-test (two-tailed) and the calculated p-values are indicated by asterisks (* p < 0.05,
** p < 0.01, *** p < 0.001, n.s. not significant).

4.4. Protein Analysis

Western blots were generated by the semi-dry method. Protein lysates from cell
lines were prepared using SIGMAFast protease inhibitor cocktail (Sigma, Taufkirchen,
Germany). Proteins were transferred onto nitrocellulose membranes (Bio-Rad, Munich,
Germany) and blocked with 5% dry milk powder dissolved in phosphate-buffered saline
buffer (PBS). The following antibodies were used: alpha-Tubulin (Sigma, #T6199), NKX2-4
(Novus Biologicals, Centennial, CO, USA, #NBP1-91541), ETV2 (MyBioSource, San Diego,
CA, USA, #MBS7112932), HEY1 (Novus Biologicals, #NBP2-56068), ubiquinated H2B
(Cell Signaling, Frankfurt, Germany, #5546), p38 (Cell Signaling, #8690), FLI1 (Thermo
Fisher Scientific, Darmstadt, Germany, #MA1-196), NKX2-3 (Abcam, Cambridge, UK,
#ab66366). For loading, control blots were reversibly stained with Poinceau (Sigma) and
detection of alpha-Tubulin (TUBA) performed thereafter. Secondary antibodies were
linked to peroxidase for detection by Western-Lightning-ECL (Perkin Elmer, Waltham, MA,
USA). Documentation was performed using the digital system ChemoStar Imager (INTAS,
Göttingen, Germany).

Immuno-cytology was performed as follows: cells were spun onto slides and subse-
quently air-dried and fixed with methanol/acetic acid for 90 s. Antibodies were diluted
1:20 in PBS containing 5% BSA and incubated for 30 min. Washing was performed 3 times
with PBS. Preparations were incubated with secondary antibody (diluted 1:100) for 20 min.
After final washing, cells were mounted for nuclear in Vectashield (Vector Laboratories,
Burlingame, CA, USA), containing DAPI. Documentation of subcellular protein localization
was performed using an Axio-Imager microscope (Zeiss, Göttingen, Germany) configured
to a dual Spectral Imaging system (Applied Spectral Imaging, Neckarhausen, Germany).

4.5. Karyotyping and Genomic Profiling Analysis

Karyotyping was performed as described previously [66]. For genomic profiling,
genomic DNA of AML cell lines was prepared by the Qiagen Gentra Puregene Kit (Qia-
gen). Labelling, hybridization, and scanning of Cytoscan HD arrays was performed by
the Genome Analytics Facility located at the Helmholtz Centre for Infection Research
(Braunschweig, Germany), according to the manufacturer’s protocols (Affymetrix, High
Wycombe, UK). These arrays base on single nucleotide polymorphisms (SNPs) and allow
the determination of copy number states of most gene loci. Data were interpreted using the
Chromosome Analysis Suite software version 3.1.0.15 (Affymetrix, High Wycombe, UK)
and copy number alterations were determined accordingly.

4.6. Reporter-Gene Assay

For creation of reporter gene constructs, we combined a reporter with a regulatory
genomic fragment derived from the upstream region of NKX2-4. PCR products of the cor-
responding genomic region (regulator) and of the HOXA9 gene, comprising exon1-intron1-
exon2 (reporter), were cloned into respective HindIII/BamHI and EcoRI sites of expression
vector pcDNA3 downstream of the CMV enhancer. Oligonucleotides used for the ampli-
fication of the regulator were obtained from Eurofins MWG, Ebersberg, Germany. Their
sequences were as follows: NKX2-4-for 5′-GATGAAGCTTATAGCCTGAAAACAGAG-3′,
NKX2-4-rev 5′-AACACTTGCTGGGATCCTTCTG-3′. Introduced restriction sites used for
cloning are underlined. Constructs were validated by sequence analysis (Eurofins MWG).
Transfections of plasmid-DNA into NIH-3T3 cells were performed using SuperFect Trans-
fection Reagent (Qiagen). Commercial HOXA9 and TBP assays were used for RQ-PCR to
quantify the spliced reporter–transcript, corresponding to the regulator activity (Thermo
Fisher Scientific).
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Abstract: Yin-Yang transcription factor 1 (YY1) is involved in tumor progression, metastasis and
has been shown to be elevated in different cancers, including leukemia. The regulatory mechanism
underlying YY1 expression in leukemia is still not understood. Bioinformatics analysis reveal
three Hypoxia-inducible factor 1-alpha (HIF-1α) putative binding sites in the YY1 promoter region.
The regulation of YY1 by HIF-1α in leukemia was analyzed. Mutation of the putative YY1 binding
sites in a reporter system containing the HIF-1α promoter region and CHIP analysis confirmed that
these sites are important for YY1 regulation. Leukemia cell lines showed that both proteins HIF-1α and
YY1 are co-expressed under hypoxia. In addition, the expression of mRNA of YY1 was increased after
3 h of hypoxia conditions and affect several target genes expression. In contrast, chemical inhibition
of HIF-1α induces downregulation of YY1 and sensitizes cells to chemotherapeutic drugs. The clinical
implications of HIF-1α in the regulation of YY1 were investigated by evaluation of expression of HIF-
1α and YY1 in 108 peripheral blood samples and by RT-PCR in 46 bone marrow samples of patients
with pediatric acute lymphoblastic leukemia (ALL). We found that the expression of HIF-1α positively
correlates with YY1 expression in those patients. This is consistent with bioinformatic analyses of
several databases. Our findings demonstrate for the first time that YY1 can be transcriptionally
regulated by HIF-1α, and a correlation between HIF-1α expression and YY1 was found in ALL
clinical samples. Hence, HIF-1α and YY1 may be possible therapeutic target and/or biomarkers
of ALL.

Keywords: HIF-1α; YY1; ALL

1. Introduction

Acute lymphoblastic leukemia (ALL) is the most common childhood malignancy
worldwide, with an incidence of around 4.8 cases per 100,000 population aged 0 to 19 years.
Around 2500 cases of ALL are diagnosed annually in the USA [1–4]. Advancements in
treatment have been remarkable and have seen a 70–85% increase in survival rate [5,6].
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Standard-risk patients have a 4-year event-free survival of 70–80%. However, the potential
development of chemoresistance still represents a main obstacle for ALL treatment [7,8].

One of the mechanisms involved in the chemoresistance of tumors is the HIF-1. HIF-1
plays a very important role in cancer biology, participating in processes such as angiogene-
sis, maintenance of stem cells, metabolic reprogramming, epithelial-mesenchymal transi-
tion, as well as invasion, metastasis and resistance to radiation therapy and chemotherapy.
HIF-1 levels correlate with tumor growth, vascularization and metastasis in both animal
models and clinical studies [9–13].

HIF-1 is a heterodimeric protein complex composed of two subunits; one constitutively
stable and expressed HIF1β, and the other inducible by O2 and growth factors, HIF-1α. HIF-
1α is post-translationally modified by prolyl-hydroxylases within the oxygen dependent
degradation domains (ODD), which promote the binding of pVHL (von Hippel-Lindau
protein) and subsequent degradation via the proteasome [14]. Multiple signaling pathways
have been shown to contribute to the regulation of transcription of the inducible gene
in hypoxia-inducible gene and protein stabilization of HIF-1α even in normoxia. Some
of these pathways include extracellular signal-regulated Ras/kinase (ERK) and mitogen-
activated p38-protein kinase (MAPK), phosphatidylinositol-3-kinase (PI3K) pathway and
mTOR signaling pathway [15]. In addition to hypoxia, other oncogenic pathways including
signaling pathways for growth factors or genetic loss of tumor suppressor genes, such
as VHL and PTEN, over-regulate HIF-1 activity [16]. Importantly, for this work it has
been shown that HIF-1α is overexpressed in various types of leukemia, including pediatric
ALL and interestingly the high expression of this transcription factor correlates with poor
survival [17].

Different types of resistance to cytotoxic agents have been identified, including the
involvement of membrane transporters. These transporters are proteins that act as ATP-
dependent expulsion pumps, causing a decrease in intracellular concentrations and drug
resistance [18,19]. Among the most studied are the multi-drug resistance 1 (MDR1) protein
(or gp-170). MDR1 is encoded by the ABCB1 gene, and constitutively expressed in normal
tissue [19]. The overexpression of this protein induces excessive flow and therefore an
insufficient intracellular concentration of cytotoxic agents even at maximum doses, which
results in a resistance to various chemotherapeutic drugs. Drugs most often used in
leukemia treatment include anthracycline, vinca alkaloids, and podophyllines, which
are substrates for MDR1. Expression of ABCB1 messenger RNA is frequently detected
in tumors of patients with ovarian cancer, acute myeloid leukemia, and other cancers.
Some studies have proposed that expression of ABCB1 messenger RNA correlates with
tumor severity intrinsic to drug resistance after chemotherapy [8,20,21]. It is known that in
general, in leukemia, the MDR1 phenotype is generally acquired after the administration of
chemotherapeutic agents and is more frequent in ALL and in aggressive carcinomas (e.g.,
breast and ovarian) [21]. Recent studies have shown that HIF-1α positively regulates the
expression of MDR1, which represents a mechanism of chemotherapy resistance in various
types of tumors [22]. However, the mechanisms that regulate the expression of MDR1 are
not fully elucidated.

The transcription factor Yin-Yang-1 (YY1) is known to play a fundamental role both
in normal biological processes such as embryogenesis, differentiation, replication, cell
proliferation, and in mechanisms of carcinogenesis, tumor progression and metastasis. It
is estimated that more than 7% of vertebrate genes contain binding sites for YY1, which
reflects the importance of this transcription factor [23]. YY1 participates in response
events to various apoptotic stimuli and has been associated with carcinogenic processes by
activating relevant proto-oncogenes such as c-Myc, and downregulating tumor suppressor
genes such as p53. An increase in expression and/or activation of this transcription factor
has been shown in different neoplasms, such as hematopoietic neoplasia, carcinomas,
hepatocarcinoma and retinoblastoma [24–26]. Recent studies have shown that YY1 is
elevated in patients with non-Hodgkin’s lymphoma and leukemia and its high expression
correlates with poor prognosis [27]. Our group recently reported that YY1 regulates the
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expression of MDR1 and its over-expression is correlated with poor prognosis in ALL
pediatric patients [28]. In addition, we demonstrated that high nuclear expression of
YY1 correlates with poor survival in leukemia patients. Nevertheless, the role of these
transcription factors in the pathogenesis of ALL is not clear and given their possible co-
expression and correlation with poor prognosis, it is plausible to think that there is a
relationship between these two transcription factors. Our first approach hypothesized
that HIF-1α could regulate transcriptionally the expression of YY1 since we previously
showed that HIF-1α and YY1 increase their expression under hypoxic conditions [29].
Understanding the regulatory mechanism underlying YY1 expression and its implications
in ALL, as well as its relationship with the transcription factor HIF-1α, is important for
diagnostic and prognostic purposes.

2. Results
2.1. Transcriptional Regulation of the YY1 Protein by HIF-1α in Leukemia Cell Lines

Based on independent findings regarding the expression of HIF-1α and YY1 in lym-
phomas and leukemia [24,30,31], we proposed that there is a correlation between these
proteins. To investigate this, we performed a bioinformatics analysis to predict HIF-1α
binding sites in the YY1 promoter to described in detail material and methods section.
Three putative binding sites located at nucleotides −622 bp, −592 bp and +199 bp were
identified with respect to the YY1 gene transcription start site (TSS) (Figure 1A).

To determine if HIF-1α can regulate the expression of YY1 through activation of its
promoter, we evaluated the role of each binding site in regulating the promoter region of the
gene encoding YY1. The YY1 promoter region was cloned into the reporter plasmid pGL3
as described in the Materials and Methods Section. The reporter plasmid pGL3-YY1-pro-luc
was generated. A single or double mutation of the sites in the YY1 promoter was performed.
The mutants were designated as pGL3-YY1-MutA-pro-luc (site −622), pGL3-YY1-MutB-
pro-luc (site −592) and pGL3-YY1-MutC-pro-luc (site +199) for the single mutants and as
pGL3-YY1-MutAB-pro-luc and pGL3-YY1-MutBC-pro-luc for the double mutants. A triple
mutant, pGL3-YY1-MutABC-pro-luc was also generated. Reporter plasmids containing
their respective mutations were transfected into the PC3 cell line as in the transfection
model previously reported [21]. Figure 1B shows the luciferase results. For plasmid pGL3-
YY1-MutA-pro-luc and pGL3-YY1-MutC-pro-luc the luciferase/B-galactosidase results
were significant at * p < 0.005 when comparing with pGL3-YY1-pro-luc plasmid, which
contains the complete promotor of YY1. However, the most dramatic effect observed with
the reporter gene (luciferase) was obtained with the plasmid pGL3-YY1-MutB-pro-luc
(* p < 0.001), for which luciferase/β-galactosidase activity was very similar to the results
observed with the empty plasmid. This result was corroborated by the luciferase/β-
galactosidase activity observed with the plasmid containing double and triple mutant.
When sites A, B and C were mutated, the activity of the reporter plasmid was affected,
and the fold change with respect to control is shown (Figure 1B). These results show that
the sites at −622, +199, and especially site −592 play an important role in the positive
regulation of YY1 by HIF-1α.

To confirm the interaction of the transcription factor HIF-1α and the promoter region
of YY1, ChIP assays were performed. Chromatin from the RS4;11 cell line was used. For im-
munoprecipitation, an anti-HIF-1α antibody was used, and then segments were amplified
by PCR using specific oligonucleotides for each possible binding site of HIF-1α in the YY1
promoter region. The results are shown in Figure 1C, and we observed that HIF-1α binds
to all three sites (+199, −592 and −622) in the YY1 promoter. Non-immunoprecipitated
chromatin was used as a positive control, and control IgG was used as a negative control.
ChIP is shown as efficiency of the immunoprecipitation YY1 and control (Figure 1C).
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Figure 1. HIF-1α regulates YY1 transcriptional activation by direct interaction with its promo-
tor. (A) Three potential binding sites for the transcription factor HIF-1α obtained after bioinfor-
matics analysis using two online servers, JASPAR and TRANSFACT, are displayed. The region
from −2000 to +350 bp in the YY1 gene was analyzed for Transcription Start Site (TSS). A weight ma-
trix obtained from the JASPAR database for the transcription factor HIF-1α is displayed. (B) Putative
binding HIF-1α sites in the YY1 promoter that are involved in regulating expression. Transfection
assays were performed using the PC3 cell line to assess the effects of directed mutagenesis at each of
the YY1 binding sequences, located at sites −622 bp, −592 bp and +199 in the promoter region of
the YY1 gene. The schematic shows each of the mutated sites, and the graph indicates normalized
luciferase reporter gene expression levels obtained by measuring β-galactosidase via co-transfection
with a reporter gene plasmid; fold changes are reported. The results are representative of three
independent experiments (one-way ANOVA, * p < 0.005, ** p < 0.001). (C) ChIP was conducted for
each potential HIF-1α binding site in the YY1 promoter. The results show that HIF-1α binds the
promoter region of YY1. Results of three independent experiments are shown.

2.2. Induction or Inhibition of HIF-1α Expression Affects in the YY1 Expression

In order to demonstrate whether the inhibition of HIF-1α can modify YY1 expression,
we incubated the leukemia cell line RS4;11 in normoxia and hypoxia conditions for dif-
ferent times. Figure 2A, upper panel shows a representative photomicrograph of HIF-1α
immunostaining in RS4;11 cells cultured under normoxia and hypoxia over time (0, 0.5, 1, 3,
6 and 9 h). The results show, as expected, that there is a gradual increase in the expression of
HIF-1α over time under hypoxia. Interestingly, immunostaining was preferably observed
at the nuclear level indicating activity of this transcription factor. When we quantified
the expression of this transcription factor, we observed a significant gradual increase after
three hours under hypoxic conditions (p = 0.02) until nine hours (Figure 2A, bottom panel).
Remarkably, very similar results were obtained when we evaluated YY1 expression in
the same experiment; Figure 2B, upper panel shows a representative photomicrograph of
YY1 immunostaining. Immunostaining observed mainly at the nuclear level revealed a
gradual increase in YY1 expression with respect to time under hypoxic conditions. When
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we performed the quantification of the expression of this transcription factor, a significant
increase was observed from six hours in hypoxic conditions (p = 0.03) and a gradual escala-
tion after 9 h (p = 0.005) (Figure 2B, bottom panel). The increased expression of YY1 under
hypoxic conditions were analyzed by RT-PCR (Figure 2C). A similar significant increase in
the expression of YY1 mRNA is observed at 3, 6 and 9 h under hypoxic conditions. We next
evaluated the expression of genes targeting these transcription factors. The expression of
MDR1 (target gene of HIF-1α) and c-Myc (target gene of YY1) significantly increased after
6 h in hypoxic conditions (Figure 3).
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Figure 2. Hypoxia induces expression of YY1. RS4:11 were cultured under normoxia or hypoxia
conditions for different times (0, 0.5, 1, 3, 6, 9 h). Slides were then prepared for ICC staining for
HIF-1α, (A) and YY1 (B). The immunostaining shows significant increase of HIF-1α after two hours
(* p = 0.035) under hypoxia compared with normoxia conditions. Interestingly, YY1 expression
increases significantly later, at time 6 h (**p ≤ 0.03), both proteins continue to increase after 9 h
(*** p = 0.005 one-way ANOVA-test). (C) Analysis of YY1 expression by evaluated using real-time
PCR. Bars represent the media of an assay by triplicate. Differences were analyzed by one-way
ANOVA and Tukey’s multiple comparisons test (** p = 0.01, *** p = 0.0005, * p = 0.05 one-way
ANOVA-test).
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Figure 3. Hypoxia induces the expression of YY1 target genes. To evaluate the transcription factor
activation of HIF-1α and YY1, ICC for target genes of each transcription factor were performed.
MDR1 for HIF-1α and c-Myc for YY1. Significant increases for both target genes were observed after
6 h. (* p < 0.05 Student t-test). Representative images of a triplicate of each experiment are shown.

We next explored the effects of inhibiting HIF-1α activity using a chemical inhibitor
2-methoxyestradiol (2ME). Figure 4A shows a representative photomicrograph of HIF-1α
and YY1 immunostaining in RS4;11 after a 6-h culture under hypoxia. We found that
treating cells with 2ME (0.5 or 1 µM) inhibits the HIF-1α expression. As expected, the
expression of YY1 also decreased proportionally with HIF-1α expression. These results
were corroborated by real-time PCR analysis under normoxia and hypoxia at 3 and 6 h
with 2ME (0.5 µM)(Figure 4B).
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sion. (A) is an ICC staining of HIF-1α and YY1 in RS4;11 cells, untreated and treated with 2ME
(0.5 and 1 µM) for 6 h. Results show that when HIF-1α is inhibited with 2ME, YY1 decreases corre-
spondingly. (B) These results were corroborated by real-time PCR, untreated and treated with 2ME
(0.5 µM) for 3 or 6 h. A significant decrease was found at 3 h under hypoxia (* p = 0.01 one-way
t-student). At 6 h there were no significant changes but there was a clear trend. (C) RS4;11 cells were
treated with 2ME alongside with etoposide, a chemotherapy drug. A significant decrease in viability
of RS4;11 cells is observed (* p = 0.01 one-way ANOVA-test) when treated with etoposide in combina-
tion with 2ME. Graph shows the results of triplicates of three independent experiments. RS4;11 cells
were pre-treated for 12 h with 2ME (0.5 µM). Subsequently, the cells were treated with etoposide
(0.125 µg/mL). Cell viability was determined after 50 h of co-treatment using MTT (* p < 0.05, vehicle
or Eto vs. 2ME + Eto).

We then evaluated if 2ME sensitizes RS4;11 cells to the chemotherapeutic drug, etopo-
side, since it has been shown that both HIF-1α and YY1 positively regulate the expression of
MDR1 [28,32]. Remarkably, we found that the combined treatment of 2ME with etoposide
(2ME/Eto) significantly decreases the percent viability of RS4;11 compared with single
treatment with 2ME, etoposide or control (p = 0.01) (Figure 4C).

2.3. Correlation of HIF-1α and YY1 Expression in Pediatric Patients with ALL

We next examined the expression of HIF-1α and YY1 in 108 patients with ALL
chemotherapy, untreated, as well as 50 healthy controls; the clinical characteristics of
our study population are shown in Table 1. In Figure 5A, we show a representative pho-
tomicrograph of immunostained HIF1α and YY1, where both proteins are observed in
patients with ALL were compared to healthy controls. The expressions of HIF-1α and YY1
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were mainly at the nuclear level. When expression of both proteins was quantified, a signifi-
cant increase in their expression was observed in patients with ALL as compared to healthy
controls, p = 0.0001 for HIF-1α and p = 0.04 for nuclear YY1 (Student t-test) (Figure 5B). In
order to validate our results in peripheral blood an analysis of YY1 expression in patients
undergoing treatment was conducted. YY1 levels were measured from patients at time
of diagnosis as well as different phases of treatment (remission and consolidation) and
compared with YY1 expression in healthy controls. Results show that patients at diagnosis
have a significantly greater expression of YY1 compared with healthy controls (p = 0.001).
However, after remission and consolidation phases of treatment, expression of YY1 de-
creases to levels similar to that of control cells (Figure 5C). We performed an analysis of
mRNA expression for HIF-1α and YY1 in 46 bone marrow samples from pediatric patients
with ALL. The results show that elevated expression of HIF-1 mRNA correlates with high
expression of YY1 mRNA (r = 0.35, p = 0.0197) (Figure 5D).
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Figure 5. Overexpression of HIF-1α and YY1 in samples from ALL pediatric patients. (A) Repre-
sentative microphotography that show the ICC staining for HIF-1α and YY1 in peripheral blood
cells from ALL pediatric patients which clearly shows an overexpression of both proteins in ALL
patients as compared with healthy controls. (B) This difference is significant when 108 ALL patients
are evaluated (**** p = 0.0001 and * p = 0.04, HIF-1α and YY1, respectively; Student t-test). (C) RT-PCR
of YY1 levels measured from patients at diagnoses, remission and consolidation shows that YY1
levels are significantly greater in 10 ALL patients at time of diagnoses compared to healthy controls
(*** p = 0.001) but decrease to levels similar to those of healthy control during remission and con-
solidation phases of treatment (** p = 0.01 one-way ANOVA test). (D) To corroborate results from
peripheral blood cells, RT-PCR was performed for bone marrow samples of 46 pediatric patients with
ALL. The results again show a strong positive correlation between HIF-1α and YY1 (* p = 0.0197,
r = 0.35, Pearson analysis).
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Table 1. Clinical patient characteristics.

Total Number 108

Gender
Female 45
Male 63

Age (years) 7.8 (0.1–16)
Phenotype

B 32
Pre-B 40
Pro-B 13

T 11
Unknown 12
Survivor 79
Deaths 29

2.4. Network Analysis of HIF-1α/YY1 and Correlation between HIF-1α and YY1
Expression in ALL

The analysis performed showed the protein–protein interaction (PPI) relationships
for YY1 and HIF-1α genes. With a combined score of >0.4 when selected and restricted to
Homo sapiens, we found a close relationship between seven genes confirmed by curated and
experimental data. The analysis identified the co-activator EP300 as likely playing a role
in the regulation of HIF-1α and YY1, so YY1 probably also plays an important role in the
regulation of EP300 and HIF-1α. Additionally, the meta-analysis showed an interaction
with HIF1AN, the inhibitor of HIF-1α, VHL, a protein involved in the ubiquitination and
degradation of HIF-1α, TCEB1, a subunit of the transcription factor B (SIII) complex closely
regulated by VHL and finally with EGLN1, which codes a protein that catalyzes the post-
translational formation of 4-hydroxyproline in HIF-1α proteins (Figure 6A). In order to
corroborate our data, we performed bioinformatics analysis. The microarray data were from
87 ALL-B phenotype samples out of the 127 different types of leukemia samples present in
a related data set (GSE7186). Figure 6B showed the selective analysis of HIF-1α and YY1
co-expression, where significant correlation was found for ALL-B samples (** p < 0.0011,
r = 0.3597). These results are consistent with our results showed in Figure 1 where we
demonstrated that HIF-1α expression and YY1 expression are positively correlated in
samples derived from pediatric ALL patients.
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HIF-1α/YY1. The Search Tool for the Retrieval of Interacting Genes (STRING) database [32], was
used to visualize biological networks and integrate data of the protein–protein interaction between
HIF-1α and YY1 [33]. The version 11.0 of STRING (Academic Consortium) was employed to seek
for the protein–protein interaction (PPI), data limited to Homo Sapiens and a confidence score >0.4.
(B) Analysis of HIF-1α and YY1 expression levels in several subtypes of ALL was performed using
a public dataset of microarrays retrieved from the Oncomine database and the Gene Expression
Omnibus NCBI gene expression and hybridization array data repository, obtained from an analysis
from Anderson et al. [34]. According with OncomineTM the results shown that HIF-1α expression
levels correlated with YY1 expression (*** p < 0.0001, r = 0.468, Pearson Analysis).

3. Discussion

HIF-1 was initially characterized as a molecular regulator to control oxygen home-
ostasis [35]. HIFs have long been studied in solid tumors, where they have been shown
to promote wide-ranging tumor-promoting processes, including neo-angiogenesis, cancer
metabolism, maintenance of cancer stem cells, and immune evasion [36]. Tumor hypoxia
strongly correlates with poor prognosis in solid cancers [37], and in the past 10 years, clear
involvements of HIFs have also been demonstrated in leukemia. However, the role of
HIF-1α in the transcriptional regulation of the YY1 gene so far remains largely unknown.
Upon analysis of the YY1 promoter, we found three putative HIF-1α binding sites. We
therefore hypothesized that HIF-1α is involved in positively regulating YY1 and is the
reason for chemoresistance in tumor cells.

To demonstrate the above, we performed reporter plasmids and site-directed mutage-
nesis and eliminated each of the binding sites for HIF-1α. The results demonstrated that
mutation of the −592 site results in a drastic decrease in the activity of the reporter gene (site
with higher 9.3. JASPER), indicating that this site is the most important for the regulation of
the expression of YY1 by HIF-1α. Furthermore, ChIP assays demonstrate that the binding of
HIF-1α in the YY1 promoter in ALL cells. To corroborate the impact of HIF-1α inhibition of
YY1 positive expression, we cultured RS4;11 leukemia cells in hypoxic conditions over time.
The results of this experiment reveal that hypoxia induces significant nuclear translocation
of HIF-1α after two hours of hypoxia. Importantly, in the same experiment the expression
of YY1 was also upregulated under 6 h of hypoxia. This was corroborated by WB analysis.
To demonstrate the activity of HIF-1α and YY1, we evaluated the expression of the target
genes of these transcription factors, MDR1, regulated by HIF-1α and YY1 [22], and c-Myc
regulated by YY1 [38]. The results demonstrate that hypoxic conditions induce the activity
of both HIF-1α and YY1. These results are very significant, if we consider that tumor cells
show an increase HIF-1α activity (due to either conditions of hypoxia or the presence of a
pro-inflammatory environment) and that increase correlates with more angiogenesis, resis-
tance to apoptosis and induction of MDR1 expression, among other mechanisms [22,39].
These findings represent a new mechanism induced by HIF-1α to increase the malignancy
of tumor cells. In addition, we recently published that leukemia cell RS4;11 co-expressed
both with HIF-1α and YY1 under hypoxia, which correlated with a downregulation of
Fas expression. During hypoxia, the levels of apoptosis diminished after an agonist of
FasL (DX2) treatment. Moreover, a bioinformatics analysis revealed that patients with
high levels of HIF-1α also express high levels of YY1 and low levels of Fas. These results
suggest that YY1 negatively regulates the expression of the Fas receptor, which would be
involved in the escape of leukemic cell from the immune response is another mechanism to
contributing to the ALL pathogenesis [29]. Once we demonstrated that HIF-1α positively
regulates the expression of YY1, we then evaluated the effect of using a chemical inhibitor
of HIF-1α activated activity. A natural metabolite of 17-β-estradiol that does not bind to
the estrogen receptor, 2-methoxyestradiol (2ME), has anti-proliferative and anti-angiogenic
activity [40,41]. Therefore, 2ME was approved several years ago by the FDA for use in
humans to treat cancer, and to date it is used in patients with nasopharyngeal cancer,
multiple myeloma, prostate cancer, among others [41,42]. However, its effect on ALL cells
has not been studied. To evaluate the effect of 2ME in tumor cells, we performed a series of
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experiments using this chemical inhibitor to treat RS4;11 cells. As previously demonstrated,
RS4;11 cells under 6 h of hypoxic conditions show a significant increase in HIF-1α and
YY1 expression. In order to discern the localization of HIF-1α and YY1 expression in ALL
cells before and after treatment with 2ME, we performed immunocytochemical assays. The
results demonstrated a clear decrease in HIF-1α and YY1 expression after treatment with
this chemical inhibitor, and very similar results were obtained after performing RT-PCR.

Next, it was important to evaluate whether treatment with 2ME induces reversal
of chemoresistance in ALL cells, so we performed cell viability tests with RS4;11 cells
after treatment with 2ME alone and in combination with different concentrations of the
chemotherapeutic drug etoposide, which is used in the treatment of pediatric patients
with ALL. The results are shown in Figure 4C. A sensitivity to the drug of up to 40%
after treatment with 2ME is observed in contrast to cells treated with the drug or inhibitor
separately. This is very relevant, as this drug is currently used in the treatment of pediatric
patients with ALL, and is a substrate of MDR1 [43]. These results are consistent with those
reported by other groups demonstrating that 2ME sensitizes different cancer cells to die in
the presence of chemotherapeutic drugs, including acute myeloblastic leukemia [44].

To corroborate our results in vitro, we evaluated HIF-1α and YY1 expression in pa-
tients with ALL. Our results demonstrated the significant expression of both proteins in ALL
pediatric patients. Furthermore, this expression was directly proportional. These results
are novel, considering that no previous studies have shown the involvement of HIF-1α in
the regulation of YY1 in the pathophysiology of ALL. Our results clearly show constitutive
expression of both proteins, strongly suggesting the importance of YY1 protein expression
in the pathogenesis of ALL pediatric patients. In this study, we determined HIF-1α and YY1
expression levels by ICC and analyzed this expression in mononuclear peripheral blood
cells and bone marrow cells derived from pediatric ALL patients. Our results are consistent
with previous findings which demonstrate that tumor hypoxia strongly correlates with
poor prognosis of solid cancers [37]. Additionally, in the past 10 years, clear evidence of
HIFs have been shown to be involved in the pathogenesis of leukemia [17,44,45]. However,
some reports have suggested that HIFs may exert tumor suppressive functions in acute
myeloid leukemia, albeit this may be limited to specific disease sub-contexts. For example,
Vukovic et al., demonstrate that knockdown of HIF-1α or HIF-2α in human acute myeloid
leukemia (AML) samples results in their apoptosis and inability to engraft. Both Hif-1α
and Hif-2α synergize to suppress the development of AML. (Vukovic M, Hif-1α and Hif-2α
synergize to suppress AML development but are dispensable for disease maintenance [45].

It has been shown that YY1 is an important negative regulator of the tumor suppressor
factor p53 [46]. Wu S. et al. demonstrated that inhibition of YY1 reduced the accumulation
of HIF-1 α and its activity under hypoxic conditions, and consequently downregulated
the expression of HIF-1 α target genes. In addition, it was demonstrated that the down-
regulation of HIF-1 α by inhibiting YY1 is p53-independent. Therefore, YY1 inhibition
could be considered as a potential tumor therapeutic strategy to give consistent clinical
outcomesYY1 is associated with HIF-1 α regulation under hypoxia, and targeting YY1
might be a potential therapeutic strategy of solid cancer [47].

Very limited studies are available on the function of HIF1 factors in ALL. So far, it
has been shown that HIF-1α is expressed in ALL that reside in the BM [48]. Accordingly,
HIF-1α is induced by stroma-mediated AKT/mTOR signaling in pre-B-ALL, and confers
resistance to chemotherapy [49]. This information is consistent with our findings which
show that HIF-1α positively regulates YY1 expression, and that several transcription
factors are reportedly involved in chemoresistance of different types of cancer including
ALL [10,11,33,34]. These findings represent a new mechanism of chemoresistance in ALL.
In addition, Zhea, N. et al. demonstrated a high expression of HIF-1α in human AML cell
lines and the inhibition of HIF-1α by 2ME has potential anti-leukemia activity through
activation of the mitochondrial apoptotic pathway mediated by ROS. In addition, it is
not cytotoxic to normal cells. 2ME is therefore a potential candidate for the treatment of

57



Int. J. Mol. Sci. 2022, 23, 1728

AML [44]. Our results, demonstrating chemo-sensitization of drugs in leukemia cells using
2ME, strongly suggest that this metabolite can also be effective in ALL.

Based on data retrieved from Oncomine, we found that HIF-1α and YY1 mRNA were
expressed in several leukemia subtypes, especially ALL, as shown in Figure 6. We found a
positive correlation between the expression of HIF-1α and YY1 in several data sets analyzed
from the leukemia study by Anderson et al. [34]. This correlation is consistent with findings
from our in vivo patient samples and confirm the interaction and regulation of YY1 by
HIF-1α and also are consistent with our previously reports to reveal that by a bioinformatics
analysis that patients with high levels of HIF-1α also express high levels of YY1 and low
levels of Fas [29]. These findings indicate that HIF-1α and YY1 might participate in the
initiation and progression of ALL via positive transcriptional regulation. On the other
hand it has been described that the inhibition of YY1 disrupts hypoxia-stimulated HIF-
1α stabilization in a p53-independent manner, reducing the accumulation of HIF-1α and
its activity under hypoxic condition, and consequently downregulated the expression of
HIF-1α target genes [47]. Therefore, the transcriptional regulation of YY1 on the HIF-1a
promoter is feasible, and possible participates in the regulation of its expression, which
suggests a bidirectional regulation.

A bioinformatic analysis with Cytoscape permits the identification of active sub-
sets/modules. A network was analyzed in conjunction with gene expression databases
(microarray databases used in this study: ONCOMINE, GEO-NCBI) to identify sets of
connecting interactions between proteins by identifying interaction subsets in which genes
show particularly high levels of differential expression. The interactions contained within
each subset provide hypotheses for regulatory and signaling interactions controlling ob-
served changes in expression. One can search for groups (highly interconnected regions)
and load any network in Cytoscape. Depending on the type of network, groups can
have different meanings. Networks are designed with automated algorithms. Our Cy-
toscape analysis identified interactions between HIF-1α and YY1, and this correlation was
confirmed by experimental findings obtained with ChIP and binding site mutation. The
analysis identified co-activator EP300 as playing a role in the regulation of HIF-1α and
probably in YY1 as well, but interestingly, HIF-1α may also play an important role in the
regulation of both EP300 and YY1. Additionally, the meta-analysis showed an interaction
with HIF1AN, the inhibitor of HIF-1α, VHL, a protein involved in the ubiquitination and
degradation of HIF-1α, TCEB1, a subunit of the transcription factor B (SIII) complex closely
regulated by VHL and finally EGLN1, which catalyzes the post-translational formation
of 4-hydroxyproline in HIF-1α proteins, from data that was published already by other
research groups [50].

This is the first report describing a correlation between HIF-1α and YY1 expression
in pediatric ALL patients, and this study identifies HIF-1α and YY1 as potential disease
markers, which could be considered biomarkers at the time of diagnosis for predicting
disease behavior. We also propose that the use of pharmacological or chemical inhibitors
targeting HIF-1α and YY1 could be an alternative treatment for pediatric patients with ALL
that are known to be positive for HIF-1α and YY1 expression, thus offering a therapeutic
alternative for this disease.

The model in Figure 7 summarizes all our findings.

58



Int. J. Mol. Sci. 2022, 23, 1728Int. J. Mol. Sci. 2022, 23, x FOR PEER REVIEW 13 of 19 
 

 

 
Figure 7. A schematic of HIF-1α transcriptionally regulating YY1 expression. In this study we 
demonstrated that HIF-1α transcriptionally regulates YY1. In addition, it has been shown that both 
HIF-1α and YY1 increase expression of MDR1, a membranous protein which pumps out chemo-
therapy drugs, inducing chemoresistance in leukemia cells. Interestingly, here we demonstrated 
that this pathway is inactivated by the inhibition of HIF-1α by 2ME, which induces sensitizes leu-
kemia cells to chemotherapy. 
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Figure 7. A schematic of HIF-1α transcriptionally regulating YY1 expression. In this study we demon-
strated that HIF-1α transcriptionally regulates YY1. In addition, it has been shown that both HIF-1α
and YY1 increase expression of MDR1, a membranous protein which pumps out chemotherapy
drugs, inducing chemoresistance in leukemia cells. Interestingly, here we demonstrated that this
pathway is inactivated by the inhibition of HIF-1α by 2ME, which induces sensitizes leukemia cells
to chemotherapy.

4. Materials and Methods
4.1. Ethical and Biosecurity Aspects

This project involved the manipulation of blood of pediatric patients with ALL. Due
to this, during development, the standards of good laboratory practices were followed to
avoid occupational risks. The study was in accordance with the regulations of the General
Health Law on Research in Mexico, as well as the research standards of the Hospital Infantil
de México Federico Gómez. A letter of informed consent was signed in all cases. The data
provided by the patient’s clinical file were kept confidential, according to the Helsinski
international standard for research.

4.2. Patients

In this study, mononuclear cells from peripheral blood (PBMC) samples were isolated
from 108 patients with ALL (0–16 years of age) who were diagnosed between 2009 and
2018. 10 samples were collected during the different phases of treatment (remission and
consolidation). The samples were obtained from the Oncology Pediatric Services of both
the Hospital Infantil de México Federico Gomez and the Hospital Pediatrico Moctezuma.
In this study, we also included 46 bone marrow (BM) samples from pediatric patients
with ALL, who were diagnosed between 2014 and 2016 in the Oncology Pediatric Service
of the Instituto Nacional de Pediatria, SSA. The diagnosis was established by cytological
examination of bone marrow smears according to the French-American-British (FAB) group.
Cytochemical tests included staining for Periodic Acid Schiff (PAS) and myeloperoxidase
(MPO) [51,52]. The pediatric control group was composed of 50 children (mean age:
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7.8 years; range: 5 to 15 years) who were admitted to the hospital for elective surgery and
who were free of any known viral or bacterial infections.

4.3. Cell Culture

Cells were cultured from the RS4;11 (acute phenotype B lymphoblastic leukemia
cell line, ATCC: CRL-1873) and PC3 cell lines (prostatic carcinoma; ATCC CRL-1435),
which overexpress YY1. A 25 cm2 box was cultured with RPMI advanced 1640 medium
supplemented with 5% FBS (GIBCO-Invitrogen), 1% v/v L-glutamine (GIBCO-Invitrogen),
1% v/v sodium pyruvate (100 mM GIBCO-Invitrogen), 1% antibiotic (GIBCO-Invitrogen)
and 1% non-essential amino acids (GIBCO-Invitrogen). Cells were maintained in culture at
37 ◦C and 5% CO2.

4.4. Determination of the Putative Binding Sites of HIF1α in the YY1 Promoter

The prediction of the binding sites for HIF-1α in the promoter of the YY1 gene was
performed by the TESS (Transcription Element Search System) program which conjugates
the databases of TRANSFAC v6.0, JASPAR 20060301, IMD v1.1 and IWC/GibbsMat v1.
2000 nucleotides upstream (−2000 bp) of the gene promoter ATG sequence at 350 nucleotides
downstream (+350 bp) were analyzed. Three putative binding sites located at nucleotides
−622 bp, −592 bp and +199 bp were identified with respect to the YY1 gene TSS.

4.5. Cloning of the Promoter Region of YY1

Genomic DNA was extracted from a healthy volunteer using TRIzol (invitrogen) and
used as template to amplify the promoter region of the YY1 (−2000 bp to +350 bp relative
to the start site) by PCR using a specific set of primers. Once amplified, the YY1 promoter
was purified and cloned into the vector pJet (Thermo Fisher Scientific). Then the YY1
promoter was subclonated from pJet to the pGL3 vector (Promega) generating the construct
pGL3-YY1-pro with Luciferase as a reporter gene.

4.6. Site-Direct Mutagenesis in Putative Binding Sites for HIF-1α of the Promoter YY1

Once the pGL3-YY1-pro construct was obtained, a site directed mutagenesis was
performed in the three putative binding sites using a system of commercial site-directed
mutagenesis QuickChange Lighting Site-Directed Mutagenesis, (Agilent Technologies,
Santa Clara, CA, USA) following the manufactures instructions. Importantly, the computer
algorithm used provided the supplier with the primer design. The incorporation of the
mutations in the putative HIF-1α sites was performed by PCR using the primers show in
Table 1. After the restriction enzyme digestion of the PCR products with Dpn-1, E. coli
strain DH5-alpha bacteria were transformed with the digested PCR products.

4.7. Transfection of Cell Lines with the Construct Generated

PC3 cells were co-transfected with 2 µg of DNA total from each of the plasmid
constructs generated (pGL3-YY1-pro or the mutants generated from it) and pCMV-SPORT-
β-gal vector (Invitrogen, Waltham, MA USA) at a 6:1 proportion. The pCMV-SPORT-β-gal
vector was used to normalize the enzymatic activities from the reporter genes regarding
transfection efficiency. Following the manufacturer’s recommendations, Lipofectamine
2000 (Invitrogen) was used as a transfection reagent. After 48 h post-transfection, in-
tracellular proteins were obtained to determine the enzymatic activity of the implicated
reporters. Using commercial substrates, the luciferase (Promega, Madison, WI, USA),
and β-galactosidase (Clontech, Santa Clara, CA, USA), activities were measured in the
multimodal reader plates EnSpire (Perkin Elmer, Waltham, MA, USA).

4.8. Chromatin Immunoprecipitation

RS4;11 cells (1×106 previously stimulated using hypoxic or normoxic conditions (at
the indicated time points) and then chromatin immunoprecipitation (ChIP) was performed
as previously described [28]. The specific antibody against HIF1α (ab2185; Abcam) was
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used. The DNA recovered after the ChIP assay was used as template for PCR reactions
using the specific set of primers (Table 2).

Table 2. Primer sequences.

Name Sequence

YY1pro_Sen (BglI underlined) CGAGATCTGCTTTTTTGAACAGAGAGCC

YY1Pro_Ant (BamH1 underlined) GAGGATCCGGGTGCAAACCG

YY1mutAant (Mutation in bold) GCCCGCGGCGAAGAACGTCAGCGCGCCGCCGCC

YY1mutAsen (Mutation in bold) GGCGGCGGCGCGCTGACGTTCTTCGCCGCGGGC

YY1mutBant (Mutation in bold) GGCGGGGCGGCTCGAGAACGCCCTGGCTGGCC

YY1mutBsen (Mutation in bold) GGCCAGCCAGGGCGTTCTCGAGCCGCCCCGCC

YY1mutCant (Mutation in bold) GTGGTGGTGGCCGGAAGACCCGTGGCCGCCCC

YY1mutCsen (Mutation in bold) GGGGCGGCCACGGGTCTTCCGGCCACCACCAC

Ch(PromYY)_HIFABsen TTTTGTGGCTGTTGCACCG

Ch(PromYY)_HIFABant AATCGATCTGTCCGCTGGC

Ch(PromYY)_HIFCsen AGACCATCGAGACCACAGTGGTGG

Ch(PromYY)_HIFant CTGCAGAGCGATCATGGGCG

Ch(PromTel)_HIFposSen AGCGCTGCGTCCTGCT

Ch(PromTel)_HIFposAnt AGCACCTCGCGGTAGTGG

4.9. Treatments and Exposure of ALL Cells to Hypoxic Conditions

RS4;11 (5 × 105) cells in culture were exposed to low oxygen conditions (1% of O2) in
a hypoxia chamber Bactrox (Scientific Biogen, Madrid, Spain), during different periods.
Subsequently the cells were harvested to perform immunocytochemistry and RT-PCR
assays, cells were treated or untreated for 3 or 6 h with 2ME (0.5 or 1 µM) under normoxia
or hypoxia. The RS4;11 cells were pretreated 12 h with 2ME (0.5 µM) and then treated or
untreated for 18 h with etoposide (0.0625 µM). The viability of RS4;11cells were evaluated
after treatment as describe below.

4.10. Immunocytochemistry

Immunostaining was performed as previously describe [28]. Anti-HIF-1α, anti-c-Myc,
anti-YY1 or anti-MDR1 (Novus Biological, Litletown, CO, USA).

4.11. Real-Time RT-PCR Assays

For YY1 mRNA expression, the total RNA was obtained from RS4;11, 5 × 106 cells
were cultured under normoxic or hypoxic conditions. After treatment, cells were collected
and RNA was purified using the miRNeasy Mini Kit (QIAGEN, Germantown, MD, USA)
according to manufacture instructions. cDNA was performed using 1 µg of RNA of
each sample according to TaqMan Reverse Transcription kit (Applied Biosystems, Foster
City, CA, USA). Gene expression was analyzed by real-time PCR using Maxima SYBR
Green/Fluorescein qPCR Master Mix (Thermo Scientific, Waltham, MA, USA) according
to manufacture instructions. In addition, the total RNA was obtained from bone marrow
aspirate samples from patients with ALL and healthy controls as previously described [52].
Subsequently, the expression of HIF-1α and YY1 was determined using the Universal Probe
Library Set, Human (Roche Diagnostics GmbH, Mannheim, Germany). The expression
levels were then in a computer attached to the thermocycler StepOne™ Real-Time PCR
System (Applied Biosystems Foster City, CA, USA). Data capture and analysis was carried
out with the thermal cycler program. The PCR conditions were 1 cycle at 95 ◦C/10 min,
45 cycles of 95 ◦C/15 s and 60 ◦C/1 min. Using specific primers for HIF1α, and YY1. To
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normalize the amount of cDNA the OAZ gene (ornithine decarboxylase antizyme) was
used. The sequence of the primers for each gene are shown in Table 2.

4.12. Cell Viability Assays

Cell viability assays were performed via MTT colorimetric assays following the manu-
facture’s instruction (Roche Diagnostics Co., (Basel, Switzerland). Briefly, after RS4;11 cells
treatment the MTT reagent was added, after 4 h the solubilization of the salts was carried
out by means of the solubilizing agent included in the MTT kit to later incubate for one
night. Once the incubation occurred, the plate is revealed by quantifying the absorbance in
a multi-reader EnSpire (PerkinElmer) plate of PE at 620 nm.

4.13. Network Analysis of HIF-1α/YY1 and the Construction of Gene Networks Related
to Function

To demonstrate the functional interactions between HIF-1α and YY1 and other tran-
scriptional factors, a bioinformatics analysis was performed with GeneMANIA using the
free software Cytoscape 2.8, which visualizes biological networks and integrates data,
and the database Oncomine [53]. Typically, annotations used by Cytoscape correspond to
the GEO database (Gene Ontology Database) [54]. Both databases permit free access to
microarray banks and data meta-analyses and networks, which allow the prediction of
interactions between genes or proteins of interest.

To elucidate the interactions between YY1/HIF-1α and other proteins, a bioinformat-
ics analysis was performed with The Search Tool for the Retrieval of Interacting Genes
(STRING) database (https://string-db.org/), which visualizes biological networks and
integrates data from curated and experimental determinations [32].

4.14. Bioinformatics Analysis of and Correlation between HIF-1α and YY1 Gene
Expression in ALL

An analysis of HIF-1α and YY1 expression levels in ALL was performed using a
public data set of microarrays retrieved from the Oncomine and Gene Expression Omnibus
databases, derived from a published analysis reported by Andersson, A. et al. [48].

4.15. Statistical Analysis

A database was analyzed, and the information was processed using a statistical anal-
ysis program (Prism 4® from GraphPad Software, Inc., San Diego, CA, USA), and the
evaluation of the difference in the number of positive cells from the immunocytochemi-
cal reactions was performed by analysis of variance (ANOVA). The correlation analysis
was performed using Pearson analysis. All the data in the graphs are represented as a
mean ± SEM. A value less than or equal to 0.05 was considered significant. For statistical
analysis we used the STATA program (version 11.00).

5. Conclusions

In conclusion, our findings demonstrate for the first time that HIF-1α regulates tran-
scriptional YY1 and increasing or inhibiting HIF-1α expression directly affects YY1 ex-
pression in ALL cells. Furthermore, HIF-1α and YY1 expression are increased in pediatric
patients with ALL, and high expression of HIF-1α correlates with the presence of YY1.
Therefore, both HIF-1α and YY1 may be possible therapeutic biomarkers in ALL. The
clinical significance of this finding across different cancer types has yet to be determined.
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Abstract: Activating transcription factor 3 (ATF3), a transcription factor and acute stress sensor, is
rapidly induced by a variety of pathophysiological signals and is essential in the complex processes
in cellular stress response. FOXP3, a well-known breast and prostate tumor suppressor from the
X chromosome, is a novel transcriptional repressor for several oncogenes. However, it remains
unknown whether ATF3 is the target protein of FOXP3. Herein, we demonstrate that ATF3 expression
is regulated by FOXP3. Firstly, we observed that overexpression of FOXP3 reduced ATF3 protein
level. Moreover, knockdown FOXP3 by siRNA increased ATF3 expression. Secondly, FOXP3 dose-
dependently reduced ATF3 promoter activity in the luciferase reporter assay. Since FOXP3 is
regulated by post-translational modifications (PTMs), we next investigated whether PTMs affect
FOXP3-mediated ATF3 expression. Interestingly, we observed that phosphorylation mutation on
FOXP3 (Y342F) significantly abolished FOXP3-mediated ATF3 expression. However, other PTM
mutations on FOXP3, including S418 phosphorylation, K263 acetylation and ubiquitination, and
K268 acetylation and ubiquitination, did not alter FOXP3-mediated ATF3 expression. Finally, the
FOXP3 binding site was found on ATF3 promoter region by deletion and mutagenesis analysis. Taken
together, our results suggest that FOXP3 functions as a novel regulator of ATF3 and that this novel
event may be involved in tumor development and progression.

Keywords: FOXP3; ATF3; post-translational modification; transcriptional activity

1. Introduction

Transcription factor Forkhead Box Protein P3 (FOXP3), encoded from the X chromo-
some (Xp11.23 in human), was originally identified as the causative mutation for lethal
X-linked autoimmune/poly-endocrine dysregulation syndrome [1–4]. Unlike other FOX
proteins, FOXP3 is mainly expressed in a subset of CD4+ T cells which function as suppres-
sors in the immune system. In the T cell lineage, FOXP3 is essential for regulatory T (Treg)
cell development and maintenance of immune homeostasis, as evidence shows that muta-
tions of FOXP3 results in defective development of CD4+ CD25+ Treg cells [5]. Therefore,
FOXP3 has become the most specific biomarker of Treg cells in the immunosuppressive
system and homeostasis. Animal model studies have concluded that deficient and/or trun-
cated FOXP3 is lethal due to Treg cell deficiency [5,6]. In humans, many mutations and/or
alternatively spliced variants of the FOXP3 gene are strongly associated with an extremely
rare and severe autoimmune disorder termed immunodysregulation, poly-endocrinopathy
and enteropathy, X-linked syndrome (IPEX) [7]. Currently, the only curative treatment for
IPEX is an allogeneic stem cell transplant from a healthy donor.

In addition to CD4+ T cells, FOXP3 also expresses in a variety of normal tissues, such
as breast, liver, lung, prostate, spleen, pituitary, testis, and thymus [8–11], suggesting that
FOXP3 might have broad biological and physiological functions. Extensive studies in the
past 20 years have strongly suggested that FOXP3 is a novel tumor suppressor, especially
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in breast, colon, and prostate cancers. For example, deletions and mutations of FOXP3
have been found in human breast and prostate cancer samples, and germline mutations
of FOXP3 result in a high rate of spontaneous breast cancer and fatal autoimmunity in
mice [12]. Secondly, as a tumor suppressor, FOXP3 represses many key target genes in
cancer development and progression, such as HER2/ERBB2 [12], BRCA1 [13], SKP2 [14],
and CD44 [15], providing a strong link between FOXP3 and cell cycle regulation as well
as FOXP3 and DNA repair system. Thirdly, the FOXP3-miR-146-NF-κB as an oncotarget
and its axis has a functional role during tumor initiation in both prostate and breast can-
cers [16,17]. Moreover, miR-155, induced by FOXP3 through transcriptional repression
of BRCA1, is associated with tumor initiation in human breast cancer, suggesting that
plasma miR-155 may serve as a non-invasive biomarker for detection of early-stage breast
cancer [18]. Furthermore, miR-141 and miR-200c are regulated by a FOXP3-KAT2B axis
and are associated with tumor metastasis in breast cancer, suggesting that circulating levels
of miR-141 and miR-200c are also potential biomarkers for early detection of breast cancer
metastases [19]. Finally, loss of FOXP3 and TSC1 accelerates prostate cancer progression
through synergistic regulation of c-MYC [20]. However, FOXP3 has been shown to pro-
mote cancer growth and metastasis in non-small cell lung cancer [21,22]. Recently, tumor
CD274 (PD-L1) expression is inversely associated with FOXP3+ cell density in colorectal
cancer tissues [23] and FOXP3 is expressed significantly higher in cytolytic-high colorectal
tumors [24]. Together, these results demonstrate that FOXP3 has broad functions as a tumor
suppressor in breast and prostate cancers and a tumor promoter in non-small cell lung
cancer, suggesting that the regulatory machinery associating with FOXP3 in each cancer
type might be critical for FOXP3 function.

Activating transcription factor 3 (ATF3), which is a member of the basic leucine zipper
family of transcription factors, acts through binding to the ATF/cAMP response element
(CRE) found in a number of promoters of key regulatory proteins that determine cell fate,
circadian signaling, and homeostasis [25]. ATF3, as an immediate gene, is rapidly induced
in cells once exposed to stress stimuli, including those initiated by cytokines, genotoxic
agents, infections, reactive oxygen species, nerve injury, tissue damage, inflammation,
and/or essential physiological stresses [25,26]. In addition, some evidence has implicated
that ATF3 is up-regulated in many cancers, suggesting that ATF3 is an oncogene [27,28].
However, other evidence has indicated that ATF3 is able to suppress cell proliferation and
inhibit the development of tumors [29–31]. Moreover, hepatocyte ATF3 is a key regulator
of high-density lipoprotein and bile acid metabolism in the development of atherosclero-
sis [32]. Importantly, our group is the first to demonstrate that SUMOylation of ATF3 alters
its transcriptional activity on regulation of TP53 gene [33], and that loss of SUMOylation on
ATF3 inhibits proliferation of prostate cancer cells by modulating CCND1/2 activity [34].
These results imply that ATF3 has broad biological and physiological functions including
cancer development and metabolism.

Previously, our group demonstrated that FOXP3 directly regulates UBC9 (the only
E2 enzyme for SUMOylation) expression, suggesting that FOXP3 has a potential effect
on regulating the global protein SUMOylation process [35]. Though FOXP3 has an essen-
tial and critical role in autoimmunity, cancer development, and Treg development, with
hundreds of FOXP3 target genes already identified in both cancer cells and Treg cells, the
functional role of FOXP3 in regulating ATF3 is largely unknown. Therefore, since FOXP3 is
a transcription factor and has broad biological and physiological effects in cells and organs,
we assessed the function of FOXP3 in ATF3 transcriptional activity using several human
cell lines in the present study.

2. Results
2.1. FOXP3 Decreases ATF3 Protein Level

Since FOXP3 is a transcription factor, we first investigated the role of FOXP3 on ATF3
expression. We used FOXP3-Tet-off MCF7 cells to evaluate whether FOXP3 affects ATF3
protein expression since MCF7 (human breast cancer) cells express very small amounts
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of FOXP3. As shown in Figure 1A, FOXP3 induction by doxycycline removal decreased
the expression levels of ATF3. We next over-expressed FOXP3 in MCF7 cells to evaluate
whether FOXP3 affects ATF3 protein expression. As shown in Figure 1B, FOXP3 dose-
dependently decreased the expression levels of ATF3. In order to confirm the results of
Figure 1A,B, we next knockdown FOXP3 by siRNA system in HEK293 (human embryonic
kidney) cells, which express more endogenous FOXP3 than MCF7 cells, to evaluate whether
FOXP3 affects ATF3 protein expression. As shown in Figure 1C, reduction of FOXP3 by
siRNA increased the expression levels of ATF3. In order to confirm the previous findings,
we next performed qRT-PCR experiments. The expression vectors encoding wild-type
FOXP3 or empty vectors were transfected into MCF7 human breast cancer cells. As shown
in Figure 1D, when wild-type FOXP3 was transfected, the level of ATF3 mRNA was
significantly decreased (approximately 50% reduction). Overall, these findings indicate
that FOXP3 has the potential to down-regulate ATF3 expression.
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Figure 1. FOXP3 decreases ATF3 protein level. (A) Western blot analysis of ATF3 expression from FOXP3-Tet-off MCF7
cells. (B) Western blot analysis of ATF3 expression from FOXP3 over-expressed MCF7 cells. (C) Western blot analysis of
ATF3 expression from HEK293 cells treated with FOXP3 siRNA. The expression levels of FOXP3 and ATF3 were determined
using anti-FOXP3 and anti-ATF3 immunoblotting, respectively. The β-Actin levels were also determined for equal loading.
(D) Real-time RT-PCR analysis of ATF3 expression by FOXP3 from MCF7 human breast cancer cells. Total RNA was
extracted from cells and then reverse transcribed to cDNA followed by qPCR analysis with glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) as an internal control. The experiments were performed two times, each with triplicate samples.
Error bars indicate standard errors.
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2.2. FOXP3 Is a Repressor of the ATF3 Promoter

As FOXP3 decreases ATF3 protein expression, we next investigated the role of FOXP3
on ATF3 promoter activation. The −1372 bp ATF3 promoter-LUC reporter plasmid was
co-transfected with FOXP3 expression plasmid into several different cell lines (MCF7,
MDAMB231, H1299, or HEK293 cells) and ATF3 promoter activity was determined by
measuring the LUC activity in cell lysates 48 h after transfection. As shown in Figure 2A,
expression of FOXP3 generated a dose-dependent decrease in the activity of ATF3 gene
transcription in MCF7 cells. Similar results were observed in MDAMB231 (triple negative
human breast cancer), H1299 (human lung cancer), and HEK293 cells. This finding indicates
that FOXP3 is a repressor of ATF3 transcription independent on cell types.
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transfected, where indicated, with different amount of FOXP3 expression plasmid and ATF3 promoter-LUC reporter
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confirmed using anti-FOXP3 and anti-β Actin immunoblotting, respectively.

2.3. Minimal ATF3 Promoter Region Responsive to FOXP3 Repression

To determine whether the FOXP3 response elements (REs) are required for FOXP3-
mediated ATF3 expression, we first searched for potential FOXP3 binding site(s) on the
ATF3 promoter region using the ALGGEN-PROMO website (http://alggen.lsi.upc.es/
cgi-bin/promo_v3/promo/promoinit.cgi?dirDB=TF_8.3, access on: 1 August 2021) and
rVista 2.0 website (https://rvista.dcode.org, access on: 1 August 2021). We identified
one potential FOXP3 binding site on the human ATF3 promoter region. The potential
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FOXP3 binding site is located 870 bp (AAAAAAAAATCGAACCGATAC) upstream of the
transcription start site, suggesting that FOXP3 may regulate ATF3 transcription directly.

Because the −1372 bp ATF3 promoter contains one potential candidate of FOXP3
RE, the ATF3 promoter was truncated to determine whether FOXP3 RE is important
for transcriptional repression of ATF3 by FOXP3 (Figure 3A). Deletion of the FOXP3 RE
(−870 bp) resulted in a major loss of FOXP3-mediated ATF3 transcriptional repression.

We next generated−870 bp mutant (AAAATCGAA→AAAAAAAAA) ATF3 promoter-
LUC reporter plasmids. As shown in Figure 3B, mutation of the−870 bp FOXP3 RE resulted
in approximately 75% loss of FOXP3-mediated ATF3 promoter repression. Together, these
results indicate that the −870 bp RE is essential for the FOXP3 action on the ATF3 promoter.
To confirm FOXP3 directly binds to the human ATF3 promoter region, we next performed
FOXP3 or immunoglobin (IgG) chromotin immunoprecipitation (ChIP) assay with qPCR
analysis. As shown in Figure 3C, FOXP3 strongly binds to the −870 RE region of the
ATF3 promoter but not the −200 RE and −1300 RE regions. These results indicate that the
−870 RE is the major FOXP3-binding site on the human ATF3 promoter region.
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48 h after transfection and normalized with Renilla activity. Relative LUC activity was calculated and plotted. (B) MCF7
cells were co-transfected with FOXP3 expression plasmids and with either wild-type (with −870 FOXP3 RE) or mutant
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amount of DNA fragment precipitated (expressed as relative unit as a percentage of the total input DNA) in chromotin
immunoprecipitation (ChIP) assay and qPCR analysis of possible FOXP3-binding sites (−200 RE, −870 RE, and −1300 RE)
in the ATF3 promoter region in MCF7 cells. The experiments were performed two times. *** indicates p < 0.001 vs. IgG.

2.4. Phosphorylation at Tyr342 of FOXP3 Is Required for Full FOXP3-Mediated ATF3
Transcriptional Activity

Because the function of FOXP3 has been shown to be affected by post-translational
modifications such as phosphorylation and acetylation [20,35], we next examined the effect
of the post-translational modifications of FOXP3 on its transcriptional activity of the ATF3
promoter. MCF7 cells were co-transfected with the ATF3 promoter-LUC reporter plasmid
and with either wild-type (WT), K31R (mimicking de-acetylated at K31), K263R (mimicking
de-acetylated at K263), K263RK268R (mimicking de-acetylated at both K263 and K268),
S418A (mimicking de-phosphorylated at S418), or Y342F (mimicking de-phosphorylated
at Y342) FOXP3 expression plasmid. As shown in Figure 4A, in MCF7 cells, while the
WT FOXP3 repressed ATF3 promoter activity as expected, K31R, K263R, K263RK268R,
and S418A FOXP3 also reduced this effect (similar to WT level). Interestingly, loss of
phosphorylation on Y342 abolished FOXP3-mediated ATF3 promoter repression, suggest-
ing that phosphorylation at Y342 is extremely important for FOXP3 on ATF3 promoter
activity. Similar results were observed in MDAMB231 and H1299 cells, suggesting that
phosphorylation at Y342 is critical for FOXP3 function. Overall, these results suggest that
phosphorylation is essential for FOXP3-mediated ATF3 promoter activity.
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measured 48 h after transfection and normalized with Renilla activity. Relative LUC activity was calculated and plotted. The
protein levels of FOXP3 and β Actin in the cells from the reporter assays were confirmed using anti-FOXP3 and anti-β Actin
immunoblotting, respectively.

3. Discussion

Within eukaryotic cells, transcription factors (representing the connection of multiple
signaling pathways for the growth and development of tissue and organisms) regulate
downstream target genes by responding to a wide diversity of physiological and patho-
logical stimuli, and therefore play essential roles in apoptosis, cell growth, developmental
control, metabolism, pathogenesis, reproduction, and response to intercellular signals and
environment insults [36–38]. Deregulation of transcription factors results in many human
diseases, such as autoimmune dysfunctions, cardiovascular diseases, metabolic disorders,
platelet disorders, and cancers [39,40]. FOXP3, a member of the transcription factor family
of FOX proteins, has main functions in autoimmune homeostasis and cancer development
and prevention. Herein, we show for the first time that FOXP3 acts as a transcriptional
repressor of the human ATF3 gene in human cells.

It is well documented that FOXP3, as a critical master transcription regulator for
Treg cell development and function, helps control the activities of various genes (such
as oncogenes SKP2 and HER-2/ErbB2) related to the cancer development of the breast
and prostate [12,14]. A previous report has shown that FOXP3 maintains Treg unrespon-
siveness by selectively inhibiting the promoter binding activity of c-Jun-based AP-1 [41].
The structure of AP-1 consists of heterodimers of families of c-Fos, c-Jun, ATF, and JDP.
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Interestingly, in the present work, we showed that FOXP3 down-regulates ATF3 protein
level and decreases ATF3 promoter activity. Our promoter analysis and ChIP assays further
supports that FOXP3 response element −870 bp on the ATF3 promoter region is critical for
regulating ATF3 gene expression. Our data highlights that ATF3 is the novel target gene
for FOXP3.

FOXP3 can cooperate with several transcription factors, and among them is tumor
suppressor p53. A previous report has demonstrated that FOXP3 is a key downstream
regulator of p53 that is sufficient to induce p21 expression, ROS production and p53-
mediated senescence [42]. Many reports, including ours, have demonstrated that ATF3
regulates the stability of p53 and the expression of the TP53 gene [33,43]. The evidence
from our group has also highlighted that SUMOylation plays an important role for ATF3-
mediated TP53 gene expression [33]. Interestingly, a study has demonstrated that the
human ATF3 gene is one of the target genes directly activated by p53 [44], suggesting a
functional link between stress-inducible transcriptional repressor ATF3 and p53. However,
whether FOXP3 directly involves in p53-ATF3 interaction in a feedback loop remains
unknown. Further future studies are indeed necessary to dissect this potential mechanism
and regulatory loop.

Post-translational modifications such as acetylation, phosphorylation, methylation,
and SUMOylation influence a wide range of cellular activities, including metabolism
and cancer development [45,46]. Accumulating evidence indicates that human FOXP3
can be modified by phosphorylation (S418 and Y342), acetylation (K31, K263, and K268),
ubiquitylation (K263, K268, and K31), and methylation (R48, R51) [47]. In the present
work, we demonstrated that replacement of Y342 by a phenylalanine (F) residue in FOXP3
leads to significant loss of the repression of ATF3’s transcriptional activity. This result is
consistent with our previous report that phosphorylation at Y342 on FOXP3 is essential
for UBC9 expression [35]. Both reports further highlight the crucial role on FOXP3 as a
transcription factor. A previous study has shown that phosphorylation at Y342 of FOXP3 by
lymphocyte-specific protein tyrosine kinase (LCK) represses cell invasion [48], suggesting
that phosphorylation at Y342 of FOXP3 by LCK plays an important role for ATF3 expression.
Interestingly, our current results suggest that another major phosphorylation site (S418)
on FOXP3 does not play an important role in ATF3 repression. Since Y342 is modified by
LCK and S418 is modified by PP1 from the previous reports, this suggests that LCK-FOXP3
pathway may be a major regulatory pathway for ATF3 regulation. Future studies are
indeed necessary to dissect this potential regulatory mechanism.

The activatory/repressing role of splicing events on the neoplastic development/prog-
ression has been studied recently in different neoplasms, including alternative splicing of
FOXP3. For example, immune responses may be manipulated by modulating the expres-
sion of FOXP3 isoforms, which has broad implications for the treatment of autoimmune
diseases [49]. Moreover, alternative splicing of FOXP3 controls regulatory T cell effector
functions and is associated with human atherosclerotic plaque stability [50]. Accumu-
lated data also suggest that IPEX syndrome may be a consequence of alternatively spliced
FOXP3 [51]. Finally, FOXP3 isoform profile has been linked to cardiovascular diseases [52].
Interestingly, SRSF1 has been shown to regulate alternative splicing events, especially in
breast cancer [53] and lung cancer [54]. SRSF1 has also been found to be overexpressed
in brain glioblastoma [55,56] and to be potentially used as a diagnostic marker of gliomas.
With our current results of FOXP3-mediated ATF3 regulation, future studies are indeed
necessary to explore the FOXP3 spliced isoforms in ATF3 regulation as well as the role of
SRSF1 in FOXP3 isoform regulation, especially in the cancer field.

In conclusion, this study demonstrates that FOXP3, through FOX protein response
element, is a novel repressor of ATF3 promoter, and that phosphorylation at Y342 plays a
critical role for FOXP3′s transcriptional activity.
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4. Materials and Methods
4.1. Chemicals and Reagents

Both cell culture reagents and cell culture medium were purchased from Thermo
Fisher Scientific (Waltham, MA, USA). Antibodies against ATF3, FOXP3, and β-Actin
(Santa Cruz Biotechnology Inc., Santa Cruz, CA, USA). Luciferase activity was measured
using the Dual-Luciferase Reporter Assay System (Promega, Madison, WI, USA).

4.2. DNA Constructs

Human FOXP3-pcDNA6 expression plasmid (with myc and HIS tags) was described pre-
viously [35]. S418A, Y342F, K31R, K263R, K263RK268R FOXP3 expression plasmids were cre-
ated by PCR-based mutagenesis from WT FOXP3-pcDNA6 expression plasmid (QuikChange
Lightning site-directed mutagenesis kit, Agilent/Strategene, La Jolla, CA, USA). S418A and
Y342F represent the loss of phosphorylation of FOXP3. K31R, K263R, and K263RK268R
represent the loss of acetylation of FOXP3. All these mutations have been confirmed by
previous studies, including ours. The human ATF3 promoter (−1372/+22 bp) pGL2 plasmid
was kindly provided by Dr. Aronheim (Technion-Israel Institute of Technology, Haifa, Israel).
The human ATF3 promoter deletion constructs were then generated by removal of specific
fragments of DNA sequence in Yang lab. The human ATF3 promoter with FOXP3 RE mutant
(−870 bp) plasmids were created by PCR-based mutagenesis (QuikChange Lightning site-
directed mutagenesis kit, Agilent/Strategene, La Jolla, CA, USA). All DNA plasmid constructs
were verified by Sanger nucleotide sequencing.

4.3. Cell Culture and Transfection

H1299, HEK293, MCF7, and MDAMB231 cells were purchased from the American
Type Culture Collection (Manassas, VA, USA). The cells were maintained in Dulbecco’s
Modified Eagle Medium (DMEM) in the presence of 10% fetal bovine serum and Pen/Strep
antibiotics (GIBCO/Life Technologies, Grand Island, NY, USA) in a humidified incubator
(5% CO2 at 37 ◦C) and cultured for less than six months. We also routinely checked for
Mycoplasma contamination using a PCR-based kit (Millipore-Sigma, Burlington, MA, USA).
We chose MCF7 cells for overexpression study and HEK293 cells for siRNA experiments
because MCF7 cells have the lowest FOXP3 expression and HEK293 cells have the highest
FOXP3 expression among cells we tested. After incubation, the cells were transfected with
specific expression plasmids described in each assay using Fugene HD Transfection Reagent
(Roche, Madison, WI, USA). Forty-eight hours after transfection, the cells were harvested
and lysed and ready for promoter luciferase reporter assays or Western blot analysis.

4.4. ATF3 Promoter Luciferase Reporter Assays

Cells were cultured in 24-well plates overnight and then transiently transfected with
ATF3 promoter-firefly luciferase plasmid and internal control pRL-TK plasmid (which
encodes Renilla luciferase activity) in the presence of Fugene HD Transfection Reagent
(Roche, Madison, WI, USA). At 48 h after transfection, the cells were harvested and
lysed in passive lysis buffer (Promega, Madison, WI, USA). Luminescence was detected
with the Dual-Luciferase Reporter Assay System (Promega, Madison, WI, USA) using
a luminometer (Turner Designs, Sunnyvale, CA, USA) according to the manufacturer’s
instructions. For each reporter assay, we also had a group of three wells without any
plasmid transfected to make sure the background signals picked up by a luminometer
were low. The firefly luciferase activity was normalized by calculating the ratio to Renilla
luciferase activity. The relative luciferase activity was calculated as a fold change to the
control groups. All experiments were performed three times in a triplicate setting.

4.5. Western Blot Analysis

Cells were lysed with RIPA buffer supplemented with protease and phosphatase, and
protein contents of the high-speed supernatant were determined using the BCATM Protein
Assay kit assay (Pierced/Thermo Scientific, Rockford, IL, USA). Equivalent quantities
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of protein (approximately 40 µg) were resolved on 10% polyacrylamide-SDS gels and
transferred to polyvinylidene difluoride (PVDF) membrane (Bio-Rad, Hercules, CA, USA)
by wet electrophoretic transfer. The membranes were probed with specific primary first
and then with specific secondary antibodies. Blots were visualized using the Supersignal
West Dura Extended Duration Substrate kit (Pierce Chemical Co., Rockford, IL, USA). The
intensity of the protein band was quantified by ImageJ program.

4.6. RT-PCR and Real-Time ChIP

Total RNA from MCF7 cells was extracted using the TRIzol reagent (Thermo Fisher
Scientific, Waltham, MA, USA) and treated with DNase (Ambion, Austin, TX, USA) to
remove genomic DNA. The RNA concentration was quantified by ultraviolet spectrometry
before being reverse-transcribed to cDNA. One microgram of total RNA was converted
into cDNA using the iScript cDNA synthesis kit (Bio-Rad, Hercules, CA, USA) according
to the manufacturer’s instructions. The final cDNA product was purified and eluted in
Tris-EDTA buffer using QIAquick PCR purification kits (QIAGEN, Germantown, MD, USA)
according to the manufacturer’s instructions. Quantitative PCR (using 5 ng cDNA per µL)
was performed on an ABI 7500 qPCR system (Applied Biosystems, Foster City, CA, USA)
using TaqMan Universal PCR Master Mix Kit (Applied Biosystems, Foster City, CA, USA)
according to the manufacturer’s instructions. Two primers (5′- CCC TTT GTC AAG TGC
CG -3′ and 5′- GGCA CTT TGC AGC TGC -3′) were used to amplify 241-bp human ATF3
fragments. Two primers (5′- CAT CAC CAT CTT CCA GGA GCG AG -3′ and 5′- GTC TTC
TGG GTG GCA GTG ATG G -3′) were used to amplify 341-bp human glyceraldehydes-3-
phosphate dehydrogenase (GAPDH) fragments. For real-time ChIP assays, the extracted
DNA fragments were quantified by real-time qPCR using pairs of primers that covered
the FOXP3 response region within the human ATF3 promoter. The primers used for
−1300 RE PCR were: CAAGAAGGTTCC (forward) and CCTTAAAAACG (reverse). The
primers used for −870 RE PCR were: CTTGTCAATTTC (forward) and CTCCGGGCTCC
(reverse). The primers used for −200 RE PCR were: GGAACACGCAG (forward) and
CTGAGACACACAC (reverse).

4.7. Statistical Analysis

Statistical comparisons were performed by using the Student’s t-test to determine the
statistical significance between groups. A p < 0.05 was considered statistically significant
between groups.

5. Conclusions

In summary, we have shown a novel relationship between FOXP3 and ATF3 for the
first time. Our studies suggest FOXP3 is a novel repressor of the ATF3 promoter, and the
FOXP3-mediated ATF3 transcription is critically regulated by the phosphorylation at Y342.
Overall, our findings add a new layer of information to the previous understanding of
FOXP3 functions.
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Abstract: SNAI1, a zinc finger transcription factor, not only acts as the master regulator of epithelial-
mesenchymal transition (EMT) but also functions as a driver of cancer progression, including cell
invasion, survival, immune regulation, stem cell properties, and metabolic regulation. The regulation
of SNAI1 occurs at the transcriptional, translational, and predominant post-translational levels
including phosphorylation, acetylation, and ubiquitination. Here, we discuss the regulation and
role of SNAI1 in cancer metastasis, with a particular emphasis on epigenetic regulation and post-
translational modifications. Understanding how signaling networks integrate with SNAI1 in cancer
progression will shed new light on the mechanism of tumor metastasis and help develop novel
therapeutic strategies against cancer metastasis.

Keywords: SNAI1; metastasis; post-translational modifications; epigenetic; EMT

1. Introduction

Tumor metastasis, the spreading of cancer cells from original tumor sites to distant or-
gans followed by development of secondary tumors, is the foremost cause of cancer-related
deaths [1]. Initiation of the metastatic program is often followed by exploitation of an
embryonic development process referred to as epithelial-mesenchymal transition (EMT) [2].
During EMT, epithelial cells attain mesenchymal phenotypes such as increased motility
and invasiveness by dissolving cell–cell junctions and rebuilding cell–matrix connections,
accompanied by loss of epithelial markers and a gain of mesenchymal markers [3]. EMT is
activated by a plethora of EMT-activating transcription factors (EMT-TFs), such as those
from the SNAIL, zinc finger E-box binding homeobox (ZEB), and TWIST families [4].

SNAI1 was the first discovered and most intensively studied transcription repressor
of E-cadherin, a hallmark of EMT encoded by the epithelial gene CDH1. SNAI1 directly
binds to E-boxes present in the CDH1 promoter to transcriptionally repress its expression.
On the other hand, SNAI1 also acts as a transcriptional activator. SNAI1 not only enhances
mesenchymal markers including fibronectin, collagens, and the matrix degradation en-
zyme matrix metalloproteinases 2 and 9 (MMP2 and MMP9), it also increases other EMT
transcription factors such as TWIST and ZEB1 [5,6]. In addition, SNAI1 positively regulates
transcriptional activation of target genes involved in Drosophila development through direct
binding to the promoters [7]. In collaboration with early growth response 1(EGR1) and
SP1, SNAI1 may directly activate transcription of p15INK4b, lymphoid enhancer-binding
factor (LEF), and cyclooxygenase 2 (COX2) by directly binding on a consensus motif in
HepG2 cells stimulated by the phorbol ester tumor promoter 12-O-tetradecanoyl-phorbol
13-acetate (TPA) [5,8–10]. SNAI1 induces resistance to apoptosis, confers tumor recurrence
and drug resistance, generates breast cancer stem cell (CSC)-like properties, and induces
aerobic glycolysis [11–14]. Interestingly, SNAI1 is tightly controlled at both transcrip-
tional and protein levels. Many growth factors and cytokines can transcriptionally regulate
SNAI1 expression [15]. In addition, SNAI1 protein levels are regulated by post-translational
modifications (PTMs). These PTMs have diverse effects on the function of SNAI1.
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Because of the reversible plasticity of EMT, epigenetic alternations are required in the
EMT process. In eukaryotic cells, genomic DNA interacts with histone proteins and RNA
to form chromatin, which holds epigenetic information independent of the DNA genetic
data [16]. Alteration of chromatin occurs through regulators responsible for DNA methyla-
tion, post-translational modifications of nucleosomal histone tails, and/or non-coding RNA
modulation; these epigenetic modifications play a key role in regulating gene expression
by defining whether chromatins at a given genomic locus will be transcriptionally active
or inactive [17]. For EMT, a variety of epigenetic regulators are critical requirements that
interpret signals passed from stimulators to transcription factors [18]. Indeed, the expres-
sion of CDH1 is regulated by multiple enzymes involving epigenetic modification. SNAI1
collaborates with multiple epigenetic enzyme complexes, such as DNA methyltransferases,
histone deacetylases, and histone methyltransferase and demethylase, in the transcriptional
regulation of CDH1. Recent studies suggest a crucial role of epigenetic alterations in the
regulation of SNAI1 and EMT markers.

Here, we summarize the regulation of SNAI1 with an emphasis on PTMs. Moreover,
we describe recent insights into the epigenetic mechanisms of SNAI1-induced cancer
metastasis, focusing on the cooperation of SNAI1 with epigenetic regulators.

2. Regulation of SNAI1

Expression of SNAI1 is governed at multiple levels from gene transcription, post-
transcriptional regulation, and translation to PTMs such as phosphorylation, ubiquitination,
acetylation, and sumoylation.

2.1. Structure of SNAI1

SNAI1 belongs to the SNAIL family which consists of SNAI1 (Snail), SNAI2 (Slug),
and SNAI3 (Smuc) [19]. The amino termini of SNAI1 contains the evolutionarily conserved
SNAI1/Gfi (SNAG) domain, which interacts with several co-repressor complexes or epige-
netic remodeling complexes (Figure 1). Drosophila SNAIL lacks the SNAG domain but has
a consensus PxDLSx motif and exerts their repressive function through the interaction with
the co-repressor c-terminal binding protein (CtBP) [19]. In the central region, a serine-rich
domain (SRD) is adjacent to the nuclear export sequence (NES) (Scheme 1). SRD controls
ubiquitination and proteasome degradation while NES is involved in the regulation of
its protein stability and subcellular translocation. The c-terminal zinc finger domain with
four C2H2-type zinc fingers is highly conserved. This domain mediates sequence-specific
interactions with their target DNA promoters containing an E-box sequence (CAGGTG).
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(NES) and zinc-finger (ZF) domain. P: phosphorylation. Acety: Acetylation. Ub: Ubiquitination.
SUMO: Sumoylation.

2.2. Transcriptional and Post-Transcriptional Regulation

A diverse repertoire of molecular mechanisms regulating SNAI1 at the transcriptional
level have been documented in a variety of organisms. Cytokines, chemokines, and
growth factors, such as tumor necrosis factor (TNFα), transforming growth factor (TGFβ),
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interleukin-6 (IL-6), fibroblast growth factors (FGF), epidermal growth factor (EGF), and
hepatocyte growth factor (HGF) [20], trigger an intracellular signaling cascade that leads
to the binding of a transcription factor to the SNAI1 promoter to regulate its expression.
Extensive evaluation of this regulation has been covered in other excellent reviews [21,22].
Interestingly, the expression of SNAI1 can also be regulated by other EMT-TFs. For example,
both SNAI1 and SNAI2 were upregulated under TGFβ stimulation [23]. Depletion of
SNAI2 increases SNAI1 expression and vice versa; this compensatory regulation could be
indispensable for EMT and cancer progression [24]. In addition, TWIST induces SNAI1
and the Twist-SNAI1 axis is critically involved in EMT and tumor metastasis [25].

Post-transcriptional control provides a fundamental regulatory mechanism for gene
expression. Besides regulation by microRNAs [26], SNAI1 transcript stability is also
regulated extensively. For example, recent work showed that upon activation of EGF
receptor, UDP-glucose 6-dehydrogenase (UGDH) is phosphorylated in human lung cancer
cells. Phosphorylated UGDH not only converts UDP-glucose to UDP-glucuronic acid but
also interacts with Hu antigen R (an RNA-binding protein that binds to short-lived mRNAs
to increase their stability). This interaction attenuates the UDP-glucose-mediated inhibition
and therefore enhances the stability of SNAI1 mRNA [27]. In addition, the mRNA of SNAI1
can be modified with N6-Methyladenosine (m6A) by the methyltransferase-like 3 (METTL3)
and YTH N6-methyladenosine RNA binding protein 1 (YTHDF1) (m6A readers). m6A in
the coding sequence of SNAI1 triggers polysome-mediated translation of SNAI1 mRNA
in cancer cells [28]. The stability of SNAI1 mRNA is also enhanced by heterogeneous
nuclear ribonucleoprotein, which thus promotes invasion, metastasis, and EMT in breast
cancer [29].

2.3. Post-Translational Regulation

Because of their critical roles in cancer metastasis, much attention has focused on
the PTMs of SNAI1. PTMs function in the regulating protein stability, transcriptional
activity, and intracellular localization of SNAI1. Among the number of modifications,
phosphorylation and ubiquitination represent the best characterized and control a variety of
biological activities, such as apoptosis, transcription, metabolism, and stem cell properties.
Therefore, gaining deeper insight into the PTMs may help elucidate important steps in
cancer metastasis.

2.3.1. Phosphorylation Regulation

SNAI1 stability is extensively regulated by phosphorylation (Table 1). On one hand,
phosphorylation of SNAI1 promotes its proteasomal-mediated ubiquitination degradation.
Both casein kinase 1(CK1) and dual specificity tyrosine phosphorylation regulated kinase
2 (DYRK2)-mediated SNAI1 phosphorylation at serine (Ser) 104 act to prime phosphory-
lations that allow glycogen synthase kinase 3 β (GSK3β)-mediated phosphorylation at
Ser96 and Ser100, leading to β-TRCP-induced poly-ubiquitination and degradation [30,31].
Protein kinase D1 (PKD1)-mediated phosphorylation at Ser11 of SNAI1 facilitates F-box
protein 11 (FBXO11)-mediated SNAI1 degradation [32]. Under intact apical-basal polarity,
α protein kinase C (PKC) kinases promote degradation through phosphorylation of SNAI1
S249 [33]. On the other hand, some SNAI1 phosphorylations prevent its degradation.
Most commonly, the main mechanism that regulates SNAI1 stability is phosphorylation
at specific sites that reduce its affinity for GSK3β, thus blocking ubiquitination. For ex-
ample, phosphorylation of SNAI1 at Ser100 by ataxia-telangiectasia mutated (ATM) and
DNA-PKCs inhibits SNAI1 ubiquitination by reducing interaction with GSK3β [34,35].
Recently, it was shown that p38 stabilizes SNAI1 through phosphorylation at Ser107, which
suppresses DYRK2-mediated Ser104 phosphorylation and subsequent GSK3β-mediated
SNAI1 degradation [36]. However, stabilization of SNAI1 also occurs independent of
GSK3β. Protein kinase A (PKA) and CK2 have been characterized as the main kinases
responsible for in vitro SNAI1 phosphorylation at Ser11 and 92, respectively [37]. Phospho-
rylation of these two sites control SNAI1 stability and positively regulate SNAI1 repressive
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function and its interaction with the mSin3A corepressor. Alternatively, confinement of
SNAI1 to the nucleus prevents degradation. ERK2-mediated Ser82/Ser104 phosphoryla-
tion of SNAI1 leads to nuclear SNAI1 accumulation [38]. P21 (RAC1) activated kinase 1
(PAK1) and GRO-α phosphorylate SNAI1 on Ser246 and increase SNAI1′s accumulation in
the nucleus, which thus promotes transcriptional activity of SNAI1 [39–41]. Large tumor
suppressor kinase 2 (Lats2) phosphorylates SNAI1 at threonine (Thr)203 in the nucleus,
which prevents nuclear export, thereby supporting stabilization [42]. Recently, we also
found that serine/threonine kinase 39 (STK39) enhances SNAI1 stability by phosphory-
lation at Thr203 [43]. Notably, phosphorylation can be reversed by phosphatases. We
identified c-terminal domain phosphatase (SCP) as a specific phosphatase for SNAI1 [44].
SCP physically interacts with and stabilizes SNAI1 by direct dephosphorylation [44,45].

Table 1. Phosphorylation regulators involved in SNAI1.

Function Regulation Factor Phosphorylation Sites

Degradation

PKD1 Ser11

αPKC Ser249

CK1 Ser104/Ser107

GSK3β Ser96/Ser100/S104/Ser107

DYRK2 Ser104

Stabilization

PTK6 Tyr342

ATM Ser100

CK2 Ser92

p38 Ser107

Nuclear accumulation and
stabilization

ERK Ser82/Ser104

PAK1
Ser246

GROα

LATS2
Thr203

STK39

2.3.2. Ubiquitination and Deubiquitination

SNAI1′s ubiquitination and degradation are controlled by a number of F-box ligases,
including β-TRCP1/FBXW1, FBXL14, FBXL5, FBXO11, and FBXO45 [46]. Recently, more
E3 ligases have been discovered (Figure 2). F-box E3 ubiquitin ligase FBXO22 elicits an-
timetastatic effects by targeting SNAI1 ubiquitin-mediated proteasomal degradation in a
GSK3β phosphorylation-dependent manner [47]. Through a luciferase-based genome-wide
screening using small interfering RNA library against ~200 of E3 ligases and ubiquitin-
related genes, SOCS box protein SplA/ryanodine receptor domain and SOCS box contain-
ing 3 (SPSB3) was identified as a novel E3 ligase component [48]. SPSB3 targets SNAI1 to
promote polyubiquitination and degradation in response to GSK3β phosphorylation of
SNAI1. Through yeast two-hybrid screening, the carboxyl terminus of Hsc70-interacting
protein (CHIP) was identified as a novel SNAI1 ubiquitin ligase that interacts with SNAI1
to induce ubiquitin-mediated proteasomal degradation [49]. Recently, it was reported that
SNAI1 was monoubiquitinated by the ubiquitin-editing enzyme A20. This monoubiquity-
lation of SNAI1 reduces the affinity of SNAI1 for GSK3β, and thus SNAI1 is stabilized in
the nucleus [50].

Deubiquitinases (DUBs) counteract the SNAI1 degradation process to maintain a high
level of SNAI1 protein in cancer cells. We recently identified DUB3 as a SNAI1 deubiq-
uitinase that interacts with and stabilizes SNAI1 [51]. Independent research indicated
that DUB3 is a target of cyclin-dependent kinase (CDK)4/6, and CDK4/6-mediated ac-
tivation of DUB3 is essential to deubiquitinate and stabilize SNAI1 [52]. Resistance to
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platinum-based chemotherapy is a common event associated with tumor dissemination
and metastasis in cancer patients. Upon platinum treatment, the ubiquitin-specific protease
1 (USP1) is phosphorylated by ATM and RAD3-related (ATR) and binds to SNAI1. Then,
USP1 de-ubiquitinates and stabilizes SNAI1 expression, conferring resistance to platinum,
increased stem cell-like features, and metastatic ability [53]. USP29 can be induced by major
EMT and metastatic-inducing factors such as TGFβ, TNFα, and hypoxia. This protease
enhances the interaction of SNAI1 and SCP1, and results in simultaneous dephosphory-
lation and de-ubiquitination of SNAI1 and thereafter cooperative prevention of SNAI1
degradation [54]. TGFβ also induces USP27X expression, which increases SNAI1 stability
by deubiquitination [55]. Recently, more deubiquitinases have been identified. Eukaryotic
translation initiation factor 3 subunit H (EIF3H), OTU deubiquitinase, ubiquitin aldehyde
binding 1(OTUB1), USP3, proteasome 26S subunit, Non-ATPase 14 (PSMD14), USP26,
USP36, USP37 also target SNAI1 for de-ubiquitination and stabilization (Figure 2) [56–61].
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2.3.3. Other Post-Translational Regulation

Beyond the well-characterized PTMs of phosphorylation and ubiquitination, at least
three other PTMs are involved in regulating SNAI1 protein abundance and activity. First,
the sumoylation pathway is very similar to its biochemical analog, ubiquitylation, and
regulates diverse cellular processes including transcription and protein stability, chromo-
some organization, DNA repair, and other cellular processes. TGFβ induces sumoylation
of SNAI1 at its lysine (K) 234 residue, which is critical for the EMT-activating function of
SNAI1 [62]. Second, the O-linked β-N-acetylglucosamine (O-GlcNAc) modification is a
monosaccharide addition. SNAI1 is subject to O-GlcNAc at Ser112 under hyperglycemic
conditions [63]. This modification leads to stabilization of SNAI1 by inhibition of GSK3β-
mediated phosphorylation. Consequently, the O-GlcNAc SNAI1 promotes EMT. Finally,
SNAI1 is also acetylated by the histone acetyltransferase adenovirus E1A-associated protein
(p300) and CREB binding protein (CBP), two key transcriptional coactivators implicated
in a multitude of cellular processes including cancer progression. CBP and p300 interact
with SNAI1 to acetylate SNAI1 at K146 and K187, which consequently reduces SNAI1
ubiquitination and thus enhances its protein stability [64] (Figure 3).
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3. The Interplay between SNAI1 and Epigenetic Regulators in Tumor Metastasis

Because EMT is a reversible and transient process, as well as having reversibility of
the epigenetic marks and the enzymatic nature of the regulators, EMT-TFs and chromatin-
remodeling enzymes are intimately connected (Figure 3). During tumor metastasis, SNAI1
recruits epigenetic regulators to the CDH1 promoter, thus repressing its expression. Epi-
genetic alterations also play a crucial role in SNAI1 expression. The interplay between
SNAI1 and epigenetic regulators indicate the complexity of epigenetic mechanisms and
the potentially crucial role of histone modifications for regulating SNAI1.

3.1. SNAI1 and DNA Methylation

DNA methylation involves a covalent attachment of a methyl group to cytosine
residues at CpG-rich dinucleotide sequences through DNA methyltransferases (DNMTs).
Upon induction of EMT, hypermethylation of the CDH1 promoter through DNMTs, which
are recruited by EMT-TFs, is constantly observed in a wide variety of cancer cells. For exam-
ple, SNAI1 interacts with DNMT3A to repress CDH1 expression via DNA hypermethyla-
tion and histone modifications of H3K9me2 and H3K27me3 in gastric cancer [65]. Previous
research also indicated that DNMT1 was implicated in cell metastasis, such that downregu-
lation or inhibition of DNMT1 could facilitate the metastasis of cancer cells [66]. DNMT1
can decrease the expression of CDH1 by increasing promoter methylation. Interestingly,
DNMT1 can also act on CDH1 expression independent of its catalytic activity [67]. DNMT1
interacts with SNAI1 to prevent its interaction with the CDH1 promoter; this interaction
leads to full CDH1 expression. Furthermore, DNMT1 is recruited to the SNAI1 promoter by
AT-rich interactive domain-containing protein 2 (ARID2), a subunit of SWI/SNF chromatin
remodeling complex. This complex increases the DNA methylation and suppresses SNAI1
transcription, leading to a repression of EMT. During hepatocellular carcinoma progression,
loss/mutation of ARID2 impairs recruitment of DNMT1 to the SNAI1 promoter. As a
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result of decreased methylation at the SNAI1 promoter, there is an upregulation of SNAI1
expression that ultimately promotes EMT [68]. These results suggest that DNMT1 plays a
cellular context-dependent role in tumor metastasis. Protein arginine methyltransferase
(PRMT) 5 is a type II protein arginine methyltransferase. PRMT5 physically associates
with SNAI1 and the NuRD (MAT1) complex to form a transcriptionally repressive complex
that catalyzes a simultaneous histone demethylation and deacetylation. In addition, this
complex also inhibits tet methylcytosine dioxygenase 1 (TET1) and contributes to DNA
hypermethylation [69].

3.2. SNAI1 and Histone Modification
3.2.1. Acetylation

A variety of transcriptional co-activating complexes, which contain lysine acetyltrans-
ferase, catalyze lysine acetylation of histone tails. Because acetylation masks the positive
charge on lysine residues and weakens the DNA–histone association and relaxes the chro-
matin structure, histone acetylation is often associated with gene activation. SNAI1 recruits
the p300 activator complex to the VEGF and Sox2 promoters to stimulate their expression,
leading to endothelium generation and tumor growth [70].

3.2.2. Deacetylation

Histone deacetylation by histone deacetylase (HDAC) is believed to restrict gene
transcription because it reveals the positive charge of lysine and permits the DNA–histone
interaction. HDACs, in particular HDAC1 and HDAC2, are often recruited by EMT-TFs
to gene promoter regions and form protein complexes to deacetylate histones and silence
expression of epithelial gene factors. For instance, SNAI1 mediates recruitment of the
HDAC1/2 that contain Sin3A or NuRD repressor complexes to inhibit CDH1 expression
by deacetylation of histones H3 and H4. This effect was abolished by treatment with the
HDAC inhibitor Trichostatin A (TSA) [71,72]. Interestingly, HDAC2 can also be recruited by
the HOP homeobox to epigenetically inhibit SNAI1 transcription, leading to the enhanced
histone H3K9 deacetylation, which subsequently suppresses tumor progression [73]. Sim-
ilarly, HDAC1 can be recruited by SATB homeobox 2 (SATB2) to the SNAI1 promoter,
repressing SNAI1 transcription and inhibiting EMT [74]. Recently, it has been reported that
HDAC8 increases the protein stability of SNAI1 via AKT/GSK3β signals [75]. HDAC8
interacts with AKT1 to decrease acetylation while increasing its phosphorylation, which
further increases Ser9-phosphorylation of GSK3β. Sirt6, the class III histone deacetylates,
functions as an NAD+-dependent histone deacetylase. Sirt6 interacts with p65 and attenu-
ates NF-kB regulated SNAI1 expression by removing acetyl residues of histone H3K9 and
H3K56 in the promoter regions of SNAI1 [76].

3.2.3. Acetylation Readers

The bromodomain-containing proteins (BRDs) are acetylation readers that bind to
ε-N-aminoacetyl groups of nucleosomal histone lysines and recruit histone modifiers and
transcriptional/remodeling factors to gene promoters; these processes promote upregula-
tion or repression of gene expression. Ever increasing studies in different cancer cells have
demonstrated the contribution of BRDs to cancer progression [77]. For instance, BRD4
interacts with SNAI1 if certain K146 and K187 are acetylated. This interaction prevents
recognition of SNAI1 by its E3 ubiquitin ligases FBXL14 and β-TrCP1, thereby inhibiting
SNAI1 polyubiquitination and proteasomal degradation [78]. In addition, BRD4 increases
SNAI1 expression by diminishing the PKD1-mediated proteasome degradation pathway.
BRD4 inhibition suppresses the expression of Gli1, which is required for transcriptional
activation of SNAI1, indicating that BRD4 controls malignancy of breast cancer cells via
both transcriptional and post-translational regulation of SNAI1 [79]. Therefore, inhibition
of BRD4 is a promising therapeutic approach for cancer patients with metastatic lesions.
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3.2.4. Methylation

Histone lysine methylation is catalyzed by lysine methyltransferases, which directly
recruit or inhibit the recruitment of histone-binding proteins. Usually, H3K9 and H3K27
methylation is associated with transcriptional repression, while H3K79 is often linked with
gene activation. G9a is responsible for the transcriptionally repressive modification of
H3K9. In aggressive lung cancer cells, G9a is preferentially expressed, and its elevated
expression correlates with poor prognosis. G9a represses a cell adhesion molecule EPCAM,
which stimulates EMT and cancer metastasis by catalyzing H3K9me2 on its promoter [80].
In breast cancer cells, SNAI1 recruits G9a to the CDH1 promoter for transcription silencing.
Therefore, inhibition of G9a reduces promoter H3K9me2 as well as DNA methylation
which abrogates EMT and tumor metastasis [81]. Meanwhile, SNAI1 also interacts with
Suv39H1, a histone methyltransferase for the trimethylation of histone H3 at lysine K9
(H3K9me3) to the CDH1 promoter to repress its transcription. EZH2, the catalytic subunit
of the polycomb repressive complex 2 (PRC2), promotes transcriptional silencing of CDH1
by H3K27me3 [82,83]. EZH2 can interact with HDAC1/HDAC2 in association with SNAI1
to form a complex that represses CDH1 expression [84]. DOT1L catalyzes the methylation
of an active transcription mark histone H3K79, which is crucial for tumor development [85].
In breast cancers, DOT1L forms a transcriptionally active complex with c-Myc and p300
to facilitate H3K79 methylation and acetylation in the promoter regions of SNAI1 that
enhances SNAI1 de-repression, consequently promoting EMT [86].

3.2.5. Demethylation

Histone lysine-specific demethylase 1 (LSD1) functions as an epigenetic regulator by
removing methyl groups on the transcription-activating H3K4 or repressing H3K9 residues
through an amine oxidase reaction [87,88]. LSD1 takes part in a variety of chromatin-
remodeling protein complexes to regulate tumor progression. We found that the amine
oxidase domain of LSD1 interacts with the SNAG domain of SNAI1 [89]. SNAI1 recruits
LSD1 and forms the SNAI1-LSD1-CoREST complex to repress CDH1 expression and en-
hance cell migration [89]. Another study indicated that SNAI1 recruits LSD1 on epithelial
gene promoters for H3K4me2 demethylation, thereby silencing their expression and pro-
moting EMT [90]. The chromatin remodeling factor Jumonji C (JmjC) domain-containing
protein 3 (JMJD3, also known as KDM6B) is a α-ketoglutarate-dependent demethylase
which is responsible for the demethylation of di- and trimethyllysine 27 (H3K27m2/3)
on histone H3. JMJD3 demethylates H3K27m3 at the SNAI1 promoter to activate the
transcription of SNAI1 during TGFβ-induced EMT [91]. In addition, JMJD1A also tran-
scriptionally activates SNAI1 expression via H3K9me1 and H3K9me2 demethylation at its
promoter [92].

4. Potential Pharmacological Inhibitors of SNAI1

Given the important role of SNAI1 in driving cancer progression, targeting SNAI1
would be an attractive anticancer therapeutic approach. However, the development of
small molecules to inhibit SNAI1′s functions is hindered as there is no clear “ligand-binding
domain” for targeting SNAI1. However, other strategies have been successfully attempted.
First, the E-box, a SNAI1-binding site, was chosen as a target. A Co(III) complex conju-
gated to a CAGGTG hexanucleotide was synthesized. This complex binds to SNAI1 and
prevents any interaction with DNA, thus reducing the invasive potential of tumor cells [93].
Second, the SNAI1-p53 complex acts as a target. Two leader compounds, GN25 and GN29,
increase the expression of p53 and uncouple it from SNAI1. These two compounds se-
lectively inhibit K-ras mutated cells [94]. Third, the LSD1-SNAI1 complex was chosen as
a target. Inhibiting its interactions blocks cancer cell invasion [95,96]. Fourth, CYD19, a
small-molecule compound, binds to SNAI1 and disrupts the SNAI1 interaction with p300,
leading to SNAI1 degradation [97]. CYD19 impairs EMT-associated tumor invasion and
metastasis by reversing SNAI1-driven EMT; this finding provides evidence that pharmaco-
logic interference with SNAI1 acetylation may exert potent therapeutic effects in patients
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with cancer. Finally, chemical classes of synthetic and natural compounds affecting the
transcriptional activity and expression of SNAI1 have already been characterized. For
example, disulfiram inhibits cell migration, invasion, and growth of tumor grafts through
the ERK/NF-κB/SNAI1 signaling pathway [98]. The proteasome inhibitor, NPI-0052,
also inhibits SNAI1 expression via inhibition of NF-kB [99]. In all, targeting the SNAI1
complex or suppression of SNAI1 expression is one major approach to specifically inhibit
SNAI1 activity.

Proteolysis-targeting chimeras (PROTACs) that hijack the ubiquitin-proteasome sys-
tem for targeted protein degradation have expanded significantly in years [100]. This
technology circumvents some of the limitations associated with traditional small-molecule
therapeutics. PROTAC consists of a ligand for an E3 ligase and a ligand for a protein of inter-
est (POI) connected by a chemical linker to form a ternary complex. In 2021, TRAnscription
Factor Targeting Chimeras (TRAFTACs) technology was developed. The TRAFTAC system
is composed of a HaloTag-fused dCas9 protein and a chimeric oligonucleotide that can
bind transcription factor of interest (TOI) and dCas9 simultaneously [101]. This system
labels the TOI with ubiquitin which then degrades the TOI by proteasomal machinery. This
strategy was applied to target several transcription factors including E2F1 and NF-kB [102].
It will be attractive to design a TRAFTAC targeting SNAI1.

5. Conclusions and Perspective

SNAI1 as the key EMT regulator plays important roles in invasion and metastasis. The
molecular events mediated by SNAI1 are of interest as therapeutic targets, in particular for
resistant metastatic tumors. Although direct targeting of SNAI1 is unsuccessful, identifying
inhibitors for PTMs of SNAI1 hold significant potential, and thus are a high priority in
the development of future cancer treatments. Indeed, many pharmacological approaches,
including chemical inhibitors and monoclonal antibodies that target these modification
enzymes including deubiquitinase and kinase, have been devised and show promise for
the treatment of tumor metastasis [103]. Furthermore, identification of SNAI1′s post-
transcriptional and PTMs is crucial given that these changes could be identified in the
primary tumor before metastasis occurs. Such knowledge would facilitate better prediction
of patients who have genotypes that are more likely to follow an aggressive clinical course
and who are prone to development of metastases.

In addition, because of the intimate connection between SNAI1 and chromatin-
remodeling enzymes, targeting the epigenetic enzymes to reverse the EMT process is
also an efficient and promising approach [104]. Indeed, abundant pre-clinical and clinical
studies examining the effects of these epigenetic enzyme inhibitors alone or in combination
with other anti-cancer agents are under development [105]. However, the impact of these
epigenetic alternations on tumor metastasis differs greatly in various types of cancers.
Therefore, it is urgent to comprehensively understand the mechanisms of action and roles
of epigenetic modulations on EMT in different cancer types. These detailed mechanisms
of epigenetic regulation in tumor metastasis will provide a bright future for the use of an
efficient and specific “epigendrug” as one of the important therapeutic strategies in the
fight against tumor metastasis.
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Abstract: NRF3 (NFE2L3) belongs to the CNC-basic leucine zipper transcription factor family. An
NRF3 homolog, NRF1 (NFE2L1), induces the expression of proteasome-related genes in response
to proteasome inhibition. Another homolog, NRF2 (NFE2L2), induces the expression of genes
related to antioxidant responses and encodes metabolic enzymes in response to oxidative stress.
Dysfunction of each homolog causes several diseases, such as neurodegenerative diseases and cancer
development. However, NRF3 target genes and their biological roles remain unknown. This review
summarizes our recent reports that showed NRF3-regulated transcriptional axes for protein and lipid
homeostasis. NRF3 induces the gene expression of POMP for 20S proteasome assembly and CPEB3
for NRF1 translational repression, inhibiting tumor suppression responses, including cell-cycle arrest
and apoptosis, with resistance to a proteasome inhibitor anticancer agent bortezomib. NRF3 also
promotes mevalonate biosynthesis by inducing SREBP2 and HMGCR gene expression, and reduces
the intracellular levels of neural fatty acids by inducing GGPS1 gene expression. In parallel, NRF3
induces macropinocytosis for cholesterol uptake by inducing RAB5 gene expression. Finally, this
review mentions not only the pathophysiological aspects of these NRF3-regulated axes for cancer cell
growth and anti-obesity potential but also their possible role in obesity-induced cancer development.

Keywords: NRF3; protein homeostasis; lipid homeostasis; proteasome; translation; GGPP;
macropinocytosis; cancer; obesity

1. Introduction

Protein and lipid homeostasis is crucial for cell survival and proliferation, and the
defects interfere with several diseases, such as neurodegeneration, cancer development,
metabolic disorder, and obesity [1–4]. NRF3 (nuclear factor erythroid 2-like 3; NFE2L3)
belongs to the cap‘n’collar (CNC)-basic leucine zipper transcription factor family, and
has two homologs: NRF1 (nuclear factor erythroid 2-like 1; NFE2L1) and NRF2 (nuclear
factor erythroid 2-like 2; NFE2L2) [5,6]. NRF1 mainly maintains the proteasome activity by
comprehensively inducing the expression of most proteasome-related genes [7]. Nrf1-null
mice suffer from embryonic lethality [8]. Thus, neuron, liver, or osteoblast-specific Nrf1
knockout mice have been generated and show tissue defects, such as neurodegeneration,
nonalcoholic steatohepatitis, and bone loss [9–12]. NRF2 is crucial for the cytoprotective
mechanisms against xenobiotic and oxidative stress [13]. NRF2 also activates genes encod-
ing enzymes for glutaminolysis, shifting the metabolic flux of glutamine to the glutathione
synthesis pathway [14,15]. Nrf2-null mice do not respond to oxidative stress [16], whereas
Kelch-like ECH-associated protein 1 (Keap1)-null mice demonstrate postnatal lethality by the
constitutive activation of Nrf2 [17]. Meanwhile, the biological function of NRF3 has long
remained unclear because Nrf3-null mice develop and grow normally under physiolog-
ical conditions [18–20]. However, studies on NRF3 have recently increased [21–23]. For
example, we reported that the NRF3 gene is highly expressed in several cancers [24].
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NRF3 and NRF1 proteins are anchored to the endoplasmic reticulum (ER), and
are degraded through ER-associated degradation. Proteotoxic stress, such as protea-
some inhibition, leads to the cleavage of these proteins by the aspartic protease DNA
damage-inducible 1 homolog 2 (DDI2), resulting in the nuclear translocation of cleaved
NRF3 and NRF1 proteins for transcription activation [25–27]. Meanwhile, NRF2 pro-
teins are negatively regulated by a cytosolic E3 ligase adaptor protein KEAP1, and are
activated in response to oxidative stress [28]. In the nucleus, activated NRF proteins
heterodimerize with small musculoaponeurotic fibrosarcoma (sMAF) proteins, including
MAFF, MAFG, and MAFK, and bind to a consensus sequence called antioxidant response
element (ARE; TGA[G/C]NNNGC) [29,30]. To date, we have identified several NRF3 tar-
get genes that coordinate protein and lipid homeostasis by gene expression analysis based
on DNA microarray, real-time quantitative PCR, and chromatin immunoprecipitation
(ChIP) experiments.

This review first introduces that NRF3 promotes cancer development through pro-
teasome regulation, by inducing the gene regulation of proteasome maturation protein
(POMP) [31] and cytoplasmic polyadenylation element-binding protein 3 (CPEB3) [32]. Then,
this review describes the gene expression network of NRF3-regulated lipid metabolism,
including sterol regulatory element-binding protein 2 (SREBP2) and hydroxy-methylglutaryl-CoA
reductase (HMGCR) [33]. NRF3 also induces the gene expression of GGP synthase 1 (GGPS1)
for geranylgeranyl pyrophosphate (GGPP)-mediated lipogenesis inhibition and ras-related
small GTPase protein (RAB5) for macropinocytic cholesterol uptake [33]. Finally, this re-
view remarks on the pathophysiological potential of these NRF3-regulated axes for cancer
and obesity.

2. Assembly of the Ubiquitin-Independent 20S Proteasome
2.1. POMP, a 20S Proteasome Assembly Factor

The 26S proteasome is essential for ubiquitin-dependent protein degradation and
consists of two subcomplexes: a 20S proteasome and a 19S-regulatory particle (RP) [34].
Several chaperones strictly coordinate the assembly of 20S proteasome and 19S-RP [35,36].
NRF1 induces the expression of almost all proteasome-related genes required for 26S
proteasome [7]. Meanwhile, NRF3 does not affect the expression of almost all proteasome-
related genes, but induces the gene expression of POMP [31], a chaperone of the 20S
proteasome assembly [37]. ChIP experiments showed an ARE-like sequence (TGAGCG-
GCG) near the transcription start site of the POMP gene as the NRF3 binding region [31]
(Figure 1A). Furthermore, POMP-ARE mutations using CRISPR/Cas9-based genome edit-
ing reduced not only NRF3 recruitment on POMP-ARE but also POMP gene expression
induced by NRF3 [31]. Proteasome activity assays using a fluorogenic substrate showed
that NRF3 increases the amount and activity of 20S proteasome [31] (Figure 1B). These
results provided direct evidence that POMP is an NRF3 target gene for enhancing the 20S
proteasome activity.

2.2. NRF3-POMP-20S Proteasome Assembly Axis for Cancer Development

The 20S proteasome, a homodimer of a half-mer proteasome composed of an outer α-
ring and an inner β-ring, contains proteolytic sites with different specificities: chymotrypsin-,
caspase-, and trypsin-like activities. Meanwhile, the 20S proteasome lacks the 19S-RP that
selects and unfolds ubiquitin substrates. Previous studies suggested that the 20S proteasome
contributes to the ubiquitin-independent degradation of several tumor suppressor proteins,
such as p53 and retinoblastoma (Rb) [38]. Surprisingly, NRF3 decreases p53 and Rb proteins
without alteration of their mRNA levels under treatment with a ubiquitin-activating enzyme
E1 inhibitor TAK-243, which inhibits 26S proteasome-mediated protein degradation by cova-
lently binding with ubiquitin proteins [39] (Figure 1B). Furthermore, POMP-ARE mutation
impairs the NRF3-mediated reduction in p53 and Rb protein, irrespective of TAK-243 treat-
ment. More importantly, p53 and Rb inhibit cancer cell proliferation by inducing cell-cycle
arrest or apoptosis in response to DNA damage [40]. NRF3 suppresses the expression of p53
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target genes, including the cell-cycle inhibitory effector gene p21 [41] and the proapoptotic
gene PUMA (p53 upregulated modulator of apoptosis) [42]. NRF3 further inhibits p53-dependent
cell-cycle arrest and apoptosis induction, leading to continuous cancer cell growth [31]
(Figure 1B). These results indicated that the NRF3-POMP-20S proteasome assembly axis
affects the ubiquitin-independent degradation of endogenous p53 and Rb proteins.
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Figure 1. NRF3-POMP-20S proteasome assembly axis. (A) NRF3 directly induces POMP expression by binding to POMP-
ARE, which is slightly different from consensus ARE. (B) Upregulation of the NRF3-POMP axis enhances a dimerization
of a half-mer proteasome (known as the 20S proteasome assembly). The increased 20S proteasome confers the ubiquitin-
independent degradation of p53 and Rb proteins, resulting in the rapid and continuous growth of cancer cells. Aberrant
upregulation of the axis also confers resistance to a BTZ-type anticancer agent.

The proteasome is a target for cancer chemotherapy, and several proteasome inhibitors
have been developed as anticancer agents. Among proteasome inhibitor anticancer agents,
bortezomib (BTZ) inhibits both 20S and 26S proteolytic activities by binding to catalytic
sites within the 20S proteasome [43]. Expectedly, upregulation of the NRF3-POMP-20S
proteasome axis confers resistance to BTZ [31] (Figure 1B). Furthermore, xenograft and
hepatic metastatic mouse models showed that NRF3 increases tumorigenesis and metas-
tasis, whereas POMP-ARE mutation inhibits this tumor burden [31]. More importantly,
clinical analyses indicated a negative correlation between POMP/NRF3 mRNA levels and
the survival rates of patients with colorectal adenocarcinoma, where NRF3 is highly ex-
pressed [31]. These insights shed light on the crucial function of the NRF3-POMP-20S
proteasome axis on cancer development, by inhibiting tumor suppression signals of p53
and Rb through ubiquitin-independent degradation. The upregulation of the axis also
confers resistance to a BTZ-type proteasome inhibitor [44].

3. Complementary Maintenance of Proteasome with NRF1
3.1. CPEB3, a Translational Repressor of NRF1

NRF3 increases 20S proteasome activity through POMP expression [31], whereas NRF1
maintains 26S proteasome activity by inducing the expression of almost all proteasome-
related genes under proteasome inhibition [7], implying the biological relevance of NRF1
and NRF3 for proteasome activity. In fact, the double knockdown of NRF1 and NRF3
impairs basal proteasome activity in living cells [32]. Compared to the single knockdown of
NRF1 or NRF3, double knockdown of NRF1 and NRF3 reduces several proteasome-related
genes, including PSMB3, PSMB7, PSMC2, PSMD3, PSMG2, PSMG3, and POMP [32]. ChIP
experiments showed an ARE sequence near the transcription start site of each gene. These
results indicated that NRF1 and NRF3 complementarily induce the expression of several
proteasome-related genes to maintain the proteasome activity [32].
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Interestingly, NRF3 represses the translation of NRF1 proteins by decreasing the
amount of NRF1 mRNA in polysomes, although NRF3 does not only affect the levels of
NRF1 mRNA but also the degradation of NRF1 proteins [32]. Gene expression analysis iden-
tified CPEB3 as the candidate NRF3 target gene for this NRF1 translation repression [32]
(Figure 2A). CPEB family proteins recognize a CPEB recognition motif (5′-UUUUA-3′,
CPE) in the 3′-untranslated region (UTR) of a target gene for translation regulation [45].
CPEB3 interacts with the NRF1–3′-UTR which contains five CPEs, decreasing NRF1 pro-
tein levels and the amount of NRF1 mRNA in polysomes [32] (Figure 2A). Meanwhile,
NRF3 deficiency or CPE mutation of the NRF1–3′-UTR increases NRF1 translation [32]
(Figure 2B). These results indicate that NRF3 directly induces CPEB3 gene expression, and
then CPEB3 inhibits ribosome recruitment to NRF1 mRNA, resulting in the repression of
NRF1 translation.
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Figure 2. NRF3-CPEB3-NRF1 translational repression axis. (A) In NRF3-abundant cells, NRF3 directly induces CPEB3
expression, resulting in the repression of NRF1 translation. In parallel, NRF3 confers ubiquitin (Ub)-independent protein
degradation through the POMP-20S proteasome axis. (B) In NRF3-deficient cells, NRF1 escapes from CPEB3-mediated
translational repression and confers ubiquitin (Ub)-dependent protein degradation.

3.2. Clinical Significance of the NRF3-CPEB3-NRF1 Translational Repression Axis

In NRF3-deficienct cells, CPEB3 represses NRF1 translation and then reduces the
expression levels of PSMB3, PSMB7, PSMC2, PSMG2, and POMP genes, resulting in
the suppression of 26S proteasome activity [32]. CPEB3 also confers resistance to BTZ in
NRF3-deficient cells [32]. Furthermore, colorectal cancer patients with higher CPEB3/NRF3-
expressing tumors exhibited shorter overall survival rates, but higher CPEB3/NRF1 ex-
pression was not associated with poor prognosis [32]. These results suggested that the
NRF3-CPEB3-NRF1 translational repression axis is involved in cancer development by
shunting ubiquitin-dependent protein degradation through the NRF1–26S proteasome
regulatory axis to ubiquitin-independent protein degradation through the POMP-20S
proteasome axis (Figure 2).

4. Reprogramming of Lipid Metabolism
4.1. NRF3-SREBP2-HMGCR Axis for Mevalonate Biosynthesis

Lipids, such as cholesterol and fatty acids, influence cell signaling, energy storage,
and membrane formation. SREBPs are membrane-bound transcription factors crucial for
lipid metabolism [46]. In response to cholesterol depletion, SREBP1 and SREBP2 proteins
are cleaved in the Golgi apparatus, resulting in the translocation to the nucleus. SREBP1
induces the gene expression of enzymes required for fatty acid biosynthesis and adipocyte
differentiation, whereas SREBP2 induces the gene expression of enzymes required for
mevalonate/cholesterol biosynthesis.

NRF3 induces the expression of several SREBP2 target genes, such as hydroxy-
methylglutaryl-CoA synthase 1 (HMGCS1) and HMGCR, encoding a rate-limiting enzyme in
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mevalonate/cholesterol biosynthesis [47] (Figure 3(1)). ChIP experiments with previously
published ChIP sequencing data [48] indicated that NRF3 binds to both AREs in SREBP2
and HMGCR promoters, and that SREBP2 binds to the site nearby HMGCR-ARE [33].
Moreover, NRF3 interacts with the active form of SREBP2 [33] (Figure 3(1)), implying that
NRF3 and SREBP2 form a transcriptional complex for HMGCR gene expression. Luciferase
reporter assays containing both ARE and SREBP2 binding sites showed a synergistic
transcriptional activity of NRF3 and SREBP2 through the HMGCR promoter [33]. Taken
together, NRF3 promotes mevalonate biosynthesis by upregulating the SREBP2-HMGCR
axis (Figure 3(1)).
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Figure 3. NRF3-regulated lipid metabolism through three axes. (1) NRF3 activates SREBP2 by
directly inducing gene expression. NRF3 and SREBP2 synergistically induce HMGCR gene expres-
sion, promoting mevalonate biosynthesis. (2) In parallel, NRF3 induces GGPS1 expression and
then reprograms cholesterol biosynthesis to GGPP production, resulting in lipogenesis inhibition.
(3) NRF3 also induces the gene expression of three RAB5 isoforms, resulting in cholesterol uptake
through macropinocytosis.

4.2. NRF3-GGPS1-GGPP Production Axis for Lipogenesis Inhibition

Interestingly, NRF3 does not affect the intracellular levels of cholesterol, even if NRF3
increases the expression levels and enzymatic activity of HMGCR. Meanwhile, NRF3
reduces that of lanosterol [33]. Lanosterol is not only a precursor of cholesterol but also a
downstream metabolite of farnesyl pyrophosphate, which is also metabolized to GGPP in
a reaction catalyzed by GGPS1 (Figure 3(2)). Furthermore, NRF3 directly induces GGPS1
expression [33], implying that NRF3 reprograms cholesterol biogenesis to the production of
GGPP rather than lanosterol. GGPP suppresses SREBP1-dependent fatty acid biosynthesis
and intracellular lipid accumulation [49,50]. In fact, DNA microarray analysis showed
a negative correlation between the expression levels of NRF3 and genes related to fatty
acid metabolism [33]. More directly, intracellular levels of neutral lipids are increased
by NRF3 knockdown and reduced by GGPP treatment [33] (Figure 3(2)). Consistently, a
few body mass index-associated genomic loci near the NRF3 gene have been identified
previously [51,52]. These results indicated the potential role of the NRF3-GGPS1-GGPP
production axis (Figure 3(2)).
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4.3. NRF3-RAB5-Macropincytosis Induction Axis for Cholesterol Uptake

Intracellular cholesterol is derived from not only de novo biosynthesis but also endo-
cytic uptake [53]. NRF3 decreases lanosterol levels, but it does not change cholesterol levels
in cells [33] (Figure 3(3)), implying that NRF3 enhances endocytosis for cholesterol uptake
to compensate for the potential depletion in cholesterol levels following lanosterol reduc-
tion. Low-density lipoprotein receptor (LDLR) is a key endocytosis regulator of LDL [54].
However, NRF3 does not induce LDLR gene expression. Meanwhile, NRF3 induces the
gene expression of three isoforms of RAB5A, RAB5B, and RAB5C [33] (Figure 3(3)). These
RAB5 proteins act as early endocytosis regulators [55] and are involved in macropinocytosis,
a bulk and fluid-phase endocytosis process [56]. NRF3 further increases posttranslational
prenylation RAB5 proteins [33] essential for proper localization and function in mem-
branes [57]. The previous section (Figure 3(2)) described that NRF3 induces the production
of GGPP, which functions as a required substrate for protein prenylation [58]. Altogether,
NRF3 enhances RAB5-mediated endocytosis rather than LDLR-mediated endocytosis for
cholesterol uptake through GGPP production (Figure 3, (3)). NRF3 enhances the uptake
of fluorogenic LDL in a RAB5-dependent manner. Moreover, NRF3-enhanced uptake of
other fluorogenic macropinocytosis indicators based on 70 kDa dextran and bovine serum
albumin is abolished by treatment with 5-(N-ethyl-N-isopropyl)amiloride [33], also known
as an inhibitor of macropinocytosis and a selective blocker of Na+/H+ exchanger [59].
Similarly, NRF3 enhances the uptake of two fluorogenic cholesterols through macropinocy-
tosis [33]. These results indicated the crucial function of the NRF3-RAB5-macropinocysosis
induction (NRF3-RAB5-macropinocysosis) axis on cholesterol uptake (Figure 3(3)). The
next section discusses the pathophysiological potential of this axis.

5. Concluding Remarks

Increased ubiquitin-independent proteasomal activity causes tumor growth, metas-
tasis, and resistance to the proteasome inhibitor BTZ. NRF3 induces POMP expression,
leading to ubiquitin-independent protein degradation of tumor suppressors Rb and p53
(Figure 1). Upregulation of the POMP-20S proteasome axis further results in poor prognosis
of colorectal cancer patients [31]. NRF3 also induces the expression of proteasome-related
genes in parallel with NRF1 translational repression by inducing CPEB3 expression [32]
(Figure 2A). If the NRF3 gene is deficient, NRF1 escapes from CPEB3-mediated translational
repression, and complementarily plays a transcriptional role for the robust maintenance of
basal proteasome activity in cancer cells (Figure 2B). Although NRF3 shares several target
genes with NRF1 and NRF2 on ARE [30,60], this review showed the translation-mediated
crosstalk between NRF3 and NRF1.

Nrf1 is ubiquitously expressed in normal tissues, and Nrf1 knockout mice suffer from
embryonic lethality [8]. Meanwhile, Nrf3 expression levels are low, except in several mouse
tissues, such as the placenta [5,6], and Nrf3 knockout mice do not exhibit any obvious
abnormalities under normal physiological conditions [18–20]. However, NRF3 is highly
expressed in many cancer cells [31], implying that the proteasome in cancer or normal
cells is maintained through the CPEB3-NRF1 axis or the negative feedback regulation
of NRF1. Higher CPEB3/NRF3 expression, but not higher CPEB3/NRF1 expression, is
associated with poor prognosis of cancer patients [32]. Therefore, NRF1 maintains a 26S
proteasome activity for normal development, whereas NRF3 alternatively maintains 20S
proteasome activity for cancer development through both POMP-20S proteasome and
CPEB3-NRF1 axes.

Furthermore, NRF3 is involved in lipid metabolism through three regulatory axes [33]
(Figure 3): (1) NRF3 induces the gene expression of SREBP2 required for cholesterol
biosynthesis through the mevalonate pathway. NRF3 also leads to SREBP2 activation
through direct induction of gene expression. NRF3 and SREBP2 synergistically induce
HMGCR expression and the following mevalonate biosynthesis. (2) NRF3 then upregulates
GGPS1-mediated GGPP production for lipogenesis inhibition. (3) In parallel, NRF3 confers
RAB5-mediated induction of macropinocytosis for cholesterol uptake. This gene expression
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is induced in colon and/or rectal tissue of newly generated NRF3-transgenic mice [33].
Dietary cholesterol in the blood is absorbed in the intestine [61], and its dysregulation is
associated with obesity, resulting in an increased risk of cardiovascular diseases (CVD) and
colorectal cancer [62,63]. The gut microbiota has been identified as a CVD risk factor and
regulates host cholesterol homeostasis [64–66], suggesting the pathophysiological potential
of the NRF3-regulated host lipid metabolism to the gut–heart connection through the
gut microbiota.

Epidemiological studies have associated obesity with a range of cancers [67,68]. Fur-
thermore, many efforts have been made to identify the key factor for obesity-induced
cancer, including insulin resistance, increased steroid hormones and adipokine, and aber-
rant inflammation [69]. However, these findings implied possible opposite roles for
NRF3 in obesity-induced cancer development (Figure 4): NRF3-SREBP2-HMGCR and
the following NRF3-GGPS1-GGPS axes regulate lipid homeostasis and confer resistance
to obesity through lipogenesis inhibition, while the NRF3-POMP-20S proteasome and
NRF3-CPEB3-NRF1 axes regulate protein homeostasis and confer ubiquitin-independent
protein degradation for continuous cancer cell growth. This review further showed
that NRF3 maintains cholesterol homeostasis through the RAB5-macropinocytosis axis
(Figure 3, (3)). Interestingly, macropinocytosis is associated with obesity-related disorders,
such as increased diabetic mouse macrophages and chronic inflammation [70,71]. Further-
more, NRF2 induces macropinocytosis and contributes to the escape of autophagy-deficient
cancer cells from metabolic decline and anticancer drugs, such as gemcitabine and doxoru-
bicin, which target the anabolic dependencies of cancer cells [72,73]. These insights implied
the possibility that the NRF3-RAB5-macropinocytosis axis paradoxically interferes with
obesity-induced cancer development through attenuation of obesity-induced inflammation
and resistance to therapy targeting cancer anabolism (Figure 4).

Figure 4. Possible roles for NRF3 in obesity-induced cancer development.

A big issue of the NRF3 study is identifying the endogenous cue of NRF3 activation,
although NRF3 is experimentally activated by treatment with a proteasome inhibitor.
Recently, NRF1 senses cholesterol levels in the ER membrane through the cholesterol
recognition amino acid consensus motif domain (CRAC), and it is activated in response to
cholesterol depletion [74]. Because the CRAC domain is conserved in NRF3 proteins [27],
NRF3 acts as a cholesterol sensor in the ER membrane similarly to NRF1.
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Abstract: Noise-induced, drug-related, and age-related disabling hearing loss is a major public health
problem and affect approximately 466 million people worldwide. In non-mammalian vertebrates,
the death of sensory hair cells (HCs) induces the proliferation and transdifferentiation of adjacent
supporting cells into new HCs; however, this capacity is lost in juvenile and adult mammalian
cochleae leading to permanent hearing loss. At present, cochlear implants and hearing devices are the
only available treatments and can help patients to a certain extent; however, no biological approach
or FDA-approved drug is effective to treat disabling hearing loss and restore hearing. Recently,
regeneration of mammalian cochlear HCs by modulating molecular pathways or transcription factors
has offered some promising results, although the immaturity of the regenerated HCs remains the
biggest concern. Furthermore, most of the research done is in neonates and not in adults. This review
focuses on critically summarizing the studies done in adult mammalian cochleae and discusses
various strategies to elucidate novel transcription factors for better therapeutics.

Keywords: hair cells; adult cochlea; regeneration; transcription factor; bioinformatics

1. Introduction

Noise-induced, drug-related, and age-related disabling hearing loss is a major public
health problem. Per a World Health Organization report, they affect nearly 5% of the
world population [1]. In non-mammalian vertebrates, sensory hair cell (HC) death induces
the proliferation and trans-differentiation of adjacent supporting cells (SCs) into new
HCs; however, this capacity is lost in juvenile and adult mammalian cochleae, leading to
permanent hearing loss [2,3]. Currently, no biological approach or FDA-approved drug is
available to treat disabling hearing loss or to regenerate the sensory HCs in mammalian
cochleae. Thus, it is crucial to develop strategies or drugs to either prevent HC loss or
promote regeneration in adult mammalian cochleae in vivo. HC regeneration can enhance
the number of HCs in the cochlea via two processes: (1) mitotic regeneration, where a SC
divides and then the daughter cells (one or both) transdifferentiate into HCs, or (2) direct
transdifferentiation where HCs are regenerated via direct phenotypic conversion of SCs
without undergoing mitosis [4]. Most of the studies on HC regeneration [3,5–12] have
been done either in neonatal cochlear explants (ex vivo) or neonatal mice (in vivo) and
only a few studies [5,8–11] have reported regeneration in juvenile and adult mice. Hearing
matures around three weeks postnatally in mice. In comparison, during human fetal
development hearing becomes mature by the late 2nd trimester and the fetus can hear
during the 3rd trimester [13]. It is therefore critical to study HC regeneration in juvenile and
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adult mice to better understand which approaches are likely to restore hearing in humans.
Further, the regenerated HCs in juvenile and adult mice are functionally immature and
very few. Improved strategies are needed to increase the number of regenerated HCs and
also to promote their maturation.

Recent studies suggest key roles for transcription factors (TFs) Atoh1 and Pou4f3 in HC
regeneration and that Atoh1, in particular, is a master regulator of HC differentiation [14]
and regeneration [3,8,10]. Further, enhanced regeneration of HCs via modulating the
expression of Gata3, Pou4f3, p27Kip1 [8], Islet 1 (Isl1) [10], and Gfi1/Pou4f3 [15] with Atoh1
suggests that modulating multiple TFs in combination with Atoh1 is a good strategy to
promote regeneration and increase the number of regenerated HCs. Targeting the Notch
and Wnt signaling pathways, which are involved in HC development, can also lead to
the regeneration of HCs from SCs [6,7,9,16,17]. These studies suggest that SCs have a
limited regenerative capacity and that regeneration via transdifferentiation of SCs to HCs
is possible, but a small yield of regenerated HCs and functional immaturity remain a
major concern. Thus, there is a need to develop strategies to regenerate an increased
number of HCs that are also functionally mature. This review focuses on recent literature
in sensory HC regeneration in adult mammalian cochleae and briefly discusses molecular
pathways, the role of TFs in regeneration, and the challenges and future perspectives of
HC regeneration.

2. Targeting Signaling Pathways for Hair Cell Regeneration

The Notch, Wingless-related integration site (Wnt), fibroblast growth factor (FGF), and
sonic hedgehog (Shh) pathways are involved in the development and differentiation of HCs
and are conserved between various species including zebrafish, birds, and mammals. The
crucial role of these pathways in HC development and their conservation among the species
are well characterized [18]. Briefly, Notch signaling regulates various cellular processes
such as proliferation, differentiation, and cell death in a context-dependent manner. During
HC development, Notch signaling is necessary and sufficient for regulating prosensory
specification via lateral inhibition, and this process is mediated by its ligands which include
jagged 1 (Jag1), Notch intracellular domain (NICD; which interacts with DNA-binding
protein and core effector of the canonical Notch pathway, RBPjk), jagged 2 (Jag2), and delta-
like 1 (Dll1). Wnt signaling (canonical and noncanonical) is involved in the maintenance
of the progenitor cells, cell proliferation, cell fate determination/cell differentiation, and
cellular polarization. The FGF signaling pathway plays a crucial role in the induction of
the otic placode, development of the otic vesicle, regulation of inner ear morphogenesis,
later stages of inner ear development, and HC formation. FGF signaling also helps in
regulating the specification of prosensory cells and their differentiation into HCs and
SCs during cochlear development [18]. The Shh signaling pathway is involved with
regulating prosensory domain formation and auditory function [19], HC formation and
differentiation [20], and the spatiotemporal pattern of HC differentiation via regulating the
expression of Hey1 and Hey2 [21]. Involvement of the Notch, Wnt, bone morphogenetic
protein (BMP), Shh, and fibroblast growth factor (FGF) pathways in the development,
differentiation, maturation, and proliferation of HCs in zebrafish, birds, and mice provides
strong evidence for significant conservation across species (Table 1). Wnt and Notch
signaling play a crucial role in HC regeneration (Figure 1); however, the role of Shh
and FGF signaling in regeneration remain unclear. The downstream signaling of these
pathways regulates the expression of Atoh1, the master regulator of HC differentiation
and regeneration [22]. Since ectopic overexpression of Atoh1 potentiates the regeneration
of HCs, it is imperative to hypothesize that targeting these pathways and the genes and
transcription factors regulating Atoh1 expression will be effective for the regeneration of
HCs (Figure 1). Additionally, if regeneration of HCs from SCs follows development [23],
targeting these pathways will be favorable for HC regeneration.
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Table 1. Comparative summary of signaling pathways, genes, and transcription factors involved
in the development, differentiation, proliferation, and regeneration of HCs among species. ATOH1
(atonal BHLH Transcription Factor 1); Shh (sonic hedgehog); HC (hair cell); SC (supporting cell);
OHC (outer hair cells); BP (basilar papilla); FGF (fibroblast growth factor); Fgfr (fibroblast growth
factor receptor).

Target Zebrafish Birds Mice Inference

Notch Atoh1

atoh1a is expressed in all
differentiating hair cells

[24] Addition of
exogenous atoh1a mRNA

results in HC
overproduction [25]

Atoh1 is immediately
upregulated in Sox2+
SCs of the avian BP

following HC loss [26];
Atoh1 protein expression

is not detectable in
mature HCs or SCs in the
absence of damage [26]

Math1-null mice fail to
develop cochlear and
vestibular HCs [27]

Atoh1 overexpression
can convert SCs into

HC-like cells in neonatal
mouse cochleae [12]

Atoh1 modulation
promotes regeneration in
juvenile and adult mice,
hence being a potential

therapeutic target

Notch Hes5

Does not affect atoh1a
expression [28] Hes5

morphants do not
generate supernumerary

HCs [28]

Notch signaling activates
Hes5 expression which

inhibits hair cell fate [29]
Hes5 is downregulated in

SCs following HC
damage and loss [30,31]

Beginning at postnatal
ages, Hes5 is restricted to

supporting cells [32],
Hes5 deletion results

primarily in
supernumerary OHC

formation, but also some
supernumerary IHC

formation [32]

Hes5 inhibition might be
a therapeutic target in

HC regeneration.

Notch
Hey1/Hey 2

Hey1 is downregulated
in hair cells [24]

Hey1 and Hey2 are
activated by Notch

signaling in the basilar
papilla and inhibit HC

fate [33]

Hey1 and Hey2
negatively regulate
Atoh1 to prevent

premature HC
differentiation [21]

Exogenous Shh increases
Hey1 and Hey2 mRNA

levels in cochlear
explants [21]

Hey1/2 inhibition may
help regenerate HC-like

cells to adopt a more
HC-like phenotype.

Wnt β-catenin

Wnt/β-catenin inhibition
in embryonic zebrafish
reduces proliferation of

sox2+ SCs in the
developing neuromast
[34]; Wnt/β-catenin is

upregulated in SCs
following HC loss [35]

but is not sufficient
for regeneration

Increases the
proliferation of SCs

following HC damage
and regulates the number
of HCs that form in the

embryonic basilar papilla
[36], Forced expression of
β-catenin and Wnt3a

results in the formation
of ectopic sensory
patches within the
embryonic basilar

papilla [37]

Activation of Wnt/β
-catenin results in

proliferation of Sox2+
SCs [17]; Lgr5+ SCs

exhibit increased
proliferation and

differentiation into HCs
in vivo in mice which
overexpress β-catenin

and Atoh1 [16]

β-catenin is a key
therapeutic target for
expansion of the HC

progenitor pool.
Wnt/β-catenin is

conserved between
species and plays a role

in HC development
and proliferation

Shh

Modifying hedgehog
signaling interferes with

axial patterning of the
zebrafish otic vesicle [38]

Ectopic Shh signaling
induces apical hair cell

identities in the basal and
middle regions of the

avian basilar papilla [39]

Constitutive activation of
Shh signaling hinders
HC differentiation in
developing murine

cochleae [20] Inhibition
of hedgehog signaling in
cochlear explants results
in an expanded sensory

domain and formation of
ectopic hair cells [19]

Modifying Shh signaling
does not seem to be an

effective strategy to
promote regeneration
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Table 1. Cont.

Target Zebrafish Birds Mice Inference

FGF

Fgf signaling is required
for Atoh1 expression and

hair cell development
[25] During development,

weak Fgf inhibition
expands the sox2+

prosensory domain while
strong Fgf inhibition

reduces the sox2+
prosensory domain [40]

While Fgf inhibition
hinders HC

differentiation, by
expanding the sox2+

prosensory domain, it
ultimately results in the

overproduction of
hair cells

Fgfr3 knockout results in
supernumerary HC
formation [40] Fgf8
knockout results in

reduced HC formation
[40] Fgf3 overexpression

results in reduced HC
number [40]

Inhibition of FGF
signaling in E5-E9 chicks
results in overproduction

of HCs through
non-proliferative
mechanisms. FGF

inhibition increases the
number of Sox2+ HCs in

the embryonic basilar
papilla, suggesting that
the formation of extra

hair cells is due to
transdifferentiation [41]

Fgfr3 is restricted to
supporting cells in the
mature basilar papilla
[42] Fgfr3 expression is
downregulated in the
mature basilar papilla

following damage to hair
cells [42]

Fgfr1 hypomorphs lack
3rd-row OHCs [43] Fgfr1
plays a role in prosensory
specification [44], In the

embryo, Fgfr3 is
expressed in the area of
the cochlear duct that

gives rise to pillar cells,
OHCs, and Deiter’s cells,
but Fgfr3 is confined to
pillar cells by birth [45],
Activation of Fgfr3 with

Fgf17 inhibits OHC
differentiation without
affecting IHCs [46], Pan
Fgf inhibition decreases
expression of Atoh1 in

murine cochlear explants
[47], Fgfr3-/- mice lack a

row of pillar cells, but
have an ectopic

additional row of Deiters
cells and an additional

row of OHCs which
appear to have normal

bundle morphology [48]

FGF signaling seems to be
important signaling to

modulate to promote HC
regeneration, however,
the results seem to be
receptor-specific and

different receptors have
different effects of

modulating FGF signaling

Int. J. Mol. Sci. 2022, 23, x FOR PEER REVIEW 4 of 16 
 

 

 
Figure 1. Molecular pathways involved in the development and regeneration of hair cells. Notch 
and Wnt signaling play a crucial role in the development and differentiation of HCs. Various studies 
have demonstrated that these pathways can be targeted for HC regeneration. Similarly, targeting 
Hes1, Gfi1, Pax6, Isl1, Pou4f3, Atoh1, and GATA3 to promote HC regeneration has been reported 
(as discussed in the text). However, there is a need to find additional candidate genes and transcrip-
tion factors to promote HC regeneration. The network analysis on the published single-cell RNA-
seq data (Yamashita et al. 2018) predicted other potential targets, including Lhx2, Hes6, Caprin1, 
Nr2f2, and Lhx3, which may be targeted alone or in combination to promote regeneration of HCs. 
Atonal BHLH Transcription Factor 1 (Atoh1), frizzled (Fzd), islet 1 (Isl1), jagged 1 (Jag1), lipoprotein 
receptor-related protein (LPR), POU Class 4 Homeobox 3 (Pou4f3), sonic hedgehog (Shh), Wingless-
related integration site (Wnt). Black arrows show stimulatory while red arrows show inhibitory ef-
fect. 

3. Targeting Notch Signaling for Hair Cell Regeneration 
Both fate determination of prosensory epithelial cells into HCs and SCs through lat-

eral inhibition and the prevention of SC to HC conversion during HC development are 
regulated by active Notch signaling stimulated by ligands on adjacent HCs [49]. Thus, 
inhibiting Notch signaling might lead to the transdifferentiation of SCs to HCs. Increased 
number of myosin-VII-positive outer hair cells (OHCs) in vitro with γ-secretase inhibitor, 
LY411575 suggests that Notch inhibition promotes regeneration via transdifferentiation 
of SCs. Treatment with LY411575 depleted the supporting cell population, but the number 
of inner hair cells (IHCs) remained unchanged [9]. In vivo studies with systemic injection 
of LY411575 (50 mg/kg body weight) for 5 days in noise-deafened mice (4 weeks) showed 
decreased noise-induced threshold shifts and an increased number of OHCs with appar-
ently innervated stereociliary bundles [9]. A decreased expression of Hes5 and increased 
expression of Atoh1 associated with SC to HC transdifferentiation suggests an association 
of Notch inhibition with HC regeneration (apical to mid-apical turn). The regenerated 
HCs were lineage traced using Sox2-CreER; mT/mG mice with tamoxifen injection at post-
natal day 21, confirming their SC origin [9]. The systemic injection of LY411575 was asso-
ciated with toxicity and a lower dose was not therapeutically potent, however, local injec-
tion of LY411575 through the round window membrane showed significant transdiffer-
entiation of SCs to HCs. Note that 3-million-fold higher concentrations of LY411575 (4 
mM) than its IC50 (0.14 nM) were used [9]. Notch signaling in the cochlea becomes non-
responsive after the first postnatal week [50]. Additionally, >85% Sox2-CreER activity in 
SCs when induced at P21 compared to >50% when induced at P1 [51] makes Sox2 a good 
lineage marker when induction is performed in adult mice but not useful when induction 

Figure 1. Molecular pathways involved in the development and regeneration of hair cells. Notch
and Wnt signaling play a crucial role in the development and differentiation of HCs. Various studies
have demonstrated that these pathways can be targeted for HC regeneration. Similarly, targeting
Hes1, Gfi1, Pax6, Isl1, Pou4f3, Atoh1, and GATA3 to promote HC regeneration has been reported (as
discussed in the text). However, there is a need to find additional candidate genes and transcription
factors to promote HC regeneration. The network analysis on the published single-cell RNA-seq data
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(Yamashita et al. 2018) predicted other potential targets, including Lhx2, Hes6, Caprin1, Nr2f2, and
Lhx3, which may be targeted alone or in combination to promote regeneration of HCs. Atonal BHLH
Transcription Factor 1 (Atoh1), frizzled (Fzd), islet 1 (Isl1), jagged 1 (Jag1), lipoprotein receptor-related
protein (LPR), POU Class 4 Homeobox 3 (Pou4f3), sonic hedgehog (Shh), Wingless-related integration
site (Wnt). Black arrows show stimulatory while red arrows show inhibitory effect.

3. Targeting Notch Signaling for Hair Cell Regeneration

Both fate determination of prosensory epithelial cells into HCs and SCs through lat-
eral inhibition and the prevention of SC to HC conversion during HC development are
regulated by active Notch signaling stimulated by ligands on adjacent HCs [49]. Thus,
inhibiting Notch signaling might lead to the transdifferentiation of SCs to HCs. Increased
number of myosin-VII-positive outer hair cells (OHCs) in vitro with γ-secretase inhibitor,
LY411575 suggests that Notch inhibition promotes regeneration via transdifferentiation of
SCs. Treatment with LY411575 depleted the supporting cell population, but the number of
inner hair cells (IHCs) remained unchanged [9]. In vivo studies with systemic injection of
LY411575 (50 mg/kg body weight) for 5 days in noise-deafened mice (4 weeks) showed
decreased noise-induced threshold shifts and an increased number of OHCs with appar-
ently innervated stereociliary bundles [9]. A decreased expression of Hes5 and increased
expression of Atoh1 associated with SC to HC transdifferentiation suggests an association
of Notch inhibition with HC regeneration (apical to mid-apical turn). The regenerated HCs
were lineage traced using Sox2-CreER; mT/mG mice with tamoxifen injection at postnatal
day 21, confirming their SC origin [9]. The systemic injection of LY411575 was associated
with toxicity and a lower dose was not therapeutically potent, however, local injection of
LY411575 through the round window membrane showed significant transdifferentiation of
SCs to HCs. Note that 3-million-fold higher concentrations of LY411575 (4 mM) than its
IC50 (0.14 nM) were used [9]. Notch signaling in the cochlea becomes nonresponsive after
the first postnatal week [50]. Additionally, >85% Sox2-CreER activity in SCs when induced
at P21 compared to >50% when induced at P1 [51] makes Sox2 a good lineage marker
when induction is performed in adult mice but not useful when induction is performed
at birth. Additionally, a 92% reduction in the number of fate-mapped regenerated HCs
in ROSA-NICD neonatal (P0-P1) mice with NICD (Notch) overexpression compared to
the controls [52] supports the need for Notch inhibition in SC to HC transdifferentiation.
However, enhanced proliferation of sensory HCs with transient coactivation of cell cy-
cle activator Myc and Notch1 genes by injecting adenovirus (ad)-Myc/ad-Cre into the
cochleae of 6-week-old Rosa-NICD transgenic mice seemed contradictory [11]. However,
ad-Myc/ad-Cre injection could enable the SCs to proliferate and respond to Atoh1 and
transdifferentiate to HC-like cells, which might be due to the differences between direct
transdifferentiation vs. induced proliferative regeneration. Regeneration of HCs with
sustained release of Hes1 siRNA nanoparticles (siHes1 NPs) in the cochleae of noise-injured
adult guinea pigs supports Notch inhibition as a target for HC regeneration. The study
reported limited recovery of auditory function over a nine-week follow-up period as well
as HC regeneration, evident by the presence of both ectopic and immature HCs across a
broad tonotopic range with siHes1 NPs. One of the major limitations of this guinea pig
study is that no lineage tracing was performed to prove that newly regenerated HCs are
derived from SCs. The advantage of using poly-lactic-co-glycolic acid (PLGA)-mediated
siHes1 NPs delivery was its reversible modulation of Hes1 [5].

4. Targeting Wnt Signaling for Hair Cell Regeneration

Wnt signaling plays an important role in cochlear development and its role is context-
dependent. Active canonical Wnt/β-catenin signaling is needed for the initial differentia-
tion of HCs but not for maturation and maintenance. Overactive Wnt signaling results in
HC proliferation and the formation of ectopic HCs during early embryonic development.
This suggests that activating Wnt signaling will favor new HC formation through trans-
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differentiation or mitotic division [18,53]. The conserved nature of Wnt signaling among
species (Table 1) and increased Wnt expression following HC loss appends the notion that
increasing Wnt expression might promote SC-to-HC transdifferentiation. The association of
activated Wnt/β-catenin signaling with SC proliferation, a transient proliferation of Lgr5+
SCs [54], and HC regeneration [55] support Wnt-mediated transdifferentiation. However,
in these reports, it remains elusive whether the regeneration of HCs was due to either
activated Wnt signaling or Sox2 haploinsufficiency (loss of one allele of Sox2 due to knockin
of CreER in the Sox2 locus results in a haploinsufficient phenotype that produces extra
inner hair cells during development and enhances regeneration). Later, Atkinson et al.
showed that both β-cateninGOF (gain of function) and Sox2 haploinsufficiency enhance
mitotic regeneration in the apical turn whereas Sox2 haploinsufficiency-mediated mitotic
regeneration extends into the middle and basal turns [34]. Jan et al. [56] using lineage
tracing in P0-P3 Axin2lacZ Wnt reporter mice showed that Wnt responsive Axin-2-positive
tympanic border cells proliferate with Wnt activation and generate new HC- and SC-like
cells both in vitro and in vivo and can act as a precursor to sensory epithelial HCs. These
studies suggest that activation of Wnt signaling in neonatal mice potentiates regeneration
of HCs, however, no study has shown increased regeneration by activating Wnt signaling
in adults.

5. Combinational Approaches for Hair Cell Regeneration

The role of Wnt activation in SC proliferation and Notch inhibition in transdiffer-
entiation of SCs to HCs is evident by the above studies. Additionally, Wnt activation
alone fails to regenerate significant amounts of new HCs in adult mammals, and Notch
inhibition alone regenerates HCs at the cost of SCs, resulting in the death of regenerated
HCs. Thus, maintaining the population of SCs via proliferation along with SC-to-HC
transdifferentiation might enhance the regeneration process by sufficing the SC population
for differentiation. Ni et al. reported that Wnt activation with 6-Bromoindirubin-3′-oxime
(BIO), a glycogen synthase kinase 3 β (GSK3β) inhibitor, followed by Notch inhibition with
DAPT, a γ-secretase inhibitor, preserves the Lgr5+ SC number and strongly promotes the
mitotic regeneration of new HCs in both normal and neomycin-damaged cochlear explants
(P1; C57/BL6 mice) [17]. Similar findings were reported by Wu et al. [57] by simultaneously
inhibiting Notch signaling with DAPT and activating Wnt signaling with Wnt agonist QS11.
The first study used the explants from P1 mice while the second study showed it in the
utricle of neonatal mice, which itself has some regenerative capacity. Since Notch and Wnt
signaling have a reciprocal relationship during HC development, a combined modulation
of Notch and Wnt signaling might be a better approach for regeneration. Increased HC
regeneration using Notch inhibition followed by Wnt activation in adult and neonatal
mouse cochleae has been reported [17,58,59]. Romero-Carvajal et al. highlighted the role of
interactions between Notch and Wnt signaling for the regeneration of HCs in zebrafish and
demonstrated that inhibition of Notch signaling mimics the expression changes observed
during endogenous regeneration [60].

Targeting multiple pathways and factors involved in HC development and insight
from their involvement in other regenerative systems could be a promising approach to
enhance HC regeneration in the cochlea. Clonal expansion of Lgr5+ SCs isolated from a
neonatal cochlea showed that in a matrigel-based 3D culture system, a mixture of growth
factors (including epidermal growth factor, basic fibroblast growth factor, and insulin-like
growth factor 1), GSK3β inhibitor, histone deacetylase (HDAC) inhibitor, and Notch in-
hibition led to transcriptional activation, proliferation, and differentiation of SCs [6]. The
addition of a stable form of vitamin C and transforming growth factor β (TGF-β) receptor
(Alk5) inhibitor individually resulted in increased SC expansion by 2- to 3-fold, and the
addition of small molecules in combination with growth factors increased the expansion of
Lgr5+ SC numbers by >2000-fold compared to growth factors alone. The addition of these
small molecules and γ-secretase inhibitor resulted in the expansion and differentiation
of Lgr5+ SCs from a single mouse cochlea to nearly 11,500 HCs in culture organoid. The
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newly generated HCs in the organoid were myosin VIIa+ cells containing CtBP2+ ribbon
synapse-like puncta in the basal region and actin-rich protrusions within the inner lumen.
The colonies were both prestin-positive and negative; prestin-negative cells were vesicular
glutamate transporter 3 (vGlut3)-positive, reflecting the gene expression of terminally
differentiated OHCs and IHCs, respectively. The combination of these small molecules
generated a higher number of new HCs in culture and in neonatal cochlear explants com-
pared to the adult mouse Lgr5+ cells. There was no significant difference across the ages.
Similarly, the clonal expansion and differentiation of adult human inner ear tissue was also
limited [6]. The results of this study suggest that targeting a single gene, TF, or pathway
may not be sufficient for HC regeneration and that there is a need for multidimensional
approaches to promote transdifferentiation and regeneration. A recent study demonstrated
the conversion of mouse embryonic fibroblasts, adult tail-tip fibroblasts, and postnatal
supporting cells into induced hair cell-like cells (iHCs) showing HC-like morphology, tran-
scriptomic and epigenetic profiles, electrophysiological properties, and mechanosensory
channel expression using a combination of four transcription factors, Six1, Atoh1, Pou4f3,
and Gfi1 [61]. Similar results of an increased SC to HC conversion by modulating the
expression of p27kip1, GATA3, and Pou4f3 in combination with Atoh1 were reported in
adult mouse cochleae by Walters et al. [8]. These studies support the notion of using a
combinational approach to promote HC regeneration via direct reprogramming. Notch,
Wnt, and other signaling pathways play a crucial role in the development and proliferation
of HCs and are conserved among species including zebrafish, birds, and mice (Table 1);
targeting these pathways concomitantly might enhance HC regeneration in adult mammals
(Figure 1) [34].

6. Modulating Transcription Factors for Hair Cell Regeneration

Transcription factors (TFs) are the proteins initiating and regulating transcription of
target genes by binding to their specific regulatory DNA sequences. TFs play a crucial
role in the proliferation, differentiation, and survival of HCs. The role of TFs such as Pax2,
Sox9, Nor-1, Gbx-2, Neurod1, Neurog1, Fkh10, Tbx1, Brn4, Gata3, Sox2, Atoh1, Six1, Isl1,
Pou4f3, Gfi1, and their interactions with cellular and molecular signaling pathways in
prosensory cell specification, development, and fate determination of HCs in the inner
ear and vestibular apparatus have been described by other groups [62,63]. Since TFs play
an important role in HC development and fate determination, investigating their role
will help not only in understanding HC development but also in modifying regeneration
strategies for improved outcomes. TFs, individually or in combination, play a crucial role
in the regeneration of other organ systems [64–66]. Thus, it is necessary to investigate
the TFs which might be capable of potentiating the regeneration process in the cochlea
and to understand the underlying mechanisms. Costa et al. studied the role of three
TFs, namely, Gfi1, Atoh1, and Pou4f3 (GAP) in cell fate determination, and reported
that GAP (Figure 1) can induce direct genetic reprogramming of progenitors towards an
HC fate, both in vitro and in vivo in the chicken embryo [15]. Another study reported
that overexpression of Prox1 suppresses Atoh1 and Gfi1 expression and antagonizes the
differentiated HC phenotype; thus, Prox1 inhibition with Atoh1 upregulation might result
in a more complete phenotypic conversion [67]. These studies were performed in the
embryonic stage and whether SCs can be transdifferentiated to HCs, postnatally or in
adults, cannot be determined. These studies allude to Atoh1 as a common denominator
target for HC regeneration.

Atoh1 is a master regulator of HC differentiation that is conserved among fish (or-
tholog atoh1a), birds, and mice (Table 1). Liu et al. [12] investigated the effect of ectopic
expression ofAtoh1 on regeneration using EGFP reporter mice and reported that ectopic
expression of Atoh1 induces the conversion of mouse cochlear SCs (pillar and Deiters’
cells; PCs and DCs) to immature HCs, and that this conversion is age-dependent. Ectopic
Atoh1 expression was effective in converting PCs and DCs to HCs at neonatal and juvenile
ages, but it was insufficient for adult mice. It was found that newly formed HCs reside in
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the OHC region and survive for 2 months, and that heterogeneity in the reprogramming
efficiency among individual Atoh1+ PCs and DCs exists during the conversion process.
These studies suggest that transcriptional reprogramming affects the HC phenotype and
thus might favor regeneration, but the limitation is that these results were shown at neona-
tal and juvenile ages and Atoh1 overexpression alone was not effective in adult mice. To
address this issue, Walters et al. [8] investigated the role of various TFs in adult mice
and reported that ectopic Atoh1 overexpression with p27Kip1 deletion circumvents this
age-related decline in Atoh1 responsiveness and leads to transdifferentiation of SCs to
HCs in mature mouse cochleae after noise damage. Further, upregulation of an Atoh1
cofactor, GATA3, which is lost from SCs with aging, was associated with p27Kip1 deletion.
Overexpression of POU4F3 alone promoted the conversion of SCs to HCs to a greater
degree than Atoh1 alone, and overexpression of Atoh1 combined with POU4F3 or GATA3
resulted in increased conversion of SCs to HCs compared to Atoh1 alone in adult mice [8].
The study concluded that the mature PCs and DCs, which are typically nonresponsive to
Atoh1, can be made to respond to ectopic Atoh1 via modulation of additional TFs such as
p27Kip1, GATA3, or POU4F3 (Figures 1 and 2). However, the converted HCs were examined
only at 3 and 12 weeks following tamoxifen injection, and the long-term survival of these
cells was not extensively evaluated [68].
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Figure 2. Hair cell development and regeneration: During the embryonic stage of HC development, 
Atoh1 expression increases, reaches a maximum (E17.5), and then declines (P6). The decline in 
Atoh1 is associated with increasing levels of Pou4f3 which remain high in adult HCs. During the 
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Sox2 without Atoh1 expression and these cells are deemed to be SCs. Transdifferentiation of sup-
porting cells (SCs) to HCs is mediated by overexpression of transcription factors (TFs) as discussed 
in the text and shown here. However, TF-mediated transdifferentiation is not complete and con-
verted HCs (cHCs) remain immature. cHCs show only some features of mature HCs (shown in the 
middle of the trajectory of conversion), and thus, there is a need to investigate novel targets to push 
these partially converted cells to mature HCs. Pillar cells (PCs), Deiters’ cells (DCs), inner hair cells 
(IHC), outer hair cells (OHC), postnatal day (P). cHCs are the cells evaluated for their transcriptome 
by single cells RNA sequencing by Yamashita et al., 2018. 

Increased conversion of SCs to HCs by activating Atoh1 conditionally with tamoxifen 
and 51 differentially expressed TFs between endogenous OHCs, SCs, and converted HCs 
(cHCs) in the adult cochlea with bulk-RNA sequencing, single-cell RNA sequencing, and 
single-cell RT-PCR reported by Yamashita et al. [10] supports targeting Atoh1 for regen-
eration and warrants research for the role of these TFs in HC regeneration. Additionally, 
a greater number of cHCs with combined overexpression of Atoh1 and Isl1 (one of the 
differentially expressed TFs in RNA-seq analysis) compared to overexpression of Atoh1 
alone both ex vivo and in vivo supports the hypothesis that the conversion process can be 
pushed further to get a greater number of cHCs by targeting multiple TFs. However, the 
study only reported the cHCs at two-time points of conversion and the cHCs were not 
functionally mature (Figure 2). 

Prolonged constitutive ectopic Atoh1 expression with tamoxifen using a Cre-induci-
ble mouse might be a cause of immaturity in cHCs because continued Atoh1 expression 
does not correlate with endogenous HC development [69]. Controlled activation of Atoh1 
using tetracycline (e.g., dox)-inducible systems is difficult to achieve in juvenile or adult 
mice due to the long-term residual activity of tetracycline in the cochlea [70,71]. However, 
these studies give hope that a greater number of regenerated HCs can be achieved at an 
adult age. Further, the role of TFs Insm1 [72] and Ikzf2 [73] in the fate determination and 

Figure 2. Hair cell development and regeneration: During the embryonic stage of HC development,
Atoh1 expression increases, reaches a maximum (E17.5), and then declines (P6). The decline in Atoh1
is associated with increasing levels of Pou4f3 which remain high in adult HCs. During the embryonic
stage, autoregulation of Atoh1, Sox2, and cell cycle exit. Some cells have high levels of Sox2 without
Atoh1 expression and these cells are deemed to be SCs. Transdifferentiation of supporting cells (SCs)
to HCs is mediated by overexpression of transcription factors (TFs) as discussed in the text and shown
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here. However, TF-mediated transdifferentiation is not complete and converted HCs (cHCs) remain
immature. cHCs show only some features of mature HCs (shown in the middle of the trajectory of
conversion), and thus, there is a need to investigate novel targets to push these partially converted
cells to mature HCs. Pillar cells (PCs), Deiters’ cells (DCs), inner hair cells (IHC), outer hair cells
(OHC), postnatal day (P). cHCs are the cells evaluated for their transcriptome by single cells RNA
sequencing by Yamashita et al., 2018.

Increased conversion of SCs to HCs by activating Atoh1 conditionally with tamoxifen
and 51 differentially expressed TFs between endogenous OHCs, SCs, and converted HCs
(cHCs) in the adult cochlea with bulk-RNA sequencing, single-cell RNA sequencing, and
single-cell RT-PCR reported by Yamashita et al. [10] supports targeting Atoh1 for regen-
eration and warrants research for the role of these TFs in HC regeneration. Additionally,
a greater number of cHCs with combined overexpression of Atoh1 and Isl1 (one of the
differentially expressed TFs in RNA-seq analysis) compared to overexpression of Atoh1
alone both ex vivo and in vivo supports the hypothesis that the conversion process can
be pushed further to get a greater number of cHCs by targeting multiple TFs. However,
the study only reported the cHCs at two-time points of conversion and the cHCs were not
functionally mature (Figure 2).

Prolonged constitutive ectopic Atoh1 expression with tamoxifen using a Cre-inducible
mouse might be a cause of immaturity in cHCs because continued Atoh1 expression does
not correlate with endogenous HC development [69]. Controlled activation of Atoh1 using
tetracycline (e.g., dox)-inducible systems is difficult to achieve in juvenile or adult mice
due to the long-term residual activity of tetracycline in the cochlea [70,71]. However, these
studies give hope that a greater number of regenerated HCs can be achieved at an adult age.
Further, the role of TFs Insm1 [72] and Ikzf2 [73] in the fate determination and functional
maturation of OHCs suggests the possibility of other TFs having critical regulatory roles
in the regeneration of HCs. Recently, the role of TUB and ZNF532 in promoting Atoh1-
mediated hair cell regeneration in mouse cochleae was reported by Xu et al. [74]. Thus,
investigating novel TFs and targets upstream or downstream of Atoh1 is warranted, and
modulating their expression alone or in combination could provide better results (Figure 1).

7. SC Subpopulations and Hair Cell Regeneration

Transdifferentiation of SCs to HCs has been postulated as the main strategy to regener-
ate HCs, and most of the studies discussed above have targeted various signaling pathways
and TFs in order to do so. However, the debate on which subtype of SCs is more prone
to transdifferentiation still exists in the field. Walters et al. [8] reported the unresponsive-
ness of mature PCs and DCs to Atoh1 and, together with other evidence, concluded that
responsiveness to Atoh1 varies across SC subtypes. Thus, it is important to investigate
the differential responsiveness of SC subtypes to TFs to achieve a greater number of func-
tionally matured HCs through regeneration. Recently, Hoa et al. [75] reported that adult
cochlear SCs are transcriptionally different from perinatal SCs by conducting single-cell
RNA-Seq on FACS-sorted GFP expressing adult cochlear SCs from LfngEGFP adult mice.
The study found two different subpopulations of SCs (SC1 and SC2). The SC2 subpopula-
tion expresses transcripts associated with S phase (Mcm4) and G2/M phase (Birc5, Cdk1,
Mki67). Cheng et al. [76] also reported differential expression of various cell cycle and
signaling pathway genes and TFs in Sox2+ SCs at four different postnatal ages suggesting
the existence of age-related transcriptomic landscape changes. The different transcriptomic
landscape of the perinatal and postnatal SCs found in this study might be the reason for
the differential responsiveness of adult SCs in the study by Walters et al. [8]. Further, the
findings of strong expression of the SC genes involved in pathways regulating the cell
cycle [75] suggest that these pathways may be targeted to potentiate the transdifferentiation
of SCs to HCs by forcing the SCs out of quiescence. This notion is supported by DCs and
PCs contributing more to the spontaneously regenerated HCs but inner phalangeal (IPhs)
and inner border (IBs) cells having similar regenerative capacity in neonatal mice [77]. This
differential response may be because PCs and DCs lose the cell cycle inhibitor p27Kip1
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during postnatal development and are capable of mitotic HC regeneration. These findings
are supported by a previous study in juvenile mice where ectopic expression of Atoh1
induces SC-to-HC conversion and the newly regenerated HCs are mainly from PCs and
DCs [12]. Later, however, a higher, faster, and more complete conversion rate of IBs and
IPhs compared to DCs or PCs to IHC-like cells was observed in vivo, as evidenced by
straight line-shaped stereociliary bundles, expression of Fgf8 and otoferlin, and by ectopic
Atoh1 expression [78]. The study also reported that the conversion rate gradually increases
from neonate to adult ages in mice. Differential regenerative capacity of SCs might be
due to changing Sox2 expression over time. Changing Sox2 expression was reported by
Kempfle et al. [79] suggest that Sox2 is expressed in prosensory cells of the cochlea at E13,
in the developing sensory epithelium at E15 and E18, in newly formed IHCs at E15, and
its expression continues in newly formed IHCs and OHCs at E18 until P0 and becomes
undetectable at P2. Sox2 is strongly expressed in SCs at E18 and continues to be expressed
in SCs at P2. Sox2 is necessary for differentiation as deletion of Sox2 at E16 led to no further
differentiation of HCs.

The Lgr5+ subtype of SCs has been an attractive target for HC regeneration. Kuo et al.
reported an increased number of regenerated HCs via transdifferentiation of Lgr5+ SCs by
ectopically co-expressing a constitutively active form of β-catenin and Atoh1 in Lgr5+ cells
of the neonatal cochlea. This study suggests that combining proliferation and differentiation
of Lgr5+ SCs by coactivating β-catenin and Atoh1 acts synergistically to enhance the
process of regeneration, yielding an increased number of regenerated HCs [16]. Although
the tamoxifen induction was done at a neonatal age, the study reported the HCs had an
adult phenotype. Recently, Zhang et al. reported that activating Frizzled-9 (Fzd9)-positive
cells in neonatal mouse cochleae leads to regeneration of a similar number of HCs. Lineage
tracing of the tamoxifen-induced cells showed that inner phalangeal cells (IPhCs), inner
border cells (IBCs), and third-row Deiters’ cells (DCs) were both Fzd9+ and Lgr5+, while
pillar cells are Lgr5+ only [7]. The study concluded that the Fzd9+ cells have a similar
capacity for HC regeneration, proliferation, and differentiation compared to Lgr5+ cells.
These results demonstrate the potential of targeting Notch and Wnt signaling for HC
regeneration; however, there is a need to translate these findings to pre-clinical trials and
future studies are warranted. Collectively, these studies suggest there is heterogeneity and
a changing transcriptomic landscape of SCs over time. Additionally, there are no known
differences among different mammalian species in HC regeneration relative to the timing
of HC development. Thus, the strategies and timing of manipulating SCs for regeneration
are of the utmost importance and warrants further investigation.

8. Finding Additional Transcription Factors as Novel Targets for Hair
Cell Regeneration

Atoh1 regulates HC development and differentiation, and overexpression of Atoh1
regenerates HCs from SCs; however, the newly regenerated HCs are fewer, short-lived,
and not functionally mature, as evidenced by the absence of prestin, the marker for OHC
maturation [8]. Thus, the consensus is to find novel targets upstream or downstream of
Atoh1 whose modulation can potentiate regeneration so that increased numbers of func-
tionally mature HCs can be achieved. This notion is supported by the fact that co-activation
of Atoh1 with Pou4f3 [8], with Isl1 [10], and with both Pou4f3 and Gfi1 combined [15]
yielded a greater number of HCs compared to activation of Atoh1 alone. This suggests
that either post-transcriptional modification of Atoh1 targets, Atoh1 itself, or epigenetic
regulation of Atoh1 and its targets regulate the expression of various target genes and TFs,
and thus HC regeneration. To investigate the direct targets of Atoh1, Cai et al. [80] carried
out RNA-seq profiling of purified Atoh1 expressing HCs from neonatal mouse cochleae and
identified >600 enriched transcripts with 233 HC genes directly regulated by Atoh1. Atoh1
regulation was verified by the presence of Atoh1 binding sites in the regulatory regions of
these genes and by the cerebellum and small intestine Atoh1 ChIP-seq analysis. Anxa4,
Rasd2, Rbm24, Srrm4, Chrna10, Mgat5b, Mreg, Pcp4, Scn11a, and Atoh1 were found to
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be direct targets of Atoh1. The expression of Anxa4, Rasd2, Rbm24, and Srrm4 was com-
pletely downregulated within 24 h after knocking out Atoh1, but the expression of Chrna10,
Mgat5b, Mreg, Pcp4, and Scn11a were not affected. In the context of epigenetic regulation of
Atoh1, Jen et al. reported that the mouse vestibular apparatus has greater Atoh1-mediated
regeneration compared to the cochlea due to greater chromatin accessibility [81]. These
findings suggest that differential efficiency of Atoh1-mediated regeneration is due to the
non-availability of open chromatin in the cochlea and warrants further research using
ATAC-seq (Assay for Transposase-Accessible Chromatin using sequencing) and ChIP-seq
to unravel the epigenetic regulation and to identify additional targets for regeneration.

9. Investigating Epigenetic Regulation of Hair Cell Development and Regeneration

Coordinated and structured gene expression is a must for cellular development, differ-
entiation, and survival, and epigenetics plays a crucial role in regulating gene transcription
and expression. Post-translational histone (basic proteins in the cell nucleus) modification
mechanisms include methylation (addition of a methyl group), acetylation (addition of an
acetyl group), phosphorylation, and ubiquitination, which regulate chromatin architecture
and gene expression. Methylation reduces gene expression by impairing the binding of
transcriptional activators whereas acetylation increases gene expression by transcription
activation. Histone acetylation is regulated by histone acetyltransferases (HATs) and hi-
stone deacetylases (HDACs); methylation and demethylation are regulated by histone
methyltransferases (HMTs), DNA methyltransferase (DNMTs), and histone demethylases.
Epigenetics play a role in hereditary or syndromic hearing loss by regulating gene ex-
pression and HC development [82–84]. Stojanova et al. [85] investigated the epigenetic
regulation of Atoh1 and found that progression of Atoh1 expression from poised, to active,
to repressive marks is controlled by dynamic changes in histone modifications via methyla-
tion and acetylation (H3K4me3/H3K27me3, H3K9ac, and H3K9me3) and correlates with
the onset and subsequent silencing of Atoh1 expression in HCs during the perinatal period.
The study reported that during HC differentiation, increased Atoh1 expression correlates
with increased levels of H3k9ac (H3K9 histone acetylation) and that during HC maturation
decreased levels of Atoh1 correlate with decreased levels of H3K9ac and increased levels of
H3K9me3. Further, increased expression of HC-related genes and proteins in mouse utricle
sensory epithelia-derived progenitor cells with DNMT inhibitor 5-azacytidine suggests an
important role for epigenetics in HC differentiation [86]. This notion is also supported by
the recent report by McLean et al. [6] where an HDAC inhibitor was used for the regen-
eration of HCs. However, Layman et al. [87] reported that suberoylanilide hydroxamic
acid (SAHA, an HDAC inhibitor) does not affect regeneration in adult cochleae but instead
activates pro-survival pathways via regulating the acetylation status of transcription factors
and controls the transcriptional activation of pro-survival pathways in response to ototoxic
insults. These surprising results suggest that HDAC inhibitors cannot effectively modulate
the already fixed epigenetic landscape of adult cochlear SCs and are thus ineffective in
reprogramming. HC fate determination and development are highly regulated processes
under the influence of various TFs and gene expression, and expression of this transcrip-
tomic landscape changes over time [83,84], with a dramatic change in the transcriptomic
landscape between post-natal day (P)5–P7. Thus, investigating the epigenetic regulation
of TFs and genes involved in HC development and rescripting the genetic landscape may
provide insights to promote HC regeneration.

10. In Silico Approaches to Finding Novel Gene Targets

In silico analysis and the use of the wealth of bioinformatics applications for the
acquisition of biological data and data mining have changed the paradigm of research in
the field of basic and applied science. In the auditory field, regeneration of HCs deals with
the modulation of genes and TFs, thus we can analyze the available databases to uncover
better targets to modulate and potentiate the process of regeneration. The binding of TFs to
their corresponding TF binding sites (TFBSs) is key to transcriptional regulation. Because
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information on experimentally validated functional TFBSs is limited, there is a need for
the prediction of TFBSs for gene annotation. TFBSs are generally recognized by scanning
a position weight matrix (PWM) against DNA sequences using one of several available
computer programs. There are also several curated databases of PWMs, applicable to a
wide range of species, including the commercial TRANSFAC database [88] and the open-
access JASPAR database [89]. Other recent databases include the HOMER motif (http:
//homer.salk.edu/homer/motif (accessed on 6 June 2020)) HOCOMOCO [90], and CIS-
BP [91]. There is a particularly useful program, the Cytoscape plugin iRegulon [92], which
can discover master regulators from co-expressed gene sets. Additionally, the methods of
inferring co-expression networks from single-cell RNA-seq data and workflow, such as
single-cell regulatory network inference and clustering (SCENIC) [34], have been developed
to exploit the genomic regulatory code (regulon), guiding the identification of master TFs
and revealing different cell states. Such predictions on the master regulators of different
cell types/states would be valuable to improve the conversion efficiency from SCs to HCs.
Further, network analysis using these tools might predict the master regulators whose
modulation, either alone or in combination with other TFs, may promote regeneration.

The network analysis done on an scRNA-seq data of cHCs [10] predicted Lhx3, Six2,
Hes2, Irf6, Hes6, and Ikzf2 along with Atoh1 as candidate targets to modulate. Ikzf2 has
recently been shown to be crucial for OHC fate and maturation, as prestin and oncomodulin
expression is lost in Ikzf2-mutant mice [73]; contrarily, overexpression of Ikzf2 in IHCs leads
to downregulation of IHC genes and upregulation of OHC genes. Transformation of adult
cochlear SCs into prestin-positive OHCs with concurrent stimulation if Athoh1 and Ikzf2
supports the role of Ikzf2 in transdifferentiation [93]. Hes6 has also been implicated in the
differentiation of mammalian HCs [94]. Interestingly, identification of the TFs such as Hes2,
Hes6, Irf6, and Atoh1, which have roles in neural development and differentiation [95–98],
by our network analysis suggests the feasibility and promising role of using bioinformatics
to identify novel targets. Another TF identified in our network analysis, Six2, appears to
play a role in regeneration in the mammalian kidney, as it is expressed in self-renewing
progenitor cells within this organ [99]. These results suggest that the TFs identified via
bioinformatics analysis of cochlear scRNA-seq data play a role in the regeneration and
development of other organ systems and hence should be investigated for cochlear HC
regeneration, and that further bioinformatics analysis of the existing cochlear scRNA-seq
or ATAC-seq data is warranted.

11. Conclusions

Modulating the expression of signaling pathways and genes involved in sensory
HC development, as discussed above, has given promising results in adult cochlear HC
regeneration; however, the small number and functional immaturity of regenerated HCs
remain a challenge. Targeting multiple factors has improved the outcome, but there is
still a need to investigate additional targets and to form novel strategies to promote HC
regeneration in adult mammals and then to translate these to clinics. The downstream
targets of Atoh1 and Pou4f3 might be viable targets for HC regeneration. If regeneration
follows development, unraveling the sequential targets for regeneration is of the utmost
importance. Similarly, the role of many TFs such as Lhx3, caprin1, Nr2f2, Lmo4, and others
in the regeneration process has not been investigated. Analyzing the existing cochlear
data using bioinformatics tools investigating endogenous regeneration in zebrafish and
birds might give the hearing field an overview and insight into what factors remain
to be modified to regenerate HCs that are greater in number and functionally mature.
Taken together, investigating the genes and TFs which either alone or in combination can
potentiate the transdifferentiation of SCs to HCs should be the focus of current research for
better therapeutics.
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Abstract: Identification of cancer-specific target molecules and biomarkers may be useful in the
development of novel treatment and immunotherapeutic strategies. We have recently demonstrated
that the expression of long noncoding (lnc) RNAs can be cancer-type specific due to abnormal
chromatin remodeling and alternative splicing. Furthermore, we identified and determined that the
functional small protein C20orf204-189AA encoded by long intergenic noncoding RNA Linc00176 that
is expressed predominantly in hepatocellular carcinoma (HCC), enhances transcription of ribosomal
RNAs and supports growth of HCC. In this study we combined RNA-sequencing and polysome
profiling to identify novel micropeptides that originate from HCC-specific lncRNAs. We identified
nine lncRNAs that are expressed exclusively in HCC cells but not in the liver or other normal tissues.
Here, DNase-sequencing data revealed that the altered chromatin structure plays a key role in the
HCC-specific expression of lncRNAs. Three out of nine HCC-specific lncRNAs contain at least one
open reading frame (ORF) longer than 50 amino acid (aa) and enriched in the polysome fraction,
suggesting that they are translated. We generated a peptide specific antibody to characterize one
candidate, NONHSAT013026.2/Linc013026. We show that Linc013026 encodes a 68 amino acid
micropeptide that is mainly localized at the perinuclear region. Linc013026-68AA is expressed in a
subset of HCC cells and plays a role in cell proliferation, suggesting that Linc013026-68AA may be
used as a HCC-specific target molecule. Our finding also sheds light on the role of the previously
ignored ’dark proteome’, that originates from noncoding regions in the maintenance of cancer.

Keywords: HCC-specific small functional protein; NONHSAT013026.2/Linc013026-68AA; fine tuner
of cancer formation; dark proteome; hepatocellular carcinoma

1. Introduction

Hepatocellular carcinoma (HCC) is one of the most prevalent tumor types world-
wide [1]; however, current treatment options are limited, and precise and effective medical
strategies for therapy do not exist [2]. HCC typically occurs on a background of chronic
liver disease, with risk factors including viral or autoimmune hepatitis, chronic alcohol
abuse, and nonalcoholic fatty liver disease [3]. These risk factors trigger aberrant liver
regeneration, which initiates the formation of HCC. However, the underlying molecular
mechanism is still largely unknown. It has been recently shown by exome sequencing of
HCC that 161 putative driver genes are associated with 11 recurrently altered pathways
in HCC development, suggesting that many signaling pathways are altered to a modest
degree, and act together [4–6]. Notably, 28% of altered gene products are involved in a
chromatin-remodeling complex, suggesting that HCC expresses unique genes that are not
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expressed in normal hepatocytes. In this context, we have previously shown that a subset
of lncRNAs that are predominantly expressed in HCC plays a role as fine tuners in cancer
formation and/or maintenance [7,8]. Thus, a potential strategy for cancer therapy may be
to target multiple cancer type-specific fine tuners including noncoding RNA.

Traditional annotation of protein-encoding genes relied on assumptions, such as
one open reading frame (ORF) encodes one protein and minimal lengths for translated
proteins [9]. However, recent data from our laboratory and from others have revealed that
RNAs previously considered noncoding, such as long noncoding RNAs (lncRNAs) and
circular RNAs are translated into functional small proteins [10–13], suggesting that the
proteome is more complex than previously anticipated.

In the present study we utilized RNA sequencing (RNA-seq) and polysome profiling
to identify novel micropeptides that originate from HCC-specific lncRNAs. We identified
two HCC-specific lncRNAs that are translated into small ORFs. Applying a peptide specific
antibody we characterized one lncRNA candidate, NONHSAT013026.2/Linc013026-68AA.
Linc013026-68AA is translated into a 68 amino acid micropeptide that is mainly local-
ized at the perinuclear region. Notably, Linc013026-68AA is predominantly expressed in
moderately- but not well-differentiated HCC cells and plays a role in cell proliferation,
suggesting that Linc013026-68AA may be used as a HCC-specific target molecule. Our
data also uncover the important role of previously ignored small ORFs originating from
noncoding regions in the maintenance of cancer.

2. Results
2.1. Identification of Hepatocellular Carcinoma-Specific lncRNAs

To identify lncRNAs that are expressed in HCC cells but not in normal hepatocytes, we
used publicly available RNA-sequencing (RNA-seq) data generated by the ENCODE Con-
sortium [14] to extract the expression level of lncRNAs. Firstly, we mapped RNA-seq data
from normal liver (ENCFF184YUO) and from the HCC cell line HepG2 (ENCFF337WTM)
to long intergenic non-coding RNAs (lincRNA) annotated by NONCODE v5.0, an inte-
grated knowledge database of non-coding RNAs [15] (Figure 1A). We limited our study to
lincRNAs, because RNA-seq based on second generation sequencing limits the accurate
allocation of reads if lncRNAs overlap with coding genes. RNA-seq datasets were normal-
ized using cuffnorm [16]. A total of 906 lincRNAs that expressed only in HepG2 cells but
not in the liver were selected. To identify HCC-specific lincRNAs we further examined
the expression of our lincRNA candidates in normal tissues including adipose, adrenal,
brain, breast, colon, foreskin, heart, kidney, lung, ovary, placenta, prostate, skeletal muscle,
testis and thyroid tissues and leukocytes using RNA-seq data generated by the Human
Body Map 2.0 [17]. Twelve out of 906 lincRNAs were expressed exclusively in HepG2 cells
(Figure 1A, Table S1). We then confirmed the expression of these lincRNAs in HepG2 cells
using our previously published RNA-seq data [7]. The expression of nine out of twelve
HCC-specific lincRNAs was confirmed (Figure 1B, HepG2 (GSE115139)).

We next asked why these lincRNAs are expressed exclusively in HepG2 cells but
not in the liver. We have previously demonstrated that altered chromatin structure in
cancer results in the cancer-specific expression of a subset of genes [7,8]. Thus, we ex-
amined the chromatin structure at the putative promotor region of nine HCC-specific
lincRNAs using DNase-sequencing data (DNase-seq) generated by the ENCODE Con-
sortium [18]. DNase-seq data (Figure 1B, DNase-seq) obtained from human hepatocyte
(ENCFF851CVH) and HepG2 (ENCFF474LSZ) revealed that HepG2 contains DNase I
hypersensitive sites at the proximal promoter region of seven out of nine lincRNAs (except
for NONHSAT204527.1 and NONHSAT223630.1 (Figure 1C)), while normal human liver
does not contain these sites at these positions (Figure 1B, blue arrow), suggesting that
the chromatin structure in this region is remodeled in HCC cells. To examine whether
these open chromatin regions are associated with cis-regulatory elements, we utilized
candidate cis-Regulatory Elements (cCREs) database generated by ENCODE consortium
which contain 1,063,878 human cCREs [19]. Notably, putative promoter regions of five out
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of these seven lncRNA candidates contains at least one cCRE (Figure 1B, ENCODE cCRE,
blue mark). In addition, ChIP-seq of H3K4 trimethylation and H3K27 acetylation, chro-
matin marks of active transcription revealed that these putative promoter regions of seven
lncRNA candidates are transcriptionally active in HepG2 cells (Figure S2, H3K4me3 and
H3K27Ac). These data suggest that transcription may be initiated from these regions. Thus,
we utilized the cap analysis of gene expression (CAGE) data in HepG2 cells that mapped
the transcription start sites (Figure 1B, CAGE). In agreement with RNA-seq data, the cap
site is located at the open promoter regions determined by DNase-seq data (Figure 1B,
Transcription Start Site (TSS-black arrow)), suggesting that altered chromatin structure
plays a key role in the HCC-specific expression of lincRNAs.

In addition to chromatin structure, tissue-specific transcription factors (TFs) are well
known to activate tissue-specific expression program [20]. Thus, we next examined which
transcription factor potentially activates the transcription of HCC-specific lncRNA genes
by utilizing ChIP-seq datasets of 340 factors generated by ENCODE consortium in HepG2
cells. All HCC-specific lncRNA genes are potentially activated by three to seven TFs
(Figure S2). Notably, these TFs are expressed in both normal liver and primary HCC
(Figure S3), suggesting that open chromatin structure at the promoter region rather than a
transcription factor may play a key role in the HCC-specific expression of lncRNAs.

2.2. Identification of Micropeptide Candidates Derived from HCC-Specific lncRNAs

Six out of nine lincRNAs contain at least one open reading frame (ORF) that is longer
than 50 amino acids (AA) (Table 1). To be translated into micropeptides, lincRNAs have to
be exported to the cytoplasm. Thus, we examined the mRNA export of these 6 lincRNA
candidates using nuclear- and cytoplasmic RNA-seq generated by the ENCODE Consor-
tium. Except for NONHSAT142412.2 the other five lincRNAs were clearly detected in
cytoplasmic RNA-seq (Figure 2A), suggesting that they are exported to the cytoplasm. We
also confirmed the mRNA export using RT-PCR (Figure 2B). To examine whether these
five lincRNA candidates are endogenously translated in HepG2 cells, we isolated the
polysome fraction of HepG2 cells using sucrose gradient centrifugation [11] and performed
qRT-PCR and RT-PCR for five lincRNAs. Actin mRNA was used as a positive control.
Three out of five lincRNA candidates were detected in translated fractions of HepG2 cells
(Figures 2C and S1, NONHSAT013026.2, NONHSAT168790.1 and NONHSAT250607.1),
suggesting that they are translated.

2.3. NONHSAT013026.2/Linc013026-68AA Is Translated into a 68 Amino Acid Long Micropeptide

Among three lincRNA candidates that were translated, NONHSAT013026.2 had the
highest degree of enrichment in a translated fraction, thus we further focused on the
characterization of this lincRNA which we renamed Linc013026. Linc013026 potentially
encodes two ORFs of 52AA and 68AA. Since ORF-68AA has a Kozak consensus sequence,
we further focused on this ORF. First, we examined whether Linc013026-68AA is translated
into a stable micropeptide using an in vitro transcription/translation assay and overex-
pression in cells. Linc013026-68AA is predicted to encode a micropeptide of 8 kDa [21].
The in vitro transcription/translation assay with Linc013026-68AA revealed a single band
at 8–10 kDa (Figure 3A, arrow). Furthermore, to examine whether Linc013026-68AA pro-
tein is stable in cells, we transfected HeLa cells with C-terminal-GFP- and Myc-tagged
Linc013026-68AA. GFP-specific immunoblot revealed a band at ~38 kDa for GFP-tagged
Linc013026-68AA that corresponds to a molecular mass of 10 kDa for Linc013026-68AA
(Figure 3B, 68AA-GFP), while a band of ~15 kDa was observed for Myc-tagged Linc013026-
68AA (Figure 3C). Since some proteins can form a dimer in SDS-PAGE (0.1% SDS) [22],
we utilized GST pull down assay to examine the interaction of N-terminal GST -tagged
68AA with C-terminal Myc-tagged 68AA. As shown in Figure 1D, no interaction between
GST-68AA and 68AA-Myc was detected. In addition, we also observed a ~15 kDa band
for 68AA-Myc using cell lysates pre-treated with 1% and 2% SDS under reduced condition
(Figure 3E). These data suggested that Myc-tagged Linc013026-68AA did not form a dimer.
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We then examined the peptide sequence of Linc013026-68AA. Linc013026-68AA contains
five potential serine, two threonine and one tyrosine phosphorylation sites (Table S3) and
one lysine acetylation site (G-AcK) [23]. To clarify whether phosphorylation affects the
migration of Linc013026-68AA in SDS PAGE, we treated cell lysates with Lambda Protein
Phosphatase (Lambda PP) that dephosphorylates phospho-tyrosine, serine and threonine
residues. Upon Lambda PP treatment, we observed two additional bands of ~14 and ~10
kDa (Figure 3F (*)), suggesting that phosphorylation contributes to the slower migration of
Linc013026-68AA in SDS PAGE.
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Figure 1. Identification of hepatocellular carcinoma-specific lncRNAs. (A) RNA-sequencing (RNA-
seq) data from normal liver (ENCFF184YUO) and from the HCC cell line HepG2 (ENCFF337WTM)
were aligned to the human reference genome (GRCh38) using Bowtie2. The gene expression values
(Fragments per Kilobase Million (FPKM)) were calculated by Cuffnorm using the human NONCODE
v5.0 transcript reference. A total of 906 long intergenic noncoding RNAs (lincRNAs) that were
expressed in HepG2 cells but not in the normal liver were selected. Among these 906 lincRNAs twelve
lincRNAs were expressed exclusively in HepG2 cells but not in the liver and other organs/tissues.
(B,C) Abnormal chromatin structure induced expression of HCC-specific lincRNAs: Total RNA-seq
from liver (ENCFF184YUO) and HepG2 cells (GSE115139), DNase-sequencing (DNase-seq) from
normal liver (ENCFF851CVH) and HepG2 (ENCFF474LSZ) and candidate cis-Regulatory Elements
(cCREs) generated by ENCODE consortium (ENCODE cCREs, blue mark) and cap analysis of gene
expression (CAGE) data in HepG2 cells (ENCFF177HHM) were aligned to the human reference
genome (GRCh38). SeqMonk was used to quantitate and visualize the data. Peaks in the wiggle plot
represent the normalized RNA-seq, DNase-seq and CAGE read coverage on HCC-specific lincRNAs.
E: exon; blue arrow: Open chromatin region at the putative promoter; black arrow: transcription start
site (TSS) detected by CAGE.

Table 1. List of six HCC-specific lincRNAs that contain at least one ORF longer than 50AA.

Transcript ID
Expression in the

Liver (FPKM)
(ENCFF184YUO)

Expression in
HepG2 (FPKM)

(ENCFF337WTM)

Number of ORFs
Longer Than

50AA

NONHSAT226968.1 0 104.9 2
NONHSAT013026.2/Linc013026 0 61.3 2

NONHSAT250607.1 0 39.3 2
NONHSAT142412.2 0 30.5 12
NONHSAT115455.2 0 15.0 2
NONHSAT168790.1 0 13.7 3

To examine the endogenous expression of Linc013026-68AA we generated a rabbit
antibody against two mixed synthetic peptides corresponding to amino acid positions 4–17
(peptide I) and 54–68 (peptide II) of Linc013026-68AA (Kaneka Eurogentec S.A. Belgium)
(amino acid sequences are shown in Figure 3G). First, we tested the specificity of our
antibodies. By immunoblot using anti-peptide I and peptide II antibodies, a 38 kDa band
for GFP-tagged Linc013026-68AA was specifically detected (Figure 3H). This band was
not detected by peptide absorbed antibody (Figure 3H, anti-peptide II + peptide II). We
then examined the subcellular localization of exogenous and endogenous Linc013026-68AA
using immunofluorescent (IF) and immunohistochemical (IHC) staining. HeLa cells were
transfected with Myc-tagged Linc013026-68AA and stained using the immunofluorescent
technique with anti-Linc013026-68AA and Myc-specific antibodies. Myc-tagged Linc013026-
68AA was detected mainly at the perinuclear region by a Myc-specific staining (Figure 3I).
Anti-peptide II but not peptide I antibody gave a strong IF staining signal that completely
overlapped with the Myc-specific signal (Figure 3I, Merged). Next, we tested Linc013026-
68AA antibodies for IHC staining. In agreement with IF staining, anti-peptide II but not
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peptide I antibody gave a strong signal for Myc-tagged Linc013026-68AA at the perinuclear
region (Figure 3J).
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Figure 2. Identification of micropeptide candidates derived from HCC-specific lincRNAs.
(A) Nuclear- (ENCFF711DJN) and cytoplasmic (ENCFF337WTM) RNA-seq of HepG2 cells generated
by the ENCODE Consortium were aligned to the reference human genome (GRCh38). SeqMonk was
used to quantitate and visualize the data. Peaks in the wiggle plot represent the normalized RNA-seq
read coverage on HCC-specific lincRNAs. E: exon. (B) RNA was isolated from the nuclear (Nuc)
and cytoplasmic (Cyt) fractions of HepG2 cells and analyzed by RT-PCR. Fractionation quality was
measured by immunoblot analysis of THOC5, GAPDH and Histone H3 (Blot). Three independent
experiments were performed. (C) HepG2 cytoplasmic lysate was prepared and fractionated on
sucrose gradients. The distribution of RNA was calculated using the CT values obtained by qRT-
PCR. Isolated RNA was supplied in a gel to determine translated fractions. mRNAs were prepared
from the indicated fractions and were applied for Actin, NONHSAT013026.2, NONHSAT168790.1,
NONHSAT115455.2, and NONHSAT226968.1 qRT-PCR or NONHSAT250607.1 RT-PCR. A represen-
tative absorbance profile at 260 nm was obtained during fractionation of gradients. A replicate is
shown in Figure S1.
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[35S]methionine. Arrow indicated the translated peptide. (B,C) GFP- and Myc-tagged Linc013026-
68AA (68AA) and pEGFP-N1 (GFP) or pcDNA3.1 MycHis (Vector) vector was transfected in HeLa
cells, and GFP- and Myc-specific immunoblot were performed. (D) 68AA-Myc was overexpressed in
HeLa cells. Cell extracts were incubated with GST and GST-68AA and then Myc and GST specific
immunoblots were performed. (E) 68AA-Myc overexpressing cell extracts were pre-treated with
1% and 2% SDS and then Myc and ACTIN specific immunoblots were performed. (F) 68AA-Myc
was overexpressed in HeLa cells. Forty microliters of cell extracts were treated with 2000 U Lambda
Protein Phosphatase (Lambda PP) for 45 min at 30 ◦C and subsequently supplied for Linc013026-68AA
specific immunoblot. (G) Amino acid sequence of Linc013026-68AA was depicted. Numbers represent
amino acid number. Amino acid sequences of peptide I (orange) and peptide II (blue) were used
to generate rabbit antibodies. (H) Non-transfected-, pEGFP-N1 (GFP) and GFP-tagged Linc013026-
68AA (68AA-GFP) HeLa cell lysates were applied for GFP-, anti-peptide I and anti-peptide II or
anti-peptide II + peptide II immunoblot. ACTIN was used as loading control. (I) Myc-tagged
Linc013026-68AA was expressed in HeLa and stained with anti-Myc, anti-peptide I and anti-peptide
II specific antibodies and visualized by the immunofluorescent (IF) technique. (J) Myc-tagged
Linc013026-68AA (68AA-Myc) and pcDNA3.1 MycHis (Vector) vector were transfected in HeLa cells
and immunohistochemically stained with rabbit antibody against Linc013026-68AA-peptide I and
peptide II and hematoxylin. (K) HepG2 cells were transfected with siCr and siLinc013026-68AA for
three days. Total RNAs were isolated and supplied for Linc013026 or Gapdh-specific qRT-PCR. The
expression of Linc013026 was normalized by Gapdh. Three independent experiments were performed.
Numbers are mean± standard deviation (SD). (L) A sister culture of (K) was subjected to anti-peptide
II and ACTIN specific immunoblot. (M) A sister culture of (K) was immunohistochemically stained
with anti-peptide II and hematoxylin. All bars represent 20µm. (*) changes of LINC013026-68AA
migration in SDS-PAGE induced by phosphorylation.

Thus, we used anti-peptide II antibody to examine the endogenous expression of
Linc013026-68AA in HepG2 cells. We first depleted Linc013026-68AA using siRNA in
HepG2 cells (Figure 3K) and performed anti-peptide II specific immunoblot. In control cells,
three major bands ranging from 10–15 kDa were detected (Figure 3L, (*)). Upon Linc013026-
68AA depletion, the intensity of these bands was reduced. These data suggested that
endogenous Linc013026-68AA may also be phosphorylated as observed for exogenous
Linc013026-68AA (Figure 3F). We also tested the endogenous expression of Linc013026-
68AA using immunohistochemical staining with anti-peptide II antibody. In control cells,
endogenous Linc013026-68AA was detected mainly at the perinuclear region (Figure 3M,
siCr) which agreed with the subcellular localization of exogenous Linc013026-68AA. Upon
Linc013026-68AA depletion, staining signals of Linc013026-68AA were clearly reduced
(Figure 3M, si68AA). In sum, immunoblotting and IHC staining suggested that Linc013026-
68AA is endogenously translated into 68AA micropeptide.

2.4. Linc013026-68AA Enhances Cell Proliferation

Recent data from our lab suggested that protein derived from lncRNA associates with
a biological function [11]. Since HeLa cells do not express Linc013026-68AA (Figure 3I),
Myc-tagged Linc013026-68AA in HeLa cells was expressed (Figure 4A). We next examined
whether Linc013026-68AA influences cell growth by crystal violet staining assay and Wst-1
assay. Here, within 2 days, growth of Linc013026-68AA-overexpressing HeLa cells was
approximately 1.7-fold by crystal violet assay and 1.6-fold by WST assay greater than
control vector transfected HeLa cells (Figure 4B,C). Furthermore, depletion of Linc013026
RNA in HepG2 cells reduced cell proliferation approximately two-fold within 3 days
measured by crystal violet- (Figure 4D) and Wst-1 assay (Figure 4E), suggesting that
Linc013026-68AA promotes cell proliferation. We next examined the Linc013026-68AA
transcript in several HCC cell lines, such as HepG2, Hep3B, C3A, Huh7 and HLE. HeLa
cells were used as negative control. Linc013026-68AA is expressed in two out of five HCC
cell lines (Figure 4F). Thus, we overexpressed Linc013026-68AA in Huh7 and HLE cells,
two HCC cell lines that express Linc013026-68AA at low level. These cells also showed
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an increase in proliferation (1.8-fold in Huh7 cells and 1.6-fold in HLE cells) (Figure 4G),
suggesting again that Linc013026-68AA promotes cell proliferation.
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Using a peptide specific antibody we characterized NONHSAT013026.2/Linc013026-
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Figure 4. Linc013026-68AA enhances cell proliferation. (A) HeLa cells were transfected with Myc-
tagged Linc013026-68AA (68AA-Myc) and pcDNA3.1 MycHis (Vector) vector for two days and
anti-Linc013026-68AA- and Actin-specific immunoblot were performed. ACTIN was used as loading
control. (B,C) Sister cultures of (A) were supplied for crystal violet- (B) and Wst-1 assay (C) to
examine the effect of Linc013026-68AA on cell proliferation. (D,E) HepG2 cells were transfected
with siRNA control (siCr) and siLinc013026 (si68AA) for three days and supplied for crystal violet-
(D) and Wst-1 assay (E). (F) Total RNAs were isolated from HeLa, Huh7, HLE, HepG2, C3A and
Hep3B cells. The expression of Linc013026 was examined using RT-PCR. Gapdh mRNA was used
as loading control. [] indicates number of PCR cycles. (G) Huh7- and HepG2 cells were transfected
with Myc-tagged Linc013026-68AA (68AA-Myc) and pcDNA3.1 MycHis (Vector) vector for two days
and supplied for crystal violet- and Wst-1 assay. Three independent experiments were performed for
crystal violet- and Wst-1 assay. Numbers are mean ± standard deviation (SD). p: p-value.

3. Discussion

In most human cancers, a large number of proteins with driver mutations are in-
volved in tumor development, implying that multiple fine tuners are involved in cancer
formation and/or maintenance. A useful strategy for cancer therapy may therefore be to
target multiple cancer-specific fine tuners. In this study, using hepatocellular carcinoma
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as a system we utilized RNA-seq and polysome profiling to identify novel micropeptides
derived from cancer-specific lncRNAs. We identified nine lincRNAs that are exclusively
expressed in HCC cells but not in normal liver and other tissues (Table S1). Three out of
nine lincRNAs encode small ORFs longer than 50 amino acids and are enriched in polysome
fractions (Figure 2C), suggesting that they are translated in a cancer-specific manner. Using
a peptide specific antibody we characterized NONHSAT013026.2/Linc013026-68AA, one
of our candidates. We show that Linc013026-68AA encodes a 68 amino acid micropep-
tide that is mainly localized at the perinuclear region (Figure 3I,J,M). Linc013026-68AA
is expressed in a subset of HCC cells and plays a role in cell proliferation (Figure 4). We
are currently performing interactome analysis of Linc013026-68AA to gain insights into
molecular mechanism(s) of Linc013026-68AA. It has been shown that a micropeptide is
involved in muscle performance [12] and growth [13]. In addition, SPAR polypeptides
encoded by the Linc00961 regulate mTORC1 and muscle regeneration [24], and another
micropeptide, mitoregulin, is involved in protein complex assembly in mitochondria [25].
Recently, we demonstrated that C20orf204-189AA encoded by a lincRNA, Linc00176 stabi-
lizes nucleolin and promotes ribosomal RNA transcription [11]. These findings shed light
on the role of the previously ignored ‘dark proteome’ in the maintenance of cancer. Thus,
further characterization of the coding potency of other cancer-specific lincRNAs (Table 1)
may provide clues for identification of novel cancer-specific fine tuners. Furthermore,
micropeptides encoded by cancer-specific lncRNAs may also be useful biomarkers for
cancer diagnosis.

Why is the expression of a subset of lncRNAs cancer-specific? Recent data identified
161 putative driver genes that are associated with 11 recurrently altered pathways in
HCC development [4], and these mutations were not observed in chronic hepatitis or
cirrhosis (preneoplastic stages). Interestingly, 28% of the altered gene products play a role
in chromatin remodeling, suggesting that abnormal chromatin remodeling results in a
cancer-specific expression of a subset of genes [7,8,26]. Indeed, DNase-seq data which
map the chromatin accessibility revealed that chromatin at the putative promotor region
of seven out of nine HCC-specific lincRNAs is opened in HCC but not in normal liver
(Figure 1B). Accessible promoters then enable the recruitment of transcription factors
which subsequently activate the transcription in these genes. These data also suggest that
cancer cells exhibit remarkable transcriptome alterations, partly by adopting cancer-specific
chromatin remodeling events.

One of limitations of this study is the lack of clinical data of HCC-specific lncRNA
candidates. Examining the expression of these lncRNAs in RNA-seq data of primary HCC
generated by The Cancer Genome Atlas (TCGA) or The International Cancer Genome
Consortium (ICGC) will provide clues whether they could be a potentially suitable HCC-
specific biomarker. However, retrieving expression from open-access data resource requires
the gene annotation by GENCODE [27], while many NONCODE lncRNA genes including
lncRNA candidates identified in this study are not yet annotated by GENCODE [28]. Thus it
is currently not possible to retrieve expression of our lncRNA candidates from open-access
data resource. We are currently examining the protein expression of Linc013026-68AA in
primary HCC samples and tumor adjacent normal liver tissues to determine whether it can
be a potential HCC biomarker. Furthermore, the role of Linc013026-68AA in in vivo tumor
growth should also be examined to clarify whether it may be suitable as a HCC-specific
target molecule.

Our study offers novel target molecules as well as biomarkers originating from non-
coding RNAs to develop a novel strategy for cancer treatment that targets multiple cancer
type-specific fine tuners.

4. Materials and Methods
4.1. Cell Culture, siRNA, and Transfection

HepG2, Huh7, HLE, C3A and HeLa cells were purchased from the American Type
Culture Collection (ATCC, Manassas, VA, USA) or the DMSZ-German collection of microor-
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ganisms and cell culture (DMSZ, Braunschweig, Germany). They were grown in DMEM
supplemented with 10% FCS. All cell lines are free of mycoplasma contamination.

Control siRNA (5′-UAAGGCUAUGAAGAGAUAC-3′), siLinc013026 (5′-AUGGUGU
CAGCAUGUGGAU-3′) were purchased from Microsynth AG (Microsynth AG, Balgach,
Switzerland). Fifty picomoles of each siRNA were transfected using Lipofectamin 3000
(Thermo Fisher Scientific, Waltham, MA, USA). For ectopic expression of Linc013026-68AA
experiments, Linc013026-68AA cDNA was isolated from HepG2 RNA by RT-PCR. The
PCR-product was then cloned into pcDNA3.1 MycHis or pEGFP-N1 vector.

4.2. Peptide-Specific Antibodies

Antibodies against the mixture of two synthetic peptides corresponding to amino acid
positions 4–17 (peptide I) and 54–68 (peptide II) of Linc013026-68AA were generated in
rabbits by Kaneka Eurogentec S.A. (Kaneka Eurogentec S.A., Seraing, Belgium). Two pep-
tide columns were applied for further purification of 4–17 (peptide I) and 54–68 (peptide II)
specific antibodies.

4.3. Wst-1 Assay

HeLa cells (500–2000 cells/well) were seeded in duplicate on a 96-well plate and then
transfected with vector control and Linc013026-68AA and incubated for 2 days. A Wst-1
proliferation assay kit (Roche Diagnostics, Basel, Switzerland) was employed according to
the manufacturer’s instructions.

4.4. Crystal Violet Assay

HeLa, HepG2, Huh7 and HLE cells (500–2000 cells/well) were seeded in duplicate on
a 96-well plate and then transfected with vector control, Linc013026-68AA or siRNAs and
incubated for 2 days. Cells were then washed with phosphate-buffered saline (PBS) and
fixated with methanol. Crystal violet dye was applied for 10 min. After air drying the plate,
the dye was solubilized in methanol and absorbance was measured at 595 nm.

4.5. Immunohistochemistry/Immunofluorescence

Immunohistochemical and immunofluorescent studies were performed as detailed
previously [5,29]. Rabbit monoclonal anti-Myc antibody was from Cell Signaling Technol-
ogy (cs-2278S, Cambridge, UK).

4.6. In Vitro Transcription/Translation

Radiolabeled substrates were generated by in vitro transcription/translation using
the plasmid pcDNA3.1-Linc013026-MYC, the SP6/T7-coupled TNT reticulocyte lysate
system (Promega, Madison, WI, USA), and [35S]methionine (370 kBq/µL, >37 TBq/mmol,
Hartmann Analytic, Braunschweig, Germany) according to the manufacturer’s instructions.

4.7. mRNA Export Assay

Isolation of nuclear- and cytoplasmic RNA was performed as previously described [30,31].
Briefly, cells were washed with ice-cold PBS three times and incubated in cytoplasmic buffer
(100 mm Tris-HCl pH 8.0, 150 mm NaCl, 0.5% (v/v) NP-40, protease inhibitor cocktail
[Sigma-Aldrich, St. Louis, MO, USA]) and RNase inhibitor (NEB, Ipswich, MA, USA) for
5 min on ice. Cells were then harvested. Nucleus were pelleted by centrifugation. Nuclear-
and cytoplasmic RNAs were isolated using the ReliaPrepTM miRNA cell and tissue miniprep
system (Promega, Madison, WI, USA) according to the manufacturer’s instructions.

4.8. Polysome Profiling

Polysome fractions were prepared using sucrose gradient fractionation as previously
described [32]. To prepare polysomes, 1.25 × 107 HepG2 cells were rinsed and scraped in
ice-cold PBS containing cycloheximide (0.1 mg/mL). Subsequent steps were carried out in
the cold. After pelleting by centrifugation at 500× g for 7 min, the cells were resuspended
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in extraction buffer (20 mm Tris-HCl, pH 8.0, 140 mm KCl, 0.5 mm DTT, 5 mm MgCl2,
0.5% Nonidet-P40, 0.1 mg/mL cycloheximide, and 0.5 mg/mL heparin) and incubated for
5 min on ice. Extracts were centrifuged for 10 min at 12,000× g. Approximately 0.5 mL of
supernatant was layered onto a 12-mL linear sucrose gradient (10–50% sucrose (w/v) in
20 mm Tris-HCl, pH 8.0, 140 mm KCl, 0.5 mm DTT, 5 mm MgCl2, 0.1 mg/mL cycloheximide,
and 0.5 mg/mL heparin) and centrifuged at 4 ◦C in an SW40Ti rotor (Beckman, Palo Alto,
CA, USA) at 35,000 rpm without brake for 80 min (120 min for experiments examining the
distribution of β-globin reporter mRNAs). The gradients were collected into 10–12 1-mL
fractions, and absorbance profiles at 260 nm were recorded (ISCO, UA-6 detector). An
amount of 0.1 volume of 3 m sodium acetate (pH 5.2) and 1 volume of isopropyl alcohol
were added to the probes for overnight precipitation at −20 ◦C. RNA was purified using
the ReliaPrepTM miRNA cell and tissue miniprep system (Promega, Madison, WI, USA).

4.9. Immunoblotting Procedures

Details of immunoblotting have been described previously [31]. Corresponding pro-
teins were visualized by incubation with peroxidase-conjugated anti-mouse, anti-rabbit
or anti-goat immunoglobulin, followed by incubation with SuperSignal West FemtoMaxi-
mum Sensitivity Substrate (Thermo Fisher Scientific, Waltham, MA, USA). Results were
documented on a LAS4000 imaging system (GE Healthcare BioSciences, Uppsala, Sweden).
Mouse monoclonal anti-Myc (9E10), anti-GAPDH (sc-32233), anti-GFP (sc-9996) and poly-
clonal anti-Actin (sc-1616) were purchased from Santa Cruz Biotechnology (Santa Cruz,
CA, USA). Polyclonal anti-Histone H3 was from Cell Signaling.

4.10. Semi-Quantitative RT-PCR and qRT-PCR Analysis

RNA was isolated from cells with the ReliaPrepTM miRNA cell and tissue miniprep
system (Promega, Madison, WI, USA) according to the manufacturer’s instructions. One
microgram of RNA was reverse-transcribed using oligo dT primer or random primer
and the ProtoScript® II Reverse Transcriptase (NEB, Ipswich, MA, USA) following the
instructions provided. One-twentieth of the cDNA mix was used for real-time PCR with
10 pmol of forward and reverse primer and ORATM qPCR Green Rox kit (HighQu, Kraich-
tal, Germany) in a Qiagen Rotorgene machine. The levels of mRNA expression were
standardized to the glyceraldehyde-3 phosphate dehydrogenase (GAPDH) mRNA level.
Primer sequences are shown in Table S2.

4.11. Statistical Analysis

Cell experiments were performed in triplicate and a minimum of three independent
experiments were evaluated. Data were reported as the mean value with standard deviation.
The statistical significance of the difference between groups was determined by Student’s
t-test (two sided).

4.12. RNA Sequencing Data Analysis

Raw sequencing data (FASTQ files) were downloaded from the ENCODE portal or
Gene Expression Omnibus (GEO). Galaxy workflow for RNA-Seq (www.usegalaxy.org)
(accessed on 20 November 2020) was used for subsequent data analysis. Reads were
mapped to the human reference genome (GRCh38) using Bowtie2 (Galaxy Version 2.3.4.1).
The gene expression values (Fragments per Kilobase Million (FPKM)) were calculated by
Cuffnorm (Galaxy Version 2.2.1.5) using the human NONCODEv5 transcript reference.

4.13. GST Pull-Down Assay

HeLa cells were transfected with pcDNA3.1-Linc013026-MYC for one day and lysed
with lysis buffer (10 mm Tris, 150 mm NaCl, 1 mm PMSF, 0.4% NP40, protease inhibitor
cocktail (Sigma-Aldrich, Munich, Germany). After centrifugation, supernatants were
incubated with GST and GST-Linc013026-68AA fusion protein. Bound proteins were
analyzed by Myc- and GST-specific immunoblot.
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Abstract: Chimeric RNAs are often associated with chromosomal rearrangements in cancer. In
addition, they are also widely detected in normal tissues, contributing to transcriptomic complexity.
Despite their prevalence, little is known about the characteristics and functions of chimeric RNAs.
Here, we examine the genetic structure and biological roles of CLEC12A-MIR223HG, a novel chimeric
transcript produced by the fusion of the cell surface receptor CLEC12A and the miRNA-223 host gene
(MIR223HG), first identified in chronic myeloid leukemia (CML) patients. Surprisingly, we observed
that CLEC12A-MIR223HG is not just expressed in CML, but also in a variety of normal tissues and cell
lines. CLEC12A-MIR223HG expression is elevated in pro-monocytic cells resistant to chemotherapy
and during monocyte-to-macrophage differentiation. We observed that CLEC12A-MIR223HG is a
product of trans-splicing rather than a chromosomal rearrangement and that transcriptional activa-
tion of CLEC12A with the CRISPR/Cas9 Synergistic Activation Mediator (SAM) system increases
CLEC12A-MIR223HG expression. CLEC12A-MIR223HG translates into a chimeric protein, which
largely resembles CLEC12A but harbours an altered C-type lectin domain altering key disulphide
bonds. These alterations result in differences in post-translational modifications, cellular localization,
and protein–protein interactions. Taken together, our observations support a possible involvement of
CLEC12A-MIR223HG in the regulation of CLEC12A function. Our workflow also serves as a template
to study other uncharacterized chimeric RNAs.

Keywords: chimeric RNAs; Fusion RNAs encoding protein; fusion transcript; linc-223; miR-223 host
gene; trans-splicing; alternative splicing; CCL1; myeloid cell differentiation; C-type lectin; chronic
myeloid leukemia

1. Introduction

Chimeric RNAs are transcripts that consist of exons from different parental genes.
They can be produced by several mechanisms which may or may not involve chromosomal
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translocations at the genomic level. Transcription of fusion genes resulting from chromo-
somal deletion, inversion, or translocation are considered to be a hallmark of cancer [1,2].
These fusion genes can give rise to proteins with important roles in cancer development
and progression and may also serve as therapeutic targets. Some examples include the
BCR-ABL1 fusion protein in chronic myeloid leukaemia (CML) [3,4] and EML4-ALK in
lung cancer [5].

Apart from chimeric RNAs produced by DNA-level gene fusions, studies have un-
covered additional mechanisms that are known to produce chimeric transcripts at the
RNA level [1,6–8]. These include intergenic splicing by either cis-splicing, which involves
same-strand neighbouring genes or by trans-splicing, whereby exons from two separate
RNA transcripts are spliced together [1,9,10]. Although cis- and trans- splicing events were
originally thought to be rare in mammals, high-throughput analyses of transcriptomes
have revealed that significant portions of chimeric RNAs are derived from intergenic
splicing [11–13].

The expression of chimeric RNAs is significantly higher in cancer compared to normal
tissues [1,14,15]. As such, they may serve as potential biomarkers for diagnosis, prognosis
or even therapeutic targets. However, the detection of chimeric RNAs in non-malignant
tissues has led to investigations of their roles in normal physiology and development [6,16].
Chimeric RNAs could be fundamental to basic cellular processes and provide a means for
expansion of the functional genome, i.e., transcriptomic complexity, without an increase
in the number of genes [16,17]. For example, SLC45A3-ELK4 is a recurrent cis-spliced
chimeric transcript expressed in normal prostate as well as prostate cancer to modulate
cell proliferation [18]. JAZF1-SUZ12 is a protein-coding chimeric transcript produced
by a physiologically-regulated trans-splicing mechanism, which impairs chromatin re-
pression [19,20]. During normal myogenesis, PAX3-FOXO1, a chimeric RNA, is detected
transiently without any evidence of chromosomal rearrangement [21] and interferes with
the TGF-β pathway [22].

Technological and analytical advancements made in the past decade offer unique
opportunities to appreciate the prevalence and explore the relevance of chimeric RNAs in
normal physiology and cancer [10,14,16]. While they are now widely recognised as being
ubiquitous, chimeric RNAs are largely under-investigated, and their understanding is
limited. Currently, most studies use bioinformatics pipelines to search for chimeric RNAs
in RNA sequencing data from different biological sources [23–26]. These studies have
identified thousands of chimeric transcripts in both malignant and normal tissues [27].
However, very few have been experimentally characterized in detail.

In a recent study, we used RNA sequencing to study the changing transcriptomes
in CML patients [28]. In addition to striking changes in alternatively spliced transcripts,
we identified known and novel fusion transcripts. In the present study, we analysed the
most frequently recurring uncharacterized fusion transcript in CML: namely CLEC12A-
MIR223HG. This chimeric transcript is produced by the fusion of CLEC12A, a myeloid-
inhibitory receptor and the host gene of myeloid regulatory miRNA-223 (MIR223HG).
We examined the genetic architecture and the potential fusion protein encoded by the
CLEC12A-MIR223HG chimeric transcript. We have also conducted a range of cell biological
assays to investigate the function of CLEC12A-MIR223HG and its putative role in cancer
biology. Our results suggest a possible role of CLEC12A-MIR223HG in the regulation of
CLEC12A function. These results also provide a template for further investigations into the
biological significance of CLEC12A-MIR223HG and other chimeric RNAs.

2. Results
2.1. CLEC12A-MIR223HG Is Expressed in CML Patients and Healthy Controls

We have previously reported next generation sequencing-based gene fusion analy-
sis on poly(A)-enriched RNA from peripheral blood mononuclear cells (PBMCs) of 16
Philadelphia-positive (Ph+) CML patients at diagnosis and ten matched remission samples
from the same individuals, as well as six healthy control subjects [28]. All the CML patients
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were treated with tyrosine kinase inhibitors (TKIs). Sequencing reads mapping the BCR-
ABL1 locus served as a control. Most frequently recurring, apart from the characteristic
BCR-ABL1 fusion, was CLEC12A-MIR223HG, which is a fusion transcript between the
transmembrane glycoprotein CLEC12A (a.k.a. CCL1) and the miR223 host gene MIR223HG,
located at chromosomal loci 12p13.31 and Xq12, respectively. Interestingly, we observed
nine distinct fusion events involving CLEC12A, which encodes a myeloid-inhibitory C-type
lectin receptor known to play an important role in haematopoiesis [29]. Seven out of the
nine breakpoints were identical (Supplementary Table S1). CLEC12A is also a cancer stem
cell marker in myelodysplastic syndrome [30] and a therapeutic target in acute myeloid
leukemia [31]. Based on its high recurrence frequency and interesting biology associated
with both the parental genes, CLEC12A-MIR223HG was chosen for further examination
(Figure 1A).

Figure 1. CLEC12A-MIR223HG detection in CML patients, controls, normal tissues, and cell lines. (A) Reads mapping
across the CLEC12A/MIR223HG breakpoint. (B) Read counts that span across the fusion breakpoint in representative
CML diagnostic and control samples. (C) RT-PCR-based detection of CLEC12A-MIR223HG in CML diagnostic and control
samples with primers flanking the breakpoint. Amplicon sizes expected: B2M: 96 bp, CLEC12A-MIR223HG: 207 bp.
(D) RT-PCR-based detection of CLEC12A-MIR223HG in diverse normal tissues and RNA sequencing-based quantification
of CLEC12A and MIR223HG transcript levels. (E) Contour plot illustrating correlation between CLEC12A and MIR223HG
across different tissues. Correlation coefficient (r) was determined using Pearson correlation and the red line indicates the
line of best fit. (F) RT-PCR-based detection of CLEC12A-MIR223HG in leukemic cell lines. TPM (transcripts per million)
values for tissues were obtained from the Genotype-Tissue Expression (GTEx) Portal V8 (https://gtexportal.org) (accessed
on 25 October 2021). TPM values for cell lines were obtained from the Cancer Cell Line Encyclopedia project portal
(https://depmap.org/portal/ccle/) (accessed on 25 October 2021).
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CLEC12A-MIR223HG was detected in 10/16 diagnosis samples, 0/10 of the remission
samples, and in 1/6 of healthy control samples. While the fusion breakpoints were identical
among CLEC12A-MIR223HG-positive samples (left: chr12:9982129; right: chrX: 66020127),
read counts across the breakpoints differed, indicating varying expression levels of the
chimeric transcript (Figure 1B). Surprisingly, using RT-PCR, the CLEC12A-MIR223HG
fusion could also be detected at low levels in normal control samples (Figure 1C). These
results indicate that despite being expressed at CML diagnosis, CLEC12A-MIR223HG
cannot serve as a prognostic marker for TKI-based therapies.

2.2. CLEC12A-MIR223HG Is Expressed in Normal Human Tissues and Leukemic Cell Lines

As CLEC12A-MIR223HG is not specific to CML pathology, we sought to examine its
expression in different tissues. As indicated in Figure 1D, the expression of CLEC12A-
MIR223HG is highest in the bone marrow, where both CLEC12A and MIR223HG are also
individually expressed at high levels. Using Pearson correlation, a strong correlation
between the levels of CLEC12A and MIR223HG (r = 0.708) across 30 different tissues was
observed (Figure 1E). We also observed tissue-specific differences in the correlation strength
(Figure S1). Next, we studied the expression of CLEC12A-MIR223HG in different leukemia
cell lines. As depicted in Figure 1F, CLEC12A-MIR223HG is expressed at varying levels
in several leukemic cell lines. Due to a high expression of CLEC12A-MIR223HG, U-937
pro-monocytic cells were used for further characterization.

2.3. CLEC12A-MIR223HG Exhibits a Typical Fusion Transcript Architecture

To determine the architecture of the CLEC12A-MIR223HG transcript, we performed RT-
PCR with primers specific to different isoforms of CLEC12A (Figure 2A,B). As MIR223HG is
polyadenylated, we sought to determine if CLEC12A-MIR223HG also possesses a poly(A)-
tail by designing primers around the canonical poly(A) signal of MIR223HG. RT-PCR
analysis indicates that CLEC12A-MIR223HG harbours the poly(A) signal from MIR223HG
(Figure 2B). Furthermore, as we used oligo(dT) as primer for cDNA synthesis, it is likely
that CLEC12A-MIR223HG is polyadenylated. Next, we investigated the transcription start
site of CLEC12A-MIR223HG by identifying the transcript isoform of CLEC12A that engages
in the fusion event. As indicated by the RT-PCR results (Figure 2B), the primary transcript
isoform of CLEC12A (CLEC12A-201) participates in the fusion.
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Figure 2. Transcript structure of CLEC12A-MIR223HG. (A) Illustration of the breakpoint location and the resulting fusion
transcript. (B) RT-PCR on U-937 mRNA to identify the full length CLEC12A-MIR223HG transcript. Expected amplicon
sizes are as follows: A/B: 207 bp, A/C: 361 bp, A/D: 371 bp, A/E: 564 bp, A/F: 579 bp, H/B: 829 bp, G/B: 962 bp. The
chimeric transcript is produced by the substitution of the final exon of CLEC12A-201 isoform with a part of MIR223HG
including an in-frame stop codon followed by a poly(A) sequence. (C) Illustration of the CRISPR/SAM-based transcriptional
activation system used to increase the endogenous expression of CLEC12A. (D) Three independent replicates of qRT-PCR
accessing expression levels of CLEC12A and CLEC12A-MIR223HG after CRISPR/SAM-mediated transcriptional activation
of CLEC12A in HEK293 cells. Expected amplicon sizes are as follows: B2M: 91 bp, CLEC12A: 105 bp, CLEC12A-MIR223HG:
206 bp. B2M was used to determine the dCt values.
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2.4. CRISPR-Mediated Transcriptional Activation of CLEC12A Increases
CLEC12A-MIR223HG Expression

As CLEC12A and MIR223HG are located on different chromosomes, CLEC12A-MIR223HG
could theoretically be produced either by chromosomal rearrangement or trans-splicing. To
distinguish these alternatives, we used HEK293 cells, which do not express detectable levels
of either CLEC12A or CLEC12A-MIR223HG by RT-qPCR (data not shown). We searched for
all the detectable chromosomal translocations in HEK293 cells but found no translocations
between chromosome 12 and chromosome X (Supplementary Table S4). Next, we exploited
the CRISPR/Cas9 Synergistic Activation Mediator (CRISPR/SAM)-based transcriptional
activation technology to further examine the mechanisms regulating CLEC12A-MIR223HG
expression. We engineered HEK293 cells to stably express the components of the CRISPR
activation system (dCas9/MPH) and transduced these cells with a lentivirus that expresses
a short guide RNA (sgRNA) that targets the CLEC12A promoter region (Figure 2C). Only a
sgRNA targeting the CLEC12A promoter induced the expression of CLEC12A-MIR223HG
to levels detectable with qRT-PCR (Figure 2D). Furthermore, CLEC12A-MIR223HG was
only amplified from the cDNA and not the genomic DNA of U-937 cells (Figure S2E).
When combined, these results suggest that CLEC12A-MIR223HG is likely to be the result of
trans-splicing rather than a consequence of chromosomal rearrangement.

2.5. CLEC12A-MIR223HG Encodes a Chimeric Protein That Is Distinct from CLEC12A

Next, we investigated whether CLEC12A-MIR223HG translates into a chimeric protein.
The chimeric RNA transcript sequence determined by RT-PCR and Sanger sequencing
enabled us to analyse the potential protein encoded by CLEC12A-MIR223HG. Our analysis
indicated that CLEC12A-MIR223HG results in a substitution of the last 52 amino acids
(aa 214–265) of CLEC12A with 44 new amino acids and a new 3′ UTR from MIR223HG.
This would result in a chimeric protein containing the cytoplasmic and transmembrane
domain of CLEC12A. However, the extracellular domain, which contains the C-type lectin,
would be altered so as to disrupt key disulfide bonds (Figure 3A).

Due to the lack of a suitable antibody specific to the chimeric domain of the fusion
protein, we cloned the coding sequences of both CLEC12A and CLEC12A-MIR223HG
into a lentiviral expression vector and N-terminally tagged them with a FLAG epitope.
After overexpressing CLEC12A in different cell lines, we detected FLAG-tagged CLEC12A
ranging between 40 and 75 kDa (Figures 3B and S2A). In contrast, ectopic expression of the
CLEC12A-MIR223HG coding sequence produced a single prominent band between 37 and
50 kDa (higher than the predicted size of 37 kDa) (Figure 3B). To determine whether the
observed higher molecular weight of CLEC12A-MIR223HG was due to glycosylation as
previously described [32], U-937 cell lysates overexpressing either CLEC12A or CLEC12A-
MIR223HG were treated with PNGase F to remove N-linked glycosylation and examined
by Western blotting (Figure 3C). A predominant band was observed at ~37 kDa for both
proteins (Figure 3C), suggesting that CLEC12A and CLEC12A-MIR223HG undergo distinct
glycosylation programs. Both proteins have three predicted N-glycosylation sites, but the
chimeric CLEC12A-MIR223HG could disrupt normal post-translational modifications of
CLEC12A (Figure 3A).

To investigate the fusion protein further, we performed immunoprecipitation coupled
with mass spectrometry and identified interacting partners of CLEC12A and CLEC12A-
MIR223HG. We identified interactors unique to CLEC12A-MIR223HG, which included
CALX, RHG04, A2MG, RCN2, RASL3, and LUC7L. PSA5 was detected in pulldowns
of both CLEC12A and CLEC12A-MIR223HG (Figure 3D). A unique peptide sequence
originating from the MIR223HG side of the fusion protein (HDLGNCPR) confirmed its
expression. These results suggest that the chimeric lectin domain in CLEC12A-MIR223HG
facilitates novel protein interactions.
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Figure 3. CLEC12A-MIR223HG encodes a chimeric protein distinct from CLEC12A. (A) Schematic of CLEC12A and
CLEC12A-MIR223HG protein architectures. (B) Western blot image of cell lysates from HEK293 cells transduced with
lentiviral vectors expressing either CLEC12A or CLEC12A-MIR223HG. (C) Western blot image of PNGase F-treated and
untreated U-937 cell lysates overexpressing CLEC12A or CLEC12A-MIR223HG. (D) Immunoprecipitation with anti-FLAG
antibody coupled with mass spectrometry of U-937 cells expressing either CLEC12A or CLEC12A-MIR223HG. Total peptide
intensity divided by the number of observable peptides for a particular protein (iBAQ) is depicted. Compared to CLEC12A,
the chimeric protein has gained interacting partners and lost at least one. Three separate replicates were performed.
(E) Representative images of immunofluorescence with anti-FLAG antibody (green) and DAPI (blue) of U-937 cells
expressing either CLEC12A or CLEC12A-MIR223HG. Image analysis was performed using Biplane Imaris software. Three
different angels of the same cell are depicted.
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Next, we performed immunofluorescence on U-937 overexpressing FLAG-tagged-
CLEC12A or -CLEC12A-MIR223HG (Figure 3E). Similar to CLEC12A, CLEC12A-MIR223HG
localised to the plasma membrane. However, the chimeric protein was also detected in
the cytoplasmic compartment like most of its interacting partners (Figure 3E and Supple-
mentary Table S2). When combined, these results suggest that CLEC12A-MIR223HG is a
chimeric protein differing from CLEC12A in its patterns of post-translational modifications,
interactions with other proteins, and sub-cellular localization.

2.6. Increased CLEC12A-MIR223HG Expression following Cell Differentiation or Chemotherapy

To investigate possible functions of CLEC12A-MIR223HG in cancer and normal biology,
we performed a range of cell biology assays. We did not observe a significant impact
of either CLEC12A or CLEC12A-MIR223HG overexpression in the proliferation (MTT
assay) or survival (clonogenicity assay) of U-937 and THP1 cell lines (Figure S2B). We
examined whether CLEC12A-MIR223HG could alter chemosensitivity. We treated U-937
cells with cytarabine (AraC; 200 nM) (Figure S2C,D) and observed a 6.5-fold increase
in CLEC12A-MIR223HG expression when compared to CLEC12A (p < 0.01, Figure 4A).
Similarly, treatment with 400 nM AraC resulted in a 7.2-fold increase (p < 0.05, Figure 4A).
However, upon overexpression, neither CLEC12A nor CLEC12A-MIR223HG conferred
either resistance or sensitivity to AraC (Figure 4B,C).
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Figure 4. Biological roles of CLEC12A-MIR223HG. (A) Fold change in the expression of CLEC12A and CLEC12A-MIR223HG
in U-937 cells treated with two different doses of cytarabine (AraC) measured by qRT-PCR. (B) Percentage of apoptotic
cells (Annexin V-positive cells) after the treatment of U-937 cells overexpressing CLEC12A or CLEC12A-MIR223HG with
cytarabine. (C) Representative flow cytometry plots depicting percentage of apoptotic U-937 cells overexpressing either
CLEC12A or CLEC12A-MIR223HG after AraC treatment. X-axis: Annexin V, Y-axis: mCherry (depicting transduction
efficiency). (D) Fold change in the expression of CLEC12A and CLEC12A-MIR223HG during the differentiation of U-937
monocytes induced by phorbol 12-myristate 13-acetate (PMA) treatment (measured by qRT-PCR). (E) Percentage of either
CD45+ or CD44+ cells after the treatment of U-937 cells overexpressing CLEC12A or CLEC12A-MIR223HG with PMA.
(F) Representative flow cytometry plots depicting the percentage of either or CD44 (x-axis) or CD45 (y-axis) in PMA-treated
U-937 monocytes overexpressing CLEC12A or CLEC12A-MIR223HG (n > 3, * p < 0.05, ** p < 0.01).
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As CLEC12A expression decreases upon differentiation of monocytes, we examined
whether CLEC12A-MIR223HG follows a similar pattern. We treated U-937 pro-monocytic
cells with phorbol 12-myristate-13-acetate (PMA) to induce their differentiation. As de-
picted in Figure 4D, we observed a 3.1-fold increase in CLEC12A-MIR223HG expression
compared to CLEC12A (p < 0.05). Next, we tested whether the overexpression of CLEC12A
or CLEC12A-MIR223HG could alter the degree of differentiation of U-937 cells. Interest-
ingly, no significant differences in the differentiation of U-937 were observed after the
overexpression of either CLEC12A or CLEC12A-MIR223HG (Figure 4E,F). These results
suggest that despite being upregulated during cell differentiation and chemotherapy,
CLEC12A-MIR223HG does not drive these processes.

3. Discussion

Gene expression is a finely tuned process, which is tightly regulated by many layers
of regulatory mechanisms. Regulation of gene expression can occur at transcriptional,
post-transcriptional, translational, and post-translational levels. Chimeric RNAs are pro-
duced by the fusion of different parental transcripts and are now widely recognised as
an additional layer of transcriptomic complexity. Some fusion transcripts arising from
chromosomal rearrangements in cancer like BCR-ABL1 are well characterized and have
significant biological functions [4]. Many other fusion transcripts await further study.
In our published investigation, we compared the transcriptomic landscapes of healthy
donors and CML patients at diagnosis and remission [28]. We observed a number of fusion
transcripts involving CLEC12A. In this study, we examined the most frequently recurring
fusion transcript, CLEC12A-MIR223HG, which results from the fusion between CLEC12A
and the miR-223 host gene MIR223HG.

CLEC12A is located on chromosome 12 and encodes a type II transmembrane gly-
coprotein. It is a myeloid cell-inhibitory receptor that can recognize uric acid crystals
to alert the immune system of cell death and consequently inhibit an inflammatory re-
sponse [33]. The MIR223HG gene is located on chromosome X [34] and is a key regulator
of myeloid cell differentiation [35,36]. We observed a higher expression of CLEC12A-
MIR223HG in CML diagnostic patient samples compared to remission and control samples.
Consistent with similar reports of other chimeric transcripts [12,37], the lower expres-
sion of CLEC12A-MIR223HG was concurrent with reduced expression of the parental
transcripts. We then exploited the CRISPR-based transcriptional activation system to inves-
tigate whether CLEC12A-MIR223HG results from a trans-splicing event. We activated the
endogenous expression of CLEC12A in HEK293 cells that do not express detectable levels of
either CLEC12A or MIR223HG and do not have a chromosomal translocation between chro-
mosome 12 and chromosome X. Both CLEC12A and CLEC12A-MIR223HG were detected
after transcriptional activation of CLEC12A. These observations suggested that a chromoso-
mal translocation is not essential for the production of the chimeric CLEC12A-MIR223HG
transcript and that it arises from a trans-splicing event.

We examined the expression of CLEC12A-MIR223HG in a range of normal tissue types
and cell lines. As CLEC12A-MIR223HG was detected in several healthy controls, it could
not serve as a prognostic marker for TKI-based therapies. As expected, the expression of
CLEC12A-MIR223HG was highest in blood, which also has high expression levels of both
the parental genes. Our results mirror other studies that first identified fusion transcripts in
cancer but detected their expression in normal cells upon subsequent examination [12,38].
Additionally, the expression of CLEC12A-MIR223HG is similar to other chimeric RNAs
expressed in normal tissues that are increased in cancer [6,39].

The CLEC12A-MIR223HG fusion protein results in a substitution of 52 amino acids of
the C-type lectin domain of CLEC12A with 44 amino acids arising from the DNA sequence
of the MIR223HG taking part in the fusion. As the C-type lectin domain of CLEC12A is im-
portant for its function [33,40,41], it was not surprising that CLEC12A-MIR223HG showed
striking differences with CLEC12A in terms of post-translational modifications, cellular
localization, and protein–protein interactions. We noted that the molecular weights of both
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CLEC12A and CLEC12A-MIR223HG were higher than predicted in Western blots. It was
previously reported that this could be a result of N-glycosylation of CLEC12A [32]. While
CLEC12A showed multiple bands between 37 and 50kDa, a single band was observed
for CLEC12A-MIR223HG. This was surprising because CLEC12A-MIR223HG retains all
predicted N-glycosylation sites of CLEC12A. Consistent with a previous report [32], the
treatment of cell lysates with PNGase F to remove N-glycosylation, resulted in bands at pre-
dicted molecular weights for both CLEC12A and CLEC12A-MIR223HG. We also observed
a difference in interacting partners and cellular localizations of CLEC12A and CLEC12A-
MIR223HG. Based on previous reports of other receptor proteins, we hypothesize that the
change in the extracellular domain of CLEC12A either affects its cell surface trafficking
or its stability at the cell surface [42,43]. Furthermore, post-translational modifications
like glycosylation can also impact the cell surface expression of a protein [44]. It is also
of note that the expression of the native fusion protein in tissues remains to be examined.
These results suggest that the substitution of 52 amino acids in CLEC12A with 44 amino
acids from MIR223HG results in a fusion protein with an altered glycosylation, sub-cellular
localization, protein–protein interactions, possibly leading to different functions.

Consequently, we investigated the biological roles of CLEC12A-MIR223HG based on
the previously reported functions of CLEC12A. Previous studies have reported a higher
expression of CLEC12A in AML cells resistant to cytarabine (AraC) [31]. In contrast to
previous observations, the treatment of U-937 cells with AraC did not result in a significant
increase in CLEC12A expression. Instead, we observed a higher expression of CLEC12A-
MIR223HG. These discrepancies could be partly explained by the cell line that was used
in our study, which is not derived from AML patients. We then overexpressed either
CLEC12A or CLEC12A-MIR223HG in U-937 cells and treated them with AraC. No significant
differences in U-937 cell apoptosis were observed in either group. These observations might
suggest that the subset of U-937 cells resistant to AraC may express CLEC12A-MIR223HG
at a slightly higher level, but CLEC12A-MIR223HG by itself does not confer resistance
to AraC.

Next, we compared the expression levels of the two genes in monocytes and mono-
cytes differentiated into macrophage-like cells. CLEC12A is expressed at high levels in
granulocyte-monocyte progenitor cells [29] and downregulated in monocytes treated with
PMA, which induces their differentiation into macrophage-like cells [45]. We used CD44
and CD45 as markers of differentiation as the expression of CLEC12A is lower in CD45-
positive differentiated monocytes [46]. Interestingly, there was a significant increase in the
expression of CLEC12A-MIR223HG. However, the rate of differentiation of U-937 did not
significantly alter following the overexpression of either CLEC12A or CLEC12A-MIR223HG.
Thus, we concluded that the change in expression of CLEC12A and CLEC12A-MIR223HG
could be a marker, but not a significant driver, of monocyte activation and differentiation.

In conclusion, we have identified and characterized a novel chimeric RNA that differs
substantially from its parental genes. Our results invite further studies aimed at under-
standing the roles of CLEC12A-MIR223HG and provide an experimental framework to
study other chimeric transcripts in normal physiology and cancer. Our results also high-
light the need for caution while discovering and reporting novel and potential diagnostic
and prognostic cancer biomarkers.

4. Materials and Methods
4.1. Clinical Samples and Bioinformatics Analysis

Retrieval of patient samples and samples from healthy donors, RNA extraction, li-
brary preparation, sequencing, and data analysis has been described previously [28]. In
brief, we retrieved 16 diagnostic specimens (total leukocytes from peripheral blood) from
treatment naïve CML patients, 10 matched remission samples following successful TKI
treatment, and 6 samples from healthy donors. Total RNA was isolated using Trizol and
subjected to mRNA sequencing after poly-A-enrichment. Paired-end RNA-sequencing
reads (125 nt) were trimmed and mapped to the human reference genome hg38 using

144



Int. J. Mol. Sci. 2021, 22, 12178

STAR v2.7 [47]. STAR-FUSION v1.4.0 [48] was used for the identification of fusion genes
and Fusion Inspector (FusionInspector.github.io) for in silico validation of the predicted
gene fusions. In addition, we used Arriba [49] to independently reconfirm the BCR/ABL1
and CLEC12A/MIR223HG fusion predictions. GTEx data of 17,382 samples from 30 dif-
ferent tissues were analysed to access correlation between the expression of CLEC12A
and MIR223HG.

4.2. Cell Lines and Culture

HEK293 cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco;
Waltham, MA, USA, Cat#12430054) supplemented with 10% (v/v) fetal bovine serum
(FBS; HyClone; Marlborough, MA, USA, SH30084.03). Cell lines U-937 (ATCC; CRL-
1593.2), K-562 (ATCC; CCL-243) and THP-1 (ATCC; TIB-202) were cultured in Roswell Park
Memorial Institute 1640 (RPMI-1640; Gibco; Cat#22400089) medium with 10% FBS. THP-1
cells were additionally supplemented with 1X non-essential amino acids (NEAA; Gibco;
Cat#11140050) and 1 mM sodium pyruvate (Gibco; Cat#11360070). HL-60 (ATCC; CCL-
240) was cultured in Iscove’s Modified Dulbecco’s Medium (IMDM; Gibco; Cat#12440053)
complemented with 20% (v/v) FBS. DMEM containing 20% (v/v) FBS was utilised for
cell line MOLM-13 (DSMZ; ACC-554) and MEM Alpha (Gibco; Cat#12571063) containing
10% (v/v) FBS for OCI-AML2 (DSMZ; ACC-99). All growth media contained 100 U/mL
penicillin and 100 µg/mL streptomycin (Gibco; Cat#15140122). Cells were maintained in a
humidified incubator with 5% CO2 at 37 ◦C. All cell lines used in this study were checked
regularly for mycoplasma and authenticated using short tandem repeat profiling.

4.3. Expression Vectors, Lentivirus Production, and Transduction

FLAG-CLEC12A and FLAG-CLEC12A-MIR223HG coding sequences were obtained as
Geneblocks (IDT Australia) and cloned into a FUW lentiviral plasmid backbone (Addgene
#14882) in-frame to an upstream mcherry-P2A sequence. All plasmids were sequence
verified with Sanger sequencing (Australian Genome Research Facility). For lentivirus pro-
duction, HEK293 cells were transfected with packaging plasmids pMD2-VSV-G (Addgene
#12259), pRSV-Rev (Addgene #12253), and pMD2-g/pRRE (Addgene #12251) with calcium
phosphate. The virus-containing supernatant was collected 48 h post-transfection, filtered
through a 0.45 µm filter, and snap-frozen. For transduction, cells (5 × 105) were transferred
to FACS tubes (Corning Inc., Corning, NY, USA, Cat#352058). Cells were resuspended
in 500 µL of fresh medium and 500 µL of viral supernatant with 4 µg/mL Polybrene
(Sigma-Aldrich; St. Louis, MO, USA, Cat#TR-1003). After spinoculation at 1500 rpm for
1.5 h at room temperature, cells were incubated for 4 h at 37 ◦C, 5% CO2. Media was
then refreshed, and cells were incubated for 72 h. Transduction efficiency was assessed by
measuring the percentage of mCherry+ cells by flow cytometry (BD LSRFortessa, Sydney
Cytometry) and using FlowJo v10 (BD Biosciences, San Jose, CA, USA) for data analysis.

4.4. RNA Isolation and RT-PCR

Total RNA was extracted using TRIzol™ (Thermo Fisher Scientific, Waltham, MA,
USA, Cat#15596026) as instructed by the manufacturer. Complementary DNA was subse-
quently synthesized from total RNA using SuperScript™ III reverse transcriptase (Thermo
Fisher Scientific, Cat#18080093) and PCR was performed using a PCR thermal cycler (Ep-
pendorf, Germany, MasterCycler epgradients). The PCR program used for amplification
consisted of 2 min at 92 ◦C, followed by 35 cycles of 5 s at 92 ◦C, 10 s at 60 ◦C, and 20 s
at 72 ◦C and concluded with 10 min at 72 ◦C. Beta-2-Microglobulin (B2M) gene was used
to analyse the relative gene expression with either the dCt or the ddCt method. All the
primer sequences are listed in Supplementary Table S3.

4.5. Western Blotting

Total protein extracts were isolated with NP-40 buffer (1% (v/v) NP-40, 0.15 M NaCl,
10 mM EDTA, 10 mM NaN3, 10 mM Tris-HCl pH 8) containing cOmplete™ Protease In-
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hibitor Cocktail (Roche, Basel, Switzerland, Cat#116974980001). The protein extracts (20 µg)
were separated on SDS PAGE (Bolt™ 4–12% Bis-Tris Plus; Invitrogen; Cat#NW04120BOX)
and transferred to Immobilon™-P PVDF membrane (Merck Millipore; Darmstadt, Ger-
many, Cat#IPVH00010). Following the blocking in 5% (w/v) bovine serum albumin, the
membranes were probed with primary antibodies FLAG-HRP (1:1000; Merck; Cat#F1804)
or GAPDH mouse monoclonal antibody (1:5000; Abcam; Cambridge, UK, Cat#ab8245) and
secondary antibody (1:5000; Merck Millipore; Cat#AP192P). To remove N-linked glycosyla-
tion moieties from cell lysates, equal quantities of protein were incubated with PNGase F
(New England Biolabs; Ipswich, MA, USA, Cat#P0704S) at 37 ◦C for 24 h, prior to running
on SDS-PAGE gels.

4.6. Immunofluorescence

U-937 cells were seeded in ibiTreat µ-Slide 8 Well chambers slide (Ibidi; Germany,
Cat#80826) (200 000 cells/well) after being subjected to lentiviral transductions. Cells were
fixed with 4% (w/v) paraformaldehyde (Thermo Fisher Scientific; Cat#28906), permeabi-
lized with Triton X-100 0.2% (Sigma-Aldrich; Cat#X100), and incubated with anti-FLAG
mouse monoclonal primary antibody (1:500; Merck; Cat#F1804) and Alexa Fluor 488 rabbit-
anti-mouse IgG (1:1000; Invitrogen; Cat# A27023) secondary antibody. Cells were washed
with PBS between steps and incubated with DAPI (5 min; 1:5000; Invitrogen; D1306) before
mounting with ibidi mounting medium (Ibidi; Cat#50001). Fluorescence images were
acquired using a Leica-SP8 confocal microscope with a HC PL APO CS2 40/1.10 water
objective and analysed using the Bitplane Imaris software (Imaris, Zurich, Switzerland).

4.7. Liquid Chromatography with Tandem Mass Spectrometry (LC-MS/MS) Analysis

In order to map the protein interaction profile of CLEC12A and CLEC12A-MIR223HG,
FLAG-tagged protein pulldown followed by label-free quantification was performed.
Whole cell extracts of U-937 cells expressing FLAG-CLEC12A and FLAG-CLEC12A-MIR223HG
were incubated with 30 µL anti-FLAG beads (Sigma-Aldrich) for 2 hr. Six washes using
a buffer containing 200 mM NaCl, 50 mM Tris-HCl, 0.25% (v/v) IGEPAL, pH 7.9 were
performed (5 min each; rotating end-to-end). Affinity-purified protein complexes were
subjected to on-bead trypsin/LysC digestion in 2 M urea for 1 h at 30 ◦C. Next, the
beads were collected and the supernatant was transferred into low retention tubes. Beads
were resuspended in 25 µL of 2 M urea containing 20 mM IAA for 20 min. Tryptic
peptides were acidified to a final concentration of 2% (v/v) with formic acid (Sigma Aldrich)
and desalted using ZipTips (Thermo Fisher Scientific). Liquid Chromatography with
tandem mass spectrometry (LC-MS/MS) analysis was performed on a Thermo Scientific
Q-Exactive HF-X hybrid quadrupole-Orbitrap mass spectrometer. Raw data were analysed
by MaxQuant (version 1.6.6.0) [50] using standard settings. Methionine oxidation (M)
and carbamidomethyl cysteine (C) were selected as variable and fixed modifications,
respectively. Identified peptides were searched against the reference human proteome.
Proteins with less than 2 unique peptides and more than one LFQ missing values were
omitted from the analysis. Perseus algorithm was used to impute the missing values [51].
Output files were further processed and keratin, heat shock, and ribosomal proteins were
excluded from the analysis. To detect fusion-specific unique peptides, we allowed up to
four missed-cleavage and selected match between runs and dependent peptides.

4.8. CRISPR-SAM-Mediated Activation of CLEC12A and Analysis of Chromosomal
Translocations in HEK293 Cells

HEK293 cells were transduced with dCas9-VP64_Blast (Addgene #61425) and MS2-
p65-HSF1_Hygro (Addgene #61426) lentiviruses. The media was replenished with 2 µg/mL
blasticidin (AG Scientific, CA, USA, Cat# B-1247) and 400 µg/mL hygromycin (Roche,
Cat#10843555001) 24 hrs post-transduction. The cells were selected for 7 days and the sur-
viving cells were referred to as HEK293-dCas9/MPH. The sgRNA to activate CLEC12A was
designed as previously described [52]. SgRNA was obtained as single-stranded oligonu-
cleotides (IDT Australia), treated with T4 Polynucleotide Kinase (NEB #M0201), annealed
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and ligated to lenti sgRNA(MS2)_puro (Addgene #7379) digested with BsmBI (NEB, Cat
#R0580). A 20 bp non-targeting scrambled sequence in the plasmid backbone was used
as a non-targeting control. The plasmids were verified by Sanger Sequencing (Australian
Genome Research Facility). For the activation of CLEC12A, HEK293-dCas9/MPH cells were
transduced with lenti sgRNA(MS2) lentiviruses expressing CLEC12A-targeting sgRNA
(SAM-CLEC12A-sgRNA) by spinoculation in a 12-well plate and selected with 2 µg/mL
puromycin (Gibco, Cat#A1113803). The expression of CLEC12A and CLEC12A-MIR223HG
was then quantified with qRT-PCR. Whole genome sequencing data for HEK293 were
obtained from NCBI SRA (SRR2123657). Raw fastq files were downloaded from ENA
and aligned to the hg38 using Speedseq tool that internally uses BWA-MEM for align-
ment (https://github.com/hall-lab/speedseq#speedseq-realign) (accessed on 26 October
2021) [53].

4.9. U-937 Monocyte Differentiation Assay

In our method, 106 U-937 monocytic cells were differentiated with 100 nM PMA
(phorbol 12-myristate 13-acetate) (Sigma, Cat#P8139) in 6-well plates. Differentiated
cells were collected using the StemPro™ Accutase™ Cell Dissociation Reagent (Life Tech,
Cat#A1110501) 48 h post-treatment. Collected cells were washed with PBS and either pro-
cessed for flow cytometry or RNA extraction. For flow cytometry, cells were washed twice
with PBS and stained with CD44-PE (BD, cat# 555479) and CD45-APC (BD Biosciences,
cat#559864) for one hour in the dark. Following incubation, the cells were washed twice
with PBS and analysed with flow cytometry (BD LSR Fortessa, Sydney Cytometry) and
data visualised using FlowJo v10 (BD Biosciences).

4.10. Cell Apoptosis with Annexin V Staining

U-937 cells were seeded in 6-well plates (500,000 cells/well/replicate) and incubated
with Cytarabine (AraC, Sigma-Aldrich; Cat#147-94-4) for 72 h. The cells were collected,
washed with PBS, and incubated for 15 min in the dark with Annexin V-APC (BD Bio-
sciences; Cat#550474) and DAPI (1:1000). The percentage of apoptotic cells was quantified
with flow cytometry and data visualised using FlowJo v10 software.

4.11. Cell Viability Assay

MTT Formazan powder (Sigma-Aldrich; Cat#88417) was dissolved in sterile PBS at a
working concentration of 5 mg/mL. The solution was then filtered using a 0.22 µm syringe
filter and stored at 4 ◦C for short-term and −20 ◦C for long-term use. U-937 cells were
seeded in 96-well plates (2000 cells/well/replicate) after lentiviral transductions. Cells were
then incubated with AraC for 72 hr. MTT solution was added at 0.5 mg/mL and incubated
overnight prior to the addition of 110 µL of the Colour Development Solution (isopropanol
with 0.04 N HCl). Absorbance was recorded with the POLARstar microplate reader (BMG
LABTECH; VIC, AUS) at 570 and 630 nm wavelength. Calculations were performed using
the equation A570nm–A630nm. Media only control wells were then subtracted from all the
readings. The addition of MTT solution and colour development solution was repeated at
0 and 72 h, with plate absorbance readings occurring at the same time point.

4.12. Colony Formation-Methocult Assay

U-937 cells were diluted in media at a concentration of 100 cells/µL. IMDM + 2%
FBS (900 µL) (StemCell Technologies; Vancouver, Canada, Cat#07700) was then added to
the cells and mixed thoroughly. Cell mixture (1 mL) was added to 3 mL of Methocult
Media H4230 (StemCell Technologies; Cat#04230). The methocult/cell mixture (1 mL) was
then aliquoted into gridded 35 mm tissue culture dishes in triplicate (Sarsedt; Germany,
Cat#83.3900.002). Dishes were incubated 5% CO2 at 37 ◦C for 8 days. Colony numbers
were counted and analysed with GraphPad Prism 8.
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4.13. Statistical Analysis

All data are reported as mean ± SD of at least three independent experiments. Data
with two groups to compare were analysed using unpaired, two-tailed t-test in GraphPad
Prism 8. Pearson correlation coefficient was used to access the correlation between the
expression of CLEC12A and MIR223HG. The significance level chosen for the statistical
analysis were ** p < 0.01, * p < 0.05.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ijms222212178/s1, Supplementary Figure S1: Scatterplots illustrating correlation between
CLEC12A and MIR223HG in individual tissues. Figure S2, A: Detection of lentivirus-mediated
overexpression of CLEC12A and CLEC12A-MIR223HG in different cell lines, B: cell growth and
proliferation assays after overexpression of CLEC12A and CLEC12A-MIR223HG, C: Examination of
U-937 apoptosis after cytarabine treatment at different doses. D: Percentage of apoptotic U-937 cells
after cytarabine treatment. E: PCR on the genomic DNA and cDNA of U-937 cells to detect CLEC12A-
MIR223HG. Supplementary Table S1: List of fusion transcripts involving CLEC12A in CML patients,
Supplementary Table S2: Cellular localization of interactors of CLEC12A and CLEC12A-MIR223HG
identified with pull down/mass spectrometry, Supplementary Table S3: List of all the primers used
in this study, Supplementary Table S4: List of all chromosomal translocations in HEK293 cells.
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Abstract: Functional characterization of cancer risk-associated single nucleotide polymorphism
(SNP) identified by genome-wide association studies (GWAS) has become a big challenge. To identify
the regulatory risk SNPs that can lead to transcriptional misregulation, we performed parallel
reporter gene assays with both alleles of 213 prostate cancer risk-associated GWAS SNPs in 22Rv1
cells. We disclosed 32 regulatory SNPs that exhibited different regulatory activities with two alleles.
For one of the regulatory SNPs, rs684232, we found that the variation altered chromatin binding
of transcription factor FOXA1 on the DNA region and led to aberrant gene expression of VPS53,
FAM57A, and GEMIN4, which play vital roles in prostate cancer malignancy. Our findings reveal the
roles and underlying mechanism of rs684232 in prostate cancer progression and hold great promise
in benefiting prostate cancer patients with prognostic prediction and target therapies.

Keywords: parallel reporter assay; rs684232; FOXA1; VPS53; FAM57A; GEMIN4

1. Introduction

More than 2000 genome-wide association (GWASs) studies have been published, iden-
tifying many loci associated with susceptibility to over 1000 unique traits and common
diseases since 2005 [1,2]. Prostate cancer (MIM:176807) is the second most common cancer
in males and the fifth leading cause of cancer death in men worldwide [3,4]. As with other
complex diseases, the genetic heritability of prostate cancer is caused by both rarely occur-
ring but higher penetrant genetic variants and moderate to commonly occurring variants
conferring lower risks. So far, GWAS has identified over 170 low-penetrance prostate cancer
susceptibility loci, including more than 1000 SNPs, predominantly in populations of mixed
European ancestry [5–9]. Current researches on prostate cancer susceptibility variants can
explain 34.4% of the familial risk of prostate cancer, with approximately 6% accounted for
by rarely occurring variants and 28.4% attributed to more commonly occurring [minor
allele frequency (MAF) > 1%] SNPs as well as some rarer single nucleotide variants [10].
Importantly, a significant number of susceptibility variants have been elucidated for their
roles and underlying mechanism in leading to disease susceptibility [11–23]. Nevertheless,
there is still a substantial knowledge gap between SNP-disease associations derived from
GWASs and an understanding of how these risk SNPs contribute to the biology of human
diseases [24].

A significant challenge remains to identify the functional SNPs from a large number
of risk variants. These causal SNPs often locate in gene regulatory elements and can lead
to transcriptional misregulation of cancer-related genes [14,15,25]. A parallel reporter gene
assay method is urgently needed to evaluate the potential regulatory function of these SNPs.
So far, several DNA barcode-based parallel reporter methods have been applied to the
screening of regulatory risk sites [26–34]. Among them, the dinucleotide reporter system
(DiR) was developed to realize parallel reporter assay with minimized tag composition
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bias, which made it suitable for investigating the subtle regulatory effect from the causal
SNPs [34].

In this study, we applied the DiR-seq method to evaluate the prostate cancer risk-
related SNPs in 22Rv1 cells. From 213 SNPs, we disclosed 32 regulatory SNPs with their two
alleles conferring different regulatory activities. The rs684232 site is one of the regulatory
sites and has been widely reported for association with prostate cancer susceptibility in
European ancestry men [7,8,23,35,36]. However, the function and mechanism leading to
cancer progression still remain unknown. We discovered that the rs684232 T allele increased
forkhead box A1 (FOXA1 [MIM:602294]) binding and led to elevated gene expression of
VPS53 subunit of GARP complex (VPS53 [MIM:615850]), family with sequence similarity
57 member A (FAM57A [MIM:611627]), and gem nuclear organelle associated protein
4 (GEMIN4 [MIM:606969]). The upregulation of the three genes often occurred in prostate
cancer tissues and was associated with low disease-specific survival probability for prostate
cancer patients. Our findings reveal the roles and underlying mechanism of risk SNP in
prostate cancer progression and contribute to defining it as a biomarker for prostate cancer
susceptibility or therapeutic responses.

2. Results
2.1. DiR Assay Discovers Regulatory SNPs in Prostate Cancer Cells

The majority of the SNPs that have associations with increased cancer risk function
as potential gene regulatory elements [14,15,25]. Notably, up to 57.1% of GWAS SNPs are
located in the DHSs (DNase hypersensitive sites), which indicates that most GWAS SNPs
have potential regulatory functions themselves [25]. To identify functional prostate cancer
risk-associated variants displaying transcription regulatory function, we used the DiR-seq
approach to evaluate the 213 prostate cancer risk SNPs with both risk and protective
alleles from the previous GWAS catalog (Table S1). We cloned the 55 bp fragments bearing
individual alleles in the middle and inserted them into the DiR vectors right upstream of the
basic SV40 promoter (Figure 1A). After transfection of the plasmid pool in the cells, the RNA
was extracted, reverse transcribed, prepared next-generation sequencing (NGS) library,
and subjected to sequencing (Figure 1A). For all variants, a blanked DiR construct without
any insertion was taken as a control. Considering that the typical transcription factors only
occupy 6–12 bp DNA sequences [37], and short DNA stretches bearing transcription factor
binding sites were widely used in the reporter gene assay [38], the 55 bp fragment will
generally be enough to assess the effect of SNPs, even though we might not observe the full
activity of the potential herein enhancer element. We used 150-bp paired-end sequencing
to ensure the detection of the variants at the DiR barcode sequences (450 bp). Using this
method, we could derive the allelic regulatory activities in DNA sequencing compared
with those in RNA sequencing.

Our DiR-seq analysis in 22Rv1 cells showed that the tag expression levels had high
consistency between individual replicates (Figure 1B), and some SNP sites exhibited el-
evated tag expression levels compared to the template (Figure 1C). Since the two alleles
of the functional SNPs are supposed to drive gene expression differentially, we picked
SNPs based on the ratio of reporter expression level from the risk and protective alleles
(Figure 1D). In the 22Rv1 prostate cancer cell line, 14 SNPs exhibited decreased expression
levels for the risk alleles (risk/protective < 0.8, p < 0.05), and 18 SNPs showed increased
expression to the contrary (risk/protective > 1.2, p < 0.05) (Figure 1D). All of the SNPs
picked out in the DiR-seq analysis are listed in Table S6.
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Figure 1. DiR-seq assays discovered regulatory SNPs in prostate cancer cells. (A) Flowchart of the DiR system for reporter
gene assay in prostate cancer cells. The DiR plasmid library was developed based on the pGL3-promoter vector by
optimizing the luciferase coding sequence. The 55 bp SNPs fragment was inserted upstream of the SV40 promoter, 450 bp
dinucleotide-barcoded sequences were used as the reporter gene. (B) Consistency evaluation between individual biological
replicates of DiR-seq assay of 213 prostate cancer risk SNPs in 22Rv1 cells. The correlation coefficient values and p values
were calculated with Pearson correlation analysis (C) Scatter plot of DiR-seq tag counts in RNA and DNA template in 22Rv1
cells. The correlation coefficient values and p values were calculated with Pearson correlation analysis. (D) Volcano plot
of the allelic ratio of reporter expression levels in DiR-seq analysis in the 22Rv1 cell line. p values came from a two-tailed
Student’s t-test of the reporter expression of individual alleles. The blue dots represent SNP sites satisfying the criteria of
fold change < 0.8, p < 0.05, and the orange dots represent SNP sites satisfying the criteria of fold change > 1.2, p < 0.05.

2.2. Chromatin Status of 32 Functional SNPs

In eukaryotes, transcription activating elements usually locate in chromatin regions
having high open status. We evaluated the chromatin open status of the 32 regula-
tory SNPs identified in the 22Rv1 DiR-seq analysis by the FAIRE qPCR method [39]
and found more than half significantly enriched in the FAIRE DNA (Figure 2). Among
the 32 regulatory SNPs, thirteen heterozygous SNP sites are highlighting in orange in
Figure 2. Interestingly, Sanger sequencing chromatography of the FAIRE DNA showed
strongly allele-specific openness for rs684232, rs887391, and rs5759167 sites in 22Rv1
cells (Figure S1A,B and S2A,B). We then chose the two most enriched heterozygous sites,
rs684232 and rs887391, for further exploration.

2.3. Allele-Specific Activity of rs684232 and rs887391

In 22Rv1 cells, DiR-seq (Figure 3A), DiR-qPCR (Figure 3B), and luciferase reporter
assays (Figure 3C) indicated that the rs684232 region could drive reporter expression, and
the T allele exhibited significantly higher activity than the C allele. Interestingly, the T allele
was also highly preferred in the active chromatin region, as shown in Sanger sequencing
chromatography of the FAIRE DNA (Figure 3D), and the allele-specific enrichment was also
confirmed by AS-qPCR (Figure 3E). For the site rs887391, the T allele exhibited significantly
higher enrichment than the C allele in FAIRE DNA as determined by AS-qPCR (Figure S2C).
Besides, the rs11672691 site, one SNP in LD (Linkage disequilibrium) with rs887391, also
enriched in the FAIRE DNA in an allele-specific manner (Figure S2D–F), whose biological
function and underlying mechanism had been illustrated previously [15,40].
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Figure 2. Chromatin status of the 32 functional SNPs in 22Rv1 cells. FAIRE-qPCR analysis of the
32 regulatory SNPs identified by DiR-seq analysis in 22Rv1. Heterozygous SNPs are highlighted in
orange. Mean ± SEM of three independent experiments.

The H3K4me3 and H3K27ac histone modifications are usually the markers of ac-
tive gene regulatory elements [14,41,42]. Our ChIP qPCR analysis showed that rs684232
(Figure 3F), rs887391, and rs11672691 (Figure S2G) were significantly enriched in these
two types of histone modifications. Interestingly, the enrichment of the rs684232 site in
histone modifications also displayed a strong preference for the T allele (Figure 3G). Further
AS-qPCR analysis of the ChIP DNA confirmed the allele-specific enrichment (Figure 3H).
Correspondingly, both rs887391 and rs11672691 also exhibited allele-specific enrichment in
the H3K4me3 and H3K27ac ChIP DNA (Figure S2H–K). The results suggest that all three
risk SNPs are potential gene regulatory variants. Since the rs11672691 and rs887391 have
been reported previously for their biological function and underlying mechanism [15,40],
we focused on the rs684232 site in the subsequent mechanism study.

Figure 3. Cont.
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Figure 3. Chromatin status of the functional SNP rs684232 in 22Rv1 cells. (A) Reporter gene
expression level for rs684232 SNP region in the DiR-seq analysis in 22Rv1 cells. T allele showed
increased enhancer activity relative to the C allele. Mean ± SEM of three independent experiments.
*** p < 0.001, two-tailed Student’s t-test. (B) Reporter gene expression level for rs684232 SNP region
in the DiR-qPCR assay in 22Rv1 cells. Mean ± SEM of three independent experiments. ** p < 0.01,
two-tailed Student’s t-test. (C) Normalized luciferase activity for the rs684232 region in 22Rv1 cells. T
allele showed increased enhancer activity relative to the C allele. Mean ± SEM of three independent
experiments. * p < 0.05, two-tailed Student’s t-test. (D) Sanger sequencing chromatography of
FAIRE DNA for the rs684232 site in 22Rv1. The position of rs684232 is highlighted in a yellow
square. (E) Allele-specific enrichment of rs684232 site in FAIRE DNA determined in 22Rv1 cells
by AS-qPCR. Mean ± SEM of three independent experiments. *** p < 0.001, two-tailed Student’s
t-test. (F) Fold enrichment of the rs684232 region in H3K27ac and H3K4me3 ChIP DNA in 22Rv1.
Nonspecific immunoglobulin G (IgG) and Input as the negative control. Mean± SD of three technical
replicates. *** p < 0.001, two-tailed Student’s t-test. (G) Sanger sequencing chromatography of
rs684232 in H3K27ac and H3K4me3 ChIP DNA in 22Rv1 cells. IgG and Input as the negative
control. The position of rs684232 is highlighted in a yellow square. (H) Allele-specific enrichment
of rs684232 region in ChIP DNA of H3K27ac and H3K4me3 modification determined by AS-qPCR
in 22Rv1. Mean ± SD of three technical replicates. * p < 0.05, *** p < 0.001, two-tailed Student’s
t-test. (I) Chromatin open status analysis of the rs684232 region in the two genome-edited cell lines
22Rv1(−/−) #1 and 22Rv1(−/−) #2. Mean ± SEM of three independent experiments. * p < 0.05,
** p < 0.01, two-tailed Student’s t-test. (J) Sanger sequencing chromatography of the FAIRE DNA
around rs684232 sites in the two genome-edited 22Rv1 cell lines.

2.4. The Gene Regulatory Function of SNP rs684232

The rs684232 site has been reported for association with prostate cancer suscep-
tibility [7,8,36] and determined to be an important expression quantitative trait locus
(eQTL) [42–45]. To further investigate the potential function of rs684232, we obtained two
rs684232-edited single-cell clones, named 22Rv1(−/−) #1 and 22Rv1(−/−) #2 (Figure S3),
through the CRISPR/Cas9 technology. Notably, indel mutation of the rs684232 element
in the edited 22Rv1 cell clones led to hindered chromatin openness of this SNP region as
evaluated by FAIRE qPCR analysis (Figure 3I). The Sanger sequencing chromatography of
FAIRE DNA indicated that the allele preference also diminished upon the genome editing
(Figure 3J).

The rs684232 site locates in 17p13.3 loci, 2 kb upstream of gene VPS53, and its LD
SNPs rs2955626 and rs461251 were proposed to be the possible functional variants [7].
In our FAIRE analysis in 22Rv1, even though both SNPs were significantly enriched in
the open chromatin regions (Figure S4A), neither exhibited significant allele preference as
evaluated with Sanger sequencing and AS-qPCR analysis (Figure S4B–G). Besides, both
SNPs were also enriched significantly in the H3K4me3 and H3K27ac histone modification
regions in ChIP analysis (Figure S4H,I). Nevertheless, rs2955626, the higher enrichment
site, did not exhibit allele specificity in both histone modifications as determined in Sanger
sequencing and AS-qPCR analysis (Figure S4J,K), and rs461251 displayed allele specificity
only for the H3K27ac modification (Figure S4L,M). In the luciferase reporter assay, the

155



Int. J. Mol. Sci. 2021, 22, 8792

rs2955626 site did not exhibit apparent regulatory activity (Figure S5A). Even though the
rs461251 genomic region showed apparent reporter gene activity, the two alleles did not
drive gene expression differentially. (Figure S5B). It indicated that rs684232 should be the
causal SNP on this locus, and the allele preference of rs461251 in H3K27ac modification
might attribute to their closeness to the rs684232 site.

2.5. rs684232 Affects FOXA1 Chromatin Binding

Next, we explored the potential transcription factors that participate in the biological
function of the rs684232 site using the HaploReg v4.1 [46]. We found that FOXA1 was the
potential transcription factor that bound the rs684232 region. Our ChIP qPCR analysis
further showed that the rs684232 region was significantly enriched in the FOXA1 cistrome
in 22Rv1 cells (Figure 4A). Notably, the T allele was significantly preferred for the FOXA1
chromatin binding, as shown in the Sanger sequencing (Figure 4B) and AS-qPCR assay
(Figure 4C). These results indicate that the rs684232 might affect the chromatin binding
of FOXA1.

Figure 4. SNP rs684232 alters FOXA1 binding. (A) Enrichment of rs684232 region in the FOXA1 ChIP
DNA in 22Rv1 cells. IgG and Input as the negative control. Mean ± SD of three technical replicates.
*** p < 0.001, two−tailed Student’s t-test. (B) Sanger sequencing chromatography of FOXA1 ChIP
DNA for the rs684232 site in 22Rv1 cells. IgG and Input as the negative control. The position of
rs684232 is highlighted with a yellow square and arrow. (C) Allele−specific enrichment of rs684232
site in the FOXA1 ChIP DNA determined by AS−qPCR in 22Rv1 cells. Mean ± SD of three technical
replicates. ** p < 0.01, two−tailed Student’s t-test.

2.6. rs684232 Regulates Gene Expression of VPS53, FAM57A, and GEMIN4 through FOXA1

The rs684232 site locates in 17p13.3 loci accompanied by three nearby genes, VPS53,
FAM57A, and GEMIN4 (Figure 5A). In eQTL analysis using the genotype-tissue expression
(GTEx) database, VPS53, FAM57A, and GEMIN4 genes all exhibited significant associations
with the rs684232 variation by the normalized effect size (NES) of −0.40, −0.27, and −0.26,
respectively (Figure 5B–D). Notably, the T allele, which was preferred in the active chro-
matin and exhibited higher activity in the reporter gene assay, also corresponded to higher
expression levels for all three genes. We also found that the expression level of the three tar-
get genes significantly decreased upon indel mutation of the rs684232 site in 22Rv1(−/−)
#1 and 22Rv1(−/−) #2 cells (Figure 5E). Furthermore, as the causal SNP, the heterozy-
gous rs684232 site should drive allele-specific expression of the three genes in 22Rv1
cells. To investigate the allele imbalance, we picked three heterozygous SNPs, rs11558129,
rs113201579, and rs3744741, in the exon of VPS53, FAM57A, and GEMIN4, respectively.
Sanger sequencing chromatography of the 22Rv1 cDNA showed that all three genes had
allele-specific expression (Figure S6A). Remarkably, when the rs684232 were mutated by
indel, the allele preference in all the three genes diminished accordingly (Figure S6A).
Moreover, FOXA1 knockdown with shRNA led to significant down-regulation of VPS53,
FAM57A, and GEMIN4 genes in 22Rv1 cells (Figure 5F). The results indicate that the
rs684232 site might regulate gene expression of VPS53, FAM57A, and GEMIN4 by affecting
FOXA1 binding.
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To further explore the relationship between FOXA1 and the three target genes, VPS53,
FAM57A, and GEMIN4, we performed a gene express association assay using RNA-seq
data from The Cancer Genome Atlas (TCGA, The Cancer Genome Atlas, RRID:SCR_003193)
prostate cancer tissues (TCGA-PRAD, dbGaP Study Accession: phs000178). We found that
the mRNA level of FOXA1 positively correlated strongly with VPS53 (Spearman correlation
coefficient = 0.62, Figure 5G), weakly with FAM57A (Spearman r = 0.37, Figure 5H), and
moderately with GEMIN4 (Spearman r = 0.48, Figure 5I) genes. Interestingly, for the
33 cancer types from the TCGA Pan-Cancer analysis project, up to 19, 16, and 16 cancer
types displayed positive correlations for FOXA1 vs. VPS53, FOXA1 vs. FAM57A, and
FOXA1 vs. GEMIN4, respectively (Figure 5J–L). These results provide evidence that
transcription factor FOXA1 regulates gene expression of VPS53, FAM57A, and GEMIN4.

Surprisingly, we also observed that the three target genes strongly correlated with
each other in TCGA prostate cancer tissues with a Pearson correlation coefficient of 0.61,
0.7, and 0.78, respectively (Figure S6B). When explored in the TCGA Pan-Cancer tissues,
all the 33 cancer types displayed a positive pairwise correlation between VPS53, FAM57A,
and GEMIN4 (Figure S6C). The results indicate that the three target genes VPS53, FAM57A,
and GEMIN4 may have a very important regulatory role in prostate cancer disease, and
there may also be a synergistic promoting effect between them.

Figure 5. Cont.
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Figure 5. rs684232 regulates gene expression of VPS53, FAM57A, and GEMIN4 through FOXA1.
(A) The location of the rs684232 relative to three target genes. (B–D) eQTL analysis in GTEx prostate
tissues to reveal the association between alleles of rs684232 and VPS53 (B), FAM57A (C), and GEMIN4
(D) genes. p values are from a linear regression model. (E) Gene expression quantification of VPS53,
FAM57A, and GEMIN4 by RT-qPCR in three 22Rv1 cells, including parental 22Rv1 cells and mutated
cells 22Rv1(−/−) #1/ #2. Mean ± SEM of three biological replicates. ** p < 0.01, *** p < 0.001,
two-tailed Student’s t-test. (F) Gene expression quantification of VPS53, FAM57A, and GEMIN4
by RT-qPCR in 22Rv1 cells treated with FOXA1 shRNA. Mean ± SD of three technical replicates.
* p < 0.05, *** p < 0.001, two-tailed Student’s t-test. (G–I) Gene expression correlation analysis between
transcription factor FOXA1 and the three target genes VPS53 (G), FAN57A (H), and GEMIN4 (I) in
prostate tumor tissues from TCGA-PRAD database. Correlation coefficient (r) values and p values
were from Pearson or Spearman correlation analysis, respectively. (J–L) Gene expression correlation
analysis between FOXA1 and VPS53 (J), FAM57A (K), or GEMIN4 (L) in 33 kinds of cancer tissues
from TCGA. The Pearson correlation coefficient value of each cancer type was plotted vs. the −log10
of p-value. The dot in yellow represents the PRAD. Correlation coefficient (r) values and p values
were from the Pearson correlation analysis.

2.7. VPS53, FAM57A, and GEMIN4 Knockdown Impedes Cancerous Phenotypes

To further understand the biological function of rs684232, we first assessed the effect
of the VPS53, FAM57A, and GEMIN4 genes on cancerous phenotypes in 22Rv1 cells. We
found that the lentiviral shRNA knockdown for the three individual genes all impeded cell
proliferation dramatically in a time-course CCK-8 assay (Figure 6A, B). Additionally, their
capabilities in forming single-cell colonies were also hindered upon gene downregulation
(Figure 6C). The results indicate that all three rs684232 target genes, VPS53, FAM57A, and
GEMIN4, play essential roles during cell proliferation and colony formation of prostate
cancer cells.

Next, we evaluated the cancerous phenotypes of the two genome-edited 22Rv1 cell
lines, 22Rv1(−/−) #1 and 22Rv1(−/−) #2, that had rs6842323 site mutated. Remarkably,
the genome-edited 22Rv1 cells exhibited decreased capabilities for both cell proliferation
(Figure 6D) and colony formation (Figure 6E) dramatically. What is more, the mutation of
rs684232 elements also delayed cancer cell migration dramatically, as demonstrated in the
wound healing assay (Figure 6F,G). The results indicate that the rs684232 element is vital
for cancer malignancy.

2.8. VPS53, FAM57A, and GEMIN4 Affect Cancer Progression

We then investigated the expression level of the three rs684232 target genes, VPS53,
FAM57A, and GEMIN4, in cancer tissues and their effect on the clinical prognosis of can-
cer patients. In the TCGA prostate cohort, cancer tissues displayed significantly higher
expression levels for the VPS53 (p = 0.014, Figure 7A), FAM57A (p = 0.013, Figure 7B), and
GEMIN4 (p = 1.2 × 10−5, Figure 7C) genes in comparison to adjacent normal tissues. Fur-
thermore, we performed the Kaplan–Meier survival analysis for the three genes using the
TCGA prostate cancer cohort (Figure 7D–F). We found that patients with higher expression
levels of VPS53 (Log-rank p = 0.03, Figure 7D), FAM57A (Log-rank p = 0.018, Figure 7E),
and GEMIN4 (Log-rank p = 0.016, Figure 7F) had worse prostate cancer-specific survival
probability. Remarkably, the TCGA Pan-Cancer patients with a higher expression level
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of VPS53, FAM57A, and GEMIN4 also displayed decreased overall survival probability
(Figure S7).

We next explored how the three genes affect the disease recurrence. Interestingly
we found that patients with lower expression levels of VPS53 (Log-rank p = 0.031) and
GEMIN4 (Log-rank p = 0.017) had shorter disease-free intervals (Figure S8). A similar
trend was observed with the FAM57A gene (Log-rank p = 0.109), but without reaching
statistical significance.

Figure 6. VPS53, FAM57A, and GEMIN4 knockdown impede cancerous phenotypes. (A) Effect evaluation of lentiviral
shRNAs targeting VPS53, FAM57A, and GEMIN4 in 22Rv1 cells. Mean ± SD of three technical replicates. *** p < 0.001,
two-tailed Student’s t-test. (B) Cell proliferation assay of 22Rv1 cells undergoing lentiviral shRNA gene knockdown
targeting VPS53, FAM57A, and GEMIN4, respectively. Cell viability was determined using the CCK-8 method at 1–7 d
post-seeding. Mean ± SD of three biological replicates. *** p < 0.001, two-tailed Student’s t-test. (C) Colony formation assay
of 22Rv1 cells undergoing lentiviral shRNA gene knockdown targeting VPS53, FAM57A, and GEMIN4. Cell colonies were
quantified through the Crystal Violet staining method. Mean ± SD of three biological replicates. *** p < 0.001, two-tailed
Student’s t-test. (D) Cell proliferation assay for the two genome-edited 22Rv1 cells with rs684232 site mutated through
indels. Cell viability was determined using the CCK-8 method at 1–7 d post-seeding. Mean ± SD of three biological
replicates. *** p < 0.001, two-tailed Student’s t-test. (E) Colony formation assay for the two genome-edited 22Rv1 cells. Cell
colonies were quantified through the Crystal Violet staining method. Representative images from triplicate experiments
on the bottom. Mean ± SD of three biological replicates. *** p < 0.001, two-tailed Student’s t-test. (F) Wound healing
assay of the two rs684232 knockout 22Rv1 cell lines. Representative images from triplicate experiments. (G) The wound
closure percentages in the wound healing assay experiments were quantified using Image J software. Mean ± SEM of three
biological replicates. * p < 0.05, ** p < 0.01, two-tailed Student’s t-test.
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Figure 7. VPS53, FAM57A, and GEMIN4 affect cancer progression. (A–C) Violin box plot to compare gene expression
of VPS53 (A), FAM57A (B), and GEMIN4 (C) at mRNA level between normal and cancer tissues from TCGA. Gene
expression value was showed as log2 value of reads data, with the mean, median, 0.25, and 0.75 quantiles represented.
p values were examined by Mann-Whitney U tests. (D–F) Kaplan–Meier disease-specific survival analysis of prostate
cancer patients that were stratified into two groups according to the expression level of VPS53 (strata point = 2.52) (D),
FAM57A (strata point = 3.92) (E), and GEMIN4 (strata point = 3.06) (F). p values were calculated by the log-rank test, with a
95% confidence interval.

In brief, the results indicate that the rs684232 site and the target genes VPS53, FAM57A,
and GEMIN4 are positively associated with prostate cancer cell malignancy, and the high
expression for the three genes are associated with poor prognosis for cancer patients.

3. Discussion

Risk SNPs have become a hot spot in the cancer research field with the advent of the
post-GWAS era [7,47,48]. The DiR-seq screening system has high accuracy and is suitable
for functional screening of the risk SNPs, which usually have a modest impact [33,34]. In
this study, we applied the DiR system in prostate cancer cells to screen the causal risk SNPs
that possess potential gene regulatory functions. We identified 32 regulatory SNPs based
on the ratio of reporter expression level from the risk and normal alleles. Among them,
fourteen SNPs exhibited decreased expression levels for the risk alleles, and eighteen SNPs
showed increased expression to the contrary. The results provide valuable clues to further
mechanism elucidation of the functional prostate cancer risk SNPs. However, since only
55 bp SNP site-centered genomic regions were used in our reporter gene assays, an eQTL
will be missed if its function involves a larger genomic region or interactions with other
molecules bound on distal enhancer sites.

In addition, we disclosed the regulatory pathway for rs684232 sites, in which the
SNP site altered the chromatin binding of FOXA1 and led to the misregulated expres-
sion of VPS53, FAM57A, and GEMIN4. Notably, mutating the rs684232 element through
genome editing or knockdown the expression of VPS53, FAM57A, and GEMIN4 genes
led to impeded cancer malignancy of 22Rv1 cells. Patients with higher expression of
VPS53, FAM57A, and GEMIN4 exhibited worse disease-specific survival probability, as
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demonstrated in the Kaplan–Meier survival analysis on the TCGA prostate cancer co-
hort. Remarkably, all three target genes were upregulated significantly in tumor tissues
compared to adjacent normal tissues in TCGA prostate clinical samples.

Interestingly, we also found that downregulation of VPS53, GEMIN4, and FAM57A
genes led to shorter disease-free intervals for prostate cancer patients to the contrary.
Similarly, Ramanand et al. [45] recently reported that the impeded expression of VPS53,
FAM57A, and GEMIN4 genes might cause the increased biochemical recurrence risk for
prostate cancer patients. We think that the rs684232 site and its target genes are supposed to
be multifaceted in prostate cancer. In prostate cancer patients, the T allele of rs684232 leads
to elevated expression of the target genes and is associated with worse disease-specific
survival probability. However, when it turns to cancer susceptibility to cancer incidence
and the risk for recurrence, the C allele might lead to higher prostate cancer susceptibility
on the contrary. Even though complicated to understand, disclosing the seemingly opposite
effect for the risk SNP and the three genes is crucial for understanding their biological
functions, especially in translational medicine. Otherwise, cancer patients might receive
the wrong suggestions and administrations based on one-sided knowledge, and lead to
undesirable consequences. However, it is still unclear why that might be, and further
systematic investigation of the functions of the three genes is necessary to address this
question. The results potentially highlight the complexity of genetic susceptibility to cancer,
and more works involving multiple variants and other factors are demanded to fully
understand their contribution to cancer susceptibility.

FOXA1 encodes a pioneer factor that induces open chromatin conformation to allow
the binding of other transcription factors. FOXA1 has been proved as a driver of prostate
cancer onset and progression [49–52]. The transcription factor FOXA1 has been proven
to regulate transcriptional programs in both normal prostate tissue and cancer tissues by
directly interacting with AR [53–55]. Therefore, other factors such as AR might also partici-
pate in the function of rs684232. So, in the future, more depth researches on transcription
factor FOXA1 in prostate cancer are needed.

The VPS53 gene encodes the VPS53 subunit of the GARP complex that functions in
retrograde transport from endosomes to the trans-Golgi network (TGN). The FAM57A
gene encodes a membrane-associated protein that might involve in amino acid transport
and glutathione metabolism. The GEMIN4 gene product is s part of the Gemini bodies
that function in spliceosome snRNP assembly and spliceosome regeneration required for
pre-mRNA splicing. However, the roles of all three genes in cancer progression remain
entirely unknown. To illustrate their functions and underlying mechanisms in affecting
cancer susceptibility will be essential topics in the future and give vital clinical implications
and translational value for cancer patients.

In general, we identified regulatory prostate cancer risk SNPs by DiR-seq analysis in
prostate cancer cell lines and elucidated the function and mechanism of rs684232 in leading
to prostate cancer progression. The results described here should be valuable for accurate
prognostic prediction of prostate cancer patients in clinical. Further studies on mouse
models and clinical samples might be demanded before applied in translational medicine.

4. Materials and Methods
4.1. Construction of the DiR Reporter Pool for Prostate Cancer Risk SNPs

Prostate cancer risk SNPs list were obtained from the GWAS Catalog (https://www.
ebi.ac.uk/gwas/, accessed on 1 August 2016) in 2016, which contained 213 prostate cancer
risk SNPs (Table S1) at that time. They are tag SNPs reported in the previous GWAS studies
and are significant associated with prostate cancer risk (p-value < 10−5). We obtained the
55 bp SNP-centered DNA region sequence for both protective and risk alleles from the
UCSC genome browser on GRCh38/hg38. The annealed oligos (Table S2) were inserted
into the DiR vectors between SmaI and BglII sites using T4 DNA Ligase (EL0011, Thermo
Scientific, Waltham, MA, USA) as described previously [34]. DiR constructs were confirmed
correct through Sanger sequencing. The 426 reporter constructs for 213 SNPs were mixed
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with the DiR-Promoter and the DiR-Control vector and then subjected to reporter assays in
prostate cancer cells.

4.2. Cell Culture

The 22Rv1 (ATCC Cat# CRL-2505, RRID:CVCL_1045) cells used in this study were
purchased from the American Type Culture Collection (ATCC) and grown in RPMI-1640
(Gibco, New York, NY, USA) supplied with 10% FBS (Gibco, New York, NY, USA) and
1% antibiotics (Penicillin-Streptomycin, Sigma, St. Louis, MO, USA). The Lenti-X 293T
cells were purchased from Clontech Laboratories (Clontech, CA, USA) and maintained
in DMEM (Gibco, New York, NY, USA) supplied with 10% FBS (Gibco, New York, NY,
USA) and 1% Penicillin-Streptomycin. The cells were cultured at 37 ◦C with 95% air and
5% CO2 and routinely confirmed to be mycoplasma free using the Myco-Blue Mycoplasma
Detector (D101-01, Vazyme, Nanjing, China). 22Rv1 cells used in our study were cultured
following the ATCC instructions.

4.3. Cell Transfection

Plasmids were transfected cells using Lipofectamine 2000 Reagent (11668-019, In-
vitrogen, Carlsbad, CA, USA) or Polyethylenimine (PEI, 408727-sigma, St. Louis, MO,
USA) dependent on cell types. Lipofectamine 2000 was used for 22Rv1, and PEI was used
for Lenti-X 293T cells following the manufacturer’s instructions. Cell transfections were
performed at 8–24 h post cell seeding, depending on the cell density and cell growth status.
Generally, a 70–90% confluent cell culture was optimal. The DNA/transfection reagent
ratio was 1:3 for Lipofectamine 2000 and 1:1.5 for PEI. The DNA was diluted in Opti-MEM
and then added to the diluted transfection reagent. After gently mixing and 10–15 min
incubation, the DNA complex was added to cells by drops and incubated for 1–2 days at
37 ◦C.

4.4. RNA Isolation and Reverse Transcription

The 22Rv1 cells were washed twice and harvested in 1 × PBS twenty-four hours
post-transfection, and total RNA was extracted from the surviving cells using RNeasy Plus
Mini Kit (74136, QIAGEN, Dusseldorf, Germany). We treated the mRNA with RapidOut
DNA Removal Kit (K2981, Thermo Scientific, Waltham, MA, USA) to remove the trace
amount of genomic DNA residue according to the product manual. The purified RNA was
then subjected to reverse transcription with High-Capacity cDNA Reverse Transcription
Kits (4374967, Applied Biosystems, Waltham, MA, USA). Briefly, 1.5 µg RNA was added
into 10 µL of 2× RT Master Mix and made up to the final 20 µL with nuclease-free water.
The reactions were incubated at 25 ◦C for 10 min, followed by 120 min at 37 ◦C, then were
inactivated Reverse Transcriptase by heating to 85 ◦C for 5 min. The cDNA products were
stored at −20 ◦C or −80 ◦C and ready for qPCR analysis and NGS sequencing library
preparation. For the DiR analysis, the sequence-specific primer BarP6 (CACGATCTGTC-
CGCACTGCTTGG) was used for reverse transcription, and random primer supplied in
the reverse transcription kit was used for reverse transcription for other applications.

4.5. Quantitative PCR

We performed RT-qPCR, ChIP-qPCR, and FAIRE-qPCR assays using the AceQ qPCR
SYBR Green Master Mix (Q111-03, Vazyme, Nanjing, China) on the thermocyclers Rotor-
Gene Q (Qiagen, Dusseldorf, Germany) or LightCycler 96 thermal cycler Instrument (Roche
Applied Science, Indianapolis, IN, USA). All the qPCR primer pairs were confirmed to have
reasonable specificity and amplification efficiency before qPCR assays, and all the qPCR
assays were performed in three technical replications. In the RT-qPCR analysis to analyze
the gene expression, the endogenous ACTB gene was used for normalization control. For
ChIP-qPCR assays, the relative enrichment of the target DNA region was determined by
calculating the immunoprecipitation efficiency over input control and then normalized
to the control region. In FAIRE qPCR analysis, the enrichment fold of the given region
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was calculated similarly. Specifically, in the AS-qPCR assay, primers were designed with
allele-specific nucleotide placed at the 3′ terminal to enable selective amplification of SNP
regions. The DiR-qPCR primers are listed in Table S3, and all the other qPCR primers are
listed in Table S4.

4.6. DiR-Seq Library Preparation for Illumina Sequencing

The DiR-seq libraries were prepared with two rounds of PCR amplification with
cDNA as templates using 2× Phusion Hot Start II High-Fidelity PCR Master Mix (F565L,
Thermo Scientific, Waltham, MA, USA). To adapt the 150 bp paired-end sequencing strategy
on the Illumina HiSeq X-TEN platform, we divided the 450 bp barcoding region into
two amplicons of 271 bp and 270 bp, respectively, in the first round of PCR. During this
step, the binding sites of Illumina sequencing primers were introduced at both ends. In the
second-round PCR, adaptors for cluster generation and the index sequences were added.
Twenty-four sets of primers tiling the flank sequence of the barcoding region in the first
round of PCR, in combination with 12 sequencing indexes introduced in the second-round
PCR, will enable up to 288 treatments to be analyzed in parallel in one NGS library. The
first-round PCR was performed with 2× Phusion Hot Start II High-Fidelity PCR Master
Mix using the program: 98 ◦C for the 30 s of initial denaturation, then 7 cycles of 98 ◦C for
10 s, 72 ◦C for 45 s and followed by a final extension at 72 ◦C for 5 min. The PCR products
were purified using 1×VAHTS DNA Clean Beads (N411, Vazyme, Nanjing, China), eluted
in 10 µL water, pooled every twenty-four sets of products equally, and then subjected to
the second round PCR, which was performed using 2× Phusion HS II HF Master Mix with
1 ng template DNA (98 ◦C for 30 s, 10 cycles of 98 ◦C for 10 s, 68 ◦C for 15 s, 72 ◦C for 30 s,
followed by 72 ◦C for 5 min). The products were purified using 1×VAHTS DNA Clean
Beads and eluted in 15 µL 1×TE buffer. We also subjected the template plasmid pool to
NGS library preparation as input control for calculating the expression level. The purified
DiR-seq libraries were subjected to 150 bp paired-end sequencing on the Illumina HiSeq
X-TEN platform run by Genewiz(NJ, USA), generating about 1 million reads per library.
Primers used for DiR-seq library construction are shown in Table S5.

4.7. NGS Data Processing

Illumina sequencing raw data were performed quality control using the software FastP
(https://github.com/OpenGene/fastp, accessed on 3 December 2018). It is important to
note that the 5′ terminal ‘N’ base should not be removed during the cleaning step. The
clean Illumina reads were assembled for the paired reads using the software Pandaseq [56],
and the sub-libraries were then sorted out using the R package ‘ShortRead’ [57]. Further,
we counted the read number of each dinucleotide barcodes using the R package ‘ShortRead’
for each sub-library and normalized the barcode counts by making each sub-library 1 M
total reads to eliminate the influence of sequencing depth variation. For each dinucleotide
barcode, the expression level was counted by dividing the reads number in cDNA by
template DNA. The statistical significance of the expression difference between the two SNP
alleles was evaluated with the Two-tailed Student’s t-test. All the SNPs determined to have
regulatory functions were listed in Table S6.

4.8. Luciferase Reporter Assays

DNA fragments bearing the rs684232, rs2955626, rs461251, rs887391, and rs11672691
sites were inserted upstream to the SV40 promoter in the pGL3 Promoter vector. The corre-
sponding DNA fragments sizes are 852 bp, 835 bp, 852 bp, 766 bp, and 766 bp, respectively.
The internal Renilla control plasmid pGL4.75 [hRluc/CMV] (E6931, Promega, Fitchburg,
WI, USA, RRID:Addgene_24348) and each reporter plasmid were co-transfected into 22Rv1
cells in Nunc™ F96 MicroWell White Polystyrene Plate (136101, Thermo Scientific, Waltham,
MA, USA) in a reverse transfection manner using Lipofectamine 2000 Transfection Reagent
(11668-019, Invitrogen, Carlsbad, CA, USA) according to the protocol provided by the man-
ufacturer. The luciferase activity was measured with Dual-Glo Luciferase Assay System
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(E2920, Promega, Fitchburg, WI, USA) at 48 h post-transfection, and the luminescence was
acquired using the EnSpire Multimode Plate Reader from PerkinElmer (Manchester, UK).
All data were obtained from at least three replicate wells, and statistical analyses were
performed with the Two-tailed Student’s t-test.

4.9. Formaldehyde-Assisted Isolation of Regulatory Elements (FAIRE)

FAIRE assays were performed as previously described [39]. Briefly, cells were fixed
with 1% formaldehyde (F8775, Sigma-Aldrich, St. Louis, MO, USA) for 10 min at room tem-
perature, and the fix reaction was quenched with 125 mM glycine (0167, Amresco Radnor,
PA, USA). After washing twice with cold PBS, the cells were collected and resuspended
in hypotonic lysis buffer (20 mM Tris-HCl, pH 8.0, with 10 mM KCl, 10% glycerol, 2 mM
DTT supplied with cOmplete EDTA-free Protease Inhibitor Cocktail) followed by rotation
at 4 ◦C for 30 min. The cell nuclei were washed with cold PBS and then resuspended in
2% SDS lysis buffer (50 mM Tris-HCl, pH 8.1, with 2% SDS, 10 mM EDTA supplied with
cOmplete EDTA-free Protease Inhibitor Cocktail) and incubated at 4 ◦C for 30–60 min. The
chromatin was sheared to an average size of 200 bp with a Bioruptor (Bioruptor pico),
and the lysate was then cleared by 5 min centrifugation at 13,000× g at 4 ◦C. Chromatin
lysate containing 0.5 µg DNA was subjected to twice phenol/chloroform/isoamyl alcohol
extraction followed by one chloroform/isoamyl alcohol extraction. The top aqueous layers
containing DNA were collected and subjected to ethanol precipitation with the presence of
20 µg of glycogen. The DNA was pelleted and resuspended in 10 mM Tris-HCl (pH 7.4).
After being treated with RNase A, the FAIRE DNA and Input DNA were subjected to
reverse cross-linking overnight at 65 ◦C in the presence of proteinase K and purified using
1×VAHTS DNA Clean Beads. The FAIRE DNA was then applied to qPCR analysis to deter-
mine the enrichment of the given DNA region in open chromatin or to PCR amplification
of SNP regions for Sanger sequencing. All primers are shown in Table S4.

4.10. Chromatin Immunoprecipitation (ChIP)

ChIP experiments were performed as described previously [14] with slight modi-
fications. Briefly, chromatin lysate was prepared in the same way as the FAIRE analy-
sis. Immunoprecipitation was performed with antibodies targeting FOXA1 (Santa Cruz
Biotechnology, Santa Cruz, CA, USA, Cat# sc-22841, RRID:AB_2104862), H3K27ac (Abcam,
Cambridge, UK, Cat# ab4729, RRID:AB_2118291), and H3K4me3 (Abcam, Cambridge, UK,
Cat# ab8580, RRID:AB_306649). They were coated onto the Magna ChIP Protein A + G
Magnetic Beads (16-663, EMD Millipore, MA, USA) in blocking buffer, which contains 0.5%
BSA in IP buffer (20 mM Tris-HCl, pH 8.0, with 2 mM EDTA, 150 mM NaCl, 1% Triton X-100
supplied with cOmplete EDTA-free Protease Inhibitor Cocktail). DNA-protein complex
bounded to magnetic beads were washed in turn with wash buffer I (20 mM Tris-HCl,
pH 8.0, with 2 mM EDTA, 0.1% SDS, 1% Triton X-100 and 150 mM NaCl), wash buffer II
(20 mM Tris-HCl, pH 8.0, with 2 mM EDTA, 0.1% SDS, 1% Triton X-100 and 500 mM NaCl),
wash buffer III (10 mM Tris-HCl, pH 8.0, with 1 mM EDTA, 250 mM lithium chloride, 1%
deoxycholate and 1% NP-40), and buffer IV (10 mM Tris-HCl, pH 8.0, and 1 mM EDTA) for
twice and eluted in extraction buffer (10 mM Tris-HCl, pH 8.0, with 1 mM EDTA and 1%
SDS). The complex was incubated with 0.2 mg/mL RNase A (Thermo Scientific, Waltham,
MA, USA) for 30 min at 37 ◦C and subjected to overnight reverse cross-linking at 65 ◦C
with proteinase K (Thermo Scientific, Waltham, MA, USA) and purified using 1×VAHTS
DNA Clean Beads. The ChIP DNA was then subjected to qPCR analysis to determine the
enrichment of the given DNA region or to PCR amplification of SNP regions to observe the
allele selectivity by Sanger sequencing. All primers are shown in Table S4.

4.11. Lentiviral Constructs, Lentivirus Production, and Infection

The shRNA constructs targeting FOXA1 were the same as previously described [15],
and the VPS53, FAM57A, and GEMIN4 shRNA in pLKO.1-puro were designed according
to the validated shRNA clones in MISSION® shRNA Library (Sigma-Aldrich, St. Louis,
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MO, USA). Detailed information on these shRNA constructs is provided in Table S7.
Lentivirus expressing given shRNA was produced with the third-generation packaging
system in Lenti-X 293T cells (Clontech). Briefly, 70–80% confluent Lenti-X 293T cells in
6-well plates were transfected with 3 µg shRNA plasmid, 1 µg pVSVG (envelope plasmid,
RRID:Addgene_85140), 1 µg pMDLg/pRRE (packaging plasmid, RRID:Addgene_12251),
and 1µg pRSV-Rev (packaging plasmid, RRID:Addgene_12253) in a 3:1:1:1 ratio using PEI
(408727, Sigma, St. Louis, MO, USA) in an FBS and antibiotics free medium [38]. The
medium was replaced with fresh complete DMEM containing 10% FBS (Gibco, New York,
NY, USA) and 1% Penicillin-Streptomycin (Sigma-Aldrich, St. Louis, MO, USA) after 4–8 h,
and the virus supernatant was collected every 12 h for up to six times. The supernatant
containing viral particles was cleared by centrifugation at 1000× g and passed through a
0.45 µm filter unit (Millipore) and then stored at −80 ◦C in aliquots or used directly for
subsequent experiments.

For viral infection, target cells were seeded in a 6-well plate and grown for 16–24 h
until they reach 60–70% confluence. The growth medium was replaced with the virus
supernatant supplied with 8 µg/mL polybrene (Sigma-Aldrich, St. Louis, MO, USA).
Twenty-four hours later, the virus-containing medium was replaced with the complete
medium with puromycin (Sigma, St. Louis, MO, USA) at 4 µg/mL for 22Rv1. When control
cells without virus infection were all dead, the surviving cells were split and cultured in
the same growth medium. After three days, the cells were collected for RNA preparation
and RT-qPCR gene expression quantification. The most efficient shRNA for each gene
was selected for subsequent analysis, including cell proliferation assays and cell colony
formation assays.

4.12. rs684232 Knockout Using CRISPR/Cas9

We designed the gRNA sequences that guide Cas9 cleavage on both alleles pre-
cisely to the left of the rs684232 site. The oligos were annealed and jointed with the BbsI
(FD1014, Thermo Scientific, Waltham, MA, USA) digested pSpCas9(BB)-2A-Puro (PX459)
V2.0 (RRID:Addgene_62988) [58]. For negative control, the sgRNA was designed to target a
non-Mammalian sequence. All the oligos sequences for gRNA sequences are listed in Table
S7. The CRISPR plasmids were transfected into 22Rv1 cells at 70% confluence in a 12-well
plate using Lipofectamine 2000 Transfection Reagent (11668-019, Invitrogen, Carlsbad, CA,
USA) according to the manufacturer’s instructions. After 24 h, the medium was replaced
with fresh medium supplied with puromycin at a final concentration of 4 µg/mL. When
non-transfected cells all died, the surviving cells were split and cultured in the complete
medium and subjected to editing efficiency evaluation by getPCR analysis. The surviving
cells were then trypsinized and seeded into 96-well plates at a dilution to have less than
one cell at each well. The single-cell clones were propagated for 1 to 2 months and screened
through the getPCR method. The clones that had desired rs684232 mutation were further
genotyped through the Sanger sequencing method.

4.13. Genome Editing Efficiency Determination and Single-Cell Clone Screening

To detect genome editing, we performed getPCR assays as previously described [59].
Briefly, for determining the genome editing efficiency, the tested primer was designed with
four watching nucleotides. The getPCR was performed using 7.5 µL AceQ qPCR SYBR
Green Master Mix (Vazyme, Nanjing, China) on Roche LightCycler96. While screening the
single-cell clones that happened anticipated modification, we used the watching primers
with their 3’ end located on the rs684232 site. The control amplification was designed 200 bp
away from the cutting site, which was used for normalization purposes in calculating the
percentage of wild-type DNA in the edited genomic DNA. The primers used in getPCR
experiments are listed in Table S4.
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4.14. Cell Viability and Proliferation Assays

To investigate the cell proliferation, the 22Rv1 cells that underwent infection with
lentiviral particles or single-cell clones with rs684232 site deleted through genome editing
were counted and seeded into 96-well cell culture plates at 5 × 103 per well. Cell viability
and proliferation were measured with a CCK-8 kit (MA0218, Meilun, Dalian, China), and
the optical density at 450 nm was acquired on an M200 PRO multimode plate reader
(Tecan, Sunnyvale, USA) every 24 h. The results were obtained from three independent
experiments, and the statistical significance was calculated with the Two-tailed Student’s
t-test.

4.15. Colony-Forming Assay

Cells were trypsinized into single cells and seeded into 6-well plates with 1500 cells
per well. The medium was replaced with fresh medium every three days. After 15–20 days,
the medium was discarded, and cells were washed twice with 1 mL cold 1×PBS carefully.
After fixation with 2 mL 100% methanol for 30 min, the cells were further stained with 2 mL
of 0.05% Crystal Violet staining solution (HY-B0324A, MCE, Shanghai, China) for 30 min.
The cells were washed twice with deionized water and dried overnight and lysed with
1% SDS in 0.2 N NaOH for 1 h, and the optical density at 570 nm was acquired on an M200
PRO multimode plate reader (Tecan). A blank well without cell was set as a control to
minus the background staining. All data came from three replicate wells, and the statistical
significance was calculated with the Two-tailed Student’s t-test.

4.16. Wound Healing Assays

The wound-healing assay was performed as previously described [60]. Briefly, the
22Rv1 cells were seeded in a 6-well plate in the serum-free medium at a density that made
90% confluence 12 h later. Made a scratch wound on the cell monolayer using a 200 µL
pipette tip and washed the cells three times with fresh medium to remove the debris and
smooth the edge. The cells were grown in a complete medium containing 10% FBS, and
the wound healing process was imaged (10×) using an inverted fluorescence microscope
(Olympus, Tokyo, Japan) every 24 h. The wound closure area in each well was analyzed
using ImageJ software (ImageJ, RRID:SCR_003070).

4.17. Statistical Analysis

For the DiR-qPCR, DiR-seq, RT-qPCR, ChIP-qPCR, and FAIRE-qPCR analysis as well
as for the evaluation of cell proliferation, cell migration, and colony formation, we used the
Two-tailed Student’s t-test.

The transcriptome data was downloaded from The Cancer Genome Atlas (TCGA, The
Cancer Genome Atlas, RRID:SCR_003193) database using the R package “TCGAbiolinks”
(TCGAbiolinks, RRID:SCR_017683) for differential gene expression analysis for prostate
cancer tissues and Para-cancerous tissues. The GDC.h38 GENCODE v22 GTF file for gene
annotation was used to match the data file to TCGA ID, and the transcriptome counts data
were further processed with the R package “Deseq2” (DESeq2, RRID:SCR_015687). The
differential expression levels of VPS53, FAM57A, and GEMIN4 gene in prostate cancer
tissues and Para-cancerous tissues were visualized as violin box plots using “ggplot2”
(ggplot2, RRID:SCR_014601). We used the Mann-Whitney U test to evaluate the statistical
significance of gene expression differences between normal and tumor tissues.

For the correlation analysis of gene expression in tissues of prostate cancer or pan-
cancer of 33 cancer types, we obtained the gene expression RNA-seq data as “TOIL RSEM
tpm” file from the TCGA Pan-Cancer (PANCAN) cohort and annotated it with the gtf file
“genecode. v23.annotation”. The cancerous tissues were then extracted out and subjected
to calculating the correlation coefficient and p-value using the “ggplot2” package.

For Kaplan-Meier survival analysis in prostate cancer patients or Pan-Cancer of 33 can-
cer types, we obtained the integrated TCGA Pan-Cancer Clinical Data from Liu’s work [61]
and merged to the gene expression matrix of Pan-Cancer tissues aforementioned. We then
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used the R package “survival” (survival, RRID:SCR_021137) and “survminer” (survminer,
RRID:SCR_021094) to perform Kaplan–Meier survival analysis and visualization. Patients
were sub-grouped based on the optimal cut-off point determined using the “survminer” R
package. We used the Cox proportional hazards model to assess the hazard ratio (HR) and
log-rank test to assess the statistical significance between the two groups of patients. We
used R-4.0.2 for running the R packages.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ijms22168792/s1.
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Abstract: Endogenous retroviruses (ERVs), deriving from exogenous retroviral infections of germ
line cells occurred millions of years ago, represent ~8% of human genome. Most ERVs are highly
inactivated because of the accumulation of mutations, insertions, deletions, and/or truncations.
However, it is becoming increasingly apparent that ERVs influence host biology through genetic
and epigenetic mechanisms under particular physiological and pathological conditions, which
provide both beneficial and deleterious effects for the host. For instance, certain ERVs expression is
essential for human embryonic development. Whereas abnormal activation of ERVs was found to be
involved in numbers of human diseases, such as cancer and neurodegenerative diseases. Therefore,
understanding the mechanisms of regulation of ERVs would provide insights into the role of ERVs in
health and diseases. Here, we provide an overview of mechanisms of transcriptional regulation of
ERVs and their dysregulation in human diseases.

Keywords: endogenous retroviruses (ERVs); transcriptional regulation; cancer;
neurodegenerative diseases

1. Introduction

Transposable elements (TEs) are repetitive genetic sequences that once had or still
have the ability to transpose, that is, to mobilize and insert elsewhere in the genome [1].
Nearly half of the human genome consists of TEs [2,3] (Figure 1A). TEs can be catego-
rized into two classes: elements that can be transposed via a DNA intermediate and a
cut-and-paste mechanism (transposons), and those using an RNA and a copy-paste mech-
anism (retrotransposons) [4]. Retrotransposons are further divided into long terminal
repeat (LTR) elements and more primitive and ancient non-LTR elements with an obligate
intracellular life cycle [5]. Non-LTR retrotransposons consist of two main groups: long
interspersed nuclear elements (LINEs), which encode their own proteins necessary for retro-
transposition; and short interspersed nuclear elements (SINEs), which are short, noncoding
RNAs that hijack the LINE protein machinery [5] (Figure 1A,B). Retrotransposons flanked
by LTRs that have high similarities to exogenous retroviruses are termed endogenous
retroviruses (ERVs), which are the remnants of ancient exogenous retroviral infections [6]
(Figure 1B). These endogenized forms of viral sequences were derived from exogenous
retroviral infections and integrations for germ cells and transmitted vertically through
Mendelian inheritance [7]. In human, ERVs account for ~8% of the human genome [2]
(Figure 1A). The complete genomic structure of ERVs is composed of gag, pro, pol, and
env, flanked by two LTRs (Figure 1B). Among them, gag encodes for capsid, nucleocapsid,
and matrix protein; pro encodes for protease; pol encodes for reverse transcriptase and
integrase; and env encodes for envelope protein [7]. LTRs are non-coding regions that
contain many regulatory functions (promoter, enhancer, polyA signal, and others) [7].
However, most of ERVs are non-protein coding due to the accumulation of mutations,
insertions, deletions, and truncations [8,9]. Based on the sequence similarity of their pol
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regions with reverse transcriptase sequences of exogenous retroviruses, ERVs are divided
into three main classes: class I (Gamma- and Epsilonretrovirus-like), class II (Alpha-, Beta-,
Deltaretrovirus-, and Lentivirus-like), and class III (Spumaretrovirus-like) [10]. How-
ever, no Alpha-, Deltaretrovirus-, or Lentivirus-like elements were detectable in human
genome [9]. The major classes of ERVs are shown in Table 1. Human ERVs (HERVs)
are further classified into several groups based on the tRNA binding to the viral primer
binding site (PBS) to prime reverse transcription. For example, HERV-K implies a group
of proviruses using a lysine (K) tRNA as primer [11]. In some cases, the PBS sequence
was unclear when novel elements were discovered, resulting in their names based on
neighboring genes (e.g., HERV-ADP), clone number (e.g., HERV-S71), or amino acid motifs
(e.g., HERV-FRD) [12]. Recently, a unified nomenclature system for ERVs that provides the
ERV group, the genomic loci, and species was proposed, which can aid genome annotation
and research of ERVs [12].

Int. J. Mol. Sci. 2022, 23, 10112 2 of 21 
 

 

regions with reverse transcriptase sequences of exogenous retroviruses, ERVs are divided 
into three main classes: class I (Gamma- and Epsilonretrovirus-like), class II (Alpha-, Beta-
, Deltaretrovirus-, and Lentivirus-like), and class III (Spumaretrovirus-like) [10]. How-
ever, no Alpha-, Deltaretrovirus-, or Lentivirus-like elements were detectable in human 
genome [9]. The major classes of ERVs are shown in Table 1. Human ERVs (HERVs) are 
further classified into several groups based on the tRNA binding to the viral primer bind-
ing site (PBS) to prime reverse transcription. For example, HERV-K implies a group of 
proviruses using a lysine (K) tRNA as primer [11]. In some cases, the PBS sequence was 
unclear when novel elements were discovered, resulting in their names based on neigh-
boring genes (e.g., HERV-ADP), clone number (e.g., HERV-S71), or amino acid motifs 
(e.g., HERV-FRD) [12]. Recently, a unified nomenclature system for ERVs that provides 
the ERV group, the genomic loci, and species was proposed, which can aid genome anno-
tation and research of ERVs [12]. 

 
Figure 1. Organization and structure of transposable elements (TEs). (A) Pie chart shows the pro-
portion of various selected genomic features within the human genome. (B) Genomic structures of 
LINE, SINE, and ERV. The general structure of a full-length ERV is shown. AR, adenine (A)-rich 
region. pA, poly (A) tail. PBS, primer binding site. PPT, polypurine tract. 

Table 1. Classification of ERVs. 

ERVs Classes Exogenous Counterpart Representative ERVs 

Class I 
Gammaretrovirus 
Epsilonretrovirus 

FeLV, GALV, KoRV, McERV, MDEV, 
MuERV-C, MuRRS, MuRVY, MuLV, 

GLN, VL30, PERV, HERV-E, F, H, I, P, R, 
T, W, HERV-FRD 

Class II 

Alpharetrovirus 
Betaretrovirus 
Deltaretrovirus 

Lentivirus 

ALV, IAP, MMTV, MPMV, MusD/ETn, 
MINERVa, RELIK, HERV-K (HML-1, 2, 

3, 4, 5, 6, 7, 8, 9, 10) 

Class III Spumaretrovirus MuERV-L, HERV-L 
Human ERVs are shown in bold. No Alpha-, Deltaretrovirus-, or Lentivirus-like elements are de-
tectable in human genome. 

ERVs have been considered as “junk DNA sequences” for a long time [5]. However, 
it is becoming increasingly apparent that ERVs influence host biology through genetic and 
epigenetic mechanisms under particular physiological and pathological conditions, which 
provides both beneficial and deleterious effects for the host. For example, certain ERVs 
expression is essential for human embryonic development, whereas abnormal activation 
of ERVs is involved in numbers of human diseases, such as cancer and neurodegenerative 
diseases. Therefore, ERVs are under strict epigenetic regulation by the host, among which 

Figure 1. Organization and structure of transposable elements (TEs). (A) Pie chart shows the
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of LINE, SINE, and ERV. The general structure of a full-length ERV is shown. AR, adenine (A)-rich
region. pA, poly (A) tail. PBS, primer binding site. PPT, polypurine tract.

Table 1. Classification of ERVs.

ERVs Classes Exogenous Counterpart Representative ERVs

Class I Gammaretrovirus
Epsilonretrovirus

FeLV, GALV, KoRV, McERV,
MDEV, MuERV-C, MuRRS,
MuRVY, MuLV, GLN, VL30,

PERV, HERV-E, F, H, I, P, R, T,
W, HERV-FRD

Class II

Alpharetrovirus
Betaretrovirus
Deltaretrovirus

Lentivirus

ALV, IAP, MMTV, MPMV,
MusD/ETn, MINERVa,

RELIK, HERV-K (HML-1, 2, 3,
4, 5, 6, 7, 8, 9, 10)

Class III Spumaretrovirus MuERV-L, HERV-L
Human ERVs are shown in bold. No Alpha-, Deltaretrovirus-, or Lentivirus-like elements are detectable in
human genome.

ERVs have been considered as “junk DNA sequences” for a long time [5]. However, it
is becoming increasingly apparent that ERVs influence host biology through genetic and
epigenetic mechanisms under particular physiological and pathological conditions, which
provides both beneficial and deleterious effects for the host. For example, certain ERVs
expression is essential for human embryonic development, whereas abnormal activation of
ERVs is involved in numbers of human diseases, such as cancer and neurodegenerative
diseases. Therefore, ERVs are under strict epigenetic regulation by the host, among which
the methylation modifications of histone and DNA play significant roles. In this review, we
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will summarize recent findings on the mechanisms of transcriptional regulation of ERVs
and their transcriptional dysregulation in human diseases.

2. Silencing and Transcriptional Regulation of ERVs

Currently, most discoveries about ERVs silencing and transcriptional regulation have
been studied in mice, especially during embryonic development and in germ cells. Mouse
embryonic stem cells (mESCs) are usually used as a cellular model to study the tran-
scriptional regulation of ERVs, as the pluripotent state is capable of suppressing both
exogenous and endogenous retroviruses [13–15]. Many mechanisms and concepts of tran-
scriptional regulation of mouse ERVs may be applicable to human ERVs, but there may be
discrepancies between them.

2.1. KRAB-ZFPs/TRIM28 Pathway Is a Master Regulator for ERVs Silencing

A common target for ERVs silencing is the PBS, an essential sequence used to prime
reverse transcription by a host tRNA as primer. The first example for this mechanism is
ZFP809, a member of the family of Krüppel-associated box-containing zinc-finger proteins
(KRAB-ZFPs), which binds the PBSPro of provirus [16]. Interestingly, the DNA-binding
specificity of ZFP809 is evolutionarily conserved and predates the endogenization of retro-
viruses presently targeted by ZFP809 in Mus musculus [17]. ZFP809 contains two domains,
a KRAB box at the N terminus that is responsible for the interaction with TRIM28 and a
zinc-finger domain containing seven zinc fingers that provide its sequence-specific DNA-
binding activity [18]. Besides ZFP809, additional KRAB-ZFPs have also been identified
to bind ERVs sequences, through which mediate provirus silencing, including ZFP708,
ZNF91/93, ZFP819, ZFP932, Gm15446, and YY1 [19–23]. The KRAB domain of KRAB-ZFPs
mediates the recruitment of TRIM28, the master regulator of ERVs silencing [6,24]. TRIM28
(also known as KAP1, TIF1β, or KRIP-1), which was identified to bind to the KRAB do-
main of KRAB-ZFPs, functions as a scaffold for other repressive histone-modifying and
-binding factors, including the histone methyltransferase SETDB1, the human silencing hub
(HUSH) complex, and heterochromatin protein 1 (HP1), which catalyze heterochromatin
formation and transcriptional repression [25] (Figure 2). Trim28 is expressed in a variety of
cell types with especially high levels during early embryonic development, in brain and
mESCs [24,26,27]. Knockout of Trim28 results in embryonic lethal at E8.5, highlighting its
essential role in early development [26].

SETDB1 (also known as ESET or KMT1E) is a protein lysine methyltransferase methy-
lating histone H3 at lysine 9 (H3K9) [28]. Unlike other H3K9 methyltransferases, SETDB1
and SETDB1-mediated H3K9me3 play critical roles for silencing of ERVs [29]. SETDB1
is mainly localized in cytoplasm [30] while ATF7IP promotes its nuclear import and in-
hibits its nuclear export [31]. SETDB1 interacts with TRIM28 and is recruited to ERVs by
KRAB-ZFPs/TRIM28 pathway, then establishes H3K9me3 in ERVs [29] (Figure 2). Actually,
the KRAB-ZFPs/TRIM28 pathway is central for the de novo recruitment of SETDB1 to
ERVs [28]. In addition to SETDB1, several other histone methyltransferases have also
been described for ERVs silencing, including SUV39H1, SUV39H2, G9a (also known as
EHMT2), GLP (also known as EHMT1), and NSD2 [32–35]. Another well-known interac-
tion partner of TRIM28 is the human silencing hub (HUSH) complex, comprising TASOR
(also known as FAM208A), MPP8 (MPHOSPH8), and PPHLN1 (Periphilin 1) [36]. The
HUSH complex is recruited to genomic loci rich in H3K9me3 and interacts with SETDB1
and MORC2, mainly repressing evolutionarily young retrotransposons, such as young
L1 [36]. Furthermore, epigenetic silencing by the HUSH complex also mediates position-
effect variegation in human cells [37]. Recently, a study described a functional connection
between the mouse-orthologous “nuclear exosome targeting” (NEXT) and HUSH com-
plexes, involved in nuclear RNA decay and the epigenetic silencing of TEs, respectively,
suggesting that transcriptional and post-transcriptional machineries synergize to suppress
the genotoxic potential of TE RNAs [38]. H3K9me3 reader proteins, such as HP1, can
bind to pre-existing H3K9me3 and bridge with SETDB1 through direct interaction [39].
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Despite the reported function of HP1 proteins in H3K9me-dependent gene repression and
the critical role of H3K9me3 in transcriptional silencing of ERVs, the depletion of all three
HP1 isoforms (HP1α, HP1β, and HP1γ) in mESCs is not sufficient for the derepression
of selected ERVs [40]. This surprising finding is attributed that H3K9me3 may repress
ERVs transcription via inhibiting deposition of covalent histone modifications required for
transcription [40]. Regardless, additional studies aimed at characterizing the functional
significance of H3K9 readers are clearly warranted.
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Figure 2. An overview model of ERVs silencing. ERVs are predominantly silenced by H3K9me3
through the canonical KRAB-ZFPs/TRIM28 pathway. KRAB-ZFPs bind to PBS region of ERVs and
recruit TRIM28. Sumoylation of TRIM28 by SUMO2 enhances the recruitment of TRIM28 to ERVs.
The ATPase activity of chromatin remodeler SMARCAD1 contributes to the occupancy of TRIM28
at ERVs. TRIM28 provides a scaffolding platform allowing for the recruitment of SETDB1, HP1,
and HUSH complex, and the formation of macromolecular ensembles, which establish H3K9me3 in
ERVs. Histone chaperone CHAF1A interacts with HP1, SETDB1, KDM1A, and HDAC1/2, modifying
proviral chromatin with the repressive histone mark H3K9me3 and reducing the acquisition of active
H3K4me3 and H3Ac marks. Histone chaperone isoforms ASF1A and ASF1B promote the localization
of CHAF1A to ERVs. In addition to transcription-based silencing, RNA-mediated regulation of ERVs,
such as epigenetic modifications of ERV RNAs, also play a critical role in silencing of ERVs.

2.2. Chromatin Remodeler and Histone Chaperone Maintain ERVs Silencing through
KRAB-ZFPs/TRIM28 Pathway

The chromatin remodelers and the histone chaperones differing from well-known
RNA chaperones or Janus chaperones have been considered as two important classes of
factors involved in transcriptional regulation of ERVs, which are dependent on the KRAB-
ZFPs/TRIM28 pathway. Recently, the SWI/SNF-like remodeler SMARCAD1 was identified
as a key factor in the control of ERVs in mESCs [41]. As key regulators of nucleosome
positioning, the SWI/SNF family of chromatin-remodeling complexes use energy generated
through hydrolysis of ATP to slide or eject nucleosomes and promote chromatin access
by moving nucleosomes, by which either activates or represses transcription [42,43]. For
the transcriptional regulation of ERVs, SMARCAD1 is enriched at ERVs subfamilies class
I and II, particularly at active IAPs, where it preserves repressive histone methylation
marks. Importantly, recruitment of SMARCAD1 to ERVs is dependent on TRIM28 and
the ATPase function of SMARCAD1 is required for SMARCAD1 and TRIM28 occupancy

174



Int. J. Mol. Sci. 2022, 23, 10112

at ERVs (Figure 2), highlighting a critical role for SWI/SNF-like chromatin-remodeling
activities in the establishment of ERVs silencing in mammals [41].

The association of histones with specific chaperone complexes is important for their
folding, oligomerization, post-translational modification, nuclear import, stability, assem-
bly, and genomic localization, which affects all chromosomal processes, including gene
expression, chromosome segregation, and genome replication and repair [44]. Recently,
a systematic genome-wide siRNA screen identified CHAF1A, a histone chaperone that
assembles histones H3/H4 during DNA replication and repair [45,46], as a significant
factor for silencing of ERVs [39]. It is shown that CHAF1A interacts with HP1, SETDB1,
KDM1A, and HDAC1/2 [39,47,48] (Figure 2), modifying proviral chromatin with the re-
pressive histone mark H3K9me3 and reducing the acquisition of active H3K4me3 and
H3Ac marks [39]. ASF1 is also a chaperone that forms a complex with histones H3 and
H4 [49]. The nucleosome assembly function of the two ASF1 isoforms, ASF1A and ASF1B,
is shown to be responsible for localizing CHAF1A to proviral sequences [39].

ATRX is a chromatin remodeler and interacts with DAXX to form a histone chaperone
complex, which deposits histone variant H3.3 into repetitive heterochromatin, including
regions of retrotransposons, pericentric heterochromatin, and telomeres [50]. A series
of studies revealed that ATRX and DAXX play roles for heterochromatin formation on
ERVs through deposition of histone H3.3 [51–53]. The histone variant H3.3 belongs to the
replication-independent class of variants and associated to both active chromatin states
(e.g., H3K4me and H3K27ac) and heterochromatin states (e.g., H3K9me3 and H3K27me3) [54].
In mESCs, a study reported that recruitment of DAXX, H3.3 and TRIM28 to ERVs is co-
dependent and occurs upstream of SETDB1, and H3.3 deletion leads to reduced H3K9me3
at ERVs regions and derepression of IAPs, establishing an important role for H3.3 in control
of ERVs transcription in mESCs [53].

2.3. Sumoylation of TRIM28 Contributes to ERVs Silencing

Post-translational modification with small ubiquitin-related modifier (SUMO) pro-
teins is one of the key regulatory protein modifications in eukaryotic cells. Hundreds of
proteins involved in processes, such as chromatin organization, transcription, DNA repair,
macromolecular assembly, protein homeostasis, trafficking, and signal transduction, are
subject to reversible sumoylation [55]. Recent studies have shown that H3K9me3 depo-
sition requires protein sumoylation, suggesting that the SUMO pathway functions as an
important module in gene silencing and heterochromatin formation [56]. Importantly, the
genome-wide screen for provirus silencing factors further confirmed the significant role
of sumoylation for ERVs repression [39]. The SUMO family in mammals consists of four
members: SUMO1, SUMO2, SUMO3, and SUMO4 [55]. Among them, SUMO2 orchestrates
viral silencing through sumoylation modification of TRIM28 [39]. Sumoylation enhances
the recruitment of TRIM28 to the proviral DNA, which in turn results in the modification
of proviral chromatin with repressive histone H3K9me3 marks [39] (Figure 2). Nonetheless,
further studies are needed to determine the mechanism of sumoylation in transcriptional
regulation of ERVs.

2.4. DNA Methylation in ERVs Silencing

In addition to histone-based silencing, ERVs exhibit distinctive DNA methylation
patterns [6]. Interestingly, KRAB-ZFPs/TRIM28 and SETDB1 are necessary to target ERV-
containing loci for rapid de novo DNA methylation [57]. Three DNA methyltransferases in
mammals (DNMT1, DNMT3A, and DNMT3B) have been intensively studied. The roles of
DNA methylation in ERVs silencing appears to be cell type dependent [24,29,58,59]. For
example, knockout of all three DNA methyltransferases in mESCs showed a complete loss
of DNA methylation on ERVs, but only subtle derepression of ERVs was observed [29,60,61].
However, loss of DNA methylation activates ERVs expression in differentiated or somatic
cells, such as mouse embryonic fibroblasts (MEFs) [58,59], while deletion of Trim28 or Setdb1
in MEFs does not lead to significant activation of ERVs [24,29]. Interestingly, deletion of
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Trim28 or Setdb1 in neural progenitor cells or pro-B cells results in strong ERVs derepression
with only a slight reduction in DNA methylation [62–65]. These data indicate that the
KRAB-ZFPs/TRIM28 pathway is primarily used for ERVs silencing in cells with stemness,
whereas differentiated cells primarily rely on DNA methylation to suppress ERVs. As a
member of DNMT3 family, DNMT3L (DNMT3-like) has no DNA methyltransferase activity
but is capable of interacting with both DNMT3A and DNMT3B to stimulate their enzymatic
activities [66]. Deletion of Dnmt3l in mouse testis prevents the de novo methylation of both
LTR and non-LTR retrotransposons, leading to the activation of IAPs and L1, as well as
meiotic failure [67]. Notably, a recent study reported a correlation between the silencing
mechanism and the evolutionary age of ERVs [68]. Young LTRs tend to be CpG rich and
are mainly suppressed by DNA methylation, while intermediate age LTRs are associated
predominantly with histone modifications, particularly H3K9 methylation [68].

2.5. RNA-Mediated Regulation of ERVs

In addition to DNA-specific binding by co-repressors, histone chaperones, and chro-
matin remodelers, RNA-mediated targeting of ERVs also play a significant role for the
silencing and transcriptional regulation of ERVs. It has been reported that siRNA- or anti-
sense transcripts-based silencing pathways suppress IAPs and non-LTR retrotransposons
such as L1 [69,70]. The most representative RNA-dependent gene silencing is Xist, the
master regulator of X chromosome inactivation in mammals [71]. SPEN is a key factor for
establishment of Xist-mediated silencing through directly recruited to Xist RNA [71]. A
recent study showed that SPEN binds to retroviral RNA and performs a surveillance role
to recruit chromatin-silencing machinery to these parasitic loci, suggesting that Xist may
coopt ERVs RNA–protein interactions to repurpose powerful antiviral chromatin-silencing
machinery [72]. Another mechanism for RNA-mediated transcriptional regulation of ERVs
is the Piwi-interacting RNA (piRNA) pathway. piRNAs are a class of small RNAs that are
24–31 nucleotides in length and associate with PIWI proteins to form effector complexes
known as piRNA-induced silencing complexes, which repress retrotransposons via tran-
scriptional or post-transcriptional mechanisms [73]. It is in Drosophila that piRNA was first
found to induce silencing through H3K9me3 formation [74]. In mice, depletion of Piwi
proteins leads to derepression of IAPs and L1 [75,76].

It is worth noting that RNA epigenetic modifications play a significant role in regula-
tion of ERVs. TET2, a member of the Ten-eleven translocation (TET) family, can be recruited
to actively transcribed MuERVL RNAs by the RNA-binding protein PSPC1, then catalyzes
5hmC modification of MuERVL RNAs, resulting in their destabilization (Figure 2), which
provides evidence for a functional role of transcriptionally active ERVs as specific docking
sites for RNA epigenetic modulation [77]. m6A RNA methylation, which is catalyzed
by the complex of methyltransferase-like METTL3-METTL14 proteins [78], is shown to
reduce the half-life of IAP mRNAs by recruiting the m6A reader proteins YTHDF family
(Figure 2), indicating that RNA methylation provides a protective effect in maintaining
cellular integrity by clearing reactive ERVs-derived RNA species [79].

2.6. Exogenous Viruses Are Associated with ERVs Activation

Human ERVs activation can be triggered by infections of exogenous viruses such
as HIV-1, hepatitis B virus (HBV), hepatitis C virus (HCV), human T-lymphotropic tu-
mor virus-1 (HTLV-1), influenza A virus, and Kaposi’s Sarcoma-associated herpesvirus
(KSHV) [80,81]. For HIV-1, the recombinant Tat protein upregulates HERV-K (HML-2) gag
RNA transcripts in lymphocytes and monocytic cells through transcription factors NF-κB or
NF-AT, indicating that exogenous viral infection activates transcription factors, which also
bind to ERVs LTR regions and induce their activation [82]. An in-depth understanding of
how ERVs are activated by exogenous viruses would facilitate the search for novel targets
of virus-mediated diseases and therapeutic intervention.
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2.7. Additional Factors in ERVs Transcriptional Regulation

Additional factors also contribute to transcriptional regulation of ERVs. TIP60, a lysine
acetyltransferase, was found to be involved in silencing of ERVs, through positively regu-
lating the expression of SUV39H1 and SETDB1, and thereby establishing global H3K9me3
levels [83]. KDM1A (also known as LSD1), a lysine-specific demethylase, was shown to
be required to silence ERVs through regulating histone methylation and acetylation at
LTR sequences. Kdm1a mutant mESCs exhibit increased methylation of histone H3K4,
increased acetylation of H3K27, and decreased methylation of H3K9, indicating that chro-
matin modification mediated by KDM1A is part of the host’s defense against excessive
ERVs activity [84]. Recently, the histone chaperone FACT, which is critical for nucleosome
reorganization during replication, transcription, and DNA repair [85], was reported to
recruit USP7 to repress MuERVL and MuERVL-fused 2C genes in mESCs by impeding
the ubiquitination of H2Bub, providing insights into the regulation of TE-derived cryptic
promoters during mammalian development and in diseases [86].

As a DNA-binding protein that is specifically expressed in two cell-stage embryos dur-
ing mouse development [87], ZSCAN4C is positively associated with H3K27ac, H3K4me1
and H3K14ac deposition on MT2 (MuERVL LTR) and interacts with GBAF chromatin-
remodeling complex to activate MT2 enhancer activity, indicating that ZSCAN4C plays a
significant role in regulating MuERVL in mESCs [88]. DUX4, a eutherian-specific multicopy
retrogene, encodes a transcription factor that can activate hundreds of retroviral elements
(MuERVL/HERVL family) that define the cleavage-specific transcriptional programs in
humans and mice [89]. In addition, it is shown that female sex hormones activate HERV-K
through the OCT4 transcription factor in T47D breast cancer cells [90]. Notably, a recent
study reported that TERT, the catalytic subunit of telomerase, can activate a subclass of
ERVs independent of its telomerase activity to form double-stranded RNAs (dsRNAs),
which trigger interferon signaling in cancer cells and promote an immunosuppressive
tumor microenvironment [91].

3. Transcriptional Dysregulation of ERVs in Human Diseases

Several studies have suggested that TEs are domesticated for the benefit of the host.
This process, in which the host makes use of TEs (including ERVs)-derived functions,
are called exaptation, co-option, or repurposing [6]. Either cis-regulatory element activ-
ities or encoded proteins of ERVs can be beneficial to the host. For example, syncytin-1
and syncytin-2, which are specifically expressed in the placenta, are envelope proteins
encoded by HERV-W and HERV-FRD, respectively, and with cell–cell fusogenic activities,
contributing to the formation of placenta syncytiotrophoblast layer at the materno–fetal
interface [92,93]. Therefore, capture of retroviral envelope genes may play a critical role in
the emergence of placental mammals. Another example of exaptation is the Fv1 gene of
mice, which is an endogenous gag gene related to ERV-L family [94,95]. Fv1 confers host
resistance to MuLV by blocking the incoming viral capsid cores shortly after entry [96,97].
Fv1 orthologues have been identified in a wide range of rodent species [98,99] and some
Fv1 homologues restrict non-MuLV retroviruses [100], suggesting that Fv1 does not recog-
nize conserved amino acid motifs but may instead detect structurally conserved spatial
patterns in the hexameric lattice typical of retroviral capsid cores [97,101]. Notably, the
neuronal Arc protein, which evolved from a Ty3/Gypsy retrotransposon Gag domain and
has retained the topology of a retroviral Gag protein [102], is able to self-assemble into
virus-like capsids that encapsulate RNA [103]. The Arc protein is released from neurons in
extracellular vesicles and transfer the Arc mRNA into new target cells, where it can undergo
activity-dependent translation, suggesting that Gag retroelements have been repurposed
during evolution to mediate intercellular communication in the nervous system [103].

In spite of the exaptations of ERVs by the host, the dysregulation of them is involved
in numbers of pathological processes. Although there is no direct evidence for ERVs
causing diseases, aberrant expression profiles of the ERVs transcripts and their regulatory
activities on proximal host genes have been identified in different diseases, such as cancer
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and neurodegenerative diseases. Mechanistically, ERVs may participate in pathological
processes through several pathways: (i) ERVs act as promoters or enhance cellular gene
expression through LTR cis-regulatory element activities; (ii) insertion of ERVs sequences
induces chromosomal rearrangements and genome instability; (iii) ERVs encode proteins,
long non-coding RNAs (lncRNAs), and double-stranded RNAs (dsRNAs) to affect host
physiology.

3.1. HERVs in Cancer

The transcriptional activation of HERVs is a common feature in human cancers, sug-
gesting that ERVs are causative elements or cofactors contributing to the onset and progres-
sion of human cancer [104]. So far, several studies have strongly suggested that ERVs play
roles in various human cancers (Table 2).

Table 2. HERVs and oncogenic mechanisms in human cancers.

HERVs HERVs
Products/Activities Oncogenic Mechanisms

HERV-K (HML-2)

ENV protein

ENV induces EMT and activates ERK pathway in breast cancer [105].
ENV mediates intercellular fusion in melanoma [106].

ENV maintains CD133+ melanoma cells with stemness features [107].
ENV promotes pancreatic cancer proliferation, tumorigenesis, and metastasis by activating

RAS/MEK/ERK and JNK/c-Jun signaling pathways [108].

Rec protein

Rec activates c-MYC by overcoming the transcriptional repression of testicular zinc-finger
protein (TZFP) for c-MYC promoter [109].

Rec relieves the repression of androgen receptor (AR) activity by forming a trimeric complex
with TZFP and AR [109], or binds to the human small glutamine-rich tetratricopeptide

repeat protein (hSGT) [110].

Np9 protein

Np9 interacts with ligand of Numb protein X, affecting tumorigenesis through the
LNX/Numb/Notch pathway [111].

Np9 as a critical molecular switch of multiple signaling pathways in leukemia [112].
Rec and Np9 derepressed c-MYC through the inhibition of promyelocytic leukemia

zinc-finger protein (PLZF) [113].

HERV-H
lncRNA

UCA1 enhances proliferation, motility, invasion, and drug resistance of bladder cancer [114].
linc-ROR contributes to progression, metastasis, or chemoresistance in breast cancer [115],

pancreatic cancer [116], and hepatocellular carcinoma [117].

cis-regulatory element LTR acts as alternative promoter for GSDML in cervical cancer [118,119].

HERV-E cis-regulatory element Modulating PLA2G4A transcription in urothelial cancer [120].

syncytin-1/ERVW-1 ENV protein Syncytin-1 mediates cancer–endothelial cell fusions in breast cancer [121].

ERV-9 lncRNA PRLH1 plays an important role in the formation of RNA–protein complex that promotes the
HR-mediated DSB repair [122].

MaLR cis-regulatory element LTR acts as alternative promoter for CSF1R in Hodgkin’s lymphoma [123].

MER52A lncRNA lncMER52A promotes invasion and metastasis of hepatocellular carcinoma cells by
stabilizing p120-catenin [124].

MER48 lncRNA/cis-regulatory
element

lncRNA EVADR is associated with adenocarcinomas, and a MER48 ERV element acts as an
active promoter for its specific activation [125].

Multiple HERVs dsRNA dsRNAs derived from the bi-directional transcription of HERVs induce an
immunosuppressive tumor microenvironment [91,126].

Given the potential transposable ability of retrotransposon, it is the belief that the
tumorigenicity of HERVs can depend on retroviral movement, thereby destabilizing the
host genome [104]. Indeed, new insertions of TEs, especially ERVs, have been reported
in several tumors [127]. LTRs can act as alternative promoter or enhancer, leading to the
deregulation of proto-oncogenes or tumor suppressor genes [7]. A representative example
is in Hodgkin’s lymphoma, where CSF1R transcription initiates at an LTR element of the
MaLR THE1B family, rather than from its own promoter [123]. However, it should be noted
that the LTRs activity may have an anti-oncogenic effect by driving the expression of tumor
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suppressor genes, such as TP63 and TNFRSF10B, which are regulated by upstream LTRs
belonging to the ERV9 group of HERVs [128,129].

HERVs can take a direct action via their own proteins in cancer. The envelop pro-
teins of HERVs, such as syncytin-1 and HERV-K (HML-2) ENV, have been reported to
contribute to tumorigenesis by inducing cell–cell fusion in melanoma [106], endometrial
carcinoma [130], and breast cancer [121]. Furthermore, HERV-K (HML-2) ENV has also
been shown to activate Ras/Raf/MEK/ERK and JNK/c-Jun signaling pathways, thereby
promoting tumorigenesis and development [105,108,131], suggesting a direct interaction
of ENV with cellular signaling pathways. Another mechanism by which ENV supports
tumor progression is to promote immune escape by abolishing the anti-oncogenic cytolytic
immune responses through its immunosuppressive domain (ISD) [132]. In addition to ENV,
HERV proteins Rec and Np9 encoded by HERV-K (HML-2) are also regarded as tumor-
specific biomarkers and act oncogenically by activating oncogene c-MYC or signaling
pathways such as Notch, Wnt/β-catenin, Ras/ERK, and AKT [109–113].

lncRNAs play significant roles in various biological processes, including cancer pro-
gression. Strikingly, 75–83% of lncRNAs have been identified to contain TE sequences,
especially ERVs [133]. Several HERVs-derived lncRNAs have been characterized in tu-
morigenesis and development. UCA1, a lncRNA consists of LTR7Y and HERV-H, has been
shown to enhance proliferation, motility, invasion, and drug resistance of bladder can-
cer [114]. The HERVs-derived lncRNAs SAMMSON and BANCR are involved in melanoma
progression [134,135], and linc-ROR contributes to progression, metastasis or chemoresis-
tance in breast cancer [115], pancreatic cancer [116], and hepatocellular carcinoma [117]. A
recent study identified a novel HCC (hepatocellular carcinoma)-specific lncRNA derived
from MER52A, lncMER52A, which promotes invasion and metastasis of HCC cells by
stabilizing p120-catenin [124]. Higher lncMER52A is associated with advanced TNM stage,
less differentiated tumors, and shorter overall survival, and can serve as biomarker and
therapeutic target for patients with HCC [124]. Another HERVs-derived lncRNA, EVADR,
is revealed a striking association with adenocarcinomas, which are tumors of glandular
origin, including colon, rectal, lung, pancreas, and stomach adenocarcinomas, and EVADR
expression correlates with decreased patient survival [125]. Interestingly, a MER48 ERV
element provides an active promoter to drive the specific activation of EVADR [125].

It has been reported that HERVs contribute to the modulation of innate immune
response in different physiological and pathological conditions [104]. For example, lnc-
EPAV, a full-length ERV-derived lncRNA, is a positive regulator of host innate immune
responses by regulating expression of RELA, an NF-κB subunit that plays a critical role in
antiviral responses [136]. Notably, dsRNAs derived from the bi-directional transcription
of HERVs have opposite effects on modulating immune response in tumorigenesis and
development. They may be involved in both anti-tumor defense and oncogenic process.
On the one hand, dsRNAs from HERVs activated by DNMT inhibitors (DNMTis) in
tumor cells can induce a growth-inhibiting immune response, and the high expression of
genes associated with anti-viral response potentiates the response to immune checkpoint
therapy [137,138]. On the other hand, HERVs-derived dsRNAs can also induce immune-
suppressed microenvironment of tumors, similar to a chronic virally infected state [91,126].
These findings suggest significant implications of HERVs in cancer immunotherapy.

HERV deoxyuridine triphosphate nucleotidohydrolase (dUTPase) can trigger innate
and adaptive immune responses [139]. In pulmonary arterial hypertension (PAH), the
HERV-K dUTPase activates B cells, elevates cytokines in monocytes and pulmonary arterial
endothelial cells, and increases pulmonary artery vulnerability to apoptosis, contributing to
sustained inflammation and immune dysregulation [140]. Increased production and release
of elastase, neutrophil extracellular traps, and vinculin-mediated increased adhesion in
PAH are attributed to an increased in HERV-K dUTPase [141]. Another example of pro-
inflammatory potential of HERV-K dUTPase is psoriasis, where HERV-K dUTPase proteins
induce the activation of NF-κB through TLR2 to trigger the secretion of TH1 and TH17
cytokines involved in the formation of psoriatic plaques, supporting HERV-K dUTPase
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as a potential contributor to psoriasis pathophysiology [142]. Moreover, expression of
dUTPase was identified in colorectal cancer and could be a predictive biomarker for the
metastatic potential of colorectal cancer [143,144]. Interestingly, a recent study revealed that
the expression of dUTPase determines whether elevation of the ribonucleotide reductase
subunit R2 can lead to genome stress and chromosomal instability, and the combination of
low dUTPase and high R2 in clinical tumor samples predicts poor survival in patients with
colorectal cancer or breast cancers [145].

Considering the activation of HERVs in many human cancers and that HERVs ex-
pression has been shown to be associated with proliferation, metastasis, TNM stage, and
overall survival, HERVs can be used as biomarkers for tumor diagnosis and/or progno-
sis [104]. For instance, a study reported that the combination testing of HERV-K (HML-2)
with traditional prostate-specific antigen improves the efficacy of prostate cancer detection,
specifically for older men and smokers who tend to develop a more aggressive disease [146].
HERVs have the potential to be targets for new cancer therapeutic opportunities as well.
In this view, anti-HERV-K (HML-2) ENV antibodies have been shown to inhibit growth
and induce apoptosis of breast cancer cells in vitro, and reduce growth of xenograft tumors
in mice [147]. Consistently, HERV-K ENV-specific CAR+ T cells are able to lyse melanoma
tumor cells in an antigen-specific manner [148]. Moreover, DNMTis activate the viral
recognition and interferon response pathway by inducing dsRNAs transcribed by HERVs,
which potentiates the response to immune checkpoint therapy [137,138].

3.2. HERVs in Aging and Neurodegenerative Diseases

As mentioned above, ERVs are largely transcriptionally silenced through heterochro-
matic structures. However, there may be a net loss of heterochromatin with aging, leading
to the abnormal activation of TEs, including ERVs, in aging individuals [149,150]. It has
been reported that IAPs and MusD are activated in aging mice [151,152]. In humans,
HERV-K (HML-2) and HERV-W exhibit distinct expression patterns between young and
old individuals [153]. Interestingly, the expression of HERV-H and HERV-W in peripheral
blood mononuclear cells (PBMCs) was shown to be significantly positively correlated with
age over 30 years [154]. Notably, HERV-W expression has been shown to significantly
increase in individuals over 40 years old, and neurodegenerative diseases such as multiple
sclerosis (MS) also occur in this age range [154]. Nowadays, ERVs have been implicated in
the occurrence and development of neurodegenerative diseases, such as MS, amyotrophic
lateral sclerosis (ALS), and autism spectrum disorder (ASD).

MS is an autoimmune-mediated neurodegenerative disease of the central nervous
system characterized by inflammatory demyelination with axonal transection [155]. Al-
though the underlying etiology of MS is still not fully understood, the development of MS
has been associated with activation of HERVs, especially HERV-W [4]. The presence of
retroviral particles was first found in MS patients approximately 30 years ago [156,157] and
subsequent studies revealed that these particles originated from HERV elements, originally
called MS-associated retrovirus (MSRV), and now named HERV-W because it uses a trypto-
phan (W) tRNA as a primer for reverse transcription [158,159]. Mechanistically, HERV-W
ENV can activate the innate immune system through a TLR4/CD14-dependent pathway
and promote the development of a Th1 type of immune response upon DC activation [160].
HERV-W ENV-mediated activation of TLR4 leads to the induction of proinflammatory cy-
tokines and inducible nitric oxide synthase, as well as the formation of nitrotyrosine groups
and a subsequent reduction in myelin protein expression, resulting in an overall reduc-
tion of the oligodendroglial differentiation capacity and remyelination failure in MS [161].
Moreover, HERV-W ENV is also a potent superantigen associated with demyelination in
MS, possibly related to molecular mimicry with myelin oligodendrocyte glycoprotein [162].
A recent study reported that HERV-W ENV induces a degenerative phenotype in microglial
cells and drives them toward a close spatial association with myelinated axons, suggesting
that HERV-W ENV-mediated microglial polarization contributes to neurodegeneration
in MS [163]. Accordingly, treatment with neutralizing antibodies against HERV-W ENV
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abrogates the oligodendroglial maturation blockade [164]. In this view, the neutralizing
antibodies have been used in a recently completed clinical study in MS patients, which
showed that the antibody-mediated neutralization exerts neuroprotective effects [163]. In
addition to HERV-W, other HERV elements have also been found in MS, such as HERV-H
and HERV-K (HML-2) [165–168]. Taken together, these data suggest that activation of
multiple HERVs families is linked to MS, among which HERV-W play a significant role.

Amyotrophic lateral sclerosis (ALS), a neurodegenerative disease characterized by
progressive loss of cortical and spinal motor neurons, is another neurodegenerative disease
associated with HERVs [162]. Activation of retroviral elements in ALS was first found
through a study that identified RNA-directed DNA polymerase activity in brain tissue
extracts from ALS patients, whereas no virus or transmissible agent was detected [169].
Subsequent studies confirmed the presence of reverse transcriptase in serum of ALS pa-
tients [170–172]; however, the attempts to search for exogenous retroviruses in ALS patients
were unsuccessful [171,173], leading to the investigation of HERVs in ALS pathogenesis. As
expected, a study revealed that HERV-K (HML-2) pol transcripts are upregulated in patients
with ALS but not detectable in Parkinson disease or in healthy controls [174]. A subsequent
study further identified the expression of HERV-K (HML-2) pol, env, and gag genes in brains
of ALS patients [175]. Moreover, HERV-K (HML-2) ENV has also been detected in cortical
and spinal neurons of ALS patients, but not in neurons from healthy individuals, which
contributes to neurite retraction and beading, and neurodegeneration [175]. Several mecha-
nisms by which HERV-K (HML-2) is activated in ALS have been revealed. For example,
the nuclear translocation of IRF1 and NF-κB isoforms p50 and p65 has been revealed to
contribute to the neuronal HERV-K (HML-2) activation in ALS brain tissue, implicating the
critical role of neuroinflammation [176]. As a multifunctional protein dysregulated in ALS,
TDP-43 expression strongly correlates with HERV-K (HML-2) [174], and has been shown to
activate HERV-K (HML-2) through binding to the LTR region of the provirus [175]. Besides
HERV-K (HML-2), HERV-W ENV is also detected in muscle cells of ALS patients [177].
Nonetheless, although activation of HERVs is common in ALS, its pathogenic mechanisms
require further investigation.

Recent studies have revealed aberrant expression of HERVs in neurodevelopmental disor-
der ASD. HERV-H is more abundantly expressed while HERV-W shows lower expression levels
in PBMCs from ASD patients compared to healthy controls [178]. Furthermore, the expression
of HERV-H is significantly upregulated in ASD patients with severe disease development [178].
Notably, HEMO, an ERV envelope protein of MER34 family [179], was reported to be altered in
ASD patients and may be useful for the disease diagnosis [180]. Therefore, HERVs expression
can be considered as a biomarker that is easily detectable in blood and may be helpful for early
diagnosis of ASD. In addition, several studies have revealed that HERV-H, HERV-K (HML-2),
HERV-L, and HERV-W are activated in Alzheimer’s disease (AD) [181–183]. In schizophrenia,
several HERVs families have been shown to be dysregulated, including HERV-K (HML-2),
HERV-W, ERV9, HERV-FRD, and HERV-H [184–189]. In addition, a recent study revealed
that HERV-W ENV alters the NMDAR-mediated synaptic organization and plasticity through
glia- and cytokine-dependent changes, leading to defective glutamate synapse maturation,
behavioral impairments, and psychosis [190].

4. Conclusions and Perspective

ERVs are involved in various biological processes by encoding proteins, lncRNAs,
dsRNAs, or acting as promoters/enhancers, thereby affecting human health and disease.
Recent progress suggests that the implication of ERVs in cancer and neurodegenerative
diseases provides an opportunity to develop novel therapeutic strategies. For example,
nucleoside reverse transcriptase inhibitors (NRTIs) have shown promise in the treatment of
neurodegenerative diseases [5]. DNMTis have been revealed to induce dsRNAs transcribed
by ERVs in tumor cells, which activate the viral recognition and interferon response path-
way, thereby enhancing the response to immune checkpoint therapy [137,138]. However,
although many players in ERVs regulation have been identified, the detailed mechanisms
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of ERVs silencing and activation, especially the mechanisms of their action in human health
and diseases, are not fully understood. Clearly, there are many species-, cell-type-, and
disease-specific mechanisms, and unraveling which ERVs are silenced or activated, and
how they are sensed in different contexts will be a major undertaking. The application of
omics approaches, such as high-throughput sequencing, single-cell RNA-seq, genome edit-
ing technology, and proteomics can help to address these issues. Previously, ERVs have not
received enough attention due to technical difficulties in analyzing these highly repetitive
elements. With the development of technology, the mysteries of ERVs are being revealed
step by step. However, the story of ERVs transcriptional regulation and the identification
of specific ERV loci associated with specific diseases remains incomplete. Therefore, it is
crucial and promising to enrich the knowledge of ERVs, our ancient “roommates” making
up ~8% of human genome, in health and diseases.
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Abstract: X-linked dystonia–parkinsonism (XDP) is a severe neurodegenerative disorder that mani-
fests as adult-onset dystonia combined with parkinsonism. A SINE-VNTR-Alu (SVA) retrotransposon
inserted in an intron of the TAF1 gene reduces its expression and alters splicing in XDP patient-
derived cells. As a consequence, increased levels of the TAF1 intron retention transcript TAF1-32i
can be found in XDP cells as compared to healthy controls. Here, we investigate the sequence of
the deep intronic region included in this transcript and show that it is also present in cells from
healthy individuals, albeit in lower amounts than in XDP cells, and that it undergoes degradation
by nonsense-mediated mRNA decay. Furthermore, we investigate epigenetic marks (e.g., DNA
methylation and histone modifications) present in this intronic region and the spanning sequence.
Finally, we show that the SVA evinces regulatory potential, as demonstrated by its ability to repress
the TAF1 promoter in vitro. Our results enable a better understanding of the disease mechanisms
underlying XDP and transcriptional alterations caused by SVA retrotransposons.

Keywords: XDP; retrotransposon; SVA; splicing; epigenetics; transcription
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1. Introduction

X-linked dystonia–parkinsonism (XDP) is an adult-onset neurodegenerative move-
ment disorder endemic to the Philippines, predominantly affecting men due to the X-linked
mode of inheritance. It typically presents in the third to fifth decade of life as a focal
dystonia that progresses and becomes generalized, severely incapacitating patients. In
patients that survive this disease stage, parkinsonism sets in, overlaps with the dystonia,
and predominates from the tenth year of illness onward [1,2]. XDP was initially considered
as a pure disorder of the basal ganglia, due to considerable neuronal loss and mosaic gliosis
described in the striatum [3,4]. However, more recent findings of reduced cortical thickness
and cerebellar gray matter pathology implicate these additional regions in the pathogenesis
of XDP [5].

All patients identified to date share a common haplotype, including the likely disease-
causing variant, the SVA (SINE-VNTR-Alu) retrotransposon insertion in intron 32 of the
TAF1 gene on the X chromosome [6–10]. Consequently, dysfunction of TAF1 has been
postulated to underlie XDP pathogenesis. Consistent with striatal degeneration, a neuron-
specific TAF1 transcript is reduced in the caudate nucleus of XDP patients, as well as
all TAF1 transcripts in various tissues and cell lines [7,9–12]. In addition to the reduced
TAF1 expression, the SVA retrotransposon insertion seems to cause increased levels of an
alternative splicing isoform, termed TAF1-32i and is composed of canonical exon 32 spliced
to a cryptic exon within intron 32, terminating 5’ to the SVA insertion [9]. Expression
levels of this transcript were found to be higher in XDP cell lines as compared to healthy
controls and excision of the SVA restored levels of this transcript in cellular models [9,13].
Furthermore, an inherent part of the SVA is a (CCCTCT)n hexamer, where the repeat number
n varies among patients (range: 30–55 repeats) and correlates inversely with the age at
disease onset, disease severity, and TAF1 expression [14,15]. Of note, TAF1 encodes the
transcription initiation factor TATA-box binding protein associated factor 1, a subunit of
the TFIID complex that mediates transcription by RNA polymerase II, functioning as an
important regulator in the expression of a large number of genes [16,17].

Here, we confirm that the alternative TAF1 splicing isoform, TAF1-32i, originally re-
ported only in patient-derived cell lines [9], can be found in cell lines of healthy individuals
as well, albeit in significantly lower amounts than in XDP patients. Moreover, we show that
this transcript undergoes nonsense-mediated mRNA decay (NMD). By further functional
investigations, we observed H3K36me3 within this intronic region, an epigenetic mark
present within transcribed regions, while alterations of DNA methylation adjacent to the
SVA insertion were not detected. Finally, we found that the SVA alters promoter activity
in vitro, suggesting that it may recruit transcription factors or alter chromatin architecture
to modulate gene expression.

2. Results
2.1. The Intron Retention Transcript Is Present in Healthy and XDP Cell Lines

Using patient-derived fibroblasts, induced pluripotent stem cells (iPSCs), and blood
samples, we reproduced and confirmed the previous observations that the TAF1-32i isoform
can be found in various cell lines of patients with XDP (Figure 1a,b, Figures S1 and S2) [9,13].
We next investigated the association of TAF1-32i expression in the blood of 50 XDP patients
with repeat number, age at disease onset (AAO), disease duration, or age at blood collection,
and detected no significant correlation (Figure S3). It seems that this alternative transcript
variant is also physiologically present in low amounts in non-carriers of the SVA insertion,
as we have detected this transcript in various cell lines and tissues, including fibroblasts,
iPSCs, and blood samples derived from our healthy controls and SH-SY5Y and HEK293
cells (Figure 1a,b and Figure S4). Our analysis of the levels of TAF1-32i in fibroblasts, iPSCs,
and blood samples of healthy controls revealed that the expression of this transcript is
significantly lower in samples from non-carriers of the SVA insertion when compared to
XDP patients (Figure 1a,b). Nevertheless, the ratio between the levels of this transcript in
patients and controls was much lower than previously reported [13]. Furthermore, TAF1-32i
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levels were increased in XDP iPSC lines when compared to the iPSC lines in which the SVA
was edited out (Figure 1a). Sanger sequencing of the obtained PCR bands revealed that
the deep intronic region of this alternative transcript variant, spliced to exon 32, starts at
nucleotide position 15,560 from the last nucleotide in exon 32 (Figure 1c). The sequence
of the intronic region included in the transcript was identical among different cell types,
patients and controls.
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derived cDNA samples, relative to GAPDH. p values result from pair-wise Wilcoxon rank-sum test. 
To overcome possible batch effects, two independent samples were measured repeatedly in each 
batch, and all other samples were corrected according to the mean changes in measurement for these 
two samples. (c) Sanger sequencing showing the sequence of the intronic region included in the 
transcript and the scheme explaining the genomic locations, with genomic coordinates in the 
hg19/GRCh37 assembly. Blue squares represent canonical TAF1 exons, the violet square represents 
the intronic region within the transcript (not drawn to scale). (d) qPCR results showing increased 
levels of the TAF1-32i transcript in control (n = 2) and patient-derived cells (n = 3) after cycloheximide 
(CHX) treatment, as compared to the non-treated (nt) cells. (e) t test on dCt values, comparing non-
treated and CHX-treated samples. Ctrl, control. 

2.2. The Intron Retention Transcript Undergoes Nonsense-Mediated mRNA Decay 
Given that the TAF1-32i transcript is present in low amounts in healthy control iPSCs, 

we hypothesized that either its synthesis is increased or that its degradation is decreased 
in XDP. To test whether it undergoes degradation by nonsense-mediated mRNA decay 
(NMD), we treated the cells with cycloheximide. NMD functions both as an RNA quality 
control mechanism (via degradation of aberrant transcripts such as those containing dis-
ease-causing variants) and a regulator of gene expression (via degradation of normal tran-
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Figure 1. TAF1-32i transcript in cells of healthy controls and patients with XDP. (a) qPCR results of
fibroblasts (n = 6 controls; n = 8 patients) and induced pluripotent stem cells (iPSC; n = 6 controls;
n = 7 patients; n = 2 XDP∆SVA cell lines), normalized to GAPDH levels. XDP∆SVA refers to the
patient-derived cell lines where the SVA was excised by CRISPR/Cas9. t test was performed on
dCt values. (b) qPCR results (n = 10 female controls; n = 15 male controls; n = 50 patients) on
blood-derived cDNA samples, relative to GAPDH. p values result from pair-wise Wilcoxon rank-sum
test. To overcome possible batch effects, two independent samples were measured repeatedly in
each batch, and all other samples were corrected according to the mean changes in measurement for
these two samples. (c) Sanger sequencing showing the sequence of the intronic region included in
the transcript and the scheme explaining the genomic locations, with genomic coordinates in the
hg19/GRCh37 assembly. Blue squares represent canonical TAF1 exons, the violet square represents
the intronic region within the transcript (not drawn to scale). (d) qPCR results showing increased
levels of the TAF1-32i transcript in control (n = 2) and patient-derived cells (n = 3) after cycloheximide
(CHX) treatment, as compared to the non-treated (nt) cells. (e) t test on dCt values, comparing
non-treated and CHX-treated samples. Ctrl, control.

2.2. The Intron Retention Transcript Undergoes Nonsense-Mediated mRNA Decay

Given that the TAF1-32i transcript is present in low amounts in healthy control iPSCs,
we hypothesized that either its synthesis is increased or that its degradation is decreased
in XDP. To test whether it undergoes degradation by nonsense-mediated mRNA decay
(NMD), we treated the cells with cycloheximide. NMD functions both as an RNA quality
control mechanism (via degradation of aberrant transcripts such as those containing disease-
causing variants) and a regulator of gene expression (via degradation of normal transcripts,
e.g., alternative splicing isoforms), at the interface between transcription and translation
(reviewed in [18,19]), and can thus be blocked indirectly by cycloheximide that interferes
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with protein synthesis. This experiment was performed on healthy control- and patient-
derived iPSCs, since the intron retention transcript is the most abundant in this cell type
in XDP [9]. We observed increased amounts of this transcript in comparison to untreated
cells (2–7-fold changes) upon cycloheximide treatment, both in healthy controls and XDP
cells, suggesting that the TAF1-32i transcript undergoes NMD (Figure 1d). In addition, our
results indicate increased synthesis of TAF1-32i in XDP, given that even upon cycloheximide
treatment, levels of this transcript are higher in cells from XDP patients as compared to
non-carriers of the SVA insertion.

2.3. The Intronic Region Included in the Transcript Is Associated with H3K36me3 in Control and
XDP Cells

To further understand the molecular processes underlying the inclusion of the deep
intronic region in the transcript, we aimed to investigate epigenetic marks within the region.
Visualization of histone modifications from the ENCODE (Encyclopedia Of DNA Elements)
project [20] revealed that H3K36me3 (trimethylation of lysine 36 on histone H3) is present
in this region, with a particularly strong signal in NT2-D1 and U2OS cells (Figure 2a).
Furthermore, chromatin state segmentation, a computational prediction of chromatin
states based on chromatin immunoprecipitation-sequencing (ChIP-seq) data, indicated
weak transcription in six out of nine cell types. In contrast, this region was annotated as
heterochromatic in human embryonic stem cells (H1-hESC), which is generally considered
as the cell type most similar to iPSCs (Figure 2a). H3K36me3 is present in gene bodies,
marking both exons that undergo active transcription and alternative exons, consistent with
its role in alternative splicing [21,22]. Furthermore, it marks constitutive and facultative
heterochromatin and plays a role in the DNA damage response by recruiting the DNA
repair machinery [23,24]. To experimentally test for the presence of this histone mark in
the region, we performed chromatin immunoprecipitation followed by next-generation
sequencing (NGS) and qPCR. We did not observe a difference in qPCR results between two
healthy controls and three patient-derived iPSC lines, with primers targeting the region
predicted to be enriched in this histone mark and included in the transcript (Figure 2b). To
cover a wider region of the intron, we performed NGS and confirmed that there was no
difference in H3K36me3 levels between a patient and a control line, with a weak signal for
this histone mark in intron 32 (Figure 2c).

2.4. DNA Methylation Is Not Altered in the 5’ Region Adjacent to the SVA

Given the significance of DNA methylation in alternative splicing regulation and
suppression of transposable elements (reviewed in [25,26]), we aimed to investigate CpG
methylation of the SVA and the adjacent regions in intron 32. Since the human genome
contains >2700 SVA elements [27], we applied long-read nanopore sequencing to precisely
target the XDP-specific SVA and bisulfite pyrosequencing to verify the results at selected
CpGs in intron 32. We have previously shown that the SVA is heavily methylated in various
XDP tissues and cell lines [28]. When comparing the methylation frequency of the regions
proximal to the SVA insertion in patients and controls (which also includes the intronic
region within the TAF1-32i transcript), a CpG site at genomic position chrX:70,659,134
(hg19) strikingly deviated from others in brain samples (Figure 3a). Thus, we selected
this CpG along with the neighboring one (chrX:70,659,225; hg19) for quantification by
pyrosequencing in multiple samples. Our results were consistent while using the two
methods, but there was no significant difference in methylation levels between patients
and controls across the investigated tissues (Figure 3b). Specifically, although the intron
retention transcript is prominent in patient-derived iPSCs, we did not see any difference in
methylation levels between healthy controls and XDP patients. The methylation frequency
remained high and unchanged even in the “∆SVA” cell line, an XDP-derived cell line
where the SVA was excised by CRISPR/Cas9. These results suggest that increased TAF1-32i
transcript levels in XDP iPSCs likely cannot be attributed to alterations in DNA methylation.
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tivity in order to define the most active region. In this experimental setup, the TAF1 pro-
moter controls expression of the luciferase gene, and any change in the promoter activity 
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nanopore sequencing on DNA from different tissues and cell lines from a healthy control and a
patient with XDP (i.e., blood, iPSCs, cerebellum). Arrows indicate the two CpGs selected for analysis
by pyrosequencing. (b) Pyrosequencing results showing methylation levels at the two selected CpGs:
chrX:70,659,134 and chrX:70,659,225 (hg19), in blood (n = 6 controls, n = 6 patients), cerebellum (n = 3
controls; n = 2 patients), frontal cortex (n = 3 controls; n = 2 patients), and iPSCs (n = 3 controls; n = 4
patients; n = 2 XDP∆SVA cell lines). Unpaired t test was performed on blood samples after testing for
normality with Kolmogorov–Smirnov test. n.s., not significant.

2.5. The SVA Represses TAF1 Promoter Activity In Vitro

An emerging body of evidence indicates that transposable elements function to reg-
ulate gene expression by affecting gene transcription, chromatin structure, pre-mRNA
processing, and various aspects of mRNA metabolism (reviewed in [29]). SINE retro-
transposons can cause epigenetic reprogramming of adjacent gene promoters and can
serve as transcriptional enhancers by recruiting various transcription factors [30,31]. Thus,
we aimed to test whether the XDP-specific SVA exerts transcriptional activity in a classi-
cal enhancer–promoter experiment, using a luciferase assay. First, we characterized the
TAF1 promoter region by inserting either the full-length region (chrX:70,585,177-70,586,242;
hg19) or one of its fragments into a promoterless firefly luciferase reporter vector, pGL4.10
(Figure 4a). Promoter fragments were created based on histone marks and DNase sensitiv-
ity in order to define the most active region. In this experimental setup, the TAF1 promoter
controls expression of the luciferase gene, and any change in the promoter activity will be
detected as a change in the luciferase signal. Measurement of relative luciferase activity
upon transfecting HEK293 cells with these constructs narrowed down the most active TAF1
promoter region to a fragment of approximately 400 bp (chrX:70,585,696-70,586,107; hg19)
(Figure 4b). Next, we inserted the full-length SVA containing the hexanucleotide repeat
with the minimum reported number of units ((CCCTCT)30) in either sense or antisense
orientation into the pGL4.10 vector containing this 400 bp TAF1 promoter region. Our
results show that the SVA (inserted in either direction) strongly suppresses TAF1 promoter
activity in comparison to a size-matched control, suggesting its regulatory potential and
possible recruitment of transcription factors (Figure 4c).
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must be tightly regulated, and any dysregulation could have a plethora of different con-
sequences. In addition, this is a large gene with numerous transcript variants (currently, 
27 annotated in Ensembl) that contributes to both proteomic diversity and to the tissue-
specific gene regulatory network. While the canonical and neuron-specific TAF1 isoforms 
differ in only 6 bp that determine the tissue distribution (e.g., neuronal commitment), it is 
still unclear whether the alternative transcript variant containing the deep intronic region 
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Figure 4. Regulatory potential of the SVA in vitro. (a) UCSC browser screenshot of the TAF1
promoter region, showing DNase sensitivity, histone modifications and chromatin state segmentation
in various cell types. In light blue (the lower part of the figure) are shown promoter fragments that
were investigated in luciferase reporter assays, along with their genomic coordinates (hg19). Note that
the most active TAF1 promoter region (fragment ≈ 400 bp) overlaps with the DNase-sensitive region,
characteristic of open chromatin. (b) Relative luciferase activity (Firefly counts/Renilla TK counts)
of different TAF1 promoter regions define the most active region (Fragment ≈ 400 bp). (c) Relative
luciferase activity of the XDP-specific SVA-inserted sense or antisense (INV-inverted), as compared to
a size-matched control. Maximum activity (100%) was exerted by the vector containing only the most
active promoter region (TAF1 pro 400 bp), and p values are calculated relative to this sample using
Kruskal–Wallis and Dunn’s multiple comparison tests.

3. Discussion

TAF1 is the largest subunit of TFIID, the initial basal transcription factor that recog-
nizes and binds to the core promoter, and is thus essential for the subsequent formation
of the functional preinitiation complex that positions RNA polymerase II at transcription
start sites (reviewed in [32]). Furthermore, TAF1 is extremely intolerant to loss-of-function
(LoF) mutations (probability of LoF Intolerance, pLI = 1 in gnomAD database), and a taf1
knockout zebrafish model shows embryonic lethality, pointing to its crucial role in develop-
ment [33]. Together, this implies that the expression levels and function of TAF1/TAF1 must
be tightly regulated, and any dysregulation could have a plethora of different consequences.
In addition, this is a large gene with numerous transcript variants (currently, 27 annotated
in Ensembl) that contributes to both proteomic diversity and to the tissue-specific gene
regulatory network. While the canonical and neuron-specific TAF1 isoforms differ in only
6 bp that determine the tissue distribution (e.g., neuronal commitment), it is still unclear
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whether the alternative transcript variant containing the deep intronic region performs a
specific role in the cell. Given its increased amounts in XDP cells, it is tempting to speculate
that it might exert a dominant-negative effect if it is being translated into a protein or
RNA-induced toxicity and accumulation/deposition of RNA-binding proteins.

Our results show that although the level of the TAF1-32i transcript differs significantly
between XDP patients and controls, the retained region within intron 32 is identical in all
individuals. However, we do not know where the transcript terminates, or whether it even
includes a part of the SVA in XDP patients. SVA retrotransposons have been reported to
cause aberrant splicing, altering the canonical transcripts [34–36]. Instead, the XDP-specific
SVA seems to enhance the synthesis of an already existing transcript, as we demonstrated
that low levels of the TAF1-32i transcript can be detected in various cell types and that
it undergoes degradation by NMD. Recent evidence indicates that coordinated action
between alternative splicing and NMD functions to achieve the proper expression level of
a given gene and/or protein, and that intron retention may be used to regulate a specific
differentiation event, as shown in the hematopoietic system [37,38]. Thus, it seems plausible
that levels of the TAF1-32i transcript might fine-tune expression, cellular differentiation,
or cellular decisions, and that altered levels could contribute to disease manifestation.
Of note, our experiments suggest that the levels of TAF1-32i in non-XDP cells might be
higher than previously estimated when analyzed directly from cDNA (i.e., without prior
preamplification).

In accordance with its role in marking transcribed regions, we detected a weak
H3K36me3 signal in the deep intronic region included in the TAF1-32i transcript. This
histone mark is also associated with the binding of PTBP (polypyrimidine tract-binding-
protein), one of the major regulators of splicing that was shown to bind to silencing elements
and regulate whether or not an alternative exon will be included in a transcript [21]. Al-
though there were no differences in H3K36me3 levels between patients and controls along
the transcribed regions, we cannot conclude that there is no signal within the SVA. Namely,
with short-read sequencing technologies, it is challenging to map a putative H3K36me3 sig-
nal coming from any SVA, even if it is being transcribed (at least partially). That is, because
there are >2700 SVA elements in the human genome, they are being filtered out during the
short-read bioinformatical analysis that includes only the regions that can be mapped to the
reference sequence. Conversely, for estimating DNA methylation, long-read sequencing
technologies exist and enable the measuring of DNA methylation along the region spanning
the SVA insertion of interest. Therefore, we chose to use the nanopore technology that
detects native DNA modifications. Subsequently, we applied single-nucleotide-specific
pyrosequencing, which is methodologically different and relies on bisulfite conversion
prior to measurement. Although differences in TAF1-32i amounts are prominent between
controls and XDP lines in iPSC (Figure 1), these differences are not caused by changes
in DNA methylation, as demonstrated by our results (Figure 3a,b). Specifically, these
differences in levels of the TAF1-32i transcript are visible in XDP ∆SVA cells (Figure 1a),
which do not coincide with any alterations in DNA methylation at these two CpG sites
(Figure 3b). DNA methylation levels at the position chrX:70,659,134 appear to vary dras-
tically among tissues, with the lowest levels in the cerebellum, potentially indicating a
tissue-specific regulatory effect. Although we have not observed any alterations in DNA
methylation and H3K36me3 levels in the intronic region within TAF1-32i in XDP-derived
samples, further investigations of other histone marks and other CpG sites are warranted.
For instance, recent work on XDP-derived cells reported local changes in H3 acetylation
(AcH3), affecting an exon proximal to the SVA insertion. This decrease in AcH3 level was
normalized by CRISPR/Cas9-excision of the SVA, suggesting that the SVA alters epigenetic
marks in the region [39]. In addition, a significant increase in histone H3 citrullination
(H3R2R8R17cit3) was reported in the XDP post-mortem prefrontal cortex [40]. When
considering XDP-relevant epigenetic changes beyond those potentially introduced by the
SVA, the three disease-specific single-nucleotide changes introduce or abolish CpG sites
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of DNA methylation, introducing a possible additional mechanism that might modulate
TAF1 expression in XDP in addition to the SVA [41].

Transposable elements comprise a large portion of the human genome, and in healthy
cells, they are silenced and usually inactive. However, they have been reported to become
active and mobile in aging mammalian tissues [42] and are regarded as a source of ge-
nomic variation or even as “controlling elements” [43]. Currently, it is well known that
transposable elements can influence gene expression by acting as promoters, enhancers,
repressors, or insulators (reviewed in [44]). Our results showing that the XDP-specific SVA
retrotransposon represses TAF1 promoter activity (Figure 4c) suggest that it could function
as a transcriptional repressor. This is in line with a previous report investigating an SVA
element inserted upstream of the FUS gene and is thus associated with amyotrophic lateral
sclerosis and frontotemporal dementia. Namely, this SVA exerts a repressive function
on the SV40 minimal promoter [45], indicating that this property is universal rather than
sequence-dependent. Conversely, the XDP-specific SVA was shown to act as a promoter in
a different experimental setup [15], also leading to the conclusion that there are transcrip-
tion factor binding sites (TFBS) within the SVA. However, due to its repetitive sequence
and genome-wide distribution, it is still experimentally challenging to prove the exact
transcription factor(s) and their binding sites within the SVA. Although our study was
limited in some aspects, such as small sample size, that did not always allow for statistical
testing, it adds to the growing body of evidence that transposable elements affect gene
expression. Together, our results show transcriptional alterations in XDP caused by the
SVA retrotransposon, suggesting that it contains binding sites for transcription factors and
possibly splicing regulators.

4. Materials and Methods
4.1. Study Participants

We analyzed biomaterials from a total of 83 individuals (52 XDP patients carrying
the SVA insertion and 31 (21 males) healthy ethnicity-matched controls with wild-type
genotype). The median age at sample collection was 40 (interquartile range (IQR: 35.0–47.8,
range: 30–60) years for the XDP patients and 35 (IQR: 30.0–42.0, range: 18–54) years for
controls. In XDP patients, the median repeat number was 43 (IQR: 40.0–45.8, range: 35–53),
median AAO was 37 (IQR: 31.0–41.8, range: 26–51) years, and median disease duration at
the time of sample collection was 3 (IQR: 2–4, range: −2–19) years.

DNA was available for all samples. With respect to RNA, for 41 XDP patients, only
RNA from blood was available and used in experiments, while for two patients, only RNA
from fibroblasts was available. For the remaining patients, RNA from the blood and/or
fibroblasts or iPSCs was available. For two XDP patients and 3 controls, postmortem
brain tissue was available. The XDP patients died at the age of 36 and 38 years. Two of
the controls were male and one female, and they were 68 years old at the time of death,
with no neurodegenerative findings at the time of pathological examination. They were
of German ethnicity, as no postmortem tissue from Filipino individuals was available.
The study was conducted according to the guidelines of the Declaration of Helsinki and
approved by the Ethics Committee of the University of Lübeck (AZ12-219). All autopsies
had been performed either as clinical autopsies with first-line relatives, next of kin or
their legally authorized representatives giving informed consent or as legal autopsies
on behalf of investigating authorities. The use of specimens obtained at autopsies for
research upon anonymization is in accordance with local ethical standards and regulations
at the University Hospital Schleswig–Holsten (the “Gesetz uber das Leichen–, Bestattungs–
und Friedhofswesen (Bestattungsgesetz) des Landes Schleswig–Holstein vom 04.02.2005,
Abschnitt II, 9 (Leichen offnung, anatomisch)”) or University Medical Center Hamburg–
Eppendorf (“Hamburgisches Krankenhausgesetz vom 17.04.1991, §12, Abs. 1”).
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4.2. Nucleic Acid Extraction and Reverse Transcription

The genomic DNA was routinely extracted from peripheral blood leukocytes using the
salting-out method. QIAamp DNA Mini Kit (Qiagen, Hilden, Germany) was used for DNA
extraction from iPSCs, while the Blood and cell culture DNA midi kit (Qiagen) was used to
extract high-molecular-weight DNA from brain tissue (i.e., cerebellum and frontal cortex).
RNA was extracted from the whole blood using the PAXgene Blood RNA Kit (Qiagen), and
from cells using the RNeasy Mini Kit (Qiagen), according to the manufacturer’s instructions.
Only the RNA samples with an RNA integrity number (RIN) of >6 were included in the
analyses. Maxima First Strand cDNA Synthesis Kit for RT-qPCR with dsDNase (Thermo
Scientific, Waltham, MA, USA) was used for reverse transcription, starting with 500 ng
total RNA.

4.3. Quantitative PCR (qPCR)

Maxima SYBR Green/Fluorescein qPCR Master Mix (Thermo Scientific) was used for
qPCR, in a 10 µL reaction volume, on the Light Cycler 96 Instrument (Roche, Basel, Switzer-
land). TAF1-32i primers target exon 32 (5′-GTATAATGATTCAGGAAGTTGCAAG-3′) and
intron 32 (5′-GTAATGTACCAATATAAATTTCCTGGTTT-3′). GAPDH primers target exon
1 (5′-GTCAGCCGCATCTTCTTTTG-3′) and exon 3 (5′-GCGCCCAATACGACCAAATC-3′).
Cycling conditions for the 3-step amplification are as follows: 95◦ for 15 s; 57◦ for 30 s; 72◦

for 30 s. The analysis of each sample was performed in triplicate. Statistical analyses were
performed on dCt values (Ct target–Ct reference gene) using an unpaired t test since they
are logarithmic and thus normally distributed, which allows for one to perform a t test.

4.4. Sanger Sequencing

PCR products using cDNA as a template and the above-given sequences of the TAF1
in32 primers were purified by Exonuclease I and Fast AP Thermosensitive Alkaline Phos-
phatase (Thermo Scientific). Subsequently, the sequencing reaction was performed using
only one of the primers and the BigDye Terminator v3.1 Cycle Sequencing Kit (Applied
Biosystems, Waltham, MA, USA). Samples were purified by Sodium Acetate/Ethanol
precipitation, dissolved in Hi-Di Formamide (Applied Biosystems), and loaded on the
3500xL Genetic Analyzer (Applied Biosystems). Electropherograms were visualized using
Chromas Lite (Technelysium Pty Ltd., South Brisbane, Australia).

4.5. Cell Culture

Fibroblast lines were established from skin biopsies, and these cells, as well as HEK293,
were grown in DMEM medium (Thermo Scientific, Waltham, MA, USA), supplemented
with 10% fetal bovine serum (Thermo Scientific, Waltham, MA, USA) and 1% Penicillin–
Streptomycin (Thermo Scientific, Waltham, MA, USA). Generation and characterization of
the iPS cell lines from XDP patients and ethnically matched controls was performed previ-
ously (https://www.wicell.org/home/stem-cells/catalog-of-stem-cell-lines/collections/
massachusetts-general-hospital.cmsx (accessed on 10 December 2021)), and gene-edited
lines have been examined in an earlier study [10]. Here, they were grown on Matrigel-
coated plates in mTeSR medium (StemCell Technologies, Vancouver, BC, Canada).

4.6. Cycloheximide Treatment

iPSCs from healthy controls and XDP patients were grown to 70% confluency in 6-well
plates, prior to cycloheximide treatment (C4859, Sigma-Aldrich, St. Louis, MO, USA). On
the day of the treatment, the medium was removed from the cells, and fresh medium
containing cycloheximide to a final concentration of 50 µg/mL was added to each well.
The cells were incubated overnight and pelleted the next day for further experiments (i.e.,
RNA extraction and qPCR).
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4.7. Chromatin Immunoprecipitation (ChIP)

Chromatin immunoprecipitation was performed according to Lee et al. [46]. Briefly,
iPSCs were fixed for 10 min on ice with 1% formaldehyde in mTeSR. The reaction was
quenched with 2.5 M glycine, followed by extraction of the nuclear lysate and chromatin
sonication on Diagenode Bioruptor Pico (15 cycles; 30 s pulse–30 s pause). For ChIP, 15
µg of chromatin was incubated with 5 µg of the H3K36me3 antibody (ab9050, Abcam,
Cambridge, UK) overnight. The next day, blocked magnetic beads were added to the
chromatin–antibody complexes and incubated overnight, followed by 7 washes with RIPA
buffer and 1 with TE buffer. The immunoprecipitated DNA was extracted with phenol–
chloroform, washed with ethanol, eluted in ultra-pure nuclease-free water, and used for
subsequent experiments. For qPCR, the primers were designed to cover both the enriched
H3K36me3 signal (Figure 2a) and the region included in the TAF1-32i transcript (forward:
5′-GCTCATGAATGTATTCTGATCC-3′; reverse: 5’-GTACAGCTATGTAAGATATTGCC-3′).
For NGS, library preparation was performed with NEBNext Ultra II DNA Library Prep with
Sample Purification Beads (E7103, NEB), and the sequencing was performed on NextSeq
2000 (Illumina, San Diego, CA, USA). Reads were mapped using Bowtie2, while parsing to
bigwig format was performed using DROMPAplus and/or MACS2 (as described in [47]).

4.8. DNA Methylation Analyses by Nanopore Sequencing

Cas9-targeted sequencing from Oxford Nanopore Technologies was performed to
enrich the target region and to obtain the epigenetic information. CRISPR RNAs (crRNAs)
were designed with CHOPCHOP (https://chopchop.cbu.uib.no (accessed on 10 December
2021)). Four crRNAs were used upstream of the TAF1 SVA insertion, and four crRNAs
were used downstream. Two libraries were prepared per sample. The enriched DNA was
prepared with the Nanopore Ligation Sequencing Kit (SQK-LSK109), loaded on a R9.4.1
flow cell and sequenced with MinION or GridION. For methylation analysis, all sequencing
data obtained were combined to maximize coverage depth. Methylation was called with
the software Nanopolish (v0.13.2) (Oxford Nanopore Technologies, Oxford, UK), which can
detect 5’-methylcytosine (5mC) in a CpG context. To counteract potential off-target effects
of the CRISPR/Cas9 enrichment, the BAM file was filtered for reads with an alignment
length >3kb in the patient- or >1.5kb in control-derived samples. Only CpG sites covered
by >10 reads were included in the analysis.

4.9. DNA Methylation Analyses by Pyrosequencing

Bisulfite conversion of genomic DNA was performed with the EpiTect Fast DNA Bisul-
fite Kit (Qiagen), according to the manufacturer’s instructions. Converted DNA was PCR
amplified using primers specific for the converted sequence (forward: 5′-ATAATTTTTAA
TTTGGGTTTAATGGGG-3′; reverse: 5′-[BIO]CTACCTAACAAAAATATAAATAATAAA
TTAA-3′). Samples were sequenced on PyroMark Q48 Autoprep (Qiagen) using two
different sequencing primers (70659134: 5’-GTATTAATATTATTTAGTAGTT-3’; 70659225:
5’-GTTTATATTATATTTTGTTTAG-3’). Data were tested for normal distribution using the
Kolmogorov–Smirnov test and analyzed with an unpaired t test.

4.10. Luciferase Assay

To define the most active TAF1 promoter region, various fragments were inserted into
the pGL4.10(luc2) vector (Promega, Madison, WI, USA) using the Gibson Assembly cloning
strategy (E2621, NEB). In the next step, either the full-length SVA or a size-matched control
were inserted in the vector containing the most active TAF1 promoter region. Primers
used for cloning are available upon request. To improve the cloning efficiency of the
repetitive DNA regions found within the SVA (e.g., hexanucleotide repeats), OneShot Stbl3
chemically competent E. coli were used (Invitrogen, Waltham, MA, USA), and bacteria
were grown at 30 ◦C. In addition to Sanger sequencing, inserts were verified with fragment
analysis targeting the hexanucleotide repeats, as described previously [14,15]. HEK293
cells were transfected with different constructs, using FuGENE HD (Promega). We co-
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transfected cells with a thymidine kinase promoter-Renilla luciferase reporter plasmid
(pRL-TK) as an internal control. After 24 h, the cells were lysed, and the activity of Firefly
and Renilla luciferase was determined with the Dual Luciferase Reporter Assay (Promega)
in a TriStar2 LB Multidetection Microplate Reader (Berthold, Bad Wildbad, Germany). All
measurements were verified in at least three independent experiments and as triplicates
in each experiment. Firefly luciferase signals were corrected for transfection efficiency
using Renilla signals of the co-transfected control vector. Relative light units were then
normalized relative to the TAF1 pro 400 bp-containing plasmid. Statistical analysis was
performed using the Kruskal–Wallis test with Dunn’s multiple comparison test.
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4. Pasco, P.M.D.; Ison, C.V.; Muňoz, E.L.; Magpusao, N.S.; Cheng, A.E.; Tan, K.T.; Lo, R.W.; Teleg, R.A.; Dantes, M.B.; Borres, R.; et al.
Understanding XDP Through Imaging, Pathology, and Genetics. Int. J. Neurosci. 2010, 121, 12–17. [CrossRef]

5. Hanssen, H.; Heldmann, M.; Prasuhn, J.; Tronnier, V.; Rasche, D.; Diesta, C.C.; Domingo, A.; Rosales, R.L.; Jamora, R.D.; Klein, C.;
et al. Basal ganglia and cerebellar pathology in X-linked dystonia-parkinsonism. Brain 2018, 141, 2995–3008. [CrossRef]

6. Nolte, D.; Niemann, S.; Müller, U. Specific sequence changes in multiple transcript system DYT3 are associated with X-linked
dystonia parkinsonism. Proc. Natl. Acad. Sci. USA 2003, 100, 10347–10352. [CrossRef]

7. Makino, S.; Kaji, R.; Ando, S.; Tomizawa, M.; Yasuno, K.; Goto, S.; Matsumoto, S.; Tabuena, M.D.; Maranon, E.; Dantes, M.; et al.
Reduced Neuron-Specific Expression of the TAF1 Gene Is Associated with X-Linked Dystonia-Parkinsonism. Am. J. Hum. Genet.
2007, 80, 393–406. [CrossRef]

8. Domingo, A.; Westenberger, A.; Lee, L.V.; Brænne, I.; Liu, T.; Vater, I.; Rosales, R.; Jamora, R.D.; Pasco, P.M.; Paz, E.M.C.-D.;
et al. New insights into the genetics of X-linked dystonia-parkinsonism (XDP, DYT3). Eur. J. Hum. Genet. 2015, 23, 1334–1340.
[CrossRef]

9. Aneichyk, T.; Hendriks, W.T.; Yadav, R.; Shin, D.; Gao, D.; Vaine, C.A.; Collins, R.L.; Domingo, A.; Currall, B.; Stortchevoi, A.; et al.
Dissecting the Causal Mechanism of X-Linked Dystonia-Parkinsonism by Integrating Genome and Transcriptome Assembly. Cell
2018, 172, 897–909.e21. [CrossRef]

10. Rakovic, A.; Domingo, A.; Grütz, K.; Msc, L.K.; Capetian, P.; Cowley, S.; Lenz, I.; Brüggemann, N.; Rosales, R.; Jamora, D.; et al.
Genome editing in induced pluripotent stem cells rescues TAF1 levels in X-linked dystonia-parkinsonism. Mov. Disord. 2018, 33,
1108–1118. [CrossRef]

11. Domingo, A.; Amar, D.; Grütz, K.; Lee, L.V.; Rosales, R.; Brüggemann, N.; Jamora, R.D.; Paz, E.C.-D.; Rolfs, A.; Dressler, D.; et al.
Evidence of TAF1 dysfunction in peripheral models of X-linked dystonia-parkinsonism. Cell. Mol. Life Sci. 2016, 73, 3205–3215.
[CrossRef]

12. Ito, N.; Hendriks, W.T.; Dhakal, J.; Vaine, C.A.; Liu, C.; Shin, D.; Shin, K.; Wakabayashi-Ito, N.; Dy, M.; Multhaupt-Buell, T.; et al.
Decreased N-TAF1 expression in X-Linked Dystonia-Parkinsonism patient-specific neural stem cells. Dis. Model. Mech. 2016, 9,
451–462. [CrossRef]

13. Al Ali, J.; Vaine, C.A.; Shah, S.; Ms, L.C.; Hakoum, A.; Supnet, M.L.; Acuña, P.; Ms, G.A.; Ms, T.M.; Bs, N.G.G.; et al. TAF1
Transcripts and Neurofilament Light Chain as Biomarkers for X-linked Dystonia-Parkinsonism. Mov. Disord. 2020, 36, 206–215.
[CrossRef]

14. Westenberger, A.; Reyes, C.J.; Saranza, G.; Dobricic, V.; Hanssen, H.; Domingo, A.; Laabs, B.; Schaake, S.; Pozojevic, J.; Rakovic,
A.; et al. A hexanucleotide repeat modifies expressivity of X-linked dystonia parkinsonism. Ann. Neurol. 2019, 85, 812–822.
[CrossRef]

15. Bragg, D.C.; Mangkalaphiban, K.; Vaine, C.A.; Kulkarni, N.J.; Shin, D.; Yadav, R.; Dhakal, J.; Ton, M.-L.; Cheng, A.; Russo,
C.T.; et al. Disease onset in X-linked dystonia-parkinsonism correlates with expansion of a hexameric repeat within an SVA
retrotransposon in TAF1. Proc. Natl. Acad. Sci. USA 2017, 114, E11020–E11028, Erratum in Proc. Natl. Acad. Sci. USA 2020,
117, 6277. [CrossRef]

16. Wassarman, D.A.; Sauer, F. TAF II 250: A transcription toolbox. J. Cell Sci. 2001, 114, 2895–2902. [CrossRef]
17. Thomas, M.C.; Chiang, C.M. The general transcription machinery and general cofactors. Crit. Rev. Biochem. Mol. Biol. 2006, 41,

105–178. [CrossRef]
18. Nickless, A.; Bailis, J.M.; You, Z. Control of gene expression through the nonsense-mediated RNA decay pathway. Cell Biosci.

2017, 7, 26. [CrossRef]
19. García-Moreno, J.F.; Romão, L. Perspective in alternative splicing coupled to nonsense-mediated mrna decay. Int. J. Mol. Sci. 2020,

21, 9424. [CrossRef]
20. The ENCODE Project Consortium. An Integrated Encyclopedia of DNA Elements in the Human Genome. Nature 2012, 489, 57–74.

[CrossRef]
21. Luco, R.F.; Pan, Q.; Tominaga, K.; Blencowe, B.J.; Pereira-Smith, O.M.; Misteli, T. Regulation of Alternative Splicing by Histone

Modifications. Science 2010, 327, 996–1000. [CrossRef] [PubMed]
22. Pradeepa, M.M.; Sutherland, H.; Ule, J.; Grimes, G.R.; Bickmore, W.A. Psip1/Ledgf p52 Binds Methylated Histone H3K36 and

Splicing Factors and Contributes to the Regulation of Alternative Splicing. PLoS Genet. 2012, 8, e1002717. [CrossRef] [PubMed]
23. Chantalat, S.; Depaux, A.; Héry, P.; Barral, S.; Thuret, J.-Y.; Dimitrov, S.; Gérard, M. Histone H3 trimethylation at lysine 36 is

associated with constitutive and facultative heterochromatin. Genome Res. 2011, 21, 1426–1437. [CrossRef] [PubMed]
24. Sun, Z.; Zhang, Y.; Jia, J.; Fang, Y.; Tang, Y.; Wu, H.; Fang, D. H3K36me3, message from chromatin to DNA damage repair. Cell

Biosci. 2020, 10, 9. [CrossRef]
25. Maor, G.L.; Yearim, A.; Ast, G. The alternative role of DNA methylation in splicing regulation. Trends Genet. 2015, 31, 274–280.

[CrossRef]
26. Greenberg, M.V.C.; Bourc’His, D. The diverse roles of DNA methylation in mammalian development and disease. Nat. Rev. Mol.

Cell Biol. 2019, 20, 590–607. [CrossRef]
27. Wang, H.; Xing, J.; Grover, D.; Hedges, D.J.; Han, K.; Walker, J.A.; Batzer, M.A. SVA Elements: A Hominid-specific Retroposon

Family. J. Mol. Biol. 2005, 354, 994–1007. [CrossRef]

203



Int. J. Mol. Sci. 2022, 23, 2231

28. Lüth, T.; Laß, J.; Schaake, S.; Wohlers, I.; Pozojevic, J.; Jamora, R.D.G.; Rosales, R.L.; Brüggemann, N.; Saranza, G.; Diesta, C.C.E.;
et al. Elucidating Hexanucleotide Repeat Number and Methylation within the X-Linked Dystonia-Parkinsonism (XDP)-SVA
Retrotransposon in TAF1 with Nanopore Sequencing. Genes 2022, 13, 126. [CrossRef]

29. Elbarbary, R.A.; Lucas, B.A.; Maquat, L.E. Retrotransposons as regulators of gene expression. Science 2016, 351, aac7247. [CrossRef]
30. Estécio, M.R.; Gallegos, J.; Dekmezian, M.; Lu, Y.; Liang, S.; Issa, J.-P. SINE Retrotransposons Cause Epigenetic Reprogramming of

Adjacent Gene Promoters. Mol. Cancer Res. 2012, 10, 1332–1342. [CrossRef]
31. Sasaki, T.; Nishihara, H.; Hirakawa, M.; Fujimura, K.; Tanaka, M.; Kokubo, N.; Kimura-Yoshida, C.; Matsuo, I.; Sumiyama, K.;

Saitou, N.; et al. Possible involvement of SINEs in mammalian-specific brain formation. Proc. Natl. Acad. Sci. USA 2008, 105,
4220–4225. [CrossRef] [PubMed]

32. Bhuiyan, T.; Timmers, H.M. Promoter Recognition: Putting TFIID on the Spot. Trends Cell Biol. 2019, 29, 752–763. [CrossRef]
[PubMed]

33. Gudmundsson, S.; Wilbe, M.; Filipek-Górniok, B.; Molin, A.-M.; Ekvall, S.; Johansson, J.; Allalou, A.; Gylje, H.; Kalscheuer,
V.M.; Ledin, J.; et al. TAF1, associated with intellectual disability in humans, is essential for embryogenesis and regulates
neurodevelopmental processes in zebrafish. Sci. Rep. 2019, 9, 1–11. [CrossRef] [PubMed]

34. Taniguchi-Ikeda, M.; Kobayashi, K.; Kanagawa, M.; Yu, C.-C.; Mori, K.; Oda, T.; Kuga, A.; Kurahashi, H.; Akman, H.O.; DiMauro,
S.; et al. Pathogenic exon-trapping by SVA retrotransposon and rescue in Fukuyama muscular dystrophy. Nature 2011, 478,
127–131. [CrossRef] [PubMed]

35. Kim, J.; Hu, C.; Moufawad El Achkar, C.; Black, L.E.; Douville, J.; Larson, A.; Pendergast, M.K.; Goldkind, S.F.; Lee, E.A.;
Kuniholm, A.; et al. Patient-Customized Oligonucleotide Therapy for a Rare Genetic Disease. N. Engl. J. Med. 2019, 381,
1644–1652. [CrossRef] [PubMed]

36. Hancks, D.C.; Ewing, A.D.; Chen, J.E.; Tokunaga, K.; Kazazian, H.H. Exon-trapping mediated by the human retrotransposon SVA.
Genome Res. 2009, 19, 1983–1991. [CrossRef] [PubMed]

37. Lewis, B.P.; Green, R.; Brenner, S.E. Evidence for the widespread coupling of alternative splicing and nonsense-mediated mRNA
decay in humans. Proc. Natl. Acad. Sci. USA 2002, 100, 189–192. [CrossRef] [PubMed]

38. Wong, J.J.-L.; Ritchie, W.; Ebner, O.A.; Selbach, M.; Wong, J.W.; Huang, Y.; Gao, D.; Pinello, N.; Gonzalez, M.; Baidya, K.; et al.
Orchestrated Intron Retention Regulates Normal Granulocyte Differentiation. Cell 2013, 154, 583–595. [CrossRef]

39. Petrozziello, T.; Dios, A.M.; Mueller, K.A.; Vaine, C.A.; Hendriks, W.T.; Glajch, K.E.; Mills, A.N.; Mangkalaphiban, K.; Penney,
E.B.; Ito, N.; et al. SVA insertion in X-linked Dystonia Parkinsonism alters histone H3 acetylation associated with TAF1 gene.
PLoS ONE 2020, 15, e0243655. [CrossRef]

40. Petrozziello, T.; Mills, A.N.; Vaine, C.A.; Penney, E.B.; Fernandez-Cerado, C.; Legarda, G.P.A.; Velasco-Andrada, M.S.; Acuña, P.J.;
Ang, M.A.; Muñoz, E.L.; et al. Neuroinflammation and histone H3 citrullination are increased in X-linked Dystonia Parkinsonism
post-mortem prefrontal cortex. Neurobiol. Dis. 2020, 144, 105032. [CrossRef]

41. Krause, C.; Schaake, S.; Grütz, K.; Sievert, H.; Msc, C.J.R.; König, I.R.; Msc, B.L.; Jamora, R.D.; Rosales, R.L.; Diesta, C.C.E.; et al.
DNA Methylation as a Potential Molecular Mechanism in X-linked Dystonia-Parkinsonism. Mov. Disord. 2020, 35, 2220–2229.
[CrossRef]

42. De Cecco, M.; Criscione, S.W.; Peterson, A.L.; Neretti, N.; Sedivy, J.M.; Kreiling, J.A. Transposable elements become active and
mobile in the genomes of aging mammalian somatic tissues. Aging 2013, 5, 867–883. [CrossRef]

43. McClintock, B. Intranuclear systems controlling gene action and mutation. Brookhaven Symp. Biol. 1956, 8, 58–74.
44. Chuong, E.; Elde, N.C.; Feschotte, E.B.C.N.C.E.C. Regulatory activities of transposable elements: From conflicts to benefits. Nat.

Rev. Genet. 2016, 18, 71–86. [CrossRef]
45. Savage, A.L.; Wilm, T.P.; Khursheed, K.; Shatunov, A.; Morrison, K.E.; Shaw, P.J.; Shaw, C.E.; Smith, B.; Breen, G.; Al-Chalabi, A.;

et al. An Evaluation of a SVA Retrotransposon in the FUS Promoter as a Transcriptional Regulator and Its Association to ALS.
PLoS ONE 2014, 9, e90833. [CrossRef] [PubMed]

46. Lee, T.I.; E Johnstone, S.; A Young, R. Chromatin immunoprecipitation and microarray-based analysis of protein location. Nat.
Protoc. 2006, 1, 729–748. [CrossRef]

47. Nakato, R.; Sakata, T. Methods for ChIP-seq analysis: A practical workflow and advanced applications. Methods 2021, 187, 44–53.
[CrossRef]

204



 International Journal of 

Molecular Sciences

Article

Comparative Transcriptome Profiling of Young and Old Brown
Adipose Tissue Thermogenesis

Yumin Kim 1 , Baeki E. Kang 2, Dongryeol Ryu 2 , So Won Oh 3,* and Chang-Myung Oh 1,*

Citation: Kim, Y.; Kang, B.E.; Ryu, D.;

Oh, S.W.; Oh, C.-M. Comparative

Transcriptome Profiling of Young and

Old Brown Adipose Tissue

Thermogenesis. Int. J. Mol. Sci. 2021,

22, 13143. https://doi.org/10.3390/

ijms222313143

Academic Editors: Amelia

Casamassimi, Alfredo Ciccodicola

and Monica Rienzo

Received: 12 October 2021

Accepted: 3 December 2021

Published: 5 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Biomedical Science and Engineering, Gwangju Institute of Science and Technology,
Gwangju 61005, Korea; dbals123@gm.gist.ac.kr

2 Department of Molecular Cell Biology, Sungkyunkwan University (SKKU) School of Medicine,
Suwon 16419, Korea; baekikang@gmail.com (B.E.K.); freefall@skku.edu (D.R.)

3 Department of Nuclear Medicine, Seoul National University Boramae Medical Center, Seoul 03080, Korea
* Correspondence: mdosw@snu.ac.kr (S.W.O.); cmoh@gist.ac.kr (C.-M.O.); Tel.: +82-62-715-5377 (C.-M.O.);

Fax: +82-62-715-5309 (C.-M.O.)

Abstract: Brown adipose tissue (BAT) is a major site for uncoupling protein 1 (UCP1)-mediated
non-shivering thermogenesis. BAT dissipates energy via heat generation to maintain the optimal
body temperature and increases energy expenditure. These energetic processes in BAT use large
amounts of glucose and fatty acid. Therefore, the thermogenesis of BAT may be harnessed to
treat obesity and related diseases. In mice and humans, BAT levels decrease with aging, and the
underlying mechanism is elusive. Here, we compared the transcriptomic profiles of both young and
aged BAT in response to thermogenic stimuli. The profiles were extracted from the GEO database.
Intriguingly, aging does not cause transcriptional changes in thermogenic genes but upregulates
several pathways related to the immune response and downregulates metabolic pathways. Acute
severe CE upregulates several pathways related to protein folding. Chronic mild CE upregulates
metabolic pathways, especially related to carbohydrate metabolism. Our findings provide a better
understanding of the effects of aging and metabolic responses to thermogenic stimuli in BAT at the
transcriptome level.

Keywords: brown adipose tissue; transcriptome; cold exposure; aging

1. Introduction

Brown adipose tissue (BAT) is a specialized site for uncoupling protein 1 (UCP1)-
mediated non-shivering thermogenesis [1]. BAT dissipates chemical energy via heat
generation to maintain the optimal body temperature against cold exposure and increases
energy expenditure in response to excessive feeding [2]. Recent technical advances in
the field of energy metabolism have revealed that the thermogenesis in BAT uses large
amounts of intracellular triglycerides and glucose as the energy source [3,4], and thus
activating the thermogenesis of BAT is a promising target for the treatment of obesity and
related diseases, such as diabetes, dyslipidemia, and cardiovascular diseases [1,5]. Several
human studies reported that BAT activities were affected by weather and climate [6–8].
There were strong associations between weather and BAT activity [6,8], and the Inuit, who
live in the Arctic region, have genetic variants related to heat generation in BAT [7].

The amount of BAT and its thermogenic activity decrease with aging in both mice
and humans [9]. Brown-like adipocytes in white adipose tissue (WAT), as well as brown
adipocytes in BAT lose their thermogenic characteristics with aging [10]. Imaging studies
using 18-fluorodeoxyglucose (18F-FDG) positron emission tomography (PET-CT) have
revealed that young people have a higher stimulated/non-stimulated BAT ratio in the
cervical-supraclavicular region than aged people [11]. Interscapular BAT abundantly exists
in children aged <10 years but is dispersed in adults [12]. In humans, >90% metabolically
active BAT is lost in their 50s and 60s [13].
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Several approaches, such as cold exposure (CE), exercise, and beta 3-adrenergic recep-
tor (β3-AR) agonists have been tried to activate the thermogenic activities of BAT [14–18].
Although their sample sizes were small, β3-AR stimulation has shown clinical benefits in
clinical trials. Through acute administration of the mirabegron, the β3-AR agonist activated
BAT metabolic activity and white adipose tissue (WAT) lipolysis in humans [16]. Chronic
mirabegron therapy increased BAT activity and improved glucose homeostasis in both
healthy and obese humans [17,18].

Although some human and animal studies have reported the metabolic benefits of acti-
vating BAT through these approaches [8,14,17,18], most clinical trials have been performed
on young adults (ClinicalTrials.gov: NCT03793127, NCT03049462, and NCT02236962). In
aged people, thermogenic stimuli do not activate the thermogenic activities of BAT [13].
Takeshi et al. identified cold-activated BAT by using PET-CT and 162 adult healthy vol-
unteers aged 20–73 years [13]. In the same study, the incidence of activated BAT after 2 h
of exposure to 19 ◦C was found to be 53% (44/83), 12.5% (1/8), and 0% (0/7) in humans
during their 20s, 50s, and 60s, respectively. The underlying mechanism of this decline has
not yet been elucidated.

Most chronic metabolic diseases, such as type-2 diabetes, develop with age [19]. Thus,
the decline in the thermogenic activity and response to thermogenic stimuli with age is
the major hurdle in harnessing BAT thermogenesis as a novel therapeutic strategy against
metabolic disease. In this study, we compared the transcriptomic profiles of the BAT in both
young and old mice in response to CE to find the molecular mechanisms underlying age-
related dysfunctions in BAT. In addition, we compared the transcriptomic changes in BAT
response to thermogenic stimuli such as acute severe CE (ACE), chronic mild CE (CCE),
high-fat diet (HFD), and β3-adrenergic receptor (β3-AR) agonist CL316243 treatment in
young and old mice to determine which thermogenic stimulus is better.

2. Results
2.1. Comparison of BAT Transcriptome Profiles in Aging and Adaptive Thermogenesis

The gene expression profile of BAT was analyzed using transcriptome datasets of
ACE studies (GSE135391), CCE study (GSE172021), HFD induced thermogenesis study
(GSE112740), and β3-AR stimulation (GSE98132). First, we analyzed the differentially
expressed genes (DEGs) between young and aged BAT at room temperature (RT). We iden-
tified 438 upregulated and 366 downregulated genes (Adjusted p-value < 0.05, Figure 1A).
Figure 1B shows the top 10 upregulated and top 10 downregulated genes ranked by fold
change. Cyp2b10 (cytochrome P450 2B10), Peg3 (paternally expressed gene 3), and Mfsd2a
(major facilitator superfamily domain-containing 2A) are highly upregulated in aged BAT
compared with the levels in young BAT. Ttn (titin), Neb (nebulin), and Ttc25 (tetratricopep-
tide repeat protein 25) genes are mostly downregulated in aged BAT compared with the
levels in young BAT. The Cyp2b10, Peg3, Mfsd2a, and Ttn genes have previously been
reported to play critical roles in adipocyte identity and metabolism [20–23]. However, the
Neb and Ttc25 genes are novel genes associated with BAT aging. Further studies are needed
to investigate the role of these two genes in BAT.

In young BAT, ACE (4 ◦C for 24 h) upregulated 444 genes and downregulated
266 genes (Figure 1C). CCE (gradual decrease from 23 ◦C to 10 ◦C, then 2 weeks of
exposure) upregulated 514 genes and downregulated 369 genes (Figure 1D). Among
the 444 upregulated genes upon ACE, only 33 are also upregulated upon CCE. Among
the 266 downregulated genes upon ACE, only 25 are also downregulated upon CCE
(Supplementary Figure S1). These small numbers of common genes suggest that each
stress might trigger quite different signal responses for activating the BAT activity.

A total of 788 genes were found to be differentially expressed, with 408 upregulated
and 380 downregulated genes, between young and aged BAT upon ACE (Figure 1E). In
old mouse BAT, ACE was found to upregulate 510 genes and downregulate 437 genes
(Figure 1F). When we compared these DEGs with those between young and aged BAT at
RT, 13 downregulated genes in aged BAT compared with young BAT at RT were found to
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be upregulated in aged BAT upon ACE. Additionally, 29 upregulated genes in old BAT
compared with young BAT at RT were found to be downregulated in aged BAT upon ACE
(Supplementary Figure S2).
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Figure 1. Differentially expressed genes (DEGs) between young and old brown adipose tissues
(BAT). (A) Volcano plot of the DEGs between old vs. young BAT (GSE135391). (B) The list of top
10 upregulated and downregulated DEGs between old vs. young BAT. (C) Volcano plot of the DEGs

207



Int. J. Mol. Sci. 2021, 22, 13143

between acute severe cold exposure (ACE) vs. room temperature (RT) in young BAT (GSE135391).
(D) Volcano plot of the DEGs between chronic mild cold exposure (ACE) vs. room temperature
(RT) in young BAT (GSE172021). (E) Volcano plot of the DEGs between old vs. young BAT upon
ACE (GSE135391). (F) Volcano plot of the DEGs between ACE vs. RT in old BAT (GSE135391).
(G) Volcano plot of the DEGs between high-fat diet (HFD) vs. low-fat diet (LFD) in young BAT
(GSE112740). (H) Volcano plot of the DEGs between CL316243 treatment vs. vehicle treatment in
young BAT (GSE98132).

A total of 948 genes were found to be differentially expressed, with 399 upregulated
and 549 downregulated genes, between HFD and low-fat diet in young BAT (Figure 1G).
The thermogenic genes such as Ucp1, Cidea, and Elovl3 were upregulated after HFD feed-
ing in young BAT (Figure 1G). After β3-AR treatment, 381 genes were upregulated, and
326 genes were downregulated (Figure 1H). β3-AR treatment also increased the thermo-
genic gene Elovl3 (Figure 1H).

2.2. Pathway Alterations in BAT

We aimed to determine the biological characteristics of the DEGs in BAT that are
associated with aging and/or other thermogenic stimuli. Thus, we performed gene on-
tology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis
(Figure 2) using three ACE (GSE135391, GSE86590, and GSE119452), CCE (GSE172021),
HFD (GSE112740), and β3-AR stimulation (GSE98132) transcriptomes.

ACE activates several pathways related to ‘response to cold’, ‘response to stress’, and
‘brown fat cell differentiation’ (Figure 2A). Both ACE and CCE did not induce significant
changes in diet-induced thermogenesis (Figure 2A). ACE also activated endoplasmic retic-
ulum (ER)-related protein folding and pathways related to the unfolded protein response
in both young and old BAT (Figure 2B). This observation suggests that ACE increases the
protein quality control related to cellular stress, and thus ACE cannot be a good candidate
therapeutic strategy against the metabolic dysfunctions associated with aging. Figure 2C
showed pathway changes related to metabolism. Metabolic pathways related to ‘fatty acid
metabolism’, ‘cholesterol metabolic process’, and ‘insulin signaling pathway’ were upreg-
ulated in CCE, HFD, and CL316243 treatment. Figure 2D showed changes in signaling
pathways. ACE upregulates ‘apoptotic process’ and ‘MAPK signaling pathway’.

BAT also plays a role as an endocrine organ that controls whole-body glucose and lipid
metabolism by secreting adipokines, which are called ‘batokines’ [24]. To assess batokine
secretion by thermogenic stimulation, we analyzed the expressions of ‘batokine’ genes
(Figure 2E). Bone morphogenetic protein 8B (BMB8B) gene was increased after ACE, CCE,
HFD, and β3-AR agonist stimulation. Fibroblast growth factor 21 (FGF21) was increased
only 48 h after acute CE in young BAT. In old BAT, most genes did not show significant
changes after thermogenic stimulation (Figure 2E).

2.3. Mitochondrial Gene Expression in Brown Adipose

To evaluate the mitochondrial changes with aging and CE in BAT, we analyzed the
expressions of genes related to mitochondrial proteome in the Mitocarta 3.0 gene list [25].
Figure 3 shows heatmaps composed of the DEGs related to mitochondria in BAT. The
rows of each heatmap represent mitochondrion-related genes with significantly changed
expression levels based on fold change, and the columns are the comparative result of
each group.

Figure 3A showed DEGs related to protein homeostasis and Figure 3B showed the
DEGs related to mitochondrial dynamics. Figure 3C showed the DEGs related to nucleotide
metabolism. Both acute CE and chronic CE induces various changes in the expressions of
genes related to mitochondrial proteostasis, dynamics, and nucleotide metabolism.

Figure 3D–F shows DEGs related nutrients metabolism. Chronic CE upregulated
genes related to carbohydrate metabolism and amino acid metabolism (Figure 3D,E). Lipid
metabolism-related genes were upregulated in both acute CE and chronic CE (Figure 3F).
Thioesterase superfamily member 4 (Them4) and glycerol-3-phosphate acyltransferase
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(Gpam) were commonly increased in the acute CE dataset (Figure 3F). Regarding the Fe-
S cluster, only a few genes were differentially expressed in both acute CE and chronic
CE (Figure 3G).
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Figure 3. Heatmap visualization of differentially expressed mitochondrial genes (DEMGs) in brown adipose tissue (BAT).
(A) DEMGs related to protein homeostasis. (B) DEMGs related to mitochondrial dynamics. (C) DEMGs related to nucleotide
metabolism. (D) DEMGs related to carbohydrate metabolism. (E) DEMGs related to amino acid metabolism. (F) DEMGs
related to lipid metabolism. (G) DEMGs related to the Fe-S cluster. ACE, acute severe cold exposure; CCE, chronic mild
cold exposure.
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2.4. Cold-Induced Changes in BAT

To determine specific changes between young and aged BAT after CE, we compared
DEGs between ACE and RT in young BAT with DEGs in old BAT (GSE13591) (Figure 4). A
total of 284 genes are commonly upregulated, and 132 genes are commonly downregulated
in both DEGs (Figure 4A). Figure 4B shows the top genes related to protein folding in
both DEGs. Heat shock protein family H (Hsp110) Member 1 (Hsph1), heat shock protein
90 alpha family class A Member 1 (Hsp90aa1), and heat shock protein family A Member 8
(Hspa8) are the top three upregulated genes in common DEGs.
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related to ‘response to cold’ and ‘cold-induced thermogenesis. 
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(Figure 2) suggest that ACE and CCE use different signaling pathways for BAT activation. 
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GSE135391 and GSE1127140 datasets (Figure 5). Figure 5A shows common genes in DEGs 
between ACE and RT in young BAT, DEGs between ACE and RT in old BAT, and DEGs 
between CCE and RT in young BAT. HSPs such as Hsph1, Hspa4l (heat shock protein 
family A (Hsp70) Member 4-like) and Hspb8 (heat shock protein family B (small) Member 
8) are common upregulated DEGs (Figure 5A). Ebf2 (early B-cell factor 2) is a commonly 
downregulated DEG (Figure 5A). This gene is a specific marker gene for brown preadipo-
cytes and drives brown adipocyte differentiation [28]. C/EBPα (CCAAT/enhancer-binding 
protein alpha) is also a commonly decreased DEG in CE, which triggers differentiation of 
white preadipocytes in mature white adipocytes [29]. 

Figure 5B shows common upregulated pathways and Figure 5C shows common 
downregulated pathways. ACE activates pathways related to protein processing, such as 

Figure 4. Cold-exposure-induced changes in gene expression in brown adipose tissue (BAT). (A) Heatmap of the common
differentially expressed genes (DEGs) between acute severe cold exposure (ACE) vs. room temperature (RT) in young BAT,
and DEGs between in old BAT (GSE135391). (B) Heatmap of the common DEGs related to protein folding pathway between
ACE vs. RT in young BAT and DEGs between ACE vs. RT in aged BAT. (C) Common DEGs after CE in both young and old
BAT from 3 datasets (GSE13591, GSE86590, and GSE119452). (D) Common mitochondrial DEGs from 4 datasets. (E,F) Gene
set enrichment analysis (GSEA) result using all datasets. Heatmap (E) and enrichment plots (F) plots related to ‘response to
cold’ and ‘cold-induced thermogenesis.

To analyze the general features related to CE, we compared DEGs from the other two
datasets, GSE86590 and GSE119452. Figure 4C,D shows common DEGs and mitochondrial
DEGs, respectively. Three mitochondrial genes, glycerol kinase (Gk), Them4, and peptidyl-
prolyl isomerase F (Ppif ) gene were upregulated after CE in young and old BAT (Figure 4D).
The functional enrichment analysis showed that pathways related to ‘response to cold’ and
‘cold-induced thermogenesis’ were upregulated in both ACE and CCE (Figure 4E,F).
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2.5. Chronic Mild Cold Exposure Changes Metabolic Pathways in Brown Adipose Tissue

ACE and CCE have demonstrated beneficial effects in mice and humans by activating
BAT thermogenesis [8,26,27]. Interestingly, DEG analysis (Figure 1) and pathway analysis
(Figure 2) suggest that ACE and CCE use different signaling pathways for BAT activation.
Thus, we next compared gene expressions and pathways between ACE and CCE using
GSE135391 and GSE1127140 datasets (Figure 5). Figure 5A shows common genes in DEGs
between ACE and RT in young BAT, DEGs between ACE and RT in old BAT, and DEGs be-
tween CCE and RT in young BAT. HSPs such as Hsph1, Hspa4l (heat shock protein family
A (Hsp70) Member 4-like) and Hspb8 (heat shock protein family B (small) Member 8) are
common upregulated DEGs (Figure 5A). Ebf2 (early B-cell factor 2) is a commonly downreg-
ulated DEG (Figure 5A). This gene is a specific marker gene for brown preadipocytes and
drives brown adipocyte differentiation [28]. C/EBPα (CCAAT/enhancer-binding protein
alpha) is also a commonly decreased DEG in CE, which triggers differentiation of white
preadipocytes in mature white adipocytes [29].
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known as elevated genes related to CE in BAT. The upregulation of genes related to CE in 
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The Ttn gene, which is downregulated in old BAT at RT, is one of the most downreg-
ulated genes in old BAT upon ACE (Figure 1B). This gene encodes a large protein called 
titin, which is an essential component of sarcomeres and plays an important role in muscle 
development [32]. BAT and the skeletal muscle arise from a common precursor (myf5-

Figure 5. Transcriptional changes after chronic mild cold exposure (CCE) in brown adipose tissue (BAT). (A) Heatmap
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(B,C) Gene Ontology Biologic Process (GOBP) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis
result. Clustered heatmap of upregulated (B) and downregulated (C) pathways.

Figure 5B shows common upregulated pathways and Figure 5C shows common
downregulated pathways. ACE activates pathways related to protein processing, such as
protein folding, protein ubiquitination, and unfolded protein response. However, CCE did
not upregulate protein processing associated pathways and CCE upregulates metabolic
pathways such as glucose and lipid metabolism.
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3. Discussion

In this study, we analyzed transcriptomic profiles of BAT with aging and/or ther-
mogenic stimuli such as CE, HTN, and β3-AR agonist. Old BAT showed decreased gene
expression related to the lipid metabolism, such as stearoyl-CoA desaturase 2 (Scd2) and
angiopoietin-like 8 (Angptl8), and increased gene expression related to obesity in WAT,
such as Peg3 [30]. Interestingly, 118 genes upregulated with aging are also upregulated in
young BAT after ACE (Supplementary Figure S3). Even among the top ten upregulated
genes in aged BAT compared with young BAT at RT (Figure 1B), three genes (Mfsd2a, GMP
reductase (GMPR) [21], solute carrier family 25 member 34 (Slc25a34) [31]) are known
as elevated genes related to CE in BAT. The upregulation of genes related to CE in old
BAT might be a compensatory response to metabolic dysfunctions with aging, or this
observation means that age-related stress might trigger a similar signaling pathway related
to that induced by CE.

The Ttn gene, which is downregulated in old BAT at RT, is one of the most down-
regulated genes in old BAT upon ACE (Figure 1B). This gene encodes a large protein
called titin, which is an essential component of sarcomeres and plays an important role
in muscle development [32]. BAT and the skeletal muscle arise from a common precursor
(myf5-expressing precursor) cell. Accordingly, BAT and the skeletal muscle have been
shown to share many genes as key regulators of their structures and functions [33,34].

Several studies have already reported the possible role of Ttn in adipose tissue. Ttn is
significantly upregulated in the visceral adipose tissue of obese people, compared with
the level in lean people [35]. Additionally, it is significantly downregulated in the BAT of
obesity-prone rats, compared with the level in wild-type rats [36]. This finding suggests
that Ttn might be a novel regulator of BAT. Further studies are needed to reveal the exact
role of Ttn in the age-related changes of BAT.

Intriguingly, thermogenic genes, such as uncoupling protein 1 (Ucp1), cell death-
inducing DNA fragmentation factor alpha-like effector A (Cidea), cytochrome C oxidase
subunit 8B (Cox8b), and ELOVL fatty acid elongase 3 (Elovl3), did not show significant
differences in expression level between young and old BAT at RT. This observation suggests
that decreased thermogenic activity with aging might result from the dysfunction of other
core genes or the post-transcriptional changes of thermogenic genes in BAT.

ACE significantly increased both UCP1 and PGC-1α (Supplementary Figure S4). In-
triguingly, CCE did not upregulate PGC-1α and CL316,243 treatment did not increase both
UCP1 and PGC-1α. Cidea increased only in HFD-induced thermogenesis. These results
suggest that each stimulation may activate BAT through different thermogenic pathways.

The functional enrichment analysis revealed that CE increased several pathways
related to response to cold and stress in both young and old BAT (Figure 2). Both ACE
and CCE also induced many changes related to mitochondrial functions in young and
old BAT (Figure 3). However, pathways related to metabolism were increased in young
BAT but not old BAT (Figure 2C). In old BAT, ACE increased only one gene related to
carbohydrate metabolism, no gene related to amino acid metabolism, and two genes related
to lipid metabolism (Figure 3D–F). CCE showed more upregulated pathways related to the
carbohydrate and amino acid metabolism than ACE in young BAT. These findings suggest
CCE might be an effective therapeutic strategy for improving metabolic dysfunction in
old BAT.

Aging did not cause transcriptional changes in thermogenic genes. CE activates
thermogenesis-related genes in both young and aged BAT (Figure 4A,F). This observation
means that a decrease in thermogenic gene expression is not the underlying cause of the
reduced thermogenesis in aged BAT. Recently, Kazuki et al. also reported that the age-
related impairment of BAT thermogenesis is not significantly associated with thermogenic
genes and suggested post-translational regulated mitochondrial impairment, especially
related to Fe-S cluster formation as a new underlying mechanism of BAT dysfunction
with aging [37]. Among Fe-S cluster formation-related genes, ACE increased GrpE-like
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2 (Grpel2) expression in old BAT (Figure 3G), which is a redox-sensitive protein against
oxidative stress [38].

Pathway analysis revealed that ACE activated protein-folding-related pathways in
both young and old BAT (Figures 2 and 5). Hsph1, Hsp90aa1 and Hspa8 are the top three
commonly upregulated genes in young and old BAT after ACE (Figure 4B). Hsph1 encodes
a member of the heat shock protein 70 family of proteins and this protein is a known
marker of both human and mouse brown adipocytes [39]. Hsp90aa1 encodes heat shock
protein 90α, which is the isoform of the molecular chaperone Hsp90 [40]. This protein
plays a role in lipid metabolism [41]. Hspa8 encodes a member of the heat shock protein
70 family, which interacts with negative charged phospholipids and acts as a membrane
chaperone [42]. These increases might be the result of protective responses to cold-induced
stress in BAT [43], or these HSPs may participate in the BAT metabolism directly, because
HSPs are specific molecular chaperones that play various roles in metabolism [44] as well
as protein quality control [45].

Interestingly, circadian-rhythm–related pathways are changed according to aging and
CE (Figure 5). Recently, many studies have reported that the circadian rhythm regulates
energy metabolism, and chronodisruption by chronic desynchronization of circadian
rhythms has detrimental effects on adipose tissue function and differentiation [46,47]. Thus,
our finding suggests that normalization of the circadian disruption can be an effective
strategy to treat the BAT dysfunctions associated with aging.

Our study has several limitations. First, we did not obtain the transcriptome profile of
aged BAT upon CCE. Comparison of the metabolic effects of ACE and CCE in aged BAT
may provide us with a better understanding of the reduced thermogenic response to CE in
aged BAT. Second, we used only transcriptome data for the evaluation of metabolic changes
related to aging and CE. Integrated approaches using transcriptome with proteomics and
metabolomics are needed to understand the age-related changes in BAT and confirm our
analysis. Third, we used publicly available transcriptome for our study. Our results need to
be verified by other methods such as real-time PCR. Further validation studies are needed.

In conclusion, our findings provided a better understanding of the various effects of
thermogenic stimuli on BAT. Metabolic pathways, especially carbohydrate metabolism-
related pathways, are more upregulated in BAT under CCE than other stimuli. Thus, CCE
might be a better strategy for increasing metabolic activities and improving glucose home-
ostasis than other activating strategies in BAT. Further studies are needed to investigate
the role of CCE in old BAT.

4. Material and Methods
4.1. RNA-Seq Analysis of NCBI Gene Omnibus (GEO) Datasets

Both RNA-seq data of ACE and CCE are deposited in GSE135391, GSE86590, GSE119452,
and GSE172021. We used the GSE1127440 dataset for HFD-induced thermogenesis in BAT
and GSE98133 dataset for β3-AR agonist-stimulated thermogenesis (Figure 6).
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4.2. Identification of DEGs

Raw data were processed to calculate counts per million (cpm) through ‘edgeR’ [48]
package in R software package (version 4.0.0 for Windows; http://cran.r-project.org,
accessed on 11 October 2021), and those were converted to log2 scale followed by normal-
ization using quantile normalization. Then, to identify DEGs from several datasets, we
applied the integrative statistical method to the normalized log2-cpm. For each gene, to cal-
culate the observed T value and log2-median-ratio between two conditions, Student’s t-test
and log2-median-ratio were conducted, respectively. Then, random sampling 1000 times
was performed to generate empirical null distributions for T value and log2-median-ratio.

To generate the overall p-value for each gene, we calculate adjusted p-values by
applying a two-tailed test for the measured T value and log2-median-ratio through their
corresponding empirical distributions. Then, adjusted p values were combined into an
overall p-value using Stouffer’s method [49]. For each comparison, we selected DEGs
through two criteria: its overall p-value < 0.05 and the absolute log2-median-ratio > the
mean of 2.5th and 97.5th percentiles of the empirical distribution for the log2-median-ratio
(Supplementary Table S1).

Venn diagrams which showed the comparison of DEGs between datasets were made
through Oliveros, J.C. (2007–2015) Venny, an interactive tool for comparing listed data
with Venn diagrams at 20-08-2021 (https://bioinfogp.cnb.csic.es/tools/venny/index.html,
accessed on 11 October 2021).

4.3. Pathway Analysis: Kyoto Encyclopeida of Genes and Genomes (KEGG) and Gene Ontology
Biologic Process (GOBP) Analysis

We conducted the functional enrichment analysis of the DEGs by using DAVID
software [50]. Our GOBPs, KEGGs were selected by applying two criteria: its p-value < 0.05
and count of genes > 3.

4.4. Gene Set Enrichment Analysis (GSEA)

To assess the enrichment in our DEGs upon cold exposure in young and aged, we used
GSEA through “clusterProfiler” in R software (version 4.0) [51]. We conducted GSEA anal-
ysis with 10,000 permutations, minGSSize = 3, maxGSSize = 800 and pvaluecutoff = 0.05.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ijms222413143/s1.
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Abstract: A subset of adult-onset asthma patients attribute their symptoms to damp and moldy
buildings. Symptoms of idiopathic environmental intolerance (IEI) may resemble asthma and these
two entities overlap. We aimed to evaluate if a distinct clinical subtype of asthma related to damp and
moldy buildings can be identified, to unravel its corresponding pathomechanistic gene signatures,
and to investigate potential molecular similarities with IEI. Fifty female adult-onset asthma patients
were categorized based on exposure to building dampness and molds during disease initiation. IEI
patients (n = 17) and healthy subjects (n = 21) were also included yielding 88 study subjects. IEI was
scored with the Quick Environmental Exposure and Sensitivity Inventory (QEESI) questionnaire.
Inflammation was evaluated by blood cell type profiling and cytokine measurements. Disease
mechanisms were investigated via gene set variation analysis of RNA from nasal biopsies and
peripheral blood mononuclear cells. Nasal biopsy gene expression and plasma cytokine profiles
suggested airway and systemic inflammation in asthma without exposure to dampness (AND).
Similar evidence of inflammation was absent in patients with dampness-and-mold-related asthma
(AAD). Gene expression signatures revealed a greater degree of similarity between IEI and dampness-
related asthma than between IEI patients and asthma not associated to dampness and mold. Blood cell
transcriptome of IEI subjects showed strong suppression of immune cell activation, migration, and
movement. QEESI scores correlated to blood cell gene expression of all study subjects. Transcriptomic
analysis revealed clear pathomechanisms for AND but not AAD patients. Furthermore, we found
a distinct molecular pathological profile in nasal and blood immune cells of IEI subjects, including
several differentially expressed genes that were also identified in AAD samples, suggesting IEI-type
mechanisms.

Keywords: adult-onset asthma; building dampness and molds; endotypes; environmental
intolerance; transcriptomics; pathobiological mechanisms

1. Introduction

Asthma is a heterogeneous disease driven by interactions between airway epithelium,
the immune system, and environmental exposure. It can be sub-classified into several
pheno- and endotypes based on clinical, functional, and inflammatory features [1]. Adult-
onset asthma is more common in females, is typically nonallergic, and has less favorable
prognosis, when compared with early-onset asthma [2,3]. Contrary to early-onset allergic
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asthma, there is limited understanding of the biology that underlies the adult-onset asthma
phenotype.

Some studies have reported an increase of asthma incidence in adults living or work-
ing in damp and moldy buildings [4]. Adult-onset asthma initiated during exposure
to building dampness and molds does not demographically differ from the adult-onset
asthma phenotype; it is more common in females and predominantly non-allergic [5,6].
These patients use asthma medication excessively, suggesting poor prognosis. The under-
lying mechanisms are poorly known; however, it seems immunoglobin E (IgE)-mediated
sensitization to molds is not an essential factor for asthma onset in these environments [5].

Idiopathic environmental intolerance (IEI) (or multiple chemical sensitivity) patients
have recurring, non-specific symptoms in multiple organ systems attributed to environ-
mental factors with no medical and exposure-related explanation [7]. IEI is considered
a functional somatic disorder of biopsychosocial nature rather than a toxicological re-
sponse [8,9]. In Finland and other Northern European countries, these patients often
attribute their symptoms to buildings [10]. IEI and adult-onset asthma patient groups are
demographically similar, they report similar respiratory symptoms, and there is comorbid-
ity between these conditions [11,12].

We aimed to study if a specific clinically identified subset of patients with adult-onset
asthma associated with damp and moldy buildings can be distinguished by assessing
transcriptomic profiles and corresponding pathobiological mechanisms in nasal mucosa
and peripheral blood mononuclear cells (PBMC). In addition, we evaluated if these patients
have similar mechanisms of disease to IEI.

2. Results
2.1. Demographic and Clinical Data

Figure 1 shows a workflow of the study.
All participants were nonsmoking women. BMI, previous smoking, or atopy did not

differ significantly between the groups, and the controls were younger than other groups
(p = 0.021) (Table 1). Six IEI patients had concomitant asthma. Symptom duration, or
the proportion of severe asthma or the ICS dose, did not differ significantly between the
asthma and IEI groups. Chronic rhinitis was less common in controls than in other groups
(p = 0.004). QEESI chemical intolerance (p < 0.001) and symptom and life impact scores
(p < 0.001) were highest in the IEI group and lowest in the control group, with the asthma
groups’ scores in between. The IEI group reported most disabling symptoms related to
muscles or joints, heart or chest, and ability to think. Total IgE, blood eosinophils, fractional
exhaled nitric oxide, FEV1, and FEV1/FVC did not differ significantly between the groups.
The asthma and IEI patients had more bronchial hyperresponsiveness than the controls
(p = 0.029).

2.2. Inflammatory Cytokine and Gene Expression Profile of Patients and Controls

At the protein level, proinflammatory cytokines IL-8, IL-12(p70), and IL-17A and
regulatory cytokine IL-10 did not differ from the controls in any of the tested groups.
However, IL-6 was slightly elevated in the plasma of the asthma not associated with
dampness and molds (AND) patients (Figure S1).
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Figure 1. Flowchart outlining sample categorization and study workflow. Clinical tests included spirometry, assessment of
non-specific bronchial hyperresponsiveness (BHR), fractional exhaled nitric oxide (FeNO), and blood eosinophil (B-eos)
counts. Allergy to common environmental allergens was determined via skin prick testing (SPT). The Quick Environmental
Exposure and Sensitivity Inventory questionnaire (QEESI) was used to assess idiopathic environmental intolerance. Nasal
biopsies and peripheral blood mononuclear cell (PBMC) samples were obtained. Disease mechanisms were investigated
with gene expression profiling, cytokine analysis (ELISA), and immune cell subtype profiling (FACS).

Based on the global gene expression profiles, there was considerable overlap between
the different asthma subgroups (Figure S2). Nasal biopsy and PBMC transcriptomes
separated the controls from the asthma patients. However, the distinction of controls from
the asthma subgroups was different for the two tissue types. In the nasal biopsy, all the
control samples were entirely separated from all the other patient samples, whereas in the
PBMC samples, the controls only separated clearly from the asthma possibly associated
with dampness and molds (APD) and IEI patient subgroups. When the individual patient
groups were compared with the controls, 409 genes in the nasal biopsies and 266 genes in
the PBMCs were identified as significantly different. In the nasal biopsy samples, AND
appeared to be the most distinct of the asthma groups with 202 differentially expressed
genes (DEGs). Within the IEI category, 101 DEGs were identified in the nasal biopsies and
222 DEGs in PBMCs (Figure 2A). DEGs from all patient/control contrasts in each sample
type are provided in Table S1 (PBMC DEGs) and Table S2 (nasal biopsy DEGs).
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Figure 2. Comparison of differentially expressed genes (DEGs) identified in patient versus controls (A). Patient groups with
asthma that is associated to dampness and molds, possibly associated to dampness and molds, and not associated with dampness
and molds are denoted as AAD, APD, and AND, respectively. Patients diagnosed with idiopathic environmental intolerance
are denoted as IEI, and controls are denoted as (C). Principal component analysis (PCA) shows top two components
represented by genes identified as differentially expressed in the nasal biopsies (B) and blood cells (PBMCs) (C) of patients
versus controls. In the nasal biopsies (B), the top 2 components of the PCA plot separated all samples into three main
clusters. Cluster I consisted of all AND patients, 90% of all APD patients, and 50% of all AAD patients. Cluster II consisted
of all IEI patients and a couple of APD and half of all AAD patients. All control samples grouped together in Cluster III. In
blood cells (C), clearly distinct asthma patient or control subgroup clusters cannot be identified from the top 2 components
of the PCA plot. However, the control samples (Cluster I) do cluster separately from IEI individuals (Cluster II).

Principal component analysis (PCA) based on log2-transformed gene expression
intensities of identified DEGs from nasal biopsy or PBMC, separated the study samples
into three and two main clusters, respectively (Figure 2B,C). When disease and ICS dose
are incorporated into a PCA plot constructed from the patient/control DEGs in the nasal
biopsies, the clustering of the samples is not explained by differences in ICS dose (Figure
S3). The systemic effects of ICS were taken into account during analysis of differentially
expressed genes in PBMCs. A subtle separation of the asthma groups from the controls
was observed from PCA analysis of DEGs. The APD and AND groups clustered closest
to the controls, and just like in the nasal biopsies, asthma associated with dampness and
molds (AAD) patients were closest (50% overlap) to the IEI cluster (Figure 2C). This IEI
cluster (100% IEI + 5% Ctrl) was clearly distinct from the Ctrl cluster (95% Ctrl) (Figure 2C).

2.3. Biological Significance of Differentially Expressed Genes

Venn comparisons of identified DEGs suggested very little overlap (96% of DEGs
were unique to each asthma patient subgroup) in disease pathobiological mechanisms in
blood cells (Figure 3A). Only AAD and IEI patients had common DEGs—12 in total. On
the other hand, the degree of overlap was notably higher in the patient/control DEGs
identified from nasal biopsies (Figure 3B). With 27% DEGs in common, the AND and APD
asthma subtypes were the most closely related asthma groups in this study. AAD had more
DEGs in common with IEI (20%) than either APD (8%) or AND (6%). Nineteen DEGs were
commonly shared between all three asthma groups.
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Figure 3. Venn diagram of differentially expressed genes (DEGs) identified in patient versus controls in PBMC (A) and
nasal biopsy (B). Patient groups with asthma that is associated to dampness and molds, possibly associated to dampness
and molds, and not associated with dampness and molds are denoted as AAD, APD, and AND, respectively. Patients
diagnosed with idiopathic environmental intolerance are denoted as IEI and controls are denoted as C. AND and APD
had the greatest number of shared DEGs in nasal biopsy, while AAD and IEI have the most DEGs in common in blood
cells (PBMC). Gene ontology-based analysis of enriched biological processes in different patient groups reveals several
significantly overrepresented pathways. The top pathways, ranked by −log adjusted p value (cutoff, 1.3) are shown for each
differentially expressed gene set identified in PBMC (C) and nasal biopsy (D).
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In nasal biopsy samples, due to the limited number of shared DEGs between the
different asthma subtypes, the unique DEGs for each asthma group were analyzed for
enrichment of potentially unique pathobiological mechanisms. Although 51 (AAD), 64
(APD), and 100 (AND) genes were uniquely differentially expressed in the associated
patient subgroup, these genes were not significantly associated with any known biological
processes or pathways. Therefore, we proceeded with functional enrichment analysis
of all the identified DEGs in each asthma subtype. Analysis of the identified DEGs for
functional enrichment based on gene ontology (GO) biological processes revealed clear
differences between the patient groups and the target tissues. Due to the low number of
DEGs, no enriched biological processes were observed in any of the asthma groups in blood
cells. In sharp contrast, the IEI group demonstrated very significant (adjusted p-value,
1×10−1 to 1×10−7) enrichment of biological processes such as “cytokine-mediated signaling
pathway”, “cellular response to cytokine stimulus”, “regulation of IL2 production”, and “cellular
response to lipopolysaccharide”, “inflammatory response”, etc. The top 20 overrepresented GO
biological processes and their corresponding p-values are shown in Figure 3C. On the
other hand, the IEI group DEGs from the nasal biopsy transcriptome did not show any
enrichment of biological processes. In the nasal biopsy samples, significantly enriched
(adjusted p-value < 0.05) GO biological processes were only identified from DEGs in the
AND and APD groups. The top enriched biological processes in the AND group were
“amide transport”, “response to organophosphorous” and “muscle contraction”. The top
20 GO biological processes overrepresented in the AND subgroup DEGs are shown in
Figure 3D, upper panel. Only three biological processes (“epidermis development” and
“defense response to bacterium” and “amide transport”) were enriched in the APD group
(Figure 3D, lower panel). No significant enrichments of biological processes were observed
in the AAD asthma group.

For the patient subgroups demonstrating DEGs with significantly enriched GO bio-
logical processes (i.e., IEI for PBMC and APD, AND for nasal biopsies), we next sought to
identify specific co-expressed gene networks (modules) for each clinical asthma subtype
using the INfORM tool for module prioritization and Ingenuity’s pathway analysis (IPA)
for identification of up and downregulated downstream biological functions within each
co-expressed gene network. In PBMC, three gene modules from IEI DEGs were identified.
Significantly enriched pathways were identified from modules 1 (M1) and 3 (M3), all of
which were predicted to be downregulated (Z-score < 0). The most significant biological
processes represented by co-expressed genes in M1 were decreased recruitment, migration,
and activation of blood cells/leukocytes (B-H adjusted p-value < 1×10−12), and in M3,
decreased proliferation and migration of blood cells/lymphocytes (B-H p-value < 1×10−7).
The interaction between all IEI-associated gene network modules and their corresponding
downstream biological processes are depicted in Figure 4.
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Figure 4. Prediction of the disease relevant pathways represented by differentially expressed genes (DEGs) in peripheral
mononuclear cells of patients with idiopathic environmental intolerance (IEI). Three co-expressed gene networks (modules;
M1, M2, and M3) were identified from genes that are differentially expressed between IEI patients and controls. The
interactions between different inferred co-expressed gene network modules, as well as their corresponding top enriched
biological functions and predicted downstream activation states are shown for modules M1 and M3. Biological functions
are ranked by −log of Benjamini–Hochberg corrected p values (implemented filter: exclude cancer pathways; include only
pathways with ≥ 5 differentially expressed genes). Positive (+) or negative (-) activation scores correspond to downstream
activated or inhibited disease/functions, respectively. An activation Z score > |2| is highly predictive of an activated or
inhibited disease/function. No enriched biological functions were identified from the genes in module M2.

From the nasal biopsy DEGs, five modules (M1–M5) associated with the AND asthma
subtype were identified. All five gene modules consisted of significantly enriched bio-
logical processes, some of which were predicted as activated (Z-score > 0) or inhibited
(Z-score < 0). The most significant biological processes were identified in modules M2 (de-
creased segregation of chromosomes; B-H p-value < 1×10−13, mitosis; B-H p-value < 1×10−12)
and M4 (increased smooth muscle contraction; B-H p-value < 1×10−9, formation of filaments;
B-H p-value < 1×10−4). The interaction between gene network modules associated with
the AND asthma subgroup, their corresponding overrepresented biological functions,
and predicted activation states are shown in Figure 5. The most significantly enriched
function in module M1 was secretion of triacyl glycerol (B-H p-value < 1×10−3), metabolism of
prostaglandin (B-H p-value < 1×10−3) in M3, and quantity of MHC Class I on cell surface (B-H
p-value < 1×10−2) in module M5.
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Figure 5. Prediction of the disease relevant pathways represented by differentially expressed genes (DEGs) in nasal biopsy
of patients with asthma that is not associated to damp and moldy buildings (AND). Five co-expressed gene networks
(modules; M1, M2, M3, M4, and M5) were identified from genes that are differentially expressed between AND patients and
controls. The interactions between different inferred co-expressed gene network modules, as well as their corresponding
biological processes and predicted downstream activation states are shown. Biological functions are ranked by −log
of Benjamini–Hochberg corrected p values (implemented filter: exclude cancer pathways; include only pathways with
≥5 differentially expressed genes). Positive (+) or negative (-) activation scores correspond to downstream activated or
inhibited disease/functions, respectively. An activation Z score > |2| is highly predictive of an activated or inhibited
disease/function.

Four modules were also found to be associated with nasal biopsy DEGs in the APD
asthma subtype. Module interaction and their overrepresented biological functions are de-
picted in Figure S4. Enriched biological functions were identified from three (M2, M3, and
M4) of the four co-expressed gene networks. The most significant functions were transport
of vitamin/folic acid (M2), interphase/mitosis (M3), and keratinization/differentiation of
keratinocytes (M4).

2.4. Cell Type Analysis Based on Gene Expression Signature and Flow Cytometry Indicate
Macrophages Are Key Mechanistic Players in IEI Pathobiology

Because the functional indications from DEGs in the blood cells of the IEI patients
were decreased cell migration, proliferation, and movement, we sought to answer whether
these can be substantiated by alternative enrichment analysis. We performed cell type
prediction analysis based on DEGs identified in PBMCs of the IEI subjects, as well as
flow cytometry cell type profiling. Genes identified as differentially expressed in the IEI
subjects relative to the controls were submitted to a publicly available database of RNA-seq
data (ARCHS4) [14]. In this study, 1716 macrophage samples were identified to be highly
enriched (adj. p value 4.3×10−25) for 40% (88/222 genes) of the IEI/Ctrl DEGs (Figure 6A).
Interestingly, elevated monocyte levels in circulation of the IEI patients was the most
significant finding from flow cytometry analysis (Figure 6B). A heatmap based on the
IEI/Ctrl DEGs identified as signature macrophage genes (88 genes) shows that 94% of
these genes were downregulated in the IEI patients (Figure 6C).
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Figure 6. Identified differentially expressed genes (DEGs) in blood cells of idiopathic environmental intolerance (IEI)
patients relative to controls (Ctrl) were submitted to cell type enrichment analysis. The most significant cell type represented
by the expression signature of these genes were macrophages (A). The relative expression of 88 genes identified to be
differentially expressed between IEI patients and controls was consistent with genes enriched in RNA-seq expression
profiles (1716 samples) of macrophages in ARCHS database (overlapping not shown). Cell type enrichment analysis was
also performed via FACS analysis. Significantly elevated levels of monocytes were observed in IEI subjects’ blood. Patient
groups with asthma that is associated to dampness and molds, possibly associated to dampness and molds, and not associated
with dampness and molds are denoted as AAD (n = 16), APD (n = 17), and AND (n = 17), respectively. Patients diagnosed
with idiopathic environmental intolerance are denoted as IEI (n = 16) and controls are denoted as Ctrl (n = 21). Analysis
was performed using the Kruskal–Wallis test with Dunn’s post-hoc correction (B). Despite having elevated monocyte levels,
macrophage signature genes were found to be predominantly downregulated in the blood cells of individuals diagnosed
with IEI. A heatmap showing the relative expression (z-score normalized) of these genes in control and IEI blood cell
samples is shown in (C). Controls comprise individuals who did not take any inhaled corticosteroid (n = 21) plus a subset of
controls that used inhaled corticosteroid for 4 weeks (n = 14). The dashed bold rectangle highlights a cluster of IEI patients
with downregulated expression of these macrophage-associated genes.

2.5. QEESI Score and Disease Duration Have the Strongest Correlations to DEGs Identified in
Blood Cells

Since the most significantly enriched biological processes were observed from blood
cell DEGs, we next sought to investigate whether the DE genes in PBMC are significantly
associated to any of the asthma-relevant clinical parameters. To identify genes with specific
clinical relevance, Pearson’s correlation analysis was carried out between DEGs identified
in blood cells and several clinical parameters in this cohort. A heatmap of genes having
a correlation score R > |0.5| to at least one clinical finding is shown in Figure 7A. In
total, 49 genes were identified with an R median of −0.52 (QEESI life impact), −0.51
(QEESI chemical intolerance), and −0.33 (symptom duration). These 49 genes (Table S3)
were strongly predicted (Z-score > |2|) to cause decreased immune cell proliferation and
migration, decreased cellular homeostasis, decreased cytotoxicity of T-lymphocytes, and
decreased activation of antigen-presenting cells (Figure 7B).
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Figure 7. Regression analyses of differentially expressed genes (DEGs) and selected clinical parameters relevant to diagnosis
of asthma and/or idiopathic environmental intolerance identified 49 genes with a Pearson’s correlation coefficient of
R >|0.5| to at least 1 clinical parameter. A hierarchical cluster of correlated genes (cutoff R > |0.5|) and clinical parameters
is shown in (A). The correlation coefficients of these 49 genes clusters the clinical parameters into 2 main clusters. The
strongest correlations were identified in both the QEESI chemical intolerance (CI) and life impact (LI) scores, wherein
expression of all 49 genes was negatively correlated with QEESI scores across the entire study cohort. Pathway analysis
of these 49 genes predicted highly significant enrichment of genes involved in suppression of immune cell activation,
proliferation, and/or migration (B). BHR is non-specific bronchial hyperresponsiveness, CI is chemical intolerance, FeNO
is fractional exhaled nitric oxide, FEV1 is forced expiratory volume in one second, FVC is forced vital capacity, IgE is
immunoglobin E, LI is life impact, and QEESI is Quick Environmental Exposure and Sensitivity Inventory.

The top anti-correlated genes were identified as NINJ1 (R = −0.59, p < 0.0001) and SQLE
(R = −0.62, p < 0.0001). NINJ1 (Ninjurin1) and SQLE1 (squalene epoxidase) were signifi-
cantly anti-correlated to QEESI life impact and chemical intolerance findings (Figure S5A).
QEESI life impact and chemical intolerance scores were lowest in the controls and expres-
sion of NINJ1 and SQLE were highest in the controls (Figure S5B).

3. Discussion

There is a lack of knowledge on the mechanisms of adult-onset asthma and IEI [1,15,16].
We used a combination of clinical assessment and global transcriptomic analysis of blood
and airway epithelium to investigate whether specific pathobiological mechanisms of
adult-onset asthma associated with dampness and molds could be identified. The asthma
patients were divided into three groups based on exposure and symptoms to building
dampness and molds during disease initiation. Furthermore, we included a group of IEI
patients to investigate potential molecular similarities with asthma patients.

The study population represented nonsmoking women, and the clinical characteristics
of asthma patients were similar to female and obesity-related asthma phenotypes identified
earlier in the cluster analysis of adult-onset asthma [17,18]. Asthma was mainly mild or
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moderate [13]. Previous tests had confirmed asthma diagnosis of asthma patients and
regular ICS use could explain near-normal lung function results during sampling. Atopy
and markers of eosinophilic inflammation (blood eosinophils, fractional exhaled nitric
oxide, total IgE) did not differ between asthma patients and healthy controls, suggesting
non-T2 type disease [1]. Because IEI and asthma commonly overlap [12], it was not possible
to completely exclude subjects with an asthma diagnosis from the IEI group. Nevertheless,
asthma did not explain the symptoms in that group and QEESI scales showed a clear
difference between asthma and IEI groups. To assess IEI, we used chemical intolerances and
life impact scales of the QEESI questionnaire, which have shown the largest discriminatory
validity of QEESI scales [19]. The IEI patients had experienced symptoms for several years
and reported high QEESI scores suggesting chronic and severe IEI [20]. A previous study
showed that asthma does not substantially change QEESI results [19]. Higher QEESI scales
of asthma groups than the control group suggest more IEI-type symptomatology among
asthma patients. This is in line with previous findings showing an overlap between these
two entities [12].

We selected nasal epithelia as a local sampling site because in previous studies the
quality of nasal epithelia samples has been sufficient for transcriptomic analysis [21],
whereas quality of sputum samples varies [22]. Previous studies have identified IL-17,
IL-8, and IL-6 as key cytokines in non-T2 asthma [23]. Increased levels of IL-6 have also
been found in serum [24] of asthmatic patients and in BALF from patients with nonallergic
asthma compared with that from patients with allergic asthma [25]. In the present study,
none of these cytokines were significantly different on an mRNA level, and on the protein
level, only IL-6 was found to be mildly elevated in the AND subgroup suggesting a weak
systemic inflammation. Previous studies have failed to show consistent findings related to
immunological parameters [26]. Luca et al. reported that IFN-gamma, IL-8, IL-10, MCP-
1, PDGFbb, and VEGF were significantly increased in the plasma compared to healthy
controls [27]. Dantoft et al. found that plasma levels of IL-1-beta, IL-2, IL-4, and IL-6 were
significantly increased in IEI, whereas IL-13 was downregulated [28]. We did not find
significant differences in any of the cytokines studied between IEI and the controls. It is
therefore possible that larger sample sizes than that used in the present study are needed
to reach statistical significance in the plasma cytokine analysis in IEI.

Gene expression profiling of whole blood of the U-BIOPRED cohort, identified
1693 DEGs (referred as severe asthma disease signature—SADS) between patients with
severe asthma and healthy controls, whereas the number of DEGs between mild/moderate
asthma and healthy controls were fewer [29]. These results demonstrate that the disease
severity has major impact on the blood transcriptome and the number of DEGs. We found
a relatively low number of DEGs in the blood cells of the adult-onset asthma patient
groups, suggesting weak systemic evidence of disease. Compared to PBMC, six times
more DEGs were identified from nasal biopsies of our asthma patients suggesting that
disease pathology is primarily localized to airway epithelia. Indeed, several biological
processes with previously published relevance to asthma, such as contraction of (airway)
smooth muscle [30,31] and altered cell division [32–34], were identified as highly enriched
functions in the AND group. In addition, enrichment of genes involved in leukocyte
migration and cytokine production are the major drivers of the immune dysregulation and
clinical manifestations of asthma. Given that clinical and transcriptomics findings in the
AND group are well in line with published pathomechanisms associated with asthma, we
propose that the AND represents the phenotype of non-IgE-mediated adult-onset asthma.
The APD group was the closest to the AND group, in terms of shared DEG and affected
biological functions, wherein we observed altered mitosis as one of the most significantly
affected airway epithelial functions. In contrast, there was no molecular evidence of local-
ized or systemic inflammation in the AAD group. We cannot exclude the possibility that
the use of ICS, which may attenuate inflammation, could explain partially our findings of
modest to no systemic or localized inflammation in the airway epithelium.
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Although the AAD group did not show evidence of active airway inflammation,
based on negative findings in GO term enrichment analysis, it revealed modest clustering
together with the IEI patients in PCA. This PCA clustering was due to that 33% (12/38) of
the DEGs in AAD were shared with IEI in the blood cell transcriptome and 20% (22/109)
of the DEGs in AAD were shared with IEI in the nasal biopsies. Thus, although we did not
detect a specific molecular endotype for AAD, partial transcriptomic clustering together
with IEI may indicate IEI-type disease mechanisms in this group. In our previous study,
we did not find significant differences in nasal mucosa or in the blood transcriptome in
subjects with respiratory symptoms associated with moisture damage when compared to
non-exposed or non-symptomatic persons [35].

Unlike asthma groups, the IEI patients showed strong enrichment of biological pro-
cesses related to cytokine stimulus or cytokine signaling in GO term analysis of the blood
transcriptome. In pathway analysis, all enriched biological functions related to the im-
mune system were markedly suppressed in the IEI patients. Our findings emphasized the
possible role for macrophages in IEI pathology since the macrophage signature genes were
suppressed in the blood cells. Our results also show that no active inflammation can be
detected in the airway epithelia of the IEI patients. Due to the absence of internationally
accepted biological or physiological criteria for diagnosing IEI patients, it has been dif-
ficult to reconcile pathological mechanisms underlying IEI. Moreover, the physiological
mechanisms of functional somatic disorders including IEI are under debate. In several
models, stress-related physiology has been considered a key element in symptom percep-
tion [36]. Stress modulates immune function depending on the duration of stress [37,38].
Immunomodulatory mechanisms related to chronic stress could be involved in detected
immunosuppression of our IEI patients.

The QEESI life impact and chemical intolerance scores across all patients in this cohort
were most correlated to a subset of 49 DEGs identified in blood cells. Enrichment of
cellular functions with this gene set is consistent with suppressed immune cell activation
and underscores the biological relevance of QEESI-linked genes. The top two genes that
were significantly correlated to the subject’s QEESI scores are NINJ1 and SQLE. NINJ1
(Ninjurin1; synonym—nerve injury-induced protein) is involved in macrophage activation
and migration [39–41]. Squalene epoxidase (SQLE) is an essential enzyme for cholesterol
biosynthesis, and a clinical target for treatment of hypercholesteremia, cancer, and fungal
infections [42]. In future studies, these genes could be used for more specific phenotyping
in larger IEI cohorts, in order to extensively investigate disease mechanisms and identify
potential therapeutic targets.

As a conclusion, gene signatures for adult-onset asthma without exposure to damp-
ness revealed clear evidence of inflammation in the airways. In contrast, a clear endotype
of asthma related to damp and moldy buildings could not be distinguished from existing
biological pathways and co-expressed gene networks. Interestingly, blood cell transcrip-
tomics of IEI subjects showed heavy suppression of immune cell functions. Twenty to
thirty percent of the DEGs identified in IEI nasal and blood samples were also detected
in samples from asthma patients exposed to dampness and molds, suggesting IEI-type
mechanisms.

4. Materials and Methods

The study methods are briefly described below. Where applicable, additional details
are provided in the manuscripts’ online Supplementary Materials.

4.1. Exposure Assessment

Participants’ exposure to indoor dampness and mold during the onset of asthma
symptoms was evaluated independently by two experts (KK, HS). The assessment was
based on indoor air and building evaluation reports, medical records, and workplace
reports. The person’s own perception of exposure was also considered. Exposure was
classified in three categories: (1) Substantial exposure to dampness and molds was found if at
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home or at the workplace a significant water damage and related microbial growth in the
building materials was verified. In this category, a reliable description of a wide-ranging
water-damaged structure (with a size of more than 1 m2) was available. Fungal spores were
found in material samples or in indoor air samples exceeding national limit values [43].
(2) Possible exposure to dampness and molds was found when evidence of damage was sparse
or unsure. Subjects were categorized in this group also if they reported dampness or mold
damage at home or at the workplace during asthma onset, but there was no evidence of
the damage. (3) No exposure to dampness and molds group had no evidence of exposure to
dampness or mold growth at home or at the workplace and the subjects did not report
suspicions of these damages.

4.2. Study Population and Groups

All subjects were nonsmoking women aged 18–65 years. Asthma and IEI patients
were recruited from tertiary hospital asthma and occupational disease outpatient clinics
at Helsinki University Hospital and the Finnish Institute of Occupational Health during
2015–2018, and the control group was recruited using advertisements and social media. A
medical doctor (HS) went through medical files to verify that the asthma diagnosis was
confirmed according to standard procedure, and at least one of the diagnostic criteria were
fulfilled: (1) marked ≥12% and 200 mL postbronchodilator increase in FEV1 in spirometry,
(2) recurrent significant reversibility in diagnostic peak flow monitoring, or (3) non-specific
bronchial hyperresponsiveness in histamine or methacholine provocation test. Age of
asthma onset, and allergic and asthma symptoms were evaluated from medical files and
patients’ interviews. In addition to gender and age, the inclusion criteria of asthma groups
were (1) adult-onset asthma (onset of asthma symptoms ≥18 years of age), and (2) no
allergic or asthma symptoms related to common environmental allergens. The subjects
were classified in the following groups:

1. Asthma associated with dampness and molds (AAD) had ‘substantial exposure to dampness
and molds’—during the asthma onset their symptoms deteriorated at the damaged
building.

2. Asthma possibly associated with dampness and molds (APD) had ‘possible exposure to
dampness and molds’—during the asthma onset their symptoms deteriorated at the
workplace or at home.

3. Asthma not associated with dampness and molds (AND) had ‘no exposure to dampness
and molds’ or deterioration of asthma symptoms at home or at the workplace during
asthma onset.

4. Idiopathic environmental intolerance (IEI) group inclusion criteria were modified from
WHO’s IEI criteria [16] and that of Lacour et al. [44]: (1) respiratory symptoms,
(2) symptoms associated environmental factors in low exposure levels which do not
cause symptoms to the majority of people, (3) symptoms from several organ systems,
(4) recurrent symptoms related to certain environments that diminish or end when the
factor related to symptoms is removed, (5) the condition had lasted at least 6 months
and causes major living restrictions in ability of function, (6) symptoms cannot be
explained by any known somatic or psychiatric disease, (7) the person experienced
that the symptoms are caused by environmental factors. Asthma patients were not
excluded.

5. Healthy controls (Ctrl) had no allergic symptoms related to common environmental
allergens, asthma, or chronic cough or dyspnea. They had no known long-term
working or living in a building with dampness or mold damage. They did not fulfill
the criteria of IEI.

Methods of clinical assessments at the time of sampling are presented in the online
Supplementary Materials. Chemical intolerances and life impact scales of the Quick
Environmental Exposure and Sensitivity Inventory (QEESI) were used to gauge IEI [45].

The study was approved by Helsinki University Hospital Coordinating Ethical Com-
mittee (80/13/03/00/15). Each participant gave written informed consent.
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4.3. Inhaled Steroid Course for Healthy Controls

For safety reasons, inhaled corticosteroids (ICS) were continued during sample col-
lection, and nasal steroids were ceased one month earlier when possible. To control the
systemic ICS effect in the analysis, we assessed the ICS effect in the healthy controls. They
used high dose ICS (budesonide DPI 800 ug/day) for 5–6 weeks and a PBMC sample was
taken before and after the treatment.

4.4. Sampling

Nasal biopsies taken from mucosa of inferior concha were stored in RNAlater solution
at −80 ◦C. PBMCs were isolated from venous blood (8 mL) and collected into CPT tubes
(BD).

4.5. PBMC Separation and Flow Cytometry

Separated plasma was aliquoted and stored at −20 ◦C. The extracted PBMCs were
frozen in cell freezing medium (Gibco) and stored in a deep freezer (−80 ◦C). The number
of total cells was counted, and the relative proportions of cell populations was determined
by flow cytometry using surface markers for T cells, B cells, NK cells, and monocytes.

4.6. Cytokine Profiling by Luminex Assay

The soluble inflammatory markers including IL-1ra, IL-6, IL-8, IL-10, IL-12(p70),
and IL-17A were measured from plasma by Bio-Plex Pro Assays (Bio-Rad Corporation,
Hercules, CA, USA) in a Luminex (Bio-Plex 200, Bio-Rad) system according to the provided
instructions.

4.7. Transcriptomics

Total RNA was isolated from biopsy samples on the RNeasy Plus Mini Kit (QIAGEN,
Hilden, Germany), and RNA from the white blood cells was isolated by RNA AllPrep
DNA/RNA/miRNA Universal Kit (QIAGEN). The amount and quality of RNA was
checked and confirmed. Briefly, 100 ng of total RNA was amplified, labelled with Cy3
and Cy5 dyes, and hybridized to human microarrays (SurePrint G3, Agilent Technologies,
Canta Clara, CA, USA). Raw data were monitored for quality, and quantile normalized
(Bioconductor package Limma).

4.8. Data Analysis

We used SPSS version 25.0 (IBM Corporation, Armonk, NY, USA) for analysis of
demographic and clinical parameters. The differences between the groups were analyzed
using the Kruskal–Wallis test for continuous variables and chi-squared tests for categorical
variables. The Kruskal–Wallis test was used also for Luminex cytokine analysis followed
by Dunn’s test for multiple comparisons when applicable.

For transcriptomics, preprocessing and differential gene analysis were analyzed with
eUTOPIA bioinformatics packages [46]. Differential gene expression analysis between
different test groups was performed by Limma Model analysis [47]. Age (biopsy and
PBMC), body mass index (BMI) (biopsy and PBMC), and ICS use (PBMC only) were used
as co-factors. The multivariate correction of false discovery rate was performed by the
Benjamini–Hochberg method. A minimum log2 difference of 0.58, together with a maximum
adjusted p value of 0.05 was implemented as a cut-off to consider a gene as significantly
differentially expressed. Based on our experience in toxicogenomics and clinical tran-
scriptomics/proteomics, a combination of 1.5-fold change threshold, FDR correction, and
identification of overrepresented biological pathways is a reliable and validated approach
to identify biologically relevant differentially expressed genes. Perseus and Chipster were
used to generate gene clusters and heatmaps [48,49]. The top 2 principal components were
used to depict clustering of the samples in PCA plots. Heatmap clustering parameters
used were as follows; distance: Euclidean, linkage: average and cluster preprocessing:
k-means, with the number of clusters set to exceed the total number of samples—default
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was 300. Gene-phenotype correlations were studied with a Pearson’s correlation. Analysis
details are given in Supplementary Materials. All raw data associated with this study, as
well as the normalized data matrix, have been submitted into the GEO repository with the
accession number: GSE182797, GSE182798.

4.9. Pathway Enrichment Analysis

A three-step process was used to infer the biological relevance of differentially
expressed genes. First, the list of differentially expressed genes (DEG) from each pa-
tient/control contrast was submitted into Enrichr for identification of overrepresented
gene ontology biological processes (GO Biological Process 2021). Fisher’s exact test with a
maximum FDR threshold of 5% (adjusted p < 0.05) was implemented to consider a biolog-
ical process as significantly enriched. Next, each set of patient/control DEGs consisting
of significantly enriched GO biological processes was submitted to INfORM (Inference of
NetwOrk Response Modules) [50]—an R-shiny application wherein gene level expression,
fold changes, and differential p-values are used to detect, evaluate, and select gene modules
with high statistical and biological significance. Finally, the activated or inhibited biological
functions represented by each module gene set was determined using a z-scoring algorithm
and Fischer’s exact test (FET) implemented in the IPA pathway analysis tool (Ingenuity
IPA version 65367011, QIAGEN). In IPA, significant overlaps between INfORM-identified
response modules and biological processes (functions) relative to the whole Ingenuity
knowledgebase were determined (adjusted p-value threshold of 0.05). Z-scoring assess-
ment using the corresponding patient/control expression fold-change of each module gene
was then used to predict whether the identified significantly enriched functions were acti-
vated or inhibited. Where applicable, we referred to a significantly enriched downstream
biological process as activated if the z-score > 0 or inhibited if the z-score < 0. Z-score = 0
implies the direction of the effect is unknown or ambiguous. Z-scores that exceed ±2 are
‘highly predictive’ of an activated or inhibited biological process.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ijms221910679/s1.
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Abstract: The relationship between transcription and aging is one that has been studied intensively
and experimentally with diverse attempts. However, the impact of the nuclear mRNA export on
the aging process following its transcription is still poorly understood, although the nuclear events
after transcription are coupled closely with the transcription pathway because the essential factors
required for mRNA transport, namely TREX, TREX-2, and nuclear pore complex (NPC), physically
and functionally interact with various transcription factors, including the activator/repressor and
pre-mRNA processing factors. Dysregulation of the mediating factors for mRNA export from the
nucleus generally leads to the aberrant accumulation of nuclear mRNA and further impairment in
the vegetative growth and normal lifespan and the pathogenesis of neurodegenerative diseases. The
optimal stoichiometry and density of NPC are destroyed during the process of cellular aging, and
their damage triggers a defect of function in the nuclear permeability barrier. This review describes
recent findings regarding the role of the nuclear mRNA export in cellular aging and age-related
neurodegenerative disorders.

Keywords: mRNA export; TREX; TREX-2; NPC; lifespan; neurodegenerative diseases

1. Introduction

Eukaryotic transcription is a complex stepwise process comprised of the transcription
initiation, elongation, and termination and requires multiple factors, including transcrip-
tion machinery (RNA polymerase and general transcription factors), transcription cofactors
(coactivator or corepressor), and chromatin regulators [1]. During the process of transcrip-
tion, the nascent pre-mRNA is processed by 5′-end capping, removal of intron via splicing,
and 3′-end cleavage and polyadenylation. The mature mRNA is then exported from the
nucleus to the cytoplasm to undergo protein translation, and aberrantly processed pre-
mRNAs and mRNAs are eliminated via the RNA surveillance system. Despite the distinct
factors that carry out each of the steps in the pathway of gene expression, each factor
interacts both physically and functionally with other proteins in the different pathways,
coupling among the gene expression machineries [2].

Aging is a process that is accompanied by the progressive impairment at the molecular,
cellular, and organ levels, eventually leading to the decay of biological and physiological
functions and the increased risk of diverse aging-related diseases such as cancer, cardio-
vascular, and neurodegenerative diseases [3,4]. The rate and progression of aging are
influenced by highly complex and diverse genetic and environmental factors, and the
transcription process is linked closely to aging and its related disorders [5].
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The transcription of genes triggers an increased opportunity for damage or mutation to
affect DNA because the transcription machinery-mediated unwinding of the DNA double
helix leads to exposure of single strand DNA to mutagenic agents [6]. The transcription’s
fidelity is remarkably impaired with aging, contributing to genotoxicity and proteotoxicity
and the eventual reduction of cellular longevity [7]. The transcription errors are not always
random or temporary and often mimic DNA mutations, frequently inducing genetic
diseases. For example, the transcription errors in the genes encoding UBB and APP lead
to translation of the toxic forms of ubiquitin-B and amyloid precursor proteins in patients
with Alzheimer’s disease [8,9], and the 8-Oxoguanine-mediated transcription errors in the
RAS gene can induce the oncogenic pathway in mammalian cells [10]. Furthermore, such
errors occasionally cause proteins to be misfolded, which can escape recognition by protein
quality control machinery and survive inside cells for extended periods of time [11]. In
various species, tissues, and cell types, aging is associated with alterations in the expression
of diverse genes involved in signaling pathways, genetics, translational mechanisms, and
metabolism, and its maintenance is critical for normal functioning to continue [5]. Although
transcription is an essential process for life and survival, transcription itself and its mis-
regulation cause genome instability and premature aging.

Similarly, the correlation between transcription and aging has been studied intensively
through various experiments. However, extraordinarily little is known about the effects
exhibited on the aging process as a result of nuclear events after transcription takes place,
and such research has not been focused up to date. Thus, this review provides an initial
overview of the current studies and recent progress in elucidating the role of the nuclear
RNA export in cellular aging and the pathogenesis of neurodegenerative disorders.

2. Nuclear mRNA Export Pathway

In eukaryotic cells, the nuclear export of mRNA transcripts requires multiple cellular
events including transcription, maturation of pre-mRNA, and the assembly of mature
mRNA with specific RNA binding proteins, an establishing messenger ribonucleoprotein
(mRNP) complex, and the mRNA transport through the nuclear pore complexes (NPCs)
into the cytoplasm [12].

The process of mRNA processing is cotranscriptionally coupled to the mRNA trans-
port pathway. In particular, 3′-end mRNA processing is clearly linked with the mRNA
export, and the involved factors are evolutionary conserved from yeast to humans [13,14]
(Figure 1). In yeast, polyadenylation leads to the recruitment of the poly(A) binding protein
Nab2 (ZC3H14 in human) and its binding partner Yra1 (ALY in human), interacting directly
with the essential mRNA export receptor Mex67-Mtr2 (NXF1-NXT1 in human) [15–18]. In
addition, the recruitment of Yra1 is dependent on the interaction with Pcf11, an essential
component of cleavage and the polyadenylation factor IA, which then transfers Yra1 to
the transcription/export (TREX) complex with the aid of the Sub2 helicase (UAP56 in
human) [19–22]. The THO proteins (Tho2, Hpr1, Mft1, Thp2, and Tex1), a core member of
the TREX complex, and the Sub2 helicase are required for efficient polyadenylation by the
Pap1 Poly(A) polymerase, indicating coupling among polyadenylation, dissociation of the
polyadenylation proteins, and the release of the mRNP from the transcription unit [23–25].
Recently, it was also reported that two distinct ALY-interacting factors, NXF1 and TREX,
prefer selectively to export different transcript groups depending on exon architecture
and G/C content in human cells [26]. Additionally, mammalian SR proteins known as
an alternative pre-mRNA splicing factor promote NXF1 recruitment to mRNA, and this
interaction suggests a link between alternative splicing and the mRNA export, thereby
controlling the cytoplasmic abundance of transcripts with alternative 3′ ends [27].

The transcription and export complex-2 (TREX-2), composed of Sac3, Thp1, Cdc31,
Sem1, and Sus1, physically and functionally interacts with both the Spt-Ada-Gcn5 acetyl-
transferase (SAGA) transcription coactivator complex and NPC to link the transcription,
mRNA export, and targeting of active genes to NPC [28] (Figure 2A). The N-terminus in
Sac3 acts as a scaffold for association with Thp1 and Sem1, creating an mRNA-binding
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module, and with the mRNA exporter Mex67-Mtr2, whereas its C-terminus binds to Sus1,
Cdc31, and Nup1 nucleoporin, providing a docking platform at NPC [29–33]. TREX-2
shares one subunit Sus1 with the DUB module for deubiquitination of H2B in the SAGA
complex, and Sus1 simultaneously associates with the promoter and coding regions of
some SAGA-dependent genes, offering a functional link of the transcription activation
to the mRNA export [34–37]. Specifically, the Sus1, Sac3, and Thp1 subunits facilitate
the post-transcriptional anchoring of transcribed genes to NPC upon the activation of
transcription [38–40]. Both Cdc31 and Sem1 also contribute synergistically to mediate
the association of TREX-2 with NPC for promoting the mRNA export process [31,41]. In
human TREX-2, a germinal center associated nuclear protein (GANP), known as Sac3 or-
thologue, is associated with the RNA polymerase II and Nxf1 (Mex67 in yeast), facilitating
the movement of mRNP to NPC [42]. Inhibition of the processing of mRNA leads to the
redistribution of GANP from NPC into nuclear foci, suggesting that TREX-2 mediates the
transportation of the mRNP from active genes to NPC [43].
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Figure 2. The effects of SAGA, TREX, and TREX-2 complexes on the yeast lifespan. (A) Model of
SAGA, TREX, and TREX-2 complexes-mediated mRNA export pathway. At the stage of transcription
initiation, SAGA is recruited to RNA polymerase II (RNAPII) machinery and mediates activation
of transcription. TREX is co-transcriptionally recruited and associates with nascent transcripts. The
mRNA export receptor Mex67-Mtr2 interacts with SAGA, TREX, and TREX-2 complexes and NPC,
which facilitates passage of mature mRNP to cytoplasm. TREX-2 shares a component with SAGA
and promotes anchoring of mRNP to NPC. Illustration reflects the relevant location of proteins but
not precise physical association. (B) Many subunits in SAGA, TREX, and TREX-2 are required for
blocking a shortened lifespan, whereas Gcn5 and DUB module (except for Sus1) in SAGA limit an
abnormal extension of the lifespan.
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3. NPC and mRNA Export

The eukaryotic NPC is composed of about 30 nucleoporin proteins and has a radial
symmetry of eightfold. Its structure is composed of three main parts, a central core
spanning the nuclear envelope (NE) membrane, a nuclear basket, and long cytoplasmic
filaments, and selectively allows most of the mRNPs to disperse in and out of the nucleus in
order to maintain a barrier of nuclear permeability [44]. The transmembrane nucleoporins
physically tether NPC to the NE membrane, while structural nucleoporins, embedded in
the NPC, serve as a platform for the other nucleoporins and FG-nucleoporins containing
phenylalanine–glycine (FG)-repeats, such as FG, FXFG, and GLFG [45,46]. The symmetrical
FG-nucleoporins are located on the both sides of the NPC, while the asymmetrical FG-
nucleoporins are observed exclusively on one side of the NPC [46].

The mRNP anchors to the NPC by interacting directly between the mRNA export
factors and basket nucleoporins located in the nucleoplasmic region [12]. In yeast, the
FG-repeats of Nup49, Nup57, Nup1, and Nup2 nucleoporins provide the first docking sites
for mRNP to NPC via their interaction with Mex67 [47]. However, when the transport
route of single native mRNA particles was monitored in insect and human cells, 60–75% of
them are able to return to the interchromatin region after association with the basket [48,49].
Furthermore, when the export procedure was inhibited by the treatment of wheat germ
agglutinin (WGA) in human cells, an accumulation of mRNPs at the nuclear periphery was
found, suggesting that the interaction between the mRNP and NPC is independent of the
export process [50]. Another plausible explanation is that such nucleoplasmic mRNP flux
may function as a rate-limiting step at the NPC basket by spending for a long duration
before reaching the mRNP to the NPC. When the imaging study revealed single native
mRNA particles moving across the NE in insect cells, only 25% of the encounter particles
with NE were successfully sent to the cytoplasm [48]. Additionally, monitoring the actual
flow of the β-actin mRNA revealed that the rate-limiting steps for the nucleocytoplasmic
transport of the mRNP are both the access and the release from the NPC [51]. Therefore,
the quality control and surveillance mechanisms for mRNA are estimated to be important
pathways for the rate-limiting step [12].

4. mRNA Export Factors and Aging

The connection between gene expression and aging is reflected in the diverse tran-
scription factors that can operate as the key factors in regulating the various cellular
processes [52–60]. Among such factors involved in the regulation of lifespan, the SAGA
complex, a physical and functional partner of TREX-2, has multiple roles depending on its
independent modules, HAT module (histone acetylation), DUB module (deubiquitination
of H2B), TAF module (coactivator architecture), and SPT module (assembly of the preinitia-
tion complex), in yeast aging pathway [61] (Figure 2B). The presence of a HAT inhibitor,
inducing a low level of histone acetylation, leads to an extended replicative lifespan (RLS)
which is completely abolished upon the loss of Gcn5, a catalytic subunit of the SAGA HAT
module [62]. A RLS is significantly also extended in the presence of the heterozygous
mutant gcn5 or ngg1, a gene encoding a linking protein between Gcn5 and SAGA [62,63],
whereas each loss of other components in the SAGA HAT module does not lead to an
increase in the yeast lifespan [64,65]. A loss of Ubp8, Sgf73, or Sgf11 in the SAGA DUB
module greatly extends a RLS in a Sir2-dependent mechanism for maintaining telomeric
silencing and rDNA stability, the most representative pathway for controlling the lifespan
of yeast [65], while both a RLS and the chronological lifespan (CLS) are mostly decreased
in the cells lacking each component in the SAGA SPT module [64]. In addition, SAGA pro-
motes anchoring the non-chromosomal DNA circles to the NPC and concomitantly leads
to confinement of such circles in the mother nucleus, which is a characteristic feature of
aged nucleus [66]. Although it is still unclear how a single complex has multiple functions
that ensure a normal lifespan, SAGA is a good example of how aging is finely tuned by
regulators in a complex network.
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The THO complex is required for the environmental stress response and maintaining
a normal fly lifespan. Mutations in the THO complex resulted in a shortened lifespan and
strong sensitivity to certain environmental stressors. This is suppressed by the upregulation
of c-Jun N-terminal kinase signaling which regulates stress tolerance and longevity [67].
Genome-wide transcriptomic analyses revealed that the gene expression of TREX and other
factors that are required for trafficking nucleocytoplasma were globally downregulated
in five distinct types of senescent cells, representing replicative senescence, tumor cell
senescence, oncogene-induced senescence, stem cell senescence, and progeria and endothe-
lial cell senescence. Such a similar enrichment pattern was observed in two large human
tissue genomic databases: Genotype-Tissue Expression and The Cancer Genome Atlas [68].
Furthermore, the enrichment patterns of TREX and NPC-related factors were conversely
upregulated during the process of tumorogenesis, suggesting that the failure of age-related
changes in gene expression profile of TREX and related factors may lead to an increased
risk for aging-related cancer [68].

A very recent study revealed that TREX-2 is also involved in the maintenance of a
normal lifespan in yeast [69]. The loss of two major structural components of TREX-2, Thp1
and Sac3, and a linker protein Sus1 between the SAGA DUB module and TREX-2 impaired
the normal lifespan and vegetative growth. In particular, TREX-2 regulates the RLS in a
Sir2-independent manner, and the growth and lifespan defects by the loss of Sus1 were
the fault of TREX-2 rather than the SAGA DUB. Moreover, the growth defect, shortened
lifespan, and nuclear accumulation of poly(A)+ RNA in cells lacking Sus1 were rescued by
an increased dosage of the mRNA export factors Mex67 and Dbp5, whose association with
the nuclear rim was affected by Sus1, suggesting that boosting the mRNA export process
restores the defect of mRNA transport and further damage in the growth and lifespan by
lack of Sus1 (Figure 3). In short, an abnormal accumulation of nuclear RNA is a negative
factor for ensuring a normal lifespan.
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Figure 3. Sus1-mediated mRNA export pathway is required for maintaining a normal lifespan in
yeast. In WT, Sus1, a component of TREX-2 complex, facilitates the proper association of Mex67 and
Dbp5 with NPC, which requires efficient mRNA transport from nucleus to cytoplasm. In contrast,
deletion of SUS1 leads to mislocalization of Mex67 and Dbp5 and accumulation of nuclear mRNA,
resulting in a further defect in the lifespan. Illustration reflects the relevant location of proteins but
not their precise physical association.

5. NPC and Aging

The age-dependent deterioration of nucleoporins accelerates the damages in the
structure and function of the NPC, leading to the loss of the barrier of nuclear permeability
and a leakage of cytoplasmic proteins into the nucleus [70]. In differentiated rat brain cells,
nucleoporins are oxidized and long-lived without a turnover of the NPC via the degradation
of old proteins and a new synthesis which results in definite harmful effects [70,71]. In
yeast, the correlation between NPCs and the lifespan of cells was directly analyzed by a
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RLS measurement method [72]. The RLS was impaired by lacking the GLFG domain of
Nup116, while such a shortened lifespan is rescued by the overexpression of Gsp1, the
small GTPase that facilitates the karyopherin Kap121-mediated transport. However, the
Nup100-mediated control of the tRNA life cycle potentially limits the yeast lifespan [72,73].

The optimal stoichiometry and density of NPC are disrupted during the process of
aging [74]. The senescent human fibroblasts exhibit several characteristic features, such
as hypo-responsiveness either to growth factors or to apoptotic signals that are induced
by diverse stimuli [75–78] and a decreased cellular level of nucleocytoplasmic transport
factors, Nup88, Nup107, Nup155, Nup50, karyopherin, Ran (Ras-related GTPase), and
Ran-regulating factors, suggesting that senescence-associated hypo-responsiveness would
be the result from a reduction in the nuclear translocation by the loss of the stoichiometry
of nucleocytoplasmic transporters [79]. Such an alteration in the optimal level of the NPC
is similarly observed in older yeast cells [80,81]. Although another senescent phenotype
is the changed distribution and density of the NPC at NE, reflecting irregular nuclear
organization and function [82], it is unclear how the density of the NPC increases its effects
on the longevity and the process of aging.

6. MRNA Turnover and Aging

The mRNA surveillance process ensures that the properly processed transcripts are
present within the cell and are coupled to the mRNA export pathway [83], and its defects
often drive cellular senescence [84]. For instance, a decrease in the human RNA turnover
rate via the declined activity of the RNA exosome or oxidative stress triggers cellular
senescence [85]. The expression of the PHO84 gene is repressed by the corresponding
antisense RNA in chronologically aged yeast cells, and stabilization of the antisense RNA
is facilitated by the Rrp6/exosome complex and histone acetylation [86]. In addition,
unspliced or malformed transcripts are identified and degraded during the quality control
step involved with certain nucleoporins, endonuclease Swt1, and protease Ulp1 upon the
docking of the mRNP to the basket of NPC in yeast [87,88]. Therefore, the mRNA turnover
mechanism inhibits nuclear accumulation and the abnormal export of misprocessed RNA
species and is important in preventing pathophysiological cell senescence and cell death.

7. MRNA Export and Age-Related Neurodegenerative Disorders

A defective mRNA export is implicated in diverse neurodegenerative disorders [89,90].
The mislocalization of the THO complex subunit two (THOC2) to the cytoplasm was
detected in HEK293T cells that were transfected with Htt96Q or TDP-43 associated with
Huntington’s disease (HD) and amyotrophic lateral sclerosis (ALS), respectively [91]. The
mutations of THOC4 act as a potential neurodegeneration suppressor in the fly ALS
model [92], while a knockout of THOC5 in mouse dopaminergic neurons leads to a defect
in the nuclear export of synaptic transcripts and degeneration of the neurons, leading to the
death of the animal [93]. Matrin3, a protein associated with ALS, interacts physically with
multiple TREX proteins, and its mutations cause the nuclear mRNA export defects of both
the global mRNA and ALS-related transcripts in particular [94]. In addition, TDP-43 itself
binds thousands of introns and 3′ UTRs of pre-mRNAs, and its mutations lead to abnormal
localization of nucleoporins and the nuclear retention of poly(A)+ RNA [95,96]. Similar to
TDP-43, FUS, whose mutations cause ALS, also associates with thousands of mRNAs, and
it appears to promote mRNA export in neural dendrites [97–99].

The abnormal aggregation of two scaffold nucleoporins Nup205 and Nup107, mislo-
calization of Nup62 at NE, and mutations in the GLE1 gene encoding the nuclear mRNA
export factor that physically interacts with NPC were found in patients with ALS [100–102].
A loss of Nup358 (also called E3 SUMO-protein ligase RanBP2) in murine motoneurons
drives the ALS-like syndrome, suggesting that the irregular composition and distribution
of nucleoporin might play an important role in ALS pathophysiology [103]. Similar to ALS,
abnormal localization of Gle1, Nup62, and RanGAP1 (the binding partner of Nup358) in
multiple models of HD and Nup62 in the hippocampus and neocortex of Alzheimer’s dis-
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ease patients was previously reported [104–106]. Parkin, whose mutations are considered
to be one of the most common causes of the familial Parkinson’s disease, selectively binds
to Nup358 and promotes its degradation [107,108]. In addition, defects in the export of the
mitochondrial mRNA through NE budding, a distinct pathway with the NPC-mediated
nucleocytoplasmic transport, displayed progressive mitochondrial disruption, resulting in
accelerated aging [109]. Taken together, these studies indicate that the disruption of the
nucleocytoplasmic transport is a central feature of neurodegenerative diseases. Studying
the function of the mRNA export in aging may provide clues for developing new therapies
that can block neurodegeneration.

8. Conclusions

The link between gene transcription and aging has been well characterized in diverse
studies. The gene expression profile is extremely changed in senescent cells, indicat-
ing the various biological events that occur during the process of aging [110], and the
transcription itself is able to accelerate the rate of damage to DNA, leading to genomic
instability and further premature aging [6]. The transcription error rates are increased
with aging, inducing the aggregation of peptides that characterize age-associated disor-
ders [11]. The nuclear events that occur after the process of transcription are also an
important element related to cellular aging, and this process is closely coupled with the
transcription progress. The essential factors required for the mRNA export, TREX, TREX-2,
and NPC, are dynamically interacted with a number of transcription factors, including
SAGA and pre-mRNA processing factors [14,19,20,22,24,28,42], and the mutation of such
factors involved in the transportation of mRNA generally triggers the accumulation of the
nuclear RNA by blocking a release of the mRNA into the cytoplasm and further shortened
lifespan [15,17–20,29–33,36,47,69,72,73,93]. However, because the study of a defect in the
mRNA export was focused on monitoring a single native mRNA molecule or poly(A)+

RNA, genome-wide analysis approaches may assist in uncovering whether nucleoplasmic
trafficking of specific RNA transcript(s) affects cellular lifespan. In addition, the induction
of the smooth mRNA transport by an increased dosage of Mex67 or Dbp5 rescues the
decreased lifespan in sus1∆ cells, implying that the prevention of nuclear RNA accumula-
tion plays an important role in cellular aging [69]. Therefore, a change in the localization,
stoichiometry, and density of the mRNA export factors may potentially hold value as a
new marker for the detection of cellular aging and the study of longevity.

The histones are subject to multiple PTMs, including acetylation, methylation, phos-
phorylation, ubiquitination, and sumoylation, and such patterns of PTM constitute codes
that regulate elaborate chromatin-based processes [111–115]. Not only SAGA-mediated
regulation of deubiquitination and acetylation on histones but also the diverse modifica-
tions on histones is able to influence the pathway of the mRNA export. For example, yeast
Mog1, a Ran GTPase-binding protein required for the nuclear protein import, maintains
normal levels of the H2B ubiquitination and H3K4 methylation, and the mRNA export
defect in mog1∆ is aggravated by the additional loss of factors for H2B ubiquitylation [116].
Direct interaction between the Setd2 H3K36 methyltransferase and Spt6/Iws1 transcription
elongation complex may facilitate kinetics of the mRNA transport in human cell lines [117].
Additionally, because evidence has provided insight into the connection between histone
modifications and aging [118], histone modifications may have a potential role in linking
the nuclear RNA export to the lifespan. However, except for the SAGA complex having
the activity of histone deubiquitination and acetylation, there are no available reports
concerning the effects of the histone modification-mediated control of the mRNA export
on the aging pathway. Hence, the better characterization of how histone modifications
modulate the mRNA export from the nucleus to the cytoplasm may be a promising avenue
for future research exploring the prevention of premature aging and the development of a
new therapy for neurodegenerative disorders.
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Abstract: Background: Identifying those parameters that could potentially predict the deterioration
of metabolically healthy phenotype is a matter of debate. In this field, epigenetics, in particular DNA
methylation deserves special attention. Results: The aim of the present study was to analyze the long-
term evolution of methylation patterns in a subset of metabolically healthy subjects in order to search for
epigenetic markers that could predict the progression to an unhealthy state. Twenty-six CpG sites were
significantly differentially methylated, both at baseline and 11-year follow-up. These sites were related
to 19 genes or pseudogenes; a more in-depth analysis of the methylation sites of these genes showed
that CYP2E1 had 50% of the collected CpG sites differently methylated between stable metabolically
healthy obesity (MHO) and unstable MHO, followed by HLA-DRB1 (33%), ZBTB45 (16%), HOOK3
(14%), PLCZ1 (14%), SLC1A1 (12%), MUC2 (12%), ZFPM2 (12.5%) and HLA-DQB2 (8%). Pathway
analysis of the selected 26 CpG sites showed enrichment in pathways linked to th1 and th2 activation,
antigen presentation, allograft rejection signals and metabolic processes. Higher methylation levels in
the cg20707527 (ZFPM2) could have a protective effect against the progression to unstable MHO (OR:
0.21, 95%CI (0.067–0.667), p < 0.0001), whilst higher methylation levels in cg11445109 (CYP2E1) would
increase the progression to MUO; OR: 2.72, 95%CI (1.094–6.796), p < 0.0014; respectively). Conclusions:
DNA methylation status is associated with the stability/worsening of MHO phenotype. Two potential
biomarkers of the transition to an unhealthy state were identified and deserve further investigation
(cg20707527 and cg11445109). Moreover, the described differences in methylation could alter immune
system-related pathways, highlighting these pathways as therapeutic targets to prevent metabolic
deterioration in MHO patients.

Keywords: metabolically healthy obesity; epigenetic biomarkers; metabolic syndrome; DNA methylation
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1. Introduction

Worldwide, obesity has reached epidemic proportions and at least 2.8 million people
die each year as result of overweight or obesity. According to the World Health Organiza-
tion, the prevalence of obesity has nearly tripled since 1975 [1].

Obesity is associated with higher risk of developing metabolic syndrome, type 2 diabetes
(T2D) and cardiovascular diseases, resulting in an increase in mortality. However, not all
people with obesity present the typical pattern of metabolic complications. This phenotype
has been defined as metabolically healthy obesity (MHO) and its prevalence rate varies widely,
ranging from 10% to 35% depending on the criteria used and population studied [2,3].

The MHO phenotype can progress to an unhealthy state known as metabolically
unhealthy obesity (MUO). It has been suggested that this progression could be a matter
of time [4], although there is evidence that suggests that a relevant percentage of MHO
individuals maintain their status over time [5].

Despite the growing interest in these groups of subjects, there is a great lack of
knowledge concerning the factors that determine why some obese subjects are protected
from developing metabolic complications. Different studies propose that higher insulin
sensitivity, specific distribution of fat, reduced infiltration of immune cells into adipose
tissue, and consequently, a metabolically beneficial cytokine and adipokine secretion
pattern, could be some of the mechanisms involved in the genesis of MHO [6,7].

It is estimated the 40–70% of obesity and metabolic disease has a inherited component,
but large genome-wide association studies (GWAS) have shown that only 20% of variants
in genes related to obesity can explain the predisposition to this condition [8]. Therefore, it
has been suggested that epigenetic processes may have a role in the regulation of metabolic
diseases. DNA methylation is one of the main epigenetic mechanisms, and can alter gene
expression without changing the DNA sequence by adding methyl groups at cytosine
residues. This field is still young, but it is attracting interest in various areas such as
oncology and metabolic disorders such as obesity.

Previous studies have evaluated the relationship between epigenetic variants and
metabolic diseases such as obesity and T2D [9]. It has been suggested that obesity is related
to different methylation levels in blood cells compared with those in healthy cohorts [10–12].
Also, DNA methylation data from adipose tissue show that epigenetic variation is involved
in obesity-associated comorbidities and T2D [13,14].

The aim of the present study was to analyze the long-term evolution of methylation
patterns in a subset of MHO subjects in order to search for epigenetic markers that could
predict the progression of MHO to MUO.

2. Results

Table 1 presents the metabolic variables used to classify the patients included in the
study. Briefly, patients were considered as MHO if they had abdominal obesity and <2 of
the NCEP ATPIII metabolic syndrome criteria were present. At baseline, triglyceride
levels were significantly higher in the unstable MHO group (p = 0.001). No statistical
differences were found for the rest of the studied variables. At 11-year follow-up, fasting
glucose (p = 0.01), diastolic (p = 0.0159) and systolic blood pressure values (p = 0.024) were
significantly higher in the unstable MHO group.

2.1. Principal Component Analysis

Principal component analysis (PCA) analysis was carried out using the double selec-
tion of methylated CpG loci. Firstly, CpG sites that clearly discriminated the two popu-
lations at 11-year follow-up were selected; in this selection, both components explained
around 58% of the variance (Figure 1A). In this step, a total of 8200 (1%) differentially
methylated CpG loci were selected from 815,389 probes, based on component contribution
criteria. These CpG sites were tested at baseline to determine markers that discriminated
between the two populations both at baseline and at the end of follow-up (Figure 1B). Then,
those CpG sites in each component whose contribution values were relevant, were selected.
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At baseline, sites with a contribution higher than 0.04% (half the maximum contribution
value of the best variable) in component 1 and 0.25% (half the maximum contribution)
in component 2 were selected and used to establish the methylation changes during the
follow-up in the study population.

Table 1. Anthropometric and biochemical characteristics of the subjects included in the study.

Title 1 Baseline 11-Year Follow-Up

Stable
MHO (n = 9)

Unstable MHO
(n = 9) p-Value Stable MHO

(n = 9)
Unstable MHO

(n = 9) p-Value

Age 45 ± 11 53 ± 9 NS
Gender (Male/Female) 2/7 3/6 NS
Fasting glucose (mg/dl) 103.5 ± 13.3 106.6 ± 10.3 NS 90 ± 4.9 108.4 ± 16.6 0.01

BMI 28.2 ± 1.6 29 ± 4.3 NS 29.9 ± 3.4 31.1 ± 4.0 NS
Triglycerides (mg/dl) 52.7 ± 12.3 92.7 ± 37.8 0.01 82 ± 25.2 100.33 ± 53.0 NS

HDL-cholesterol 57.8 ± 12.3 51.4 ± 9.6 NS 60.7 ± 6.3 53.6 ± 8.4 0.06
DBP (mm Hg) 81.4 ± 7.5 88.6 ± 16.8 NS 75.7 ± 9.3 90.5 ± 11.5 0.015
SBP (mm Hg) 121 ± 16.9 138.6 ± 26.3 NS 126.3 ± 19.3 153.8 ± 23.2 0.024

HTA treatment (%) 0 22.2 NS 0 55.6 0.015

Data are expressed as the mean ± standard deviation, or as (percentage). p-values for continuous data were calculated using the Kruskal–
Wallis test, and for categorical data they were calculated using the chi-square test or Fisher’s exact test if the frequency was <5. BMI: body
mass index. HDL cholesterol: high density lipoprotein cholesterol. DBP: diastolic blood pressure. SBP: systolic blood pressure. HTA
treatment: arterial hypertension treatment.
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Finally, 26 significantly differentially methylated CpG sites were selected for further
analysis (Supplementary Table S1). Most of them (fifteen) were hypermethylated in stable
MHO compared to the unstable MHO population both at baseline and 11-year follow-up,
while 11 were hypomethylated. The differences between the mean methylation values in
both populations at the two study points are shown in Figure 2.

251



Int. J. Mol. Sci. 2021, 22, 10417
Int. J. Mol. Sci. 2021, 22, x FOR PEER REVIEW 5 of 14 
 

 

 
Figure 2. Methylation levels of 26 significantly differentially methylated CpG sites identified in the double PCA selection 
at baseline and 11-year follow-up. 

2.2. Differentially Methylated Genes 
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2.2. Differentially Methylated Genes

A total of 17 genes and 2 pseudogenes were related to the 26 CpG sites identified in
the double PCA selection. The top ten significantly differentially methylated CpG sites
were associated with eight unique genes or pseudogenes; two were pseudogenes, namely,
nucleolar protein interacting with the FHA domain (NIPFK3) and DTX2P1-UPK3BP1-
PMS2P11. The rest of the sites were unique genes including zinc finger protein, FOG family
member 2 (ZFMP2), cytochrome P450 family 2 subfamily E member 1 (CYP2E1), major
histocompatibility complex, class II, DQ beta 1 and beta 2 (HLA-DQB1 and HLA-DQB2),
solute carrier family 1 (SLC1A1) and phospholipase C zeta 1 (PLCZ1). The characteristics
of these CpG loci including probe ID, location, gene region or direction of methylation are
shown in Table 2.

A more in-depth analysis was performed on these nineteen unique genes (seventeen
genes and 2 pseudo genes). All the CpG sites in each of these genes, as well as flanked
sequences were collected from the UCSC genome and checked as to whether they are
detected in the Methylation EPIC Bead. The CpG sites described in each gene were
analyzed to investigate to what extent these genes present multiple different CpG sites in
our population.

Fourteen of the nineteen genes identified (73.6%) showed multiple, significant CpG
sites. The gene with the largest difference in methylation was CYP2E1 with 50% of the
collected CpG sites differently methylated in the stable MHO and unstable MHO, followed
by HLA-DRB1 (33%), ZBTB45 (16%), HOOK3(14%), PLCZ1 (14%), SLC1A1 (12%), MUC2
(12%), ZFPM2 (12.5%) and HLA-DQB2 (8%), and several flanked sequences were identified
as differentially methylated in MUC2. None of the flanked sequences were found to be
significantly differentially methylated in the rest of the genes. The differentially methylated
CpG sites in these genes are shown in Supplementary Table S2.
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Table 2. The top ten significantly differentially methylated CpG sites in stable MHO and unstable MHO throughout the study.

Probe ID Location Gene
Symbol Gene Name p-Value Hypermethylated

cg20707527 Chr: 8 q23.1 ZFPM2 Zinc Finger Protein. FOG Family
Member 2 0.0001 Stable MHO

cg15084585 Chr: 8 q23.1 ZFPM2 Zinc Finger Protein. FOG Family
Member 2 0.0001 Stable MHO

cg20022036 Chr: 6 p21.32 HLA-DRB1 Major Histocompatibility
Complex. Class II. DR Beta 1 0.0015 Stable MHO

cg20239921 Chr: 7 q 11.23 DTX2P1-UPK3BP1-
PMS2P11 DTX2P1-UPK3BP1-PMS2P11 0.0015 Stable MHO

cg26805839 Chr: 9p24.2 SLC1A1 Solute Carrier Family 1 Member 1 0.0035 Stable MHO

cg11445109 Chr: 10 q26.3 CYP2E1 Cytochrome P450 Family 2
Subfamily E Member 1 0.0046 Unstable MHO

Cg07180987 Chr: 6 p21.32 HLA-DQB2 Major Histocompatibility
Complex. Class II. DQ Beta 2 0.0057 Stable MHO

cg05194426 Chr: 10 q26.3 CYP2E1 Cytochrome P450 Family 2
Subfamily E Member 1 0.0057 Unstable MHO

cg25828445 Chr: 12 p13.31 NIFKP3 Nucleolar Protein Interacting
with The FHA Domain 0.0067 Unstable MHO

cg07458466 Chr: 12 p 12.2 PLCZ1 Phospholipase C Zeta 1 0.0083 Stable MHO

2.3. Potential Biomarker of Transition to Unhealthy State

A backward stepwise logistic regression was performed using all the methylated
sites to evaluate the prediction power of the different methylation in these sites. The
final model selected two sites as the best markers to predict the deterioration of stable
MHO to an unhealthy phenotype. So, a higher methylation level in the site cg20707527
in the gene ZFPM2 could have a protective effect against progression to MUO (OR: 0.21,
95%CI (0.067–0.667), p < 0.0001); on the contrary, a higher methylation level of the site
cg11445109 into the gene CYP2E1 would increase the progression of the patient to MUO
(OR: 2.72, 95%CI (1.094–6.796), p < 0.0014). As the baseline triglycerides levels were
significantly different, this variable was also included in the model; however, they were
not statistically significant.

2.4. Enrichment Analysis

The 26 differentially methylated CpG sites selected through double PCA selection
were annotated by GO analysis and their functions were classified by biological processes,
molecular function, and cellular components using an enrichment analysis. The top 10 GO
terms categorized into biological processes, molecular functions and cellular components
are illustrated in Supplementary Figure S1. Biological processes were shown to be linked to
the metabolic process of a wide variety of substrates such as halogen compound, benzene,
monoterpenoid, etc. Processes not related to metabolism were protein transport, antigen
presentation and regulation of cytosolic calcium. Meanwhile, cellular components were
mainly associated with transport between membranes, especially Golgi transport or coated-
clathrin vesicles (Supplementary Table S3).

2.5. Pathway Analysis

Finally, pathway analyses were used to assess the biological pathways implicated in
the differences between the methylation status in stable MHO and unstable MHO patients
related to the 26 CpG sites identified in the double PCA selection. Immune-mediated
processes could play a role in the progression to the unhealthy state considering that
specific pathways such as Th1 and Th2 activation, antigen presentation, allograft rejection
signalling were shown to be hypermethylated in stable MHO (Figure 3).
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3. Discussion

Identifying those parameters that may predict the metabolic deterioration of MHO
phenotype to unhealthy phenotype or the maintenance of metabolic healthy status over the
course of time is currently a matter of debate. Among these factors, the role of epigenetics
in the stability of MHO phenotype has attracted attention.

DNA methylation represents major epigenetic modification at the transcriptional
regulation level. The function of DNA methylation seems to vary with the genomic context
(transcriptional start sites, gene bodies, regulatory elements); in this way, DNA methylation
of gene promoters is usually associated with transcriptional silencing, while gene body
methylation has been associated with transcription enhancement [15].

Previous studies have investigated alterations in DNA methylation in adipose tissue
in relation to obesity, insulin resistance and systemic inflammation [16,17], highlighting
the relevance of this epigenetic mechanism in obesity and associated comorbidities. Addi-
tionally, modifications in the methylation profile of blood cells associated with obesity and
metabolic syndrome have been described [18,19]. However, to the best of our knowledge,
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there is no previous study that evaluates the long-term methylation changes in patients
with obesity according to their metabolic status.

Our results showed 26 CpG sites differentially methylated, both at baseline and
11-year follow-up, associated to 19 genes or pseudogenes, which deserve further investiga-
tion to decipher their potential role in the stability of MHO phenotype.

Among the pathways altered by these differences in methylation, immune-related
pathways stand out as they could be involved in MHO progression to an unhealthy state.
It is well-known that obesity is characterized by a chronic low-grade inflammatory state
accompanied by macrophage infiltration in adipose tissue. It has been shown that both
obesity and T2DM cause dysregulation of the immune system [20,21]. In our population,
CpG sites located in HLA-DRB1 and HLA-DQB2 genes were shown to be hypermethylated,
being higher than the methylation in stable MHO group. These genes belong to the human
leukocyte antigen (HLA) class II complex, which is part of the antigen processing and
presentation machinery, and a cornerstone of the adaptative immune system. In a previous
study, components of HLA class II have shown increased expression in the adipose tissue of
patients with obesity and metabolic syndrome [22]. In adipocytes of subjects with obesity,
HLA class II has been shown to play a role in triggering inflammation. Indeed, adaptive
immunity has been suggested to have a role in the onset and progression of inflammation
and insulin resistance in obesity-associated adipose tissue [23]. SNP genotyping has
indicated the role of HLA-DRB1 in T2D [24]. Some HLA-DRB1 polymorphisms have been
suggested to be protective for T2DM; the hypothesized mechanism seems to be a protective
role against autoimmune-mediated loss of insulin secretion [25]. Moreover, in obese
adolescents, the development of insulin resistance was associated with a down-regulation
of HLA-DRB1 [26].

The rest of the genes associated with the methylation sites described are involved in a
wide range of biological processes, highlighting the roles of potential biomarkers that could
predict the progression to an unhealthy state at long-term follow-up. Our results showed
that higher methylation in cg20707527 (ZFPM2 gene) and lower methylation in cg11445109
(CYP2E1 gene) could have a role in the stability of the healthy phenotype in obesity.

In our study, methylation in the ZFPM2 gene showed a different tendency between
groups; our results described two CpG sites that were hypermethylated in stable MHO,
whilst in unstable MHO, these CpG sites were hypomethylated at both baseline and 11-year
follow-up. ZFPM2, also known as FOG2, encodes a zinc finger transcription factor that reg-
ulates GATA protein activity, including GATA4, which is involved in cardiac function and
modulation of angiogenesis [27]; however, it has also been suggested that FOG2 develops
other roles. Previous studies have associated genetic variants of ZFPM2 with hypercholes-
terolemia and metabolic syndrome [28,29]. In animal models, triggering inflammation has
been shown to lead to a decrease in FOG2 expression in hepatocytes [30]. In another study,
hepatic FOG2 was shown to attenuate insulin sensitivity by promoting glycogenolysis [31].

The CYP2E1 gene showed a high proportion of differentially methylated sites, and
tended to be hypomethylated in both stable and unstable MHO. Moreover, the hypomethy-
lation levels were higher in stable MHO. CYP2E1 belongs to the superfamily of enzymes,
cytochrome P450 (CYP), whose members are involved in the biotransformation of drugs,
xenobiotics and endogenous substances [32]. The increased activity of CYP2E1 may pro-
mote oxidative stress due to its ability to produce excessive reactive oxygen species [33].
This induction has been described at hepatic level in patients with non-alcoholic fatty liver
disease [34]. Additionally, CYP2E1 activity has been shown to be higher in patients with
obesity [35] and an animal model of metabolic syndrome [36]. Although the results are
contradictory, some studies have suggested an increase in CYP2E1 activity in patients with
T2D [37], and both glucose and insulin may modulate its activity [38]. All these data suggest
that CYP2E1 may have a role in metabolic alterations with an inflammatory component.

To the best of our knowledge, this is the first study to perform a longitudinal analysis
of methylation status in an obese population with a 11-year follow-up. However, our
study also presents some limitations. We used blood samples to assess differential DNA
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methylation, therefore further research on tissue-specific methylation patterns would
be necessary. We could not perform RNA analysis to relate DNA methylation to gene
expression. Due to the sample size, some relevant differences may not have been detected.
Additionally, although the Infinium EPIC array is a very useful tool to interrogate CpGs
sites, it only covers 30% of the human methylome. Finally, a validation cohort would
be necessary to confirm our results although obtaining a cohort for long-term follow-up
(11 years) makes the validation overly complicated.

For a better understanding of the MHO phenotype as well as the predictors factors in
the transition of MHO to MUO, more longitudinal studies with a larger number of subjects
will be needed. Epigenome-wide studies with samples from adipose tissue will be required
in order to increase our knowledge of the mechanisms involved in the development of the
MUO phenotype.

4. Materials and Methods
4.1. Design and Subjects

This study is part of the Pizarra study, the details of which have been previously
published [4,39]. Briefly, the Pizarra study is a prospective, population-based cohort study
of 1051 subjects aged 18–65 years from Pizarra, a town in the province of Malaga (Andalusia,
southern Spain). The cohort was re-evaluated after 11 years, and a total of 547 individuals
completed the follow-up. Blood samples at both baseline and 11-year follow-up were
available from 276 of 547 individuals who completed the follow-up. Of them, 137 patients
were obese, both at baseline and 11-year follow-up. Among 137 patients, 58 were classified
as MHO at baseline. After matching by age, 18 patients were selected to be included
in the study.

Informed consent was obtained from each participant, and the study was approved by
the medical ethics committee of the Carlos Haya Regional University Hospital of Malaga.

4.2. Classification Criteria

The NCEP ATPIII criteria were used to classify the subjects according to their metabolic
status [40]. They were considered as MHO if they had abdominal obesity (waist circum-
ference >102 cm in men and >88 cm in women) and <2 of the NCEP ATPIII metabolic
syndrome criteria were present: systolic blood pressure ≥135 mmHg or diastolic blood pres-
sure ≥85 mmHg; fasting plasma glucose concentration ≥100 mg/dL; HDL-C concentration
<40 mg/dL in men and <50 mg/dL in women; fasting plasma TG concentration ≥150 mg/dL;
or treatment with antihypertensive, lipid lowering, or glucose-lowering medications.

For this study, a subset of 18 MHO subjects at baseline were selected for genome-wide
DNA methylation analysis. Of these, 9 MHO subjects developed metabolic complications
at 11-year follow-up (unstable MHO; n = 9), whilst the other sub-set of samples remained
metabolically healthy at 11-year follow-up (stable MHO; n = 9).

4.3. Procedures

Weight and height measurements were made at baseline and 11-year follow-up. Body
mass index (BMI) was calculated as: weight (kg)/height2 (m2). Blood pressure was mea-
sured twice with a sphygmomanometer with an interval of 5 min between measurements
and the average of the two measurements was used in the analyses.

At baseline and 11-year follow-up, blood samples were collected after a 10–12 h fast. The
serum was separated, and blood and serum samples were immediately frozen at −80 ◦C until
analysis. Biochemical variables were measured in duplicate. Blood glucose was measured
using the glucose oxidase method (Bayer, Leverkusen, Germany). Enzymatic methods were
used to measure total cholesterol, triglycerides, and high-density lipoprotein cholesterol.

4.4. DNA Methylation Assay

DNA was extracted from peripheral blood using the QIAmp DNA Blood Mini Kit
(Qiagen, Hilden, Germany) following the manufacturer’s instructions. DNA concentration
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was quantified with a Qubit 3.0 Fluorometer (Thermo Fisher Scientific, Waltham, MA, USA)
using Qubit dsDNA HS Assay Kit Fluorometer (Thermo Fisher Scientific, Waltham, MA,
USA) After quantification, a total of 500 ng of genomic DNA was bisulfite-treated using
a Zymo EZ-96 DNA Methylation™ Kit (Zymo Research Corp, Irvine, CA, USA) and was
purified using a DNA-Clean-Up Kit (Zymo Research Corp, Irvine, CA, USA).

Over 850,000 methylation sites were interrogated with the Infinium Methylation
EPIC Bead Chip Kit (Illumina, San Diego, CA, USA) following the Infinium HD Assay
Methylation protocol, and raw data were obtained from iS (Illumina) software.

4.5. Methylation Data Analysis

We used statistical programming language R 3.5.1 (https://www.r-project.org/, ac-
cessed on 1 April 2021) to perform the methylation data analysis. Raw data files (idat
files) were read with the minfi package [41] to calculate raw β-values. Normal-exponential
out-of-band (NOOB) normalization [42] was used to correct the background. Probes lo-
cated at sexual chromosomes or near SNPs were removed from the analysis. Low quality
probes (those with a detection p-value > 0.01 in at least 10% of samples) were also removed.
Finally, beta-mixture quantile (BMIQ) normalization [43] was applied to correct for the two
different bead designs in the microarrays. For the differential methylation analysis, we
transformed β-values to M-values.

4.6. Statistical Analysis

Statistical analysis and comparison were performed using R software (3.5.1) to study dif-
ferences in anthropometric and biochemical variables with the Kruskall–Wallis test for continu-
ous data and the chi-square test for categorial data. Data are expressed as the mean ± standard
deviation, or as a percentage. Values were statistically significant when p < 0.05.

Principal Component Analysis (PCA)

Two complete datasets of normalized CpGs sites were obtained at baseline and the
11-year follow-up. Principal component analysis (PCA) was implemented using native
R implementation through R Studio Software 1.2.5033 (version 3.5.1). Classical PCA can
be considered as a projection-based approach to find the low-dimensional space that best
represents a cloud of high-dimensional points [44]. Firstly, we performed PCA on the
dataset of the 11-year follow-up and used the most important CpG sites in both components
as subsets for the dataset. Around 1% of them were selected (8200 CpG sites). These sites
were tested at baseline and those with a contribution higher than 0.04% (half the maximum
contribution value of the best variable) in component 1 and 0.25% in component 2 were
selected and used to establish the methylation changes through the follow-up of the
study population.

To validate the importance of the selected CpG sites in the PCA, a comparative analysis
was performed for each site. Differences between groups were established by using the
Kruskal-Wallis test.

Differentially methylated CpG sites identified at both baseline and 11-year follow-up
were used to perform a backward stepwise logistic regression to evaluate the prediction
power of these sites for the progression to a metabolically unhealthy obesity state.

4.7. Gene Ontology and Pathway Testing

These CpG sites were studied using two different approaches; on one hand, Gene
ontology (GO) was used to determine the main processes associated with the selected CpG
sites by using AmiGO, a web application that allows users to query, browse and visualize
ontologies and related gene product annotation (association) [45]. On the other hand, the
selected CpG sites were analyzed through ingenuity pathway analysis software from QIA-
GEN. This software allowed us to determine which canonical pathways were related with
the selected CpG sites and to establish the more relevant processes altered in both groups at
the follow-up. Finally, statistical analysis was performed using R software (3.5.1 version).
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5. Conclusions

In conclusion, we described differentially methylated sites that could have a role
in the stability/worsening of MHO phenotype; among them, two potential biomarkers
have been suggested (cg20707527 and cg11445109). Moreover, the described differences in
methylation could alter immune system-related pathways, suggesting these pathways as
therapeutic targets to ameliorate metabolic deterioration in MHO patients.
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Abstract: Bacterial sensing of environmental signals through the two-component system (TCS) plays
a key role in modulating virulence. In the search for the host hormone-sensing TCS, we identified a
conserved qseEGF locus following glmY, a small RNA (sRNA) gene in uropathogenic Proteus mirabilis.
Genes of glmY-qseE-qseG-qseF constitute an operon, and QseF binding sites were found in the glmY
promoter region. Deletion of glmY or qseF resulted in reduced swarming motility and swarming-
related phenotypes relative to the wild-type and the respective complemented strains. The qseF
mutant had decreased glmYqseEGF promoter activity. Both glmY and qseF mutants exhibited decreased
flhDC promoter activity and mRNA level, while increased rcsB mRNA level was observed in both
mutants. Prediction by TargetRNA2 revealed cheA as the target of GlmY. Then, construction of the
translational fusions containing various lengths of cheA 5′UTR for reporter assay and site-directed
mutagenesis were performed to investigate the cheA-GlmY interaction in cheA activation. Notably,
loss of glmY reduced the cheA mRNA level, and urea could inhibit swarming in a QseF-dependent
manner. Altogether, this is the first report elucidating the underlying mechanisms for modulation of
swarming motility by a QseEF-regulated sRNA GlmY, involving expression of cheA, rcsB and flhDC
in uropathogenic P. mirabilis.

Keywords: cheA; flhDC; GlmY; Proteus mirabilis; QseEF; rcsB; swarming

1. Introduction

Proteus mirabilis is an important pathogen of the urinary tract, especially in patients
with indwelling urinary catheters [1]. Common strategies of pathogenesis employed
by P. mirabilis include adherence via fimbriae [2,3], biofilm formation, flagella-mediated
motility, immune modulation and urease production [4]. P. mirabilis exhibits a form of
multicellular behavior termed swarming [5]. Swarming motility are the results of complex
signal transduction and gene regulation [5]. It is generally believed that signals could be
sensed and transmitted by two-component systems (TCSs). It is worth noting that the
ability of P. mirabilis to express virulence factors is coupled to swarming differentiation [5].
In general, flagella are thought to assist in colonization and dissemination during P. mirabilis
catheter-associated UTIs, and FlhDC is a master regulator that controls the expression of
flagellum-related genes [6,7]. During swarmer cell differentiation, the expression level of
flhDC rises dramatically [8].
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Among multiple strategies for many bacteria to respond rapidly to changing environ-
ments is the regulation by the very versatile and adaptable regulatory small non-coding
RNAs (sRNAs) [9–11]. Numerous cellular processes, such as motility [12], various stress
responses and virulence factor expression are subject to the post-transcriptional control
of sRNAs [9–11,13]. In many cases, the trans-acting sRNA mediated-regulation requires
the chaperone protein Hfq to facilitate sRNA-mRNA interaction [14,15]. Two well-known
ways for an sRNA to regulate translation are sequestering of ribosome binding site (rbs)
and melting a secondary structure in the 5′ UTR to expose rbs, resulting in repression
and activation of translation, respectively [16]. TCS and alternative σ factors have been
shown to control sRNA expression [17,18]. In this regard, a PhoPQ TCS-regulated sRNA
MgrR modulates expression of eptB, an LPS modification gene regulated by σE, to affect
the sensitivity to antimicrobial peptides in response to low Mg2+ or the presence of antimi-
crobial peptides [19]. In addition, a σE-dependent sRNA, MicA, directly inhibited PhoPQ
synthesis and consequently downregulated the PhoPQ regulons involved in pathogenicity,
cell envelope composition and stress resistance [20].

Bacterial sensing of environmental signals plays a key role in regulating virulence and
mediating bacterium host interactions. TCS is a common strategy used by bacteria to regu-
late gene expression in response to environmental cues. Enterohemorrhagic E. coli (EHEC)
senses host hormones (epinephrine and norepinephrine) via the QseEF two-component
system to activate actin polymerization and initiate formation of attaching and effacing
(AE) lesions [21,22]. Deletion mutants of the qseEF are attenuated in virulence, as demon-
strated for E. coli, Citrobacter rodentium, Salmonella and Yersinia pseudotuberculosis [23–25].
In addition, epinephrine can induce QseEF expression [21,24]. QseE is a sensor histidine
kinase; QseF is a response regulator protein. The qseE and qseF genes are co-transcribed
with qseG, a small outer membrane lipoprotein-encoded gene located between qseE and
qseF [26]. The gene cluster glmY-qseE-qseG-qseF is conserved in Enterobacteriaceae [27]; how-
ever, previous work investigating QseEF or GlmY has been carried out mainly in EHEC
and Salmonella. Although conserved across E. coli and Salmonella, the QseEF system has
undergone specialization to regulate gene expression unique to each species.

Knowing the sensing of the stress hormones epinephrine (adrenaline) and nore-
pinephrine (noradrenaline) through QseBC and QseEF TCSs plays an important role in mod-
ulating bacterial stress responses and virulence [24,28], we searched for the counterparts in
uropathogenic P. mirabilis and identified QseEF homologue with high sequence identity but
not QseBC. We then undertook an investigation to disclose the role of QseEF in P. mirabilis.
Among the phenotypes screened, we found that P. mirabilis qseF mutant exhibited signifi-
cantly reduced swarming ability and swarming-related phenotypic traits. Subsequently,
the underlying mechanism of QseF-regulated swarming phenomenon was revealed to
involve GlmY sRNA. For the first time, a pathway mediated by a two-component system
through an sRNA was disclosed to be involved in swarming migration of uropathogenic
P. mirabilis. The study provides a new insight into the underlying mechanisms of swarming
motility in P. mirabilis.

2. Results
2.1. Identification of P. mirabilis qseEGF Gene Locus

Seeing that epinephrine and norepinephrine exist in urine, we sought QseBC and
QseEF homologues in uropathogenic P. mirabilis N2. We identified a gene locus, purL-qseE-
qseG-qseF-nadE-glnB, whose gene product with amino acid sequence identity of around
76, 60, 20, 84 and 90% to PurL, QseE, QseG, QseF and GlnB, respectively, with E. coli
and Salmonella (both lacking nadE) (Figure 1A). We then tested whether epinephrine or
norepinephrine has any effect on phenotypic traits of P. mirabilis. Neither hormone in the
range 0.1–400 µM altered the phenotypes assayed (motility, biofilm formation, etc.) or
showed any effect on expression of qseEF by real time RT-PCR.
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genic space or overlap in terms of base pairs is also shown. (B) The promoter activities of glmY (−381 
to −3 from putative glmY transcriptional start site) and qseE (−553 to −6 from qseE start codon) up-
stream region. (C) The glmY-qseE-qseG-qseF constitute an operon by gene-specific reverse transcrip-
tion PCR. cDNA was synthesized by the qseF-specific primer and then the glmY DNA fragment was 
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Figure 1. The glmYqseEGF gene locus in P. mirabilis N2. (A) The P. mirabilis glmYqseEGF gene locus
corresponds to the similar locus in E. coli O157:H7 EDL933 and Salmonella Typhimurium LT2 with
corresponding genes in shadows. An amino acid sequence analysis of the locus in these strains was
performed using position-specific iterative BLAST. The percent amino acid identities of PurL, QseE,
QseG, QseF and GlnB between P. mirabilis N2 and E. coli O157:H7 EDL933 or Salmonella Typhimurium
LT2 are shown. The number above each arrow represents the gene length (bp). The intergenic space
or overlap in terms of base pairs is also shown. (B) The promoter activities of glmY (−381 to −3 from
putative glmY transcriptional start site) and qseE (−553 to −6 from qseE start codon) upstream region.
(C) The glmY-qseE-qseG-qseF constitute an operon by gene-specific reverse transcription PCR. cDNA
was synthesized by the qseF-specific primer and then the glmY DNA fragment was amplified by PCR.
no RT, negative control; gDNA (genomic DNA), positive control. (D) The sequence of glmYqseEGF
promoter region in P. mirabilis N2. The putative QseF and IHF binding sites are bold and underlined.
The conserved σ70 and σ54 binding sites are indicated in boxes and shadows, respectively.

2.2. Identification of P. mirabilis glmY and Co-Transcription of glmY, qseE, qseG and qseF

In view of conservation of the gene cluster glmY-glrK (qseE)-yfhG (qseG)-glrR (qseF)-glnB
in Enterobacteriaceae [27] and modulation of motility [12] and pathogenesis [29,30] by GlmY,
we searched the bacterial small RNA database (BSRD) for P. mirabilis GlmY counterpart and
found it located upstream of qseE and downstream of purL (Figure 1A). We first examined
the promoter activity in the upstream 548-bp region of qseE (nucleotide −553 to −6 of QseE
start codon) by the xylE reporter assay. No promoter activity was found (Figure 1B). Then,
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we tested the glmY promoter activity using the upstream 379-bp DNA fragment (nucleotide
−381 to −3 from the putative transcription start site) of glmY and found the promoter
activity at 3, 5 and 7 h after incubation (Figure 1B). Furthermore, we demonstrated that
glmY, qseE, qseG and qseF belong to a transcript by RT (reverse transcription)-PCR using
qseF specific primer to obtain the cDNA for amplifying the glmY fragment (Figure 1C). The
glmY PCR product of 159 bp was observed, but no product was produced in the no RT
control (Figure 1C). These data indicate that glmY, qseE, qseG and qseF can share the same
promoter upstream of glmY. The lack of promoter activity in the 548-bp DNA fragment
upstream qseE results from the fragment containing only partial glmY promoter DNA
sequences (201/379 bp). In summary, glmY, qseE, qseG and qseF are co-transcribed from the
glmY promoter in P. mirabilis. In addition, we identified one overlapped σ70/σ54, two IHF
and three QseF putative binding sites in the upstream promoter region of glmY (Figure 1D).

2.3. Phenotypic Traits of glmY and qse Mutants

To investigate the roles of GlmY and QseEF TCS in P. mirabilis, we first generated
isogenic mutants of glmY and qseF. Among the phenotypes assayed, both glmY and qseF
mutant strains exhibited reduced swarming and swimming abilities relative to the wild-
type and respective complemented strains (Figure 2A,D). Comparable growth of the wild-
type and respective complemented strains was observed, and no growth defect was found
in the mutant strains compared to the wild-type (data not shown). glmY and qseF mutants
migrated much slower than the wild-type and respective complemented strains during
the 8-h period after inoculation on the swarming plate. Mutants lacking qseE, qseG or
qseEGF were also constructed with no growth defect compared to the wild-type bacteria.
We found similar swarming and swimming patterns among qseF, qseE, qseG and qseEGF
mutants (data not shown). Therefore, we investigated the QseEGF-mediated motility using
qseF mutant to represent QseEF malfunction in the following experiments. Significantly
reduced swarming-related phenotypes, including cell differentiation, hemolysin activity
and flagellin level, were observed in the glmY and qseF mutants compared to the wild-type
and respective complemented strains (Figure 2B,C,E). Transmission electron microscopy
(TEM) also showed glmY and qseF mutant cells were shorter and had fewer flagella than
the wild-type strain (Figure 2F).

2.4. Downregulation of glmYqseEGF Operon by qseF Deletion

Based on the presence of the putative QseF binding site in the glmYqseEGF promoter
region (Figure 1D), we examined whether glmY expression is under the control of QseF by
the reporter assay. Just as expected, qseF mutant had significantly lower glmY promoter
activity compared to the wild-type and the qseF-complemented strain at 3, 5, 7 h after
inoculation and incubation (Figure 3A).

2.5. Altered Expression of flhDC, rcsB and cheA in qseF and glmY Mutants

With the notion that disruption of qseF, encoding a TCS transcriptional regulator
QseF, impaired the swarming motility and related phenotypes in P. mirabilis, we thus
examined the effect of qseF loss on flhDC expression by the reporter assay. The loss of qseF
incurred significant reduction in flhDC promoter activity compared to the wild-type and the
complemented strains at 3, 5, 7 h after inoculation (Figure 3B). Since QseF is a transcriptional
regulator, we then tried to find the consensus QseF binding site (TGTCN10GACA) [31]
in the promoter region of flhDC but failed. Since QseF could regulate glmY expression
(Figure 3A) and both qseF and glmY mutants displayed decreased swarming and swimming
motility (Figure 2A,D), we examined the promoter activity of flhDC in the glmY mutant.
As is the case for qseF mutant, glmY mutant had a lower flhDC promoter activity than the
wild-type and the complemented strains (Figure 3B). The mRNA level of flhDC in qseF and
glmY mutants was consistent with the results of the reporter assay (Figure 3C).

264



Int. J. Mol. Sci. 2022, 23, 487Int. J. Mol. Sci. 2022, 23, x FOR PEER REVIEW 5 of 17 
 

 

 
Figure 2. GlmY and QseF regulated swarming and related phenotypes. Swarming motility (A), cell 
length (B), hemolysin activity (C) and swimming motility (D) were determined in the wild-type, 
mutants of qseF and glmY and complemented strains. Swarming migration was monitored at 1-h 
intervals, and swimming motility was determined after incubation for 16 h. Cell length and hemo-
lysin activity were determined at 5 h after incubation on the LB agar plate. The data are the averages 
and standard deviations of three independent experiments. Significant difference of qseF or glmY 
mutant from the wild-type at 4, 5, 6, 7 and 8 h is indicated (* p < 0.05; ** p < 0.01; *** p < 0.001 by the 
Student’s t test) in (A). Significant difference from the wild-type is indicated (* p < 0.05; *** p < 0.001 
by the Student’s t test) in (B–D). (E) Analysis of flagellin expression by SDS-PAGE (upper panel) 
and Western blotting (lower panel). The flagellin level of the wild-type, mutants of qseF and glmY 
and complemented strains were examined at 5 h after seeding on the swarming plates by the SDS-
PAGE and Western blotting as described in Materials and Methods. The representative picture of 
three independent experiments is shown. M, molecular weight marker. (F) TEM pictures of wild-
type and mutants of qseF and glmY. Bacterial cultures were applied onto a carbon-coated grid, cells 
were stained with 1% PTA and TEM pictures were taken. Flagella are indicated by arrows. wt, wild-
type; qseF, qseF mutant; glmY, glmY mutant; qseFc, qseF-complemented strain; glmYc, glmY-com-
plemented strain. 

2.4. Downregulation of glmYqseEGF Operon by qseF Deletion 
Based on the presence of the putative QseF binding site in the glmYqseEGF promoter 

region (Figure 1D), we examined whether glmY expression is under the control of QseF 
by the reporter assay. Just as expected, qseF mutant had significantly lower glmY promoter 
activity compared to the wild-type and the qseF-complemented strain at 3, 5, 7 h after 
inoculation and incubation (Figure 3A). 

Figure 2. GlmY and QseF regulated swarming and related phenotypes. Swarming motility (A), cell
length (B), hemolysin activity (C) and swimming motility (D) were determined in the wild-type,
mutants of qseF and glmY and complemented strains. Swarming migration was monitored at 1-h
intervals, and swimming motility was determined after incubation for 16 h. Cell length and hemolysin
activity were determined at 5 h after incubation on the LB agar plate. The data are the averages
and standard deviations of three independent experiments. Significant difference of qseF or glmY
mutant from the wild-type at 4, 5, 6, 7 and 8 h is indicated (* p < 0.05; ** p < 0.01; *** p < 0.001 by the
Student’s t test) in (A). Significant difference from the wild-type is indicated (* p < 0.05; *** p < 0.001
by the Student’s t test) in (B–D). (E) Analysis of flagellin expression by SDS-PAGE (upper panel) and
Western blotting (lower panel). The flagellin level of the wild-type, mutants of qseF and glmY and
complemented strains were examined at 5 h after seeding on the swarming plates by the SDS-PAGE
and Western blotting as described in Materials and Methods. The representative picture of three
independent experiments is shown. M, molecular weight marker. (F) TEM pictures of wild-type and
mutants of qseF and glmY. Bacterial cultures were applied onto a carbon-coated grid, cells were stained
with 1% PTA and TEM pictures were taken. Flagella are indicated by arrows. wt, wild-type; qseF, qseF
mutant; glmY, glmY mutant; qseFc, qseF-complemented strain; glmYc, glmY-complemented strain.
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Figure 3. QseF-controlled GlmY regulated expression of flhDC, rcsB and cheA. (A) The glmY promoter
activity in the wild-type, qseF mutant and qseF-complemented strain. (B) The flhDC promoter activity
in the wild-type, mutants of qseF and glmY and the complemented strains. (C) The mRNA level of
flhDC, rcsB and cheA in the wild-type, mutants of qseF and glmY and the complemented strains. In
(A,B), bacteria cultures were spread on LB agar plate and XylE promoter activities were determined
as described in Materials and Methods after incubation for 3, 5 and 7 h at 37 ◦C. In (C), the mRNA
amount was measured at 5 h after inoculation on the LB agar plate. The value for the wild-type was
set at 1, and other data are presented relative to this value. The data are the averages and standard
deviations of three independent experiments. Significant difference from the wild-type is indicated
(* p < 0.05; ** p < 0.01; *** p < 0.001 by the Student’s t test). wt, wild-type; qseF, qseF mutant; glmY,
glmY mutant; qseFc, qseF- complemented strain; glmYc, glmY-complemented strain.

Given the positive regulation of swarming and flhDC expression by both QseF and
GlmY, the regulatory hierarchy from QseF to GlmY and the absence of QseF binding site in
flhDC promoter region, we surmised that QseF may modulate swarming through GlmY
to affect f lhDC expression. How could GlmY, an sRNA, regulate both promoter activity
and mRNA level of flhDC (Figure 3B,C)? In this respect, GlmY may modulate expression
of a regulator which affects flhDC transcription directly and thus flhDC mRNA level. The
direct regulation of flhDC mRNA level by GlmY may also contribute to the altered mRNA
amount. As for flhDC regulator, P. mirabilis RcsB could modulate swarming by direct
regulation of flhDC expression in a negative way [8,32] and rcsB overexpression led to a
reduction of flhDC expression [33]. Therefore, we tested the effect of glmY mutation on
rcsB mRNA level and found glmY mutant had increased rcsB mRNA level compared to
the wild-type and glmY-complemented strain (Figure 3C). In view of regulation of glmY
by QseF, qseF mutant exhibited a similar increase in rcsB mRNA level as the glmY mutant
relative to the wild-type and the complemented strain (Figure 3C). On the other hand, we
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tried to identify whether GlmY could target f lhDC or other mRNAs to modulate motility
of P. mirabilis. We used the full sequence of GlmY as input to search for GlmY targets on
the TargetRNA2 website. The tool did report a region in the 5′UTR of the cheA (but not
f lhDC or rcsB) as a candidate target with lower energy score and the p-value less than 0.05.
The prediction shows interaction of GlmY (positions 17 to 28) with a 5′UTR region of cheA
mRNA spanning −61 to −50 positions from the translation start site of cheA mRNA. CheA
kinase, encoded by cheA, belongs to a family of two-component sensors responsible for
bacterial chemotaxis [34]. As P. mirabilis GlmY positively regulated swarming (Figure 2A)
and small RNAs exert positive regulation of virulence primarily at the level of mRNA
stabilization [35], we assessed whether GlmY affects cheA mRNA level. As expected, the
amount of cheA mRNA was reduced significantly in glmY and qseF mutants compared to
the wild-type and respective complemented strains (Figure 3C).

2.6. GlmY Activates cheA Expression at the Post-Transcriptional Level

To investigate the role of interaction between GlmY and cheA 5′UTR in cheA expression
and thus swarming, we generated plasmids carrying the individual lac promoter-driven
xylE translational fusion containing different lengths (520, 253, 138 and 61 bp) of cheA
5′UTR and the first 27 bp of cheA ORF (Figure 4A). The individual fusion plasmid was
transformed into the wild-type strain and glmY mutant to probe the essential region of
cheA 5′UTR requiring GlmY for activating cheA translation by monitoring the xylE activity.
While the glmY mutant carrying the plasmid of 520, 253 or 138 bp-5′UTR translational
fusion exhibited significantly lower xylE activity than the wild-type strain carrying the
respective fusion plasmid, albeit to a lesser extent for the 138 bp-fusion plasmid (Figure 4B),
the xylE activity of the wild-type strain and the glmY mutant harboring the 61 bp-fusion
plasmid was comparable (Figure 4B). The results indicate that there is no need for GlmY to
activate cheA translation when only the 61 bp-5′UTR of cheA is present. The data indicate
all the 520, 253 and 138-bp fragments of cheA 5′UTR had constrained structures requiring
GlmY for releasing to activate cheA translation.

To further demonstrate whether GlmY affected cheA expression via direct base-pairing,
we performed site-directed mutagenesis to inactivate the interaction of GlmY and cheA
5′UTR. We introduced an 8-bp mutation into the predicted pairing regions of the cheA 5′UTR
(cheAm) and glmY (GlmYm) (Figure 4C) using the cheA 5′UTR (253 bp)-xylE translational
fusion plasmid (pcheA) and glmY-containing pBAD33 (pBglmY) as templates to generate
pcheAm and pBglmYm, respectively. The wild-type P. mirabilis harboring the pcheAm
exhibited significantly lower XylE activity compared to that harboring the wild-type cheA
5′UTR-xylE plasmid (pcheA) (Figure 4D). The glmY mutant carrying pBglmY and pcheAm
showed significantly lower XylE activity than the mutant carrying pBglmY and pcheA (0.4
vs. 1 in Figure 4D). GlmY with the 8-bp substitution (GlmYm) could not effectively enhance
the expression of cheA-xylE fusion to the extent of wild-type GlmY (0.6 vs. 1) in the glmY
mutant (Figure 4D). In addition, introduction of compensating mutations into the cheA
5′UTR could restore the ability of GlmYm to activate the cheA-xylE fusion to 80% of the
wild-type GlmY and cheA interaction (pBglmYm-pcheAm vs. pBglmY-pcheA in Figure 4D).
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vector. (B) The effect of various lengths of cheA 5′UTR (as shown in (A)) on XylE activity of the
cheA 5′UTR-xylE translational fusion in the wild-type and glmY mutant. The activity of XylE in the
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independent experiments. Significant difference from the wild-type is indicated (* p < 0.05; ** p < 0.01
by the Student’s t test). (C) The predicted region of base-pairing between GlmY and the 5′ UTR of
the cheA mRNA. The interaction site of cheA and GlmY are underlined and the substitutions present
in GlmY (GlmYm) and cheA 5′ UTR (cheAm) are shown. (i). Wild-type GlmY and cheA 5′ UTR; (ii)
wild-type GlmY and mutated cheA 5′ UTR; (iii) wild-type cheA 5′ UTR and mutated GlmY; (iv) mu-
tated GlmY and the compensatory mutations in cheA 5′ UTR. (D) Analysis of GlmY interaction with
cheA 5′ UTR for cheA expression. The cheA 5′UTR (253 bp)-xylE translational fusion plasmid (pcheA)
and glmY-containing pBAD33 (pBglmY) were used as templates for introducing an 8-bp substitution
(shown in (C)) into GlmY and cheA 5′ UTR by site-directed mutagenesis to produce pcheAm and
pBglmYm, respectively. The pcheA and pcheAm were introduced into wild-type P. mirabilis sepa-
rately, while glmY mutant was transformed with combinations of pBglmY-pcheA, pBglmY-pcheAm,
pBglmYm-pcheA or pBglmYm-pcheAm. Then, the activities of XylE in the various glmY mutants (in
the presence of 0.2% arabinose) and wild-types were determined at 5 h after incubation on an LB agar
plate. The relative XylE activity was shown with the value of the pcheA-harbored wild-type or glmY
mutant carrying pBglmY and pcheA set at 1, respectively. Significant difference from the wild-type
or glmY mutant set at 1 is indicated (* p < 0.05; ** p < 0.01 by the Student’s t test). wt, wild-type; glmY,
glmY mutant.
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These results prove the role of cheA 5′ UTR in interaction with GlmY and the 8-bp
direct pairing between GlmY and cheA 5′ UTR critical for facilitating expression of cheA. For
the first time, this work identifies cheA as a novel target of GlmY for modulating swarming
motility of P. mirabilis.

2.7. Urea Inhibited Promoter Activity of the glmYqseEGF Operon in P. mirabilis

Based on the fact that P. mirabilis swarming was subject to positive regulation of the
QseF-GlmY pathway, it was tempting to determine whether urea affect the expression of
glmYqseEGF operon in the urinary tract, an environment containing a lot of urea. Therefore,
the XylE activities of the glmY-xylE reporter plasmid-transformed wild-type and the qseF
mutant were monitored in the presence of urea. The promoter activity of the glmY operon
was reduced by urea at 50 mM in the wild-type but not the qseF mutant after incubation
for 5 h on the LB agar plate (Figure 5A). We then examined the swarming motility of the
wild-type and qseF mutant in the presence of urea or not. The swarming motility of the
wild-type but not the qseF mutant was decreased by urea at 50 mM (Figure 5B). The results
suggest that urea could be a negative signal for expression of P. mirabilis glmYqseEGF operon
in the urinary tract.
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Figure 5. Urea inhibited glmY expression through QseF. (A) glmY promoter activity in the wild-type
and qseF mutant in the presence and absence of urea. Bacterial cultures were spread on an LB agar
plate with or without 50 mM of urea, and XylE promoter activities were determined at 5 h after
incubation at 37 ◦C. (B) Swarming motility of the wild-type and qseF mutant in the presence and
absence of 50 mM of urea was monitored at 1-h intervals. The data are the averages and standard
deviations of three independent experiments. Significant difference between presence and absence of
urea is indicated (* p < 0.05; ** p < 0.01 by the Student’s t test). wt, wild-type; qseF, qseF mutant; nil,
no urea.

3. Discussion

For the first time, in this study, a TCS regulator QseF participating in modulation of
swarming motility through GlmY (an sRNA) and the underlying mechanisms were revealed
in uropathogenic P. mirabilis. GlmY regulated swarming through direct GlmY-cheA interac-
tion together with GlmY-rcsB- and/or GlmY-mediated flhDC expression (Figure 6), whereby
affecting swarming-related chemotaxis system and flagellum production (Figure 6). The
chemotaxis system plays an essential role in flagellar function and swarm cell differentia-
tion, thus important for P. mirabilis to display a vigorous swarming pattern [34,36]. Given
decreased not abolished GlmY expression upon loss of qseF (Figure 3A), this indicates GlmY
is subject to QseF-independent control. Moreover, the finding that loss of glmY or qseF
resulting in a similar motility ability, expression of flhDC and rcsB and flhDC-associated
phenotypes (cell length and flagellin level) (Figures 2 and 3) indicates QseF could have
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alternative regulation of flhDC expression bypassing GlmY (Figure 6). In this regard, our
preliminary data showed introduction of GlmY-expressing plasmid into qseF mutant could
not restore flhDC mRNA to the wild-type level.

Int. J. Mol. Sci. 2022, 23, x FOR PEER REVIEW 10 of 17 
 

 

3. Discussion 
For the first time, in this study, a TCS regulator QseF participating in modulation of 

swarming motility through GlmY (an sRNA) and the underlying mechanisms were re-
vealed in uropathogenic P. mirabilis. GlmY regulated swarming through direct GlmY-cheA 
interaction together with GlmY-rcsB- and/or GlmY-mediated flhDC expression (Figure 6), 
whereby affecting swarming-related chemotaxis system and flagellum production (Figure 
6). The chemotaxis system plays an essential role in flagellar function and swarm cell dif-
ferentiation, thus important for P. mirabilis to display a vigorous swarming pattern [34,36]. 
Given decreased not abolished GlmY expression upon loss of qseF (Figure 3A), this indi-
cates GlmY is subject to QseF-independent control. Moreover, the finding that loss of glmY 
or qseF resulting in a similar motility ability, expression of flhDC and rcsB and flhDC-asso-
ciated phenotypes (cell length and flagellin level) (Figures 2 and 3) indicates QseF could 
have alternative regulation of flhDC expression bypassing GlmY (Figure 6). In this regard, 
our preliminary data showed introduction of GlmY-expressing plasmid into qseF mutant 
could not restore flhDC mRNA to the wild-type level. 

 
Figure 6. Summary of the swarming regulation by the QseEF-GlmY pathway involving expression 
of rcsB, flhDC and cheA. The sensor kinase QseE senses specific signals and transfers phosphoryl 
group to response regulator QseF. Then, QseF activates expression of GlmY, followed by cheA acti-
vation and rcsB inhibition. RcsB downregulation and CheA upregulation facilitate flagellum pro-
duction and swarmer cell differentiation, respectively, thereby enhancing swarming motility. QseG 
could help activation of QseEF and unknown factor X facilitates GlmY expression. GlmY may inter-
act with flhDC and modulate its expression. In addition, QseF could affect flhDC expression in a 
GlmY-independent way. Arrow, positive effect; line with a vertical bar, negative effect; dotted line, 
direct effect needed to be investigated. 

An ever-increasing number and variety of sRNAs are being identified to serve regu-
latory functions for bacteria to respond to environmental cues and thrive in diverse habi-
tats [9–11,37]. E. coli GlmY has been coopted to modulate the expression of virulence and 
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terial attachment and subsequent actin rearrangement on host cells through post-tran-
scriptional control of EspFu and the locus-of-enterocyte-effacement (LEE) [29]. In addi-
tion, GlmY and GlmZ participate in gene expression of curli adhesion, acid resistance and 
also tryptophan metabolism [42]. Despite similar genomic gene arrangement of 
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Figure 6. Summary of the swarming regulation by the QseEF-GlmY pathway involving expression of
rcsB, flhDC and cheA. The sensor kinase QseE senses specific signals and transfers phosphoryl group
to response regulator QseF. Then, QseF activates expression of GlmY, followed by cheA activation
and rcsB inhibition. RcsB downregulation and CheA upregulation facilitate flagellum production and
swarmer cell differentiation, respectively, thereby enhancing swarming motility. QseG could help
activation of QseEF and unknown factor X facilitates GlmY expression. GlmY may interact with flhDC
and modulate its expression. In addition, QseF could affect flhDC expression in a GlmY-independent
way. Arrow, positive effect; line with a vertical bar, negative effect; dotted line, direct effect needed to
be investigated.

An ever-increasing number and variety of sRNAs are being identified to serve regu-
latory functions for bacteria to respond to environmental cues and thrive in diverse habi-
tats [9–11,37]. E. coli GlmY has been coopted to modulate the expression of virulence and be
involved in cellular metabolism and architecture, including for biosynthesis of LPS [38–40],
a permeability barrier and a major virulence determinant in pathogenic bacteria [41]. GlmY
fine-tunes expression of type III secretion system and its effectors to promote bacterial
attachment and subsequent actin rearrangement on host cells through post-transcriptional
control of EspFu and the locus-of-enterocyte-effacement (LEE) [29]. In addition, GlmY and
GlmZ participate in gene expression of curli adhesion, acid resistance and also tryptophan
metabolism [42]. Despite similar genomic gene arrangement of glmYqseEGF, there are
discrepancies of the QseF and GlmY-related regulation between P. mirabilis and E. coli.
First, a Rho-independent terminator exists in the end of E. coli GlmY [43] but not in that
of P. mirabilis. Second, neither promoter prediction nor reporter assay showed a promoter
present in the intergenic region between glmY and qseE of P. mirabilis, which is not the case
for E. coli, initiating qseE transcription in the glmY-qseE intergenic region [31]. Third, E. coli
QseEF is involved in regulating genes required for pedestal formation but not motility [21].
There was no difference in motility and flagellar expression as seen by Western blotting
between the wild-type E. coli strain and the qseE mutant [21], contrary to the similar defect
of both P. mirabilis qseF and qseE mutants in swarming and swimming abilities. E. coli
glmY and qseE are independently transcribed from different promoters [31], while we
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demonstrated that glmY and qseEGF constitute an operon by RT-PCR assay (Figure 1C). In
this regard, the presence of the conserved RNase E-cleavage motif GCCUUAU in GlmY of
P. mirabilis [38] indicates the glmYqseEGF transcript could be processed to produce effective
GlmY for its function.

We found swarming, swimming and swarming-related phenotypes (cell length,
haemolysin activity and flagellin level) were all reduced in both qseF and glmY mutants
(Figure 2). Both flhDC promoter activity and mRNA level were downregulated in qseF and
glmY mutants (Figure 3). Because no QseF binding site in the promoter region of flhDC, we
speculated QseF may exert its effect on flhDC expression through GlmY. TargetRNA2 tool,
focusing its search for an sRNA-mRNA interaction in a neighborhood around the rbs of
the mRNA, revealed no GlmY binding site in flhDC and rcsB mRNAs. We then extended
mRNA searching by IntaRNA for GlmY-interacting sites and binding sites of −101 to −92
and −284 to −271 from AUG (both outside rbs) for flhDC and rcsB, respectively, were
identified. Based on the GlmY target prediction, there are two possibilities for upregulation
of flhDC mRNA level by GlmY. One is by direct interaction with flhDC mRNA; the other
is indirectly through rcsB. It also can not be ruled out that both modes of action coexist.
Further studies are needed to investigate whether GlmY directly interacts with mRNAs
of flhDC and rcsB. For example, the flhDC (or rcsB) mRNA amount of the glmY mutant
harboring wild-type or interacting site-mutated glmY on a plasmid will be determined to
assess the GlmY-flhDC (or rcsB) mRNA interaction. It is noteworthy that overexpression of
glmY in the same E. coli strain either had no effect or resulted in motility repression [12,44].
It could be due to different plasmid vectors and assay conditions used.

Translational fusion assay indicated that regions of −520, −253 and −138 to +27 from
AUG of cheA mRNA contain constrained secondary structures needed to be resolved by
GlmY for cheA translation, albeit to a lesser extent for the region of −138 to +27 (Figure 4B).
To elucidate how cheA 5′UTR interacts with GlmY, we uploaded sequences from −253 to
−138 and −138 to +27 of cheA mRNA to the IntaRNA webserver and interaction between
regions of −233 to −211 and −111 to −94 from AUG was revealed (Figure 7). Likewise,
using sequences from −138 to −61 and −61 to +27 of cheA mRNA as input fragments
showed interaction between regions of −88 to −82 and −15 to −9 by IntaRNA (Figure 7).
Inspection of the sequence of −15 to −9 disclosed the existence of two overlapped puta-
tive ribosome binding sites (rbs), aagguga (gagguga in E. coli) and gaaugag (gaagga in
E. coli) for translation of long cheA and short cheA of E. coli [45], respectively (Figure 7).
Furthermore, IntaRNA revealed interaction of cheA −61 to −50 from AUG with GlmY +17
to +28 (Figure 7) by using full-length GlmY and −253 to +27 of cheA as the input fragments.
These data suggest interaction between regions of −88 to −82 and −15 to −9 from AUG
could inhibit cheA translation by hiding rbs. Hence GlmY is required for releasing the
secondary structure to assist cheA translation. The reason for the less extent of translation
affected in the absence of glmY using the translational fusion comprising −138 to +27
of cheA compared to the −253 to +27 of cheA fusion could be ascribed to the interaction
between regions of −233 to −211 and −111 to −94 from AUG (Figure 7), thereby affecting
the ease for GlmY to uncover the rbs for translation. It is interesting to know that GlmY not
only activated cheA translation but also maintained cheA mRNA level. This is in line with
that sRNA-mediated stability control is the crucial element of activation of trans-encoded
mRNAs [35].

EHEC regulated pathogenesis and motility by sensing epinephrine or norepinephrine
through QseBC and QseEF two-component signaling systems [21,22]. The membrane
kinase QseC autophosphorylates and phosphorylates the QseB response regulator initiating
a signaling cascade that activates QseEF to trigger expression of LEE genes, leading to AE
lesions on intestinal epithelial cells. In P. mirabilis genome, only QseEF homologue of high
similarity was found, with no homologue of QseBC existing. We found QseF participated
in swarming regulation and deletion of qseE or qseG also had decreased swarming motility.
Previous study has revealed the phosphorylation state of QseE and QseF is governed by
interaction with QseG in response to epinephrine for post-transcriptional regulation of
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virulence genes through GlmY [46]. In addition, QseEGF has been shown to modulate
transcription of phoPQ, linking to the virulence regulation [47]. The similarity of the
transcriptome profiles of qseE, qseF and qseG mutants also indicates that these proteins
work together [47]. Therefore, P. mirabilis QseEF likely should exert functions other than
swarming to affect virulence. Accordingly, our preliminary data showing qseF mutant had
a significantly impaired ability to colonize mouse bladders and kidneys compared to the
wild-type. The investigation of virulence traits such as cytotoxicity, urothelial cell invasion
and survival in macrophages is underway.
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We found that urea could serve as a negative signal of QseEF for swarming (Figure 5).
In this way, the expression of QseF will be inhibited in the urine (rich in urea) and the role
of QseF in facilitating swarming will be neglected. In view of our preliminary data showing
a significant difference between the wild-type and qseF mutant in colonization of mouse
bladders and kidneys, it is tempting to surmise there is other cues in the urine to increase
expression of qseF. In this aspect, our unpublished transcriptome data reveal mRNA levels
of fatty acid synthetic genes increase but those of degradative genes decrease in the qseF
mutant relative to the wild-type. This indicates QseF may sense fatty acid and be involved
in fatty acid metabolism. Interestingly, we found oleic acid (0.01%) is a positive signal for
qseF expression (data not shown) and swarming motility of P. mirabilis [48]. The oleic acid
concentration used is an attainable concentration in the urine according to the Human
Metabolome Database (https://hmdb.ca/metabolites?utf8=%E2%9C%93&quantified=1&
urine=1&filter=true, accessed on 29 November 2021). Given QseE is also phosphatase [23],
it is reasonable to infer that the phosphatase function of QseE prevents QseF activation
under the presence of urea, whereas its kinase function triggers QseF regulon expression
under appropriate concentrations of oleic acid. A finely tuned balance in these opposing
activities should determine the regulon response of QseF as the case of the bifunctional
DevS kinase responsive to environmental oxygen in Mycobacterium tuberculosis [49].

Since catheter-associated UTI (CAUTI) is a major health concern, research directed
at understanding the pathogenesis is warranted and should lead to improved diagnosis,
prevention and treatment. P. mirabilis is notorious for causing CAUTIs. In this work,
we demonstrated a new regulatory pathway involving an sRNA, GlmY, participating in
swarming motility of P. mirabilis during which expression of several virulence genes is
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increased. It is believed that P. mirabilis swarming up catheters is primed to infect the urinary
tract [50], so elucidating the swarming mechanisms could provide new approaches in the
development of intervention strategies and facilitate the discovery of novel therapeutics.

4. Materials and Methods
4.1. Bacterial Strains, Plasmids, Reagents and Growth Conditions

The bacterial strains and plasmids used in this study are listed in Table S1 in the
Supplementary Materials. The bacterial strains used are a clinical isolate from a patient
of UTI (the wild-type N2), its derived mutants and respective complemented strains.
All chemicals were obtained from the Sigma-Aldrich unless otherwise indicated, and
primer sequences are given in Table S2. Bacteria were stored at −80 ◦C and routinely
cultured in Luria-Bertani (LB) broth at 37 ◦C. The LSW- agar plate [15] was used to prevent
the phenotypic expression of swarming motility for selecting mutant clones and colony
counting.

4.2. Construction of P. mirabilis Mutants and Complemented Strains

Sequences flanking the qseF gene was amplified by PCR using the primer pairs qseF-
upF/XbaI-qseF-upR and XbaI-qseF-dnF/qseF-dnR for qseF mutant, and cloned into pGEM-
T Easy (Promega) to generate pGqseF-up and pGqseF-dn. pGqseF-up was digested with
SalI/XbaI, and the qseF upstream sequence-containing fragment was ligated to SalI/XbaI-
digested pGqseF-dn to produce the pGqseF-updn plasmid, which contains both upstream
and downstream sequences of qseF. A Kmr cassette was inserted in the XbaI-digested
pGqseF-updn plasmid to generate pGqseF-updn-Km. The DNA fragment containing
the Kmr cassette-disrupted combined upstream and downstream sequences of qseF was
cleaved by SalI/SphI from pGqseF-updn-Km, and ligated into SalI/SphI-cleaved pUT-Km1
to generate pUTqseF-Km. For glmY mutant, pUTglmY-Km was constructed in a similar way
except using primer pairs glmY-upF/XbaI-glmY-upR and glmY-dnF/glmY-dnR. For gene
inactivation by homologous recombination, pUTqseF-Km or pUTglmY-Km was transferred
to wild-type P. mirabilis N2 by conjugation. Transconjugants were spread on LSW- plates
containing tetracycline (20 µg/mL) and kanamycin (100 µg/mL), and confirmation of
mutants with double-crossover events by colony PCR and Southern blot hybridization
were performed. For complementation of mutants, the fragments containing full-length
qseF gene or glmY was amplified by PCR using primer pairs qseF-comF/qseF-comR or
glmY-comF/glmY-comR, and cloned into pGEM-T easy to generate the plasmid pGEM-
qseF or pGEM-glmY. qseF is driven by lac promoter. glmY is driven by its own promoter
(382 bp), divergent from lac promoter, to ensure expression of the correct transcript. pGEM-
qseF or pGEM-glmY was then transformed into the respective mutant to generate the
complemented strain.

4.3. Swarming and Swimming Assays

The swarming migration assays were performed as described previously [48]. The
overnight bacterial cultures (5 µL) were inoculated onto the center of LB swarming plates
containing 1.5% (wt/vol) agar, which were then incubated, and the swarming migration
distance was measured by monitoring the swarm fronts of the bacterial cells at 1-h intervals.
For swimming assays, the overnight culture was stabbed into the center of the swimming
plates containing 0.3% agar and migration distance was recorded after incubation for 16 h
at 37 ◦C.

4.4. Measurement of the Haemolysin Activity and Cell Length

The overnight bacterial cultures (120 µL) were inoculated onto the surface of LB
swarming plates, which were then incubated at 37 ◦C for 5 h. The hemolysin activity
and cell length were determined as described previously [48]. Cell-associated haemolytic
activity was determined by incubation of a 20-µL cell suspension (OD600nm = 0.5) in a
980-µL solution of 0.85% NaCl, 20 mM CaCl2 and 2% washed sheep erythrocytes at 42 ◦C
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for 15 min. After centrifugation, the amount of haemoglobin released by lysis was measured
by the increase of the optical density of the assay supernatant at 543 nm.

4.5. Measurement of the Flagellin Level

Flagellin levels were determined as described previously by SDS-PAGE and Coomassie
brilliant blue staining [15]. Western blotting was performed to confirm the flagellin band.
The flagellin samples on the SDS-PAGE gel were transferred to an Hybond-P membrane (GE
Healthcare, Chicago, IL, USA). The blot was incubated with mouse polyclonal antiserum
against FlaA, followed by sheep anti-mouse IgG conjugated with horseradish peroxidase
(GE Healthcare, Chicago, IL, USA), and then developed using enhanced chemiluminescence
detection reagents (PerkinElmer, Waltham, MA, USA).

4.6. Transmission Electron Microscopy

Transmission electron microscopy (TEM) was performed as previously described [3]
by using 1% phosphotungstic acid (PTA)-stained bacteria on a carbon-coated grid and
TEM pictures were obtained with a Hitachi H-7100 electron microscope (Hitachi High-Tech
America, Pleasanton, CA, USA).

4.7. Real Time Reverse Transcription PCR (RT-PCR)

To study the effect of qseF or glmY deletion on the mRNA amount of motility-related
genes, overnight LB cultures (100 µL) of the wild-type, mutants and the complemented
strains were spread on the LB agar and incubated for 5 h at 37 ◦C. Total RNA was extracted,
and real time RT-PCR was carried out as described previously [3] to measure the mRNA
level using primer pairs listed in Table S2. The levels of RNAs were normalized against
housekeeping gene gyrB mRNA.

4.8. Transcriptional and Translational Reporter Assays

For transcriptional reporter assay, the promoter region of the gene was amplified by
SphI and PstI-included primers and cloned into pGEM-T Easy. These promoter-containing
plasmids were cut by SphI and PstI, and the promoter-containing fragment was ligated,
respectively to the xylE-containing pACYC184-xylE digested by SphI and PstI to construct
the transcriptional reporter plasmid. The XylE activity of the transcriptional reporter
plasmid-transformed wild-type and mutants was measured as described previously [3].
For translational reporter assay, the 5′UTR (520, 253, 138 or 61 bp) with 27 bp coding region
(5′UTR-27) of cheA gene was amplified by SacI and BglII-included primers and cloned
into pGEM-T Easy to generate the plasmid pGcheA-5′UTR. The fragment containing full-
length xylE gene was amplified by PCR using primer pairs BglII-xylE-F and xylE-R, and
cloned into pGEM-T Easy to generate the plasmid pGxylE. pGcheA-5′UTR was digested
with SacI and BglII, and the cheA 5′UTR-27 sequence-containing fragment was ligated
to SacI/BglII-digested pGxylE to produce the translational reporter plasmid pcheA of
in-frame cheA-xylE fusion driven by lac promoter. The wild-type and mutants transformed
with the translational reporter plasmid were grown overnight in LB broth containing
ampicillin (100 µg/mL). Then, the cultures (100 µL) were spread onto the LB agar plate
and incubated for 5 h at 37 ◦C before the XylE activity was measured.

4.9. Site-Directed Mutagenesis

The translational reporter plasmid pGEM-cheA-xylE (pcheA) and the glmY-harboring
pBAD plasmid (pBglmY)) containing mutations in the putative GlmY- and cheA 5′UTR-
interacting site, respectively, were generated (pcheAm and pBglmYm) by a KOD-Plus-
mutagenesis kit (Toyobo, Osaka, Japan) using primers listed in Table S2 according to the
manufacturer’s protocol. The inverse PCR products of pcheA and pBglmY were digested by
DpnI to remove the template plasmid DNA, self-ligation of PCR products was performed
using T4 polynucleotide kinase and ligase and then DNA sequencing was performed to
confirm the DNA sequence of the mutated sites. We introduced pcheA or pcheAm into
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the wild-type and compared the XylE activity to confirm the essential GlmY-interacting
site in cheA 5′UTR. Additionally, we transformed the combinations of plasmids pBglmY-
pcheA, pBglmY-pcheAm, pBglmYm-pcheA or pBglmYm-pcheAm into the glmY mutant
and determined the XylE activity to evaluate the direct interaction of cheA 5′UTR and GlmY.
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Abstract: The anthrax pathogen Bacillus anthracis poses a significant threat to human health. Identi-
fication of B. anthracis is challenging because of the bacterium’s close genetic relationship to other
Bacillus cereus group species. Thus, molecular detection is founded on species-specific PCR targeting
single-copy genes. Here, we validated a previously recognized multi-copy target, a species-specific
single nucleotide polymorphism (SNP) present in 2–5 copies in every B. anthracis genome analyzed.
For this, a hydrolysis probe-based real-time PCR assay was developed and rigorously tested. The
assay was specific as only B. anthracis DNA yielded positive results, was linear over 9 log10 units,
and was sensitive with a limit of detection (LoD) of 2.9 copies/reaction. Though not exhibiting
a lower LoD than established single-copy PCR targets (dhp61 or PL3), the higher copy number of
the B. anthracis–specific 16S rRNA gene alleles afforded ≤2 unit lower threshold (Ct) values. To
push the detection limit even further, the assay was adapted for reverse transcription PCR on 16S
rRNA transcripts. This RT-PCR assay was also linear over 9 log10 units and was sensitive with
an LoD of 6.3 copies/reaction. In a dilution series of experiments, the 16S RT-PCR assay achieved
a thousand-fold higher sensitivity than the DNA-targeting assays. For molecular diagnostics, we
recommend a real-time RT-PCR assay variant in which both DNA and RNA serve as templates (thus,
no requirement for DNase treatment). This can at least provide results equaling the DNA-based
implementation if no RNA is present but is superior even at the lowest residual rRNA concentrations.

Keywords: anthrax; Bacillus anthracis; 16S rRNA; detection; identification; real-time PCR; RT-PCR

1. Introduction

Within the genus Bacillus, the notorious anthrax pathogen Bacillus anthracis poses the
greatest risk for humans, mammal livestock, and wildlife [1]. Other Bacillus spp. such as B.
cereus or B. thuringiensis, which are typical soil bacteria, may also have pathogenic traits
related to food poisoning, infections in immunocompromised persons, or production of
insecticides [2]. Yet, only obligatory pathogenic B. anthracis (and a few B. anthracis-like
bacilli) features a unique suite of pathogenicity factors rendering the endospore-forming
bacterium a first-rate biothreat agent. These factors are encoded on two plasmids called
pXO1 and pXO2. Plasmid pXO1 encodes the anthrax toxin genes producing the lethal
toxin (gene products of pagA and lef ) and edema toxin (gene products of pagA and cya) [1].
These toxins damage host cells on various levels [3]. Plasmid pXO2 harbors the capsule
genes endowing the pathogen with a poly-glutamyl capsule which helps evade host
immune response [1,4]. Phylogenetically, B. anthracis belongs to the very closely related
Bacillus cereus sensu lato group. Besides the better-known species B. cereus sensu stricto,
B. anthracis, or B. thuringiensis, the group also comprises several other familiar species such
as B. weihenstephanensis, B. mycoides, B. cytotoxicus, and a variety of lesser-characterized
members [5].
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In the past, the high degree of genetic relatedness to several B. cereus s.l. strains
has rendered molecular diagnostics of B. anthracis challenging (e.g., by polymerase chain
reaction assays, PCR). One would think it should be straightforward to identify B. anthracis
by detecting genetic marker genes (typically pagA, lef, cya, capB, or capC) [6–8] on one
or both of its virulence plasmids. Identifying these genes comprising constituents of
toxin or capsule biosynthesis (cap-genes), however, only verifies the presence of these
plasmids. This is relevant because several B. cereus s.l. isolates are documented to possess
very similar virulence plasmids, but not necessarily all of these belong to the species
B. anthracis. Further, there are B. anthracis strains that lack one or both virulence plasmids.
Species-specific molecular identification of B. anthracis is achieved by targeting a small
number of validated chromosomal targets. These targets comprise sections of genes such
as dhp61 (BA_5345; [9]), PL3 (BA_5358; [6]), or mutations characterized as single nucleotide
polymorphisms (SNPs), e.g., in the rpoB [7] or the plcR [10] gene. A comprehensive overview
of suitable and less ideal specific markers for B. anthracis has been provided previously [11].
Notwithstanding, the advantage of assaying for pXO1 or pXO2 markers over chromosomal
ones is that the plasmid markers occur as multi-copy genes (since the virulence plasmids
are present in more than one copy per cell) [12]. Large-scale genomic sequencing revealed
that in B. anthracis plasmids, pXO1 and pXO2 (with their respective PCR-marker genes) are
present on average in 3.86 and 2.29 copies, respectively [13]. Conversely, no multi-copy
chromosomal marker has been employed for B. anthracis detection thus far.

Likewise, ribosomal RNA (particularly 16S rRNA) has not yet been routinely used for
identification and detection of B. anthracis even though rRNA molecules are generally the
most abundant ribonucleic acid entities in cells constituting up to approximately 80% of
total RNA [14]. In fact, copies of 16S rRNA transcripts per cell as constituents of ribosomes
number in many thousands (e.g., in E. coli, the number of ribosomes per cell ranges from
8 × 103 at a doubling time of 100 min to 7.3 × 104 at a doubling time of 20 min) [15].
Even in stationary culture, a single E. coli bacterium contains about 6.5 × 103 copies of
ribosomes [16]. Phylogenetically closer to B. anthracis than E. coli is Bacillus licheniformis.
For this bacillus, the average number of ribosomes per cell was calculated at 1.25 × 104,
3.44 × 104, or 9.2 × 104 in cultures growing at 37 ◦C with doubling times of 120, 60, and
35 min, respectively [17]. While these numbers are well in agreement, somewhat lower
numbers of 9 × 103 ribosomes have been determined for exponentially growing cells of
Bacillus subtilis [18]. While unexplored for B. anthracis, bacterial detection using rRNA genes
and transcripts has been successfully harnessed to challenge previous limits of detection
(LoD) for other pathogens [19–21].

In this study, we introduce a species-specific multi-copy chromosomal PCR marker
of B. anthracis. This marker is represented by a unique SNP within a variable number
of loci of the multi-copy 16S rRNA gene in this organism. Though the 16S rRNA gene
sequences feature a very high degree of identity among the B. cereus s.l. group species [22],
this SNP has previously been identified as unique and present in all publicly available
B. anthracis genomic data [23–25]. Since all 16S rRNA gene copies harboring the SNP have
100% sequence identity, this specific sequence variation represents a distinct 16S rRNA
gene allele named 16S-BA-allele. For simplification, all other 16S rRNA gene alleles lacking
the sequence variation were named 16S-BC-allele. The relative abundance of these 16S-BA-
and -BC-alleles were recently quantified in 959 B. anthracis isolates [25]. Here, we also
harnessed this SNP to develop a B. anthracis specific reverse transcription (RT) real-time
PCR assay. This approach brings the multi-copy marker concept for B. anthracis up to a new
level owing to the excess numbers of ribosomes (and thus 16S rRNA moieties) in relation
to chromosomes within a B. anthracis cell.

2. Results
2.1. Set-Up and Optimization of a New 16S rRNA Gene Allele-Specific PCR Assay

The “16S SNP BA probe” for hybridization to the B. anthracis specific sequence varia-
tion in 16S-BA-alleles in the B. anthracis genome was designed so that the SNP position was
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located centrally. In order to increase the fidelity of this probe, six locked nucleic acid (LNA)
bases were introduced (Table 1). Similarly, five LNA positions were added to the alternative
“16S SNP BC probe”, recognizing the non-B. anthracis specific 16S-BC-alleles of B. anthracis
(Table 1). The 16S SNP BA probe was verified in silico against the NCBI database to be
highly specific for B. anthracis, i.e., all B. anthracis genomes showed a 100% match, and only
genomes of a few other bacterial isolates exhibited identical sequences. Among these was,
e.g., a small number of Sphingomonas spp. Others, such as a few genomes annotated as
Staphylococus aureus, had the same one-base-pair mismatch at the SNP-position (relative to
B. anthracis) and were thus identical to other B. cereus s.l. genomes, hybridizing perfectly
against the alternative “16S SNP BC probe” (Figure S1).

Table 1. Primers and probes.

Oligonucleotide Sequence (5′-3′)

16S SNP F * CGAGCGCAACCCTTGA
16S SNP R * CAGTCACCTTAGAGTGCCC

16S SNP BA probe 6FAM-CTT+AGTT+A+C+C+AT+CATT–BHQ1
16S SNP BC probe HEX-CTT+AGTT+G+C+C+ATCATT–BHQ1

Dark 16S SNP BC probe CTT+AGTT+G+C+C+ATCATT-C3-spacer **
Locked nucleic acids are designated by prepositioned (+); 6FAM—6-Fluorescein phosphoramidite; HEX—
Hexachloro-fluorescein; BHQ1—Black Hole Quencher-1. * The expected amplicon length of the PCR reaction is
57 bp. ** blocked with a C3-spacer in 3′-position. Hairpin Tm: Primer 16S SNP R: 37.7, else: none; self-dimer Tm:
Primer 16S SNP F: 11.5, else: none.

Initially, the 16S SNP BC probe, which deviates only by the one central SNP base
from the 16S SNP BA probe, also carried a fluorescent dye/quencher pair. However, since
this probe was found to be not entirely specific for recognizing 16S rRNA fragments of
B. cereus s.l. members, we decided to additionally design this SNP-competing probe as a
fluorescently “dark” probe in order to reduce costs of synthesis (Table 1). Thus, the 16S
rRNA SNP-PCR may be considered a pseudo-duplex assay (see below for details). All
PCR runs were performed with both probes, typically with the 6FAM-labeled 16S SNP BA
probe and the dark 16S SNP BC probe.

In silico analysis against the NCBI nt database confirmed that the PCR amplification
primers 16S SNP F and 16S SNP R (Table 1) were not species-specific for B. anthracis. Indeed,
besides DNA from other members of the B. cereus s.l. group, these primers would also
amplify genome sequences of various other bacteria, such as Paenibacillus spp., or the
reverse primer would bind to sequences of Alkalihalobacillus clausii or Bacillus licheniformis,
among others. This ambiguity is not surprising for primers hybridizing against 16S rRNA
gene sequences. Conversely, the pivotal factor for the detection assay introduced here is
that only the 16S SNP BA probe hybridizes without any mismatch against 16S-BA-allele
in B. anthracis (Figure S1). Thus, the specificity of the PCR assay is uniquely and entirely
governed by the LNA-enhanced 16S SNP BA probe.

The 16S rRNA SNP-PCR was robust for deviations from the optimum annealing
temperature (62 ◦C; Table S1). Additionally, primer (Table S2), probe (Table S3), and
MgCl2 (Table S4) concentrations and pipetting errors (Table S5) were tolerated quite well.
Intra- and inter-assay (Tables S6 and S7) variability was determined with positive, weakly
positive, and negative template DNA. The average PCR variations were at 0.0–1.1% (intra-
assay) and 1.1–1.2% (inter-assay), respectively (Tables S6 and S7), indicating high precision
of the PCR. Melt point analysis of the 16S-BA-allele PCR product vs. the 16S-BC-allele PCR
product (Figure S2) indicated specific amplification of each allele fragment.

2.2. Competitive Amplification-Inhibition of the 16S-BA-Allele Fragment-PCR by Excess of the
Alternative 16S-BC-Allele

Though the new 16S rRNA SNP-PCR assay was tested very robust and precise,
we wondered to which degree the assay would be inhibited by large excesses of the
alternative 16S-BC-allele fragment featuring a single mismatch at the SNP located centrally
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in the hybridizing 16S-BA-allele-specific PCR probe (Figure S1). For testing this, we first
evaluated which probe ratio (16S rRNA SNP BA vs. BC probe) would yield the lowest
residual fluorescence values (in the 6FAM-channel of the 16S-BA-allele-specific probe)
when providing only 16S-BC-allele containing DNA as PCR template. In these tests,
the concentration of the 16S-BA-allele-specific probe was kept constant at 0.25 µM. The
resulting 6FAM-fluorescence values were very low compared to regular amplification
(Table S8), signals were weakly linearly increasing, and no Ct values were detected. The
lowest fluorescence, barely above the negative control level, was recorded at a ratio of
0.25/0.75 µM (16S rRNA SNP-BA probe/-BC probe). Thus, this ratio was used for all
following tests.

Next, a constant 100 template copies of the 16S-BA-allele fragment per reaction were
titrated against increasing copy numbers of the alternative 16S-BC–allele fragment. Figure
S3 and Table S9 show that an excess of 16S-BC-allele to BA-allele fragments of 106, 105,
104, or 103 to 1 (Table S9; assay #1–4) inhibits detection of the 16S-BA-allele fragment. This
is because there was neither any bona fide sigmoidal PCR amplification nor were there
any fluorescence signals with values meaningfully above the 16S-BC-allele-only controls
(assays #11 and #12). Starting with 7.5 × 104 copies of competing 16S-BC-alleles (vs. 100
16S-BA-allele copies, i.e., 750 to 1; assay #5), both a regular Ct value was provided, and
fluorescence started to markedly increase above the base level. At a ratio of 500 to 1 (16S-BC-
to BA-alleles), B. anthracis detection became possible (assays #6 vs. #12; #7). Latest at a
surplus of equal or less than 100 to 1 (assay #8), detection of 16S-BA-allele among BC-alleles
was robustly possible. Thus, at the very least, a single copy of 16S-BA-allele can be detected
in the presence of 100 BC-alleles.

2.3. Sensitivity and Specificity of the 16S rRNA SNP-PCR Assay

Similar to earlier work [26], we sought to harness the specificity of SNP-interrogation
without assaying the alternative SNP state (i.e., the 16S-BC-allele here). Because detecting
the 16S-BC-allele was not of interest for the assay at hand, the respective labeled 16S SNP
BC probe was replaced by an unlabeled, fluorescently “dark” probe (i.e., a BA allele SNP-
competitor probe; Table 1). In effect, primers would still amplify both alleles; however, the
fluorescent probe for the 16S-BA-allele would be outcompeted by the dark probe on 16S-
BC-allele targets, and the fluorescent 16S rRNA BA SNP probe would only generate signals
in the presence of cognate 16S-BA-allele sequences. Thus, this approach using a dark
competing probe would diminish the inadvertent generation of unspecific fluorescence
generated by mishybridization of 16S rRNA BA SNP probes to 16S-BC-allele sequences.

To formally validate the sensitivity of the 16S rRNA SNP-PCR assay, a panel of
14 different B. anthracis DNAs was employed. These B. anthracis strains represent all
major branches A, B, and C [27], including prominent sub-branches [28] of the global
B. anthracis phylogeny (Table S10). All DNAs produced positive PCR results. Similarly,
we tested a “specificity panel” of potentially cross-reacting organisms (Table S11). This
panel included 13 DNAs of non-anthracis B. cereus s.l. strains. Additionally included were
DNAs of common animal host organisms such as cattle, goat, sheep, and human. Neither
of these DNAs yielded any positive PCR results. Finally, DNAs of organisms relevant for
differential diagnostics and other prominent microbial pathogens were also assayed by
the new B. anthracis specific 16S rRNA SNP-PCR (Table S12). Again, none of these DNAs
resulted in false-positive PCR results. Of note, Sphingomonas zeae JM-791 [29] harboring
16S rRNA genes 100% identical in the region of the 16S SNP BA probe but different in the
primer binding sites yielded negative PCR results. These results clearly indicated that the
new PCR is both sensitive and specific for B. anthracis.

2.4. Linear Dynamic Range, Efficiency, and Limit of Detection of the B. anthracis Specific 16S
rRNA SNP-PCR Assay

The linear dynamic range of the new PCR was determined based on measurements
of serial DNA dilutions using recombinant 16S-BA-allele fragments or genomic DNA of
B. anthracis Ames, respectively, as templates (Figure 1). Linearity was observed over a
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range from 101 to 109 copies per reaction for cloned template DNA (Figure 1A; Table S13).
In nine out of nine PCR replicates, positive signals were obtained down to 101 copies per
reaction. At 100, two out of nine reactions were negative, thus defining the lower limit of
the linear dynamic range. The coefficient of determination (R2) was calculated as >0.999.
From the slope of the linear regression, the efficacy of the PCR was derived as 2.0 (which is
100.1% of the theoretical optimum). Thus, the 16S rRNA SNP-PCR assay performed very
well over a wide 9 log10 concentration range of template DNA.
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Figure 1. Linearity of the 16S rRNA SNP-PCR. Serial dilutions of DNA of (A) a fragment comprising
the 16S-BA-allele or (B) B. anthracis strain Ames were serially diluted 1:10, PCR-tested, and template
copies (A) or genome equivalents (B) plotted against Ct values. Indicated in the graphs are the slopes
of the linear regressions and the coefficients of determination (R2). Individual data points represent
average values from n = 3 × 3 PCR-tests.
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The B. anthracis Ames genome harbors four copies of the 16S-BA-allele and seven
copies of the BC-allele. Linear range parameters were very similar to that of cloned 16S-BA-
allele DNA fragment (Figure 1B; Table S13). Because of the upper concentration limit of our
B. anthracis Ames DNA preparations, the highest value in the linear range was 106 genome
copies. Thus, here the linear range covered target concentrations from 100 to 106 copies per
reaction. R2 was determined as >0.999 and the efficacy of the PCR as 1.99 (which is 98.7%
of the theoretical optimum). This indicated that the 16S rRNA SNP PCR assay yielded
very similar results in these experiments, whether recombinant target DNA or authentic
B. anthracis DNA was used as templates. Note, though, a single B. anthracis Ames genome
carries four copies of the 16S-BA-allele. This explains why all PCRs yielded positive signals
with DNA template at 100 copies (genome equivalents), whereas PCRs using single copy
recombinant template did not.

Next, we determined the LoD for the 16S rRNA SNP-PCR assay by probit analysis
(Figure 2; numerical data in Table S14). The assay had a limit of detection of 2.9 copies per
reaction. This calculates to about 0.6 copies/µL with a probability of success of 95% with a
confidence interval of 2.4–4.5 copies/assay.
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Figure 2. Limit of detection (LoD) of the 16S rRNA SNP-PCR (analytical sensitivity). DNA fragments
comprising the 16S-BA-allele were diluted to the indicated copies per reaction (numerical data in
Table S14) and subjected to real-time PCR (12 replicates for each data point). Probit analysis (plot of
fitted model) was performed to determine the LoD by fitting template copies against the cumulative
fractions of positive PCR observations (blue squares and line) and used for calculating the lower and
upper 95% confidence limits (red lines).

2.5. Comparison of the New 16S rRNA SNP-PCR Assay with Existing PCR Assays

In order to further assess the performance of the 16S rRNA SNP-PCR assay, we
compared it with other established PCR assays for B. anthracis identification currently
used in our laboratory. These assays target the single-copy genes dhp61 [9] or PL3 [6]
that have been individually validated before and compared to other commonly used
B. anthracis PCRs [11]. Using log10 dilutions of B. anthracis Ames DNA, the 16S rRNA
SNP-PCR exhibited markedly, at least three units, lower Ct values (27.9 ± 0.4; 31.7 ± 0.1;
35.4 ± 0.7) than dhp61 (32.1 ± 0.0; 35.4 ± 0.6; 38.9 ± 1.5) or PL3 (31.8 ± 0.2; 36.1 ± 0.7;
>40) at 1000, 100, or 10 genome equivalents, respectively (Figure 3). B. cereus DNA did not
result in amplification by any PCR assay. This result strongly suggested that the multi-copy
16S rRNA SNP-PCR assay performs competitively when compared back-to-back with
established PCR assays for the detection of B. anthracis.
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Figure 3. Comparison of the new 16S rRNA SNP-PCR assay with existing PCR assays. Different
quantities of B. anthracis Ames template DNA (1000, 100, or 10 genome equivalents per reaction), non-
target DNA (105 templates of B. cereus DNA), or water (negative) control were subjected to real-time
PCR using the new 16S rRNA SNP assay (A), published dhp61 gene assay [9] (B) or published PL3
gene assay [6] (C). Representative amplification curves (from n = 3 with similar results) are shown.
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2.6. Challenge of the New 16S rRNA SNP-PCR Assay with Samples from a Ring Trial

Along this line of reasoning, we next challenged the 16S rRNA SNP-PCR assay with
samples from a previous ring trial for B. anthracis nucleic acid detection [30]. Again, the test
was performed in comparison with the established PCR assays for B. anthracis identification,
dhp61 [9], and PL3 [6]. Each of the assays was able to correctly identify the two positives
out of four samples (Figure S4). Similar to evaluating known concentrations (Figure 3), the
16S rRNA SNP-PCR assay performed the best. It yielded the lowest Ct values (Figure S4),
about two units lower than that of dhp61 or PL3 PCR. The 16S rRNA SNP-PCR assay may
thus be ideally suited for this kind of analysis in which low target DNA quantities can be
expected.

2.7. Challenge of the New 16S rRNA SNP-PCR Assay with Total DNA from Spiked Soil Samples

Since the 16S rRNA SNP-PCR assay performed well thus far, even in the presence
of E. coli and human (Figure S4) or competing B. cereus (Figure S3) DNA, we evaluated
to what extent the assay would be able to detect target DNA in spiked soil samples.
These samples were spiked with cells of E. coli and F. tularensis and cells or endospores of
B. anthracis and/or B. thuringiensis and were subjected to DNA purification. As above, the
16S rRNA SNP-PCR assay was conducted in comparison with the established PCR assays
for B. anthracis identification dhp61 [9] and PL3 [6]. Figure S5 shows the PCR amplification
curves. Samples #1, #2, and #4 were samples spiked with B. anthracis; sample #3 only
contained E. coli and B. thuringiensis. Sample #4 had a large excess of B. thuringiensis over
B. anthracis (a factor of 104). The 16S rRNA SNP-PCR assay detected B. anthracis in samples
#1 and #2 but not in #4. Conversely, dhp61 or PL3 assays detected all three positive samples.
The failure to detect B. anthracis by the 16S rRNA SNP-PCR assay in sample #4 is in line
with our initial tests using massive excess of B. cereus DNA competing with B. anthracis
detection (Figure S3; Table S9). Notably, the 16S rRNA SNP-PCR exhibited markedly, about
three units, lower Ct values (23.6 ± 0.7 or 16.4 ± 0.0) than dhp61 (26.2 ± 0.1 or 19.9 ± 0.1)
or PL3 (25.7 ± 0.0 or 19.5 ± 0.1) for samples #1 and #2, respectively. This result confirmed
our preceding findings that the 16S rRNA SNP-PCR assay can reach a lower detection limit
than the established assay as long as there is no large excess of other B. cereus s.l. DNA
competing for amplification primers.

2.8. The New 16S rRNA SNP-PCR Assay also Functions as an RT-PCR Assay

We reasoned that the real-time 16S rRNA SNP-PCR assay targeting B. anthracis DNA
might be converted into an RT-PCR assay targeting RNA in the form of 16S-BA-allele
transcripts that harbor the B. anthracis-specific SNP. In order to test this, cells of B. anthracis
Sterne or B. cereus 10987 were grown to exponential growth phase, inactivated, and total
nucleic acids (including genomic DNA) were isolated alongside parallel preparations of
DNA only. The one-step RT-PCR reaction was thus run with a mixture of genomic DNA
and RNA, which can both be targeted by the assay. For comparison, the above-validated
16S rRNA real-time SNP-PCR was conducted in parallel with genomic DNA as the only
template (no RT-reaction). When using identical samples, RT-PCR reactions (with templates
consisting of total RNA and DNA) resulted in intensely lower Ct values than without
reverse transcription (since only genomic DNA served as a template; Figure 4). Notably,
differences in Ct values (RT-PCR vs. PCR) were in the range between 9 and 10 units.
This translates to an about 1000-fold improvement using RT-PCR over DNA-only PCR.
This result indicated that the 16S rRNA SNP-PCR assay functions both for DNA- and
RNA-based (RT) PCR.
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Figure 4. Comparison of the 16S rRNA SNP-PCR assay (DNA-only) with the RT-16S rRNA SNP-
PCR assay (DNA+RNA). Total DNA or total DNA+RNA isolated from exponentially growing cells
of B. anthracis or B. cereus, respectively, were used for PCR amplification of 16S-BA-allele DNA
(A) or additionally after reverse transcription of 16S rRNA (ribosomal RNA) (B). Representative
amplification curves (from n = 3 with similar results) are shown.

2.9. Linear Dynamic Range, Efficiency, and Limit of Detection of the B. anthracis 16S rRNA SNP
RT-PCR Assay

To further characterize the RT-PCR, we determined the linear dynamic range and
determined the LoD (Probit) of the 16S rRNA SNP RT-PCR using total RNA/DNA of
B. anthracis Sterne (similar to DNA-only templates, see above). The RT-PCR was linear
over a range from 100 to 108 template rRNA+DNA per reaction (Figure 5A; Table S15). The
coefficient of determination (R2) was 0.9982, and the efficacy of the RT-PCR was 1.92 (which
is 92.3% of the theoretical optimum). Thus, the 16S rRNA SNP RT-PCR assay performed
well over a wide 9 log10 concentration range of template RNA+DNA (higher template
numbers than 1.5 × 108 were not tested).

The LoD for the 16S rRNA SNP RT-PCR assay as determined by probit analysis
(Figure 5B; numerical data in Table S16) was 6.3 copies per reaction. This calculates to
about 1.3 copies/µL with a probability of success of 95% with a confidence interval of
5.0–8.9 copies/assay. Thus, the RT-PCR reaction performed similarly well as the PCR
reaction. Mindful of the about 3 log10 units higher number of 16S rRNAs in cells than
genomes, detection of B. anthracis with the rRNA-directed RT-PCR is superior to the
respective real-time PCR assay and all other B. anthracis PCR assays tested.

287



Int. J. Mol. Sci. 2021, 22, 12224
Int. J. Mol. Sci. 2021, 22, x FOR PEER REVIEW 10 of 17 
 

 

 

 

 
Figure 5. Linearity and LoD of the 16S rRNA SNP RT-PCR. Serial dilutions of RNA (with DNA) of B. anthracis strain Sterne 
were serially diluted 1:10, RT-PCR-tested and template copies plotted against Ct values (A). Indicated in the graph is the 
slope of the linear regression and the coefficients of determination (R2). Individual data points represent average values 
from n = 3 × 3 PCR-tests. Analytical sensitivity of the 16S rRNA SNP RT-PCR was determined by diluting samples from 
(A) to the indicated copies per reaction (numerical data in Table S16) and subjected to RT-PCR (12 replicates for each data 
point). To determine the LoD, probit analysis (plot of fitted model, blue squares, and line) was performed (as in Figure 2), 
and the lower and upper 95% confidence limits (red lines) were determined (B). 
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3. Materials and Methods 
3.1. Bacterial Culture, Inactivation, and DNA Samples for Quality Assessment 

B. anthracis strains and other Bacilli were cultivated at 37 °C on tryptic soy agar plates 
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Figure 5. Linearity and LoD of the 16S rRNA SNP RT-PCR. Serial dilutions of RNA (with DNA)
of B. anthracis strain Sterne were serially diluted 1:10, RT-PCR-tested and template copies plotted
against Ct values (A). Indicated in the graph is the slope of the linear regression and the coefficients
of determination (R2). Individual data points represent average values from n = 3 × 3 PCR-tests.
Analytical sensitivity of the 16S rRNA SNP RT-PCR was determined by diluting samples from (A) to
the indicated copies per reaction (numerical data in Table S16) and subjected to RT-PCR (12 replicates
for each data point). To determine the LoD, probit analysis (plot of fitted model, blue squares, and
line) was performed (as in Figure 2), and the lower and upper 95% confidence limits (red lines) were
determined (B).

3. Materials and Methods
3.1. Bacterial Culture, Inactivation, and DNA Samples for Quality Assessment

B. anthracis strains and other Bacilli were cultivated at 37 ◦C on tryptic soy agar
plates (TSA, Merck KGaA, Darmstadt, Germany). Bacteria comprising the negative panel
(Table S1) were grown on appropriate agar media (with 10% CO2 atmosphere where re-
quired) at 37 ◦C until colonies emerged. Risk group 3 (RG-3) B. anthracis strains were
cultivated in the biosafety level 3 (BSL-3) facilities at the Bundeswehr Institute of Microbi-
ology (IMB) and then chemically inactivated by resuspending a loop of colony material in
aqueous peracetic acid solution (4% (v/v) Terralin PAA, Schülke & Mayr GmbH, Norderst-
edt, Germany) before further use [31]. RG-2 strains of endospore formers were inactivated
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likewise. All other bacterial cultures were inactivated by 70% (v/v) ethanol. Ring trial B. an-
thracis DNA samples published in [30] were obtained from Instant (Düsseldorf, Germany).

3.2. Isolation of DNA, RNA, and Nucleic Acid Quantification

Bacterial DNA and RNA were isolated using MasterPure™ Gram Positive DNA Pu-
rification kit (Lucigen, Middleton, WI, USA). For RNA (+DNA) isolation, RNase treatment
was omitted. DNA and RNA concentrations were quantified using the Qubit dsDNA HS
Assay or RNA HS Assay kits (ThermoFisher Scientific, Darmstadt, Germany) according to
the manufacturer’s protocols. DNA and RNA (+DNA) preparations were stored at −20 ◦C
and −80 ◦C, respectively, until further use.

3.3. Design and in Silico Bioinformatic Analysis of Primer and Probe DNA Sequences

All relevant DNA sequence data for oligonucleotide design were retrieved from
public databases (NCBI). Primer and probe DNA oligonucleotides [25] were designed with
Geneious Prime (version 2021.1.1; Biomatters, Auckland, New Zealand). In silico specificity
analysis was performed by probing each primer and probing nucleotide sequences against
the NCBI nt databases using BLASTN for short input sequences (Primer BLAST) [32]. The
two amplification oligonucleotide primers target a consensus region within the 16S rRNA
genes on the chromosome of B. cereus s.l. species (Table 1), including B. anthracis. The two
oligonucleotide probes (Table 1) feature the centrally located discriminatory SNP (pos. 1110
in B. anthracis strain Ames Ancestor, NC_007530) [23,24]. These probes thus either match
the allele unique for B. anthracis (named 16S-BA-allele; with an adenine, A at the SNP
position) or the general 16S-BC-allele (guanine, G at the SNP position), respectively (the
two alleles are depicted in Figure S1). Due to placement and length restrictions related to
another non-discriminatory SNP (pos. 1119), each probe was amended with locked nucleic
acids (LNA). LNA are modified nucleic acids in which the sugar is conformationally locked.
This rigidity causes exceptional hybridization affinity through stable duplexes with DNA
and RNA [33], eventually improving mismatch discrimination in SNP genotyping studies.
Similar to unmodified ssDNA probes, the LNA-containing probes (Table 1) are susceptible
to 5′-nuclease attack during PCR. LNA probes as well as primers were purchased from TIB
MolBiol (Berlin, Germany).

3.4. Real-Time and Reverse Transcription PCR Conditions

All (pseudo) duplex real-time PCR amplifications were performed in reaction mixtures
of a final volume of 20 µL containing 2 µL LightCycler® FastStart DNA Master HybProbe
mix (Roche Diagnostics, Mannheim, Germany), 5 mM MgCl2, 0.5 µM of each primer,
0.25 µM of 16S SNP BA probe, 0.75 µM of (dark) 16S SNP BC probe, and various quantities
of template DNA template. All reactions were performed on a LightCycler 480 real-time
PCR system fitted with color compensation (Roche Diagnostics, Mannheim, Germany).
The optimized amplification conditions were 95 ◦C for 10 min, and then 45 consecutive
cycles of first 15 s at 95 ◦C and then 20 s at 62 ◦C, followed by 20 s at 72 ◦C.

Reverse transcription PCR reaction mixtures contained 7.4 µL LightCycler® 480
RNA Master Hydrolysis Probes mix, 1.3 µL Activator, 1 µL Enhancer (Roche Diagnostics,
Mannheim, Germany), 0.5 µM of each primer, 0.25 µM of 16S SNP BA probe, 0.75 µM
of (Dark) 16S SNP BC probe, a variable volume of RNA and/or DNA template. Finally,
nuclease-free water (Qiagen, Hilden, Germany) was added to a final volume of 20 µL.
Using the LightCycler 480 real-time PCR system (Roche Diagnostics, Mannheim, Germany),
reverse transcription was performed at 63 ◦C for 3 min followed by an activation step at
95 ◦C for 30 s and 45 cycles of 95 ◦C for 15 s, 62 ◦C for 20 s and 72 ◦C for 1 s.

A fluorescent signal 10-fold higher than the standard deviation of the mean baseline
emission was counted as a positive detection. Samples were tested in triplicate (unless
noted otherwise) and data recorded as Cycle thresholds (Ct) with Ct defined as the PCR
cycle at which the fluorescent intensity raised above the threshold [34].
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3.5. Droplet Digital PCR (ddPCR) and Reverse Transcription (RT) ddPCR

All DNA and RNA templates used for real-time and reverse transcription PCR were
quantified by ddPCR and RT ddPCR, respectively. A 20 µL ddPCR reaction mixture con-
sisted of 10 µL ddPCR Supermix for Probes (Bio-Rad Laboratories, Munich, Germany),
0.9 µM of each primer, 0.15 µM of each probe, and 5 µL of template DNA. RT-ddPCR
reaction mixtures comprised of 5 µL One-Step RT-ddPCR Advanced Supermix for Probes
(Bio-Rad, Munich, Germany), 2 µL of Reverse Transcriptase (Bio-Rad, Munich, Germany; fi-
nal concentration 20 U/µL), 0.6 µL of DTT (Bio-Rad, Munich, Germany; final concentration
10 nM), 0.9 µM of each primer, 0.15 µM of each probe, and 5 µL of template RNA. Droplets
were generated using a QX200 ddPCR droplet generator (Bio-Rad, Munich, Germany).
PCR amplification for both assays was performed on the Mastercycler Gradient (Eppendorf,
Hamburg, Germany) with the following conditions.

Initial reverse transcription was carried out at 48 ◦C for 60 min (only for RT-ddPCR).
Enzyme activation at 95 ◦C for 10 min was followed by 40 cycles of denaturation at 94 ◦C
for 30 s and annealing/extension at 58 ◦C for 1 min. Before the samples were cooled to 4 ◦C,
a final enzyme inactivation was carried out at 98 ◦C for 10 min. The cooling and heating
ramp rate was set to 2 ◦C/s for all steps. After PCR runs, droplets were analyzed using the
QX100 Droplet Reader (Bio-Rad, Munich, Germany), and absolute target concentrations of
each sample were calculated using Quantasoft Pro Software (Bio-Rad, Munich, Germany).

3.6. Generation of PCR Positive Controls from Reference Plasmids Harboring 16S-BA- or
BC-Allele Fragments

Though we generally used genomic DNA from B. cereus or B. anthracis, respectively, for
PCR testing and validation, generic positive control reference plasmids for either allele, the
B. anthracis-specific 16S-BA-allele or the B. cereus-specific 16S-BC-allele were constructed.
For this, a PCR-amplicon was generated from B. anthracis Ames DNA with primers 16S
SNP F and 16S SNP R using Platinum™ Taq DNA Polymerase High Fidelity (ThermoFisher
Scientific, Darmstadt, Germany). This DNA comprises a mixture of both alleles in a ratio of
4 to 7 [25]. The PCR-amplicon was analyzed on agarose gel electrophoresis, a band of the
expected size (57 bp) cut from the gel and gel-purified using QIAquick Gel Extraction kit
(QIAGEN, Hilden Germany). PCR products were ligated into pCR2.1 TOPO vector (Ther-
moFisher Scientific, Darmstadt, Germany) using TOPO TA Cloning kit (Thermo Scientific,
Darmstadt, Germany) and transformed into One Shot TOP10 chemically competent cells
(ThermoFisher Scientific, Darmstadt, Germany) according to the manufacturer’s protocol.
Several recombinant plasmids isolated from different clones were sequenced (Eurofins
Genomics Germany, Ebersberg, Germany) in order to obtain plasmids harboring either the
16S-BA-allele or the 16S-BC-allele. From these plasmids, PCR products were generated
using primers M13 F and M13 R, which contained the target region for the 16S rRNA
SNP-PCR with either the 16S-BA- or BC-allele. After purification with QIAquick PCR
purification kit (QIAGEN, Hilden Germany), PCR products were quantified using digital
PCR and diluted as required.

3.7. Determination of the Specificity (Inclusivity/Exclusivity) of the B. anthracis 16S rRNA
Allele Assay

PCR specificity for the 16S rRNA SNP assay was assessed by verifying the amplifi-
cation of DNA containing or lacking respective markers. “Inclusivity” was evaluated by
(exponential) amplification above threshold levels obtained with template DNA comprising
the markers’ sequences. Vice versa, “exclusivity” was confirmed by lack of amplification
of genomic DNA from B. cereus s.l. strains reported to lack the particular 16S-BA-allele
but also may harbor the alternative 16S-BC-allele or include no-template negative controls
(NTC). Positive PCR results were further analyzed via agarose gel electrophoresis, demon-
strating a single band with a molecular weight corresponding to the predicted size of the
16S rRNA SNP-PCR amplicon (note: this cannot differentiate between the two alternative
SNP states in the 16S rRNA gene alleles).
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3.8. Dynamic Linear Range, PCR Efficiency, and Limit of Detection

The dynamic linearity of the PCR assay was determined over a 9 log10 concentration
range for DNA (real-time PCR) and RNA (RT-PCR) templates. Each dilution was assayed
6-fold, and analysis for linearity and PCR-efficiency (E) was performed from the plot of the
Ct’s versus the logarithm of the target concentrations [35]. The sensitivity of the PCR assay
was expressed as the limit of detection (LoD) of 16S rRNA SNP genome or transcript copies.
LoD was formally defined as the concentration permitting detection of the analyte at least
95% of the time. For this, DNA fragments comprising the 16S rRNA SNP were diluted
to between 10 and 0 copies per reaction, subjected to real-time PCR with 12 replicates for
each dilution step. Probit analysis (plot of the fitted model) was performed [36] using
StatGraphics Centurion XVI.I (16.1.11; Statgraphics Technologies, The Plains, VA, USA) to
determine the LoD by fitting template copies against the cumulative fractions of positive
PCR observations and used for calculating the lower and upper 95% confidence limits. The
LoD of the 16S rRNA SNP RT-PCR was determined likewise using samples with 0–15 rRNA
copies per reaction (12 replicates for each dilution step).

4. Discussion

The use of SNPs as reliable markers for the identification of B. anthracis among its clos-
est relatives of the B. cereus group is not a novel approach. This has previously been
achieved with high specificity and sensitivity for nucleotide position 640 in the plcR
gene [10] or at position 1050 in the purA gene [26], and diverse assays were thoroughly
evaluated in [11]. Likewise, ribosomal gene sequences and intergenic transcribed spacers
(ITS) between 16S and 23S rRNA genes have also been employed for B. anthracis identifica-
tion in the past [37–40]. However, while these authors focused on the specific identification
of B. anthracis, they neglected the potential of developing a sensitive assay making use of
the multi-copy nature of their targets. An interesting exception is a study on fluorescent
DNA-heteroduplex detection of B. anthracis [41]. Herein detection was preceded by general
PCR-amplification of a fragment of the 16S rRNA gene region of B. cereus s.l. group strains
containing a presumably specific SNP (pos. 980). This SNP, however, is neither specific
for B. anthracis nor for the B. cereus s.l. group [24]. Anyway, Merrill et al. succeeded in
establishing a LoD for their PCR of approximately 0.05 pg of purified B. anthracis genomic
DNA (which can be calculated to represent 10–20 cell equivalents per reaction) [41]. This is
higher than the LoD of about 1–2 cell equivalents per reaction found in our study. More
importantly, Merrill et al. also took the effort to determine the detection limit of their
presumably specific SNP in mixtures of 16S rRNA gene amplicons from B. anthracis and
B. cereus [41]. The authors observed a detection limit of 1 out of 50 for B. anthracis DNA
mixed with B. cereus DNA. They explained this limit as narrowed by methodological
constraints and from competitive hybridization dynamics during probe annealing [41].
This finding can be compared with our results. The PCR assay developed here was able
to detect at least one B. anthracis 16S-BA-allele target among 100 BC-allele targets (Figure
S3 and Table S9). At higher alternative (16S-BC-allele) concentrations, these templates
will outcompete the 16S-BA-allele for primer binding. Thus, the higher the fraction of
16S-BC-allele, the lower the relative amplification of 16S-BA-allele resulting in increasingly
non-exponential amplification of the latter. In contrast, for a SNP in the DNA target plcR
used for the differentiation of B. anthracis from B. cereus, a 20,000-fold excess of the alternate
B. cereus allele did not preclude the detection of the B. anthracis allele [42]. With B. cereus
spore counts in soils spanning a wide range of from 1 × 101 to 2.5 × 104 CFU per g soil [43],
the plcR SNP-PCR should be able to detect B. anthracis in practically any sample. Here, the
new 16S rRNA SNP-PCR on DNA as target molecule would fall short with only covering up
to medium B. cereus-loaded soils. However, when targeting ribosomal RNA, the sensitivity
(LoD) of the 16S rRNA SNP RT-PCR would be at least three orders of magnitude increased.
Then, it should be possible to challenge the LoD values achieved by the plcR SNP-PCR
(25 fg DNA or about 5 genome equivalents) [42].
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A potential limitation of the multi-copy nature of the 16S-BA-allele may be the variable
abundance of this allele in different B. anthracis strains. Previously, we could show that
most B. anthracis strains harbor 3 (58.39%) 16S-BA-alleles. There are, however, also a
number of isolates only possessing 2 (23.04%), 4 (17.10%), 5 (1.15%), and a single one with
only 1 (0.31%) 16S-BA-alleles [25]. Thus, in most cases, this multi-copy gene allele can
be harnessed nevertheless. A more typical multi-copy marker for detection of bacterial
biothreat agents (and of other pathogens) constitute insertion sequence (IS) elements,
which are widespread mobile genetic entities. For instance, in Brucella spp. IS711 occurs in
multiple genomic copies, and thus, the detection of this IS711 is very sensitive. B. melitensis
and B. suis contain seven complete copies, B. abortus carries six complete and one truncated
IS711 copies, B. ovis, B. ceti, and B. pinnipedialis even more than 20 copies [44]. Consequently,
the lowest concentration of Brucella sp. DNA that could be detected was about ten times
lower for IS711 than, e.g., for single-copy genes bcsp31 (Brucella cell surface 31 kDa protein)
or per (perosamine synthetase), respectively [45]. Similarly, in Coxiella burnetii, the detection
sensitivity of specific IS1111 was compared to that of the single-copy icd gene (isocitrate
dehydrogenase) [46]. While both PCRs for icd and IS1111 had similar LoDs of 10.38 and
6.51, respectively, the sensitivity of IS1111 was still superior because of its multiple-copy
nature. Between 7 and 110 copies of this mobile element were found in various C. burnetii
isolates [46].

The differences in threshold values (∆Ct = 9.96 ± 0.65) of identical samples obtained
from (RT)-PCR using 16S-BA-allele DNA-only vs. 16S-BA-alleleDNA+RNA is enormous.
There is an approximate factor of about 1000 (29.96) times more templates in the DNA+RNA
sample than in the DNA-only sample. This factor favorably agrees with the numbers of
genome copies and 16S rRNA transcripts in cells [17,18]. Similar to the work at hand,
earlier work employed a combination of a DNA multi-copy marker and sensitive detection
of rRNA transcript targets in Mycobacterium ulcerans [20]. The authors determined an
LoD of six copies of the 16S rRNA transcript target sequence. For comparison, an LoD of
two target copies of the high-copy insertion sequence element IS2404, which is present in
50–100 copies in different M. ulcerans strains, was calculated from parallel experiments [20].
Ribosomal RNA detection was also utilized for Mycobacterium leprae diagnosis by the same
research team. Here, an LoD of three M. leprae target copies was achieved for a novel 16S
rRNA RT-PCR assay; the same value as determined for the M. leprae specific multi-copy
repetitive DNA target assayed in parallel [21]. At first glance, these values do not especially
speak in favor of querying for 16S rRNA transcripts; however, one has to consider the
high numbers of these molecules per cell in comparison to DNA markers (including the
high-copy ones). Thus, the chance of capturing one of the more abundant rRNA molecules
should be higher than that of the more limited DNA molecules. Indeed, this idea was
explored, e.g., for Escherichia coli, Enterococcus faecalis, Staphylococcus aureus, Clostridium
perfringens, and Pseudomonas aeruginosa by [19]. Comparative quantitative detection of
these bacteria by RT-PCR (16S rRNA) vs. PCR (16S rRNA genes) revealed that the rRNA-
detecting assay was from 64- to 1024-fold more sensitive than the one detecting DNA.
Similarly, work on pathogenic spirochete Leptospira spp. found that 16S rRNA-based assays
were at least 100-fold more sensitive than a DNA-based approach [47]. These authors also
found that Leptospiral 16S rRNA molecules remain appreciably stable in blood. From this
insight, the authors then highlighted the potential use of 16S RNA targets for the diagnosis
of early infection. Nevertheless, potential limitations of this approach were also noted.
Efficacy of the required reverse transcription reaction has to be considered, RNA molecules
are notoriously less stable than other biomarkers, and their cellular abundance (and as
a consequence, their detection) can be expected to be variable [47]. Finally, though not
required for qualitative detection, absolute quantification of microbial cells based solely on
enumeration of RNA molecules is complicated because of these variations in transcript
numbers depending, e.g., on the growth phase [47]. However, the cell numbers determined
by RT-PCR were similar when compared alongside standard methods such as cell counts,
PCR, or fluorescence in situ hybridization (FISH) [48]. Yet, in certain instances, there might
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be an additional advantage of performing PCR on rRNA directly (via RT-PCR) instead of
targeting DNA (including DNA of rRNA genes). Because DNA is more stable than RNA,
DNA may originate from both live and dead bacterial cells. In contrast, rRNA molecules
may be considered to be more closely associated with viable bacteria [49]. Though this
might also be possible with the new PCR assays introduced in the work at hand, we chose
to combine DNA and rRNA detection in a single test tube for the sake of simplicity (no
troublesome DNase treatment of purified RNA required) and depth of detection.

5. Conclusions

In this work, we designed and validated a new PCR-based detection assay for the
biothreat agent B. anthracis. This assay can be run as a real-time PCR with solely DNA as a
template or as an RT-real-time version using both cellular nucleic acid pools (DNA and
RNA) as a template. This assay was found to be highly species specific, yielding no false
positives, and was sensitive with a LoD of about 0.6 copies/µL (DNA-only) and about
1.3 copies/µL (DNA+RNA). With the high abundance of 16S rRNA moieties in cells, this
assay can be expected to facilitate the detection of B. anthracis by PCR. While standard
PCR assays are well established for the identification of B. anthracis from pure culture, the
exceptional sensitivity of the new 16S rRNA-based assay might excel in clinical and public
health laboratories when detection of minute residues of the pathogen is required.
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